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An IoT-Based Intelligent Irrigation
Management System

Mansi Sahi and Nitin Auluck

Abstract Recently, rainfall and climate change have been observed to be erratic.
Hence, proper irrigation of fields has become extremely important. Inappropriate
management of irrigation leads to poor quality and quantity of crops. If we irrigate
the fields properly, the yield can increase significantly. This paper proposes a smart
irrigation system using artificial intelligence, ICT, embedded systems and IoT. The
proposed system takes into consideration external factors like soil condition and
climatic conditions before suggesting any action. Our experiments show that the
performance of the proposed method is quite encouraging. The accuracy recorded
for the trained model while testing is 75%. This helps in using water resources
efficiently and thus reducing water wastage significantly.

Keywords Smart farming · Artificial intelligence · Embedded systems ·
Machine learning · Data analytics · Wi-Fi

1 Introduction

Populations across the world are highly dependent on agriculture, and India is no
exception. This is a major source of income for 70% of the Indian population and
accounts for 27% of the GDP [4]. The population is increasing rapidly, but the
agricultural land area remains constant. Thus, it is very important to increase the yield
of the land in order to satisfy the growing needs. To a large extent, the agricultural
productivity depends on the proper irrigation of fields. There is a need to manage the
irrigation proactively depending on various external conditions such as air humidity,
temperature and moisture content in the soil.
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Automation in agriculture is the need of the hour. However, irrigating fields at
regular intervals is not a good idea as the climatic conditions change drastically.
It is better to irrigate the fields according to given climatic and soil conditions.
The average yield can be increased by maintaining the desired soil condition using
an automated irrigation system. Using these systems not only reduces the cost of
production, but also improves crop quality. There are several places that are drought
prone. So, judicious use of natural resources like water is required.Worldwide, about
85% of the fresh water is used in agriculture [16]. This fresh water consumption will
continue to grow in the near future, as the population is increasing rapidly and so is
the demand for food. In addition to increasing yield, these automated systems using
information and communications technology (ICT) also help in optimizing fresh
water usage. It is believed that by using IoT and AI technologies, the fresh water
supply processes can be subsequently impacted globally. These automated systems
proposed in [3, 7, 8] report significant water saving in comparison with traditional
irrigation systems.

This paper combines embedded systems and artificial intelligence in building a
smart irrigation system which can not only increase crop yield, but also use water
resources efficiently.

2 Related Work

A framework proposed in [19] uses a wireless sensor network and a web interface
in order to control and monitor fields remotely. Authors in [13] have proposed an
automated system in which the farmer is intimated using GSM. The irrigation is
controlled by a micro-controller-based system and a soil sensor. A drip irrigation
system has been proposed in [17], which uses a sensor-based IoT solution. However,
the field information cannot be accessed without the Internet. In [5], a system has
been proposed by using Zigbee and a wireless sensor network that collects envi-
ronmental parameters. Based on these parameters, an SMS is sent to the client’s
mobile. Photovoltaic panels have been used in [8] to provide power, transmitting
data to the web and triggering actuators. In addition, a cellular Internet interface has
been used to provide communication and scheduling irrigation. Communication in
the proposed wireless network has been enabled using Bluetooth technology in [2].
When the moisture in the soil hits below some threshold, then a message is sent to a
motor using Bluetooth. An automated system for drip irrigation has been proposed in
[1]. In this system, an email is sent using a Python script running on a Raspberry Pi,
which then sends a signal to an Arduino system for turning on the pump. In order to
power up the system in [9], the authors have used solar panels. The moisture content
is measured in the soil by using electrodes. The energy is supplied to motors by
solar panels to turn ON/OFF based on the threshold value. The greenhouse activities
are remotely controlled in [12] by using a GSM module, a micro-controller, actua-
tors and sensors. Authors in [6] have proposed a GPS-based smart robot which can
be controlled remotely to perform activities like spraying, monitoring and sensing
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Fig. 1 Overall architecture of IoT-based irrigation management system

moisture. In [14], the authors have used Ethernet IEEE 802.3 for monitoring and
controlling environmental conditions in an online farm. All the above systems are
embedded, using various communicating protocols. However, they fail to provide
the ‘bigger picture’ which can be obtained by analysing the data deeply. The water
quantity is controlled by using a GPRS module and a micro-controller in the auto-
mated irrigation system proposed in [8]. The collaboration of artificial intelligence
and embedded systems has proved to be beneficial in many areas of agriculture [10].
In [11], the authors use image processing in order to monitor fruit diseases. Authors
in [18] have developed a monitoring system after analysing the previous harvest data
and statistics. This is done in order to improve the decision-making efficiency of
selecting a crop based on the environment. A greenhouse management system has
been proposed in [15]. The data is acquired, and optimal environmental conditions
are maintained accordingly.
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3 Proposed Algorithms

The proposed smart irrigation architecture is shown in Fig. 1. The bottom-most layer
comprises end devices like sensors and actuators. These end devices are connected
with the fog device. The fog device senses the data sent by attached sensors. The
sensed data from the fog devices is further pushed to the cloud for storage, computa-
tion and analysis. The data which is stored in the cloud is used for training the model.
The model which is trained will be used for taking irrigation decisions in future. The
dataset has ‘n’ instances and ‘m’ sensor inputs collected from various locations ‘L’.
The input matrix can be represented as follows:

Y =

⎡
⎢⎢⎣
1 y11 . . . y1m
1 y21 . . . y2m
: : :
1 yn1 . . . ynm

⎤
⎥⎥⎦ (1)

Here, yvn depicts value of the nth sensor input for vth instance and yi0 = 1∀i ∈
(0, 1, . . . , n).

The prognostic function for the training dataset Dtr can be computed using fol-
lowing equation:

f = μT .Y (2)

Here, μ represents the weight vector [μ0, μ1, . . . , μm]. Now, μ0, μ1 and so on
are the weights for each sensor input. The regression weights are initially assigned
random values (Table1).

The value of the prognostic function is calculated by performing matrix multipli-
cation of sensor inputs (Y ) with their corresponding initial weights (μ) represented
by Eq. (2). The prognostic function for the j th instance of sensor inputs is calculated
using the following equation:

f (y j ) = μ0 + μ1y j1 + · · · + μm y jm (3)

Then, sigmoid function is applied upon the prognostic function. The sigmoid
function has a ‘squashing’ behaviour, i.e. 0 ≤ g(x) ≤ 1. When the value of x lies
between −4 and 4, it implies linear behaviour, but when the value of x is above
5 and below −5, then it gives a maximum value of 1 and a minimum value of 0,
respectively. This is done in order to prevent the model from being prone to outliers.
The sigmoid function is represented using the following equation:

g(x) = 1

1 + e−x
(4)

After inserting the prognostic function, i.e. f in the sigmoid function, the equation
may be represented as:
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Table 1 Notations

μ Vector of weights

μop Vector of optimized weights

Y Matrix of combined sensor data

yoi i th value in output vector of training data

g Sigmoid function

f Prognostic function

μ0 Bias term

μi Weight for i th sensor input

Pos Correct prediction by model

Neg Incorrect prediction by model

Acc Accuracy of model

yi Vector of sensor data for i th instance

Gi gof (yi ) composition function

Eμ Estimation function

Pμ Penalty function

α Learning rate

g( f j ) = 1

1 + eμ0+∑m
i=1 μi y ji

(5)

Here, f j = f (y j ). Depending on the value of g( f j ), the actuation O( f j ) is per-
formed as follows:

O( f j ) =
{
1, if g( f j ) ≥ 0.5.

0, otherwise.
(6)

Here, O( f j ) = 1 implies turning the pump ON and O( f j ) = 0 implies that no
action is required.

The problem that we solve can be formulated as follows: given a cdc ‘C’ with
the set of ‘n’ training instances gathered from ‘Li ’ locations (where ‘i’ depicts
the location number), each having ‘m’ sensor inputs. The task is to obtain optimized

parameters (weight vector) ‘μop’ that maximizes the test accuracy =
pos

pos + neg
∗ 100

and minimizes the overall penalty ‘Eμ’ paid by the model.

3.1 Training and Optimization Algorithm

Given Y training set with sensor inputs and yo, i.e. output vector of training set where
yo ∈ 0, 1, we need to find weights of sensor inputs, i.e. μ such that our accuracy of
predicting output maximizes. The estimation function can be represented as follows:
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Eμ(g( fi ), yoi ) = 1

n

n∑
i=0

Pμ(g( fi ), yoi ) (7)

Here, g( fi ) is the value which decides the actuation command (O( fi )) and
Pμ(g( fi ), yoi ) is the penalty function. The log-loss penalty function is represented
as follows:

Pμ(g( fi ), yo) =
{

− log(g( fi )), if yoi = 1.

− log(1 − g( fi )), if yoi = 0.
(8)

Here, g( fi ) is the value which decides the predicted actuation command (O( fi ))
and yoi depicts the actual actuation command. The penalty function for yoi = 1 is
depicted by the blue curve in Fig. 2. This indicates that when g( fi ) is 1, then the
penalty paid is 0. However, when g( fi ) is 0 for the blue curve, then it pays a high
penalty. Similarly, the red curve in Fig. 2 depicts penalty function for yoi = 0. This
indicates that when g( fi ) is 0, then the penalty paid is 0. However, when g( fi ) is 1 for
the red curve, then it pays a high penalty. Equation8 can be combined and rewritten
as follows:

Pμ(g( fi ), yoi ) = −yoi . log(g( fi )) − (1 − yoi ). log(1 − g( fi )) (9)

Therefore, the optimization equation is:

μop = argmin
μ

Eμ(g( fi ), yoi ) (10)

Fig. 2 Logistic loss penalty function
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After replacing Eμ value from Eq. (7), we get:

μop = argmin
μ

1

n

n∑
i=0

Pμ(g( fi ), yoi ) (11)

Algorithm 1: Optimization Algorithm

Input: Y∈ �nXm , yoi ∈ �m , T = Number_of _i terations
Output: μop ∈ �m

initialize weights in μ : μs ← 0, s ∈ (0, 1, . . . ,m);
Gi ← Calculate(μ, Y )

b=0
while b � T do

for s ← 0 to m do
ds ← ∑ n

i=0 (Gi − yoi )yis
μs ← μs − α ds

end
Gi ← Calculate(μs,Y )

b = b + 1
end

Algorithm 2: Calculate(μ,Y )
Input:Y∈ �qxm , μ ∈ �m , yoi ∈ �q

Output: Gi ∈ �q , acc
initialize Gi ← 0, i ∈ (0, 1, . . . , q), pos = 0, neg = 0, acc = 0;
i=0
while i � q do

f (yi ) ← μ0 + ∑m
j=1 μ j yi j

Zi ← f (yi )
g(Zi ) ← (1 + e−Zi )−1

Gi ← g(Zi )

end
for i ← 0 to m do

if Zi > 0 then
Oi .append(1)

else
Oi .append(0)

end
if Oi == yoi then

pos = pos + 1
else

neg = neg + 1
end

end

acc = pos

pos + neg
∗ 100
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Plugging in the value of the penalty function from Eq. (9), we get the following
optimization equation:

μop = argmin
μ

1

n

n∑
i=0

−yoi . log(g( fi )) − (1 − yoi ). log(1 − g( fi )) (12)

The task here is to find the best μ (which is equal to the global minima) which
minimizes the given penalty value. In order to find the minima, the equation given
below must be satisfied:

∂Eμ(v, yo)

∂μ
= 0 (13)

Here, v = g( fi ), i.e. the sigmoid function. The derivative of Eμ w.r.t. μs can be
computed by applying the chain rule, as shown in Fig. 3. The equation can be written
as follows:

∂Eμ(v, yo)

∂μs
= ∂Eμ

∂v
.
∂v

∂z
.

∂z

∂μs
(14)

Here, z = f (x), i.e. the prognostic function, μs is the weight of the sth sensor
input. The partial derivate of Eμ w.r.t. v, i.e. the sigmoid function, can be computed
as follows:

∂Eμ

∂v
= − yo

v
+ 1 − yo

1 − v
(15)

The partial derivate of v w.r.t. z, i.e. prognostic function, can be computed as
follows:

Fig. 3 Back-propagation for computing optimal weights
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∂v

∂z
= v.(1 − v) (16)

The partial derivate of z w.r.t.μs , i.e. the weight of sth sensor input for i th training
example, can be computed as follows:

∂z

∂μs
= yis (17)

Putting values of Eqs. (15), (16) and (17) in Eq. (14), we get:

∂Eμ(v, yo)

∂μs
= (v − yo).yis (18)

Here, v is the sigmoid function. So, Gi = g( fi ),∀i ∈ (0, 1, . . . , n). Therefore,
Eq. (18) can be written as follows:

∂Eμ(v, yo)

∂μs
=

n∑
i=0

(Gi − yoi ).yis, ∀s ∈ (0, 1, . . . ,m) (19)

In Algorithm 1, the weight optimization is done by using the derivative values
computed by Eq. (19) depicted by ds in the algorithm. Once the value of ds is cal-
culated ∀s ∈ (0, 1, . . . ,m), then the corresponding weights μs for each sensor input
are updated using the following equation:

μs = μs − α.
∂Eμ(v, yo)

∂μs
, ∀s ∈ (0, 1, . . . ,m) (20)

Here, α is the learning rate. Inserting the value from Eq. (19) in Eq. (20), we get:

μs = μs − α.

n∑
i=0

(Gi − yoi ).yis, ∀s ∈ (0, 1, . . . ,m) (21)

After updating the weights, they are passed to Calculate() (Algorithm2). Then, Zi

is computed using the prognostic function and Gi is computed using Gi = g(Zi )

with updated weights. After that, if the value Gi > 0.5 or Zi > 0, then we classify
Oi = 1 (the server will give actuation to switch on the pump); otherwise, we classify
Oi = 0 (no action is required).

Next, the predicted output is compared with the actual output in the training data.
If it matches, then we correctly classify and then increment pos, else we increment
neg. Then, the accuracy is calculated using the following equation:

acc = pos

pos + neg
∗ 100 (22)
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Again weights will be updated using updated Gi [using Eq. (21)]. This procedure
will be repeated till T iterations. Then, the optimization algorithm, i.e. Algorithm
1, returns the optimized weights μop. Then, the trained model is tested using these
optimized weights (μop).

4 Experimental Results and Discussion

4.1 Experimental Set-Up

Units of DHT-11 (a humidity sensor), LM-35 (a temperature sensor) and FC-28
(a moisture sensor) were connected to an MCP3008 ADC which converts analog
values to digital values. Next, the Arduino IDE was used to upload the code on to
NodeMCU. The NodeMCU was connected to a 5V supply. Using Wi-Fi, it sent the
sensed data to the server through a router, as shown in Fig. 4. The data was stored in
the server and then analysed in order to train the model for future predictions. The
training of the machine learning model was carried out on an Intel core i7-8750H
machine with a 2.20GHz processor having 12 cores, 16GB RAM, 64-bit OS and
Graphics GTX 1050 Ti/PCIe/SSE2. Next, the actuation commands (i.e. predictions)
were sent using HTTP to perform the necessary action of irrigating fields based
on the environmental factors. The data was sensed after 10,000ms from all sensors
through the NodeMCU and sent to the server for storage. For training, 400 instances
were randomly selected, such that 200 instances out of 400 were positive (labelled
irrigation), while the remaining 200 instances belonged to the negative class (labelled
no action). The evaluation metrics used in the experiments are as follows:

1. Accuracy (Acc.): This is described as the percentage of correctly classified
instances vs. total number of instances. This is calculated using the formula

pos
pos+neg ∗ 100, where pos represents correctly classified and neg represents incor-
rectly classified instances.

2. Decision Boundary (DB): As we have 3 sensor inputs, so in order to separate
the data points with two classes in 3D space plane (polynomial degree is 1) is
required. If we increase the polynomial degree of the decision boundary to be
greater than 1, this represents a hyperplane. So, DB represents the polynomial
degree of decision boundary in our experiments and it ranges from 1 to 4.

3. Regularization Factor (λ): Regularization helps in trading off between overfitting
(good performance on training data but poor performance on unseen data) and
underfitting (poor performance on both training and unseen data) the model.
This is done by tuning the regularization factor λ in the following equation:

Eμ(g( fi ), yoi ) = 1

n

n∑
i=0

Pμ(g( fi ), yoi ) + λμT .μ (23)



An IoT-Based Intelligent Irrigation Management System 11

Fig. 4 Experimental set-up

4. Estimation function (Eμ): The estimation function imposes a penalty when
instances are incorrectly classified by the model. This function is used to mea-
sure the error and to optimize the parameters so that the model learns to classify
the instances correctly in future trails. In our experiments, we have evaluated the
performance on two penalty functions, namely: square error loss function and
log-loss. The square error loss penalty function is represented as follows:

Pμ(g( fi ), yoi ) = 1

2
(g( fi ) − yoi )

2 (24)

5. Learning Rate (α): This is the hyper-parameter which controls the updating of
the weights of the sensor inputs based on the loss gradient. The relationship
between the learning rate and updated weights is as follows:

upd_wts = curr_wts − α ∗ loss_gradient (25)
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Here, upd_wts are the updated weight vectors, curr_wts are the current weight
vectors and α is the learning rate in the gradient descent algorithm.

6. Number of iterations (T ): This is the number of times the optimization algorithm
must iterate in order to get the optimized weight vector μop.

4.2 Results and Discussion

Effect of Complex Decision Boundary on Accuracy As shown in Fig. 5a, the
decision boundary with degree 1 (i.e. DB = 1) represents the plane in 3D space
to classify the positive class (i.e. irrigate instances) with the negative class (i.e. no
action instances). However, the train and test accuracy of the model is very low due
to underfitting. This underfitting takes place because the model is too simple. The
decision boundary with polynomial degree 3 (i.e. DB = 3) results in a hyperplane to
classify instances. The accuracy recorded forDB= 3 is themaximum. This is because
as we increase the degree of decision boundary, the model overfits the training data.
Due to this overfitting, the trained model (complex hyperplane) learns the training
data very well; therefore, the training accuracy is high. However, the test accuracy
is low, because it fails to generalize the new sensed data for DB = 4 and DB = 5.

Effect of Penalty Function on Accuracy In order to minimize the penalty (Eμ),
the model must be tuned to the best μ value, which is the global minima. We take
the squared error as the penalty function [represented by Eq. (24)]. Please refer to
Fig. 6a. When the estimation function for the squared error loss is plotted against
the weights of two features (temperature and moisture), then the squared error loss
penalty function results in a non-convex behaviour of the estimation function; i.e.
there are a large number of local minimas. This happens since g(x) (i.e. the sigmoid
function) is a nonlinear function when plugged in the estimation function. So, it will
not converge on the global minima when the gradient descent is applied. In contrast,
when the log-loss penalty function is plugged into the estimation function, it results

(a) DB vs Accuracy (b) Number of iterations vs Accuracy

Fig. 5 Effect of decision boundary (DB) and number of iterations on accuracy
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(a) Squared Error-loss vs Eµ (b) Log-loss vs Eµ

Fig. 6 Effect of squared error loss and log-loss on estimation function (Eμ)

in a smooth convex curve, as shown in Fig. 6b. Therefore, whenwe apply the gradient
descent on the resultant estimation function, then it converges into the globalminima.
In Fig. 5b, we can see that as the number of iterations increases, the accuracy also
increases for the log-loss penalty function. This is because when the log-loss penalty
function is used, it results in a smooth convex curve of the estimation function with
respect to the weights. Due to this, with the increasing iterations, the optimization
algorithm converges to the global minima, which results in improving the accuracy
of the model. However, when the squared error loss is used as a penalty function,
then it demonstrates random behaviour as the number of iterations increases. This is
because of the non-convex surface of the estimation function which might converge
in a local minima in spite of the global minima with each iteration.

Effect of Regularization on Accuracy Regularization is done to address the overfit-
ting issue. Penalizing a few features helps in providing simpler models. In Eq. (23),
the goal of the first part of the equation is to fit the training data well. The goal of
the second part (regularization) of the equation is to keep the parameter (weights)
terms small. Therefore, Eq. (23) tries to trade off between both goals in order to
avoid overfitting. As shown in Fig. 7, when λ = 0.02 (very less regularization), the
training error (Eμ(log−loss)) is minimum. This is because in Eq. (24), the second
part is negligible due to a small λ value. So, the first part of the equation which fits the
training data plays the dominant role. Hence, this results in less error for training data
but high error on test data or unseen data, leading to overfitting. When λ = 0.64 and
λ = 1.28, the training error is observed to be very high. This is because more impor-
tance is given to the regularization part (second part) of Eq. (23), which assigns very
low weights to the features. Due to this, the model becomes too simple and therefore
results in underfitting. This underfit (simplistic) or highly biased model is unable
to classify unseen data correctly, which leads to a high test error. In Fig. 7, we can
see that the test error first decreases for λ = 0.02 and λ = 0.04. The minimum test
error is reported at λ = 0.08. Then, for λ > 0.08, the test error starts increasing. So,
the best accuracy (minimum error) is obtained at λ = 0.08. Moreover, as shown in
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Fig. 7 Effect of regularization (λ) on estimation function

Fig. 5a, the model is overfitting. The train accuracy is 81% while the test accuracy is
62%. So, in order to resolve the problem of overfitting, a moderate value of λ = 0.08
gives the best result. Note that inserting λ = 0.08 in Eq. (23) maintains the balance
between the overfitting and underfitting. Thus, by tuning the regularization factor to
0.08, the model significantly decreases the variance without substantially escalating
the bias of the model. In fact, by using λ = 0.08, the test accuracy improves from 62
to 75%.

Effect of Learning Rate on Estimation Function The learning rate (α) determines
how quickly (using lesser number of iterations) we obtain the optimized parameters
(μop) using our optimization algorithm. This is a hyper-parameter (i.e. the best value
is selected by trail and error). The value needs to be tuned in order to achieve the best
accuracy in less time. As shown in Fig. 8a, when the value of α = 0.001 (i.e. low
learning rate), then it takes a large number of iterations to converge at the optimized
parameters, which can minimize error (Eμ(log−loss)) or maximize accuracy. How-
ever, when the value of α = 0.1 (i.e. high learning rate), then the error (Eμ) drops
considerably in the first few iterations, but due to a large step-size overshoots the
global minima for a large number of iterations. Thus, it takes a long time to converge
to the optimized parameters. But, when the value of α = 0.01, then the model con-
verges to the minima gradually and smoothly. Also, at this value, the model records
the minimum error with a very less number of iterations. Figure8b shows the error
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(a) Number of iterations vs Eµ (b) Learning rate vs Eµ

Fig. 8 Effect of number of iterations and learning rate on estimation function

recorded for various learning rates after 200 iterations. It can be observed that with
α = 0.01, theminimumerror is recorded.However, atα = 0.0001, the error recorded
is very high because with a very small value of α, it takes a large number of iterations
to converge to the global minimum.

5 Conclusion

It is evident that due to their manual nature, the traditional methods used for irrigating
fields prove to bequite inefficient. In order to efficiently and automaticallymonitor the
fields in real time, the Internet of Things (IoT) can play a significant role. These IoT
devices can be used to construct automated systems, which can optimize the usage of
fresh water for irrigation. The use of artificial intelligence (AI) can assist in making
these automated systems ‘smart’ by using the historical irrigation data in order to take
future irrigation decisions. Using Wi-Fi, we collect data from various sensors at dif-
ferent locations and then aggregate this data in aweb server. Next, themodel is trained
based on the acquired data by using an optimization algorithm. Finally, this trained
model is used for making decisions in future. Experiments demonstrate that by using
complex decision boundaries and log-loss as the penalty function, the test accuracy of
the model approaches 75%. In addition, by introducing the regularization factor, the
generalized performance (i.e. the decisions for unseen data) of themodel is improved
significantly, due to the minimization of the penalty paid by the trained model.
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Discerning Android Malwares Using
Extreme Learning Machine

Anand Tirkey , Ramesh Kumar Mohapatra , and Lov Kumar

Abstract Android, being the most widely used mobile operating system of choice,
also poses a security risk of mass privacy intrusion and sensitive data theft. Hence, as
a mitigation effort, it is imperative to identify robust methods in identifying android
malwares. In this paper, we extend our previous research work titled “Anatomizing
Android Malwares” [20] and bring forward a novel method of identifying mali-
cious android apps using object-oriented software metrics and supervised machine
learning techniques. Initially, we retrieve object-oriented software metrics from the
decompiled android app, and then this metrics tuple is tagged either as benign or mal-
ware using VirusTotal service. Finally, the set of metrics tuple acts as input features
in machine learning algorithms. We evaluated the performance and stability of our
forty-eight different machine-learned models against 5774 android apps collected
from AndroZoo [1]. The discriminatory power of every machine-learned model is
measured using its area under ROC curve (AUC), accuracy and F-measure values.
Ourmethod yields AUC, accuracy andF-measure of 1.0, 100% and 1.0, respectively.

Keywords Android · Malware detection · Machine learning · Object-oriented
metrics

1 Introduction

AndroidOSmarket share in 2018 has been 85.1% and is expected to grow to 86.7% in
2019, according to International Data Corporation (IDC, USA). In 2018, Symantec
intercepted and blocked an average of 10,573 malicious mobile apps per day. In May
2019, Google reported that 42.1% of android devices run unsupported versions of
the OS.Meanwhile, Karstern Noh et al. [17] point out that the situation has worsened
due to the fact that very fewmobile handset vendors truly provide monthly patches of
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the supported android OS released by Google. Even though Google releases monthly
patches and a new version of their android OS every year, it ultimately depends upon
the handset vendor to finally deliver the OS update. This has resulted in the android
OS fragmentation, which potentially exposes millions of devices to malware threats.

Google has put various safeguards in place, in order to prevent such exploits
such as android permissions and Google Play protect that proactively checks for
malware apps installed via Google Play Store. Unlike the previous implementation
of android permissions system,where all the required permissionswere requested for
approval prior to installation of apps, current implementation of android permissions
system mandates every permission to be asked when the app truly requires it. Today
almost every app asks for permissions in order to work, and this recurring habit of
granting permission becomes the basis for the lapse in security because the device end
users least understand the implications of granting unwanted android permissions to
unsuspecting malware apps. Even after these safeguards, it is still possible to install
or sideload apps from third-party sources and other marketplaces. Consequently,
these safeguards seldom provide any reasonable security.

The rest of the paper is organized as follows. Section2 discusses the related work.
Section 3 presents the methods used to obtain object-oriented metrics-based dataset
and subsequently to create models using this dataset. Section4 discusses the model’s
performance and provides a comparison of our method with other authors. Section5
mentions the future work and concludes the paper.

2 Related Work

The malware detection methods can broadly be grouped into two categories such as
static analysis and dynamic analysis. Many authors have used static analysis such as
Ma et al. [12] use API flows as features for malware detection. They obtain applica-
tion program interface (API) information from a control flow graph retrieved from an
apk, and they use this API information to build three API datasets, capturing different
aspects of API flows. Neeraj Chavan et al. [3] use android permissions requests as
their features in malware detection using SVM and ANN. Garg et al. [7] use API and
permissions requests as static features and dynamic features such as battery temper-
ature and network traffic. Finally, they validate the effectiveness of their model using
machine learning techniques such as SVM, RIDOR, PART, MLP and their ensem-
bles. Yen et al. [23] use apk source code visualization technique. They compute term
frequency-inverse document frequency (TF-IDF) of the decompiled source code and
transform that information into images, which is then fed as input to CNN for mal-
ware analysis. Martín et al. [13] have used Markov chains and dynamic analysis
for malware classification. They have deployed DroidBox tool to gather run-time
information, and this information is transformed into the first-order Markov model.
From this model, transition probabilities and state frequencies are used as input data
in deep learning algorithm, for malware classification. Saif et al. [18] use hybrid set
of features retrieved from static analysis, dynamic analysis and set of system calls
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from both malware and benignware android apps. This hybrid set of features is then
used as input for malware classification in deep belief networks. Martín et al. [14]
have collected android apk malware information through the usage of 61 antivirus
softwares. They have then used this information to group android apks into mal-
ware classes using graph community algorithms and hierarchical clustering. Finally,
using these groups as their dataset, they have performed malware classification using
logistic regression and random forest machine learning algorithms. Xiao et al. [22]
considers that there exists some semantic information in the system calls within an
android system. The sequences of android systems calls are considered a sentence,
and this information is used as input feature in long short-termmemory (LSTM) lan-
guage model. Two separate LSTM machine-learned models are trained for benign
and malware apps using system call sequences for the respective apps. Whenever
a new app is encountered, its similarity score using app’s system call sequence is
calculated against two pre-trained machine-learned models. The encountered app is
flagged as a malware, if the similarity score against malware LSTMmodel is greater
than the score against benign LSTMmodel; otherwise, it is flagged as benign. Wang
et al. [21] collect their features using Androguard [6] tool and use deep auto-encoder
(DAE) and convolution neural network (CNN) model for android malware recogni-
tion. Initially, the high-dimensional input features are passed onto multiple CNN for
android malware detection, followed by serial convolution neural network (CNN-S)
with ReLu activation function to increase sparseness dropout, which helps in pre-
venting data over-fitting. Consequently, for reducing training time of CNN model,
it is pre-trained by applying DAE over CNN. Finally, the resultant model is used in
detecting android malware. Zhu et al. [25] deploy an ensemble of machine learning
techniques such as random forest and support vector machine (SVM) for android
malware recognition. They obtain commonly available features such as allowed per-
missions, permission frequency, sensitive API and system events monitoring for each
of the collected android apps. The ensemble of classifiers is then fine-tuned by judi-
ciously selecting the features at each split and the number of decision trees. Yerima et
al. [24] extract critical API calls and command sets using their custom build android
analysis tool. These API calls and command sets form the input features to be used
in ensemble learning (random forest, simple logistic, Naive Bayes) for android mal-
ware classification. Liang et al. [11] create general rules by observing the android
permission combinations declared within an app’s manifest file. Initially, they obtain
the group of permission combinations frequently requested by malware apps but
are seldom invoked by benign apps. Consequently, rules are made based on these
observations that predict whether an incoming app is benign or malware. McLaugh-
lin et al. [16] extract raw opcode sequence from decompiled android apps, and it is
used as input feature over convolution neural network (CNN) for android malware
recognition. This technique allows long sequence of opcodes to be run feasibly on a
GPU for greater malware detection accuracy.
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3 Proposed Work

We collected android apps from AndroZoo [1] and extracted the corresponding
object-oriented metrics using CKJM extended tool [10] as illustrated in Fig. 1. These
software metrics are used as features, to be used in various machine learning tech-
niques.

ANDROID APK

APK
DECOMPILATION

OBJECT-ORIENTED
METRICS

RETRIEVAL

ANDROID APK
PRE-PROCESSING

ANDROID APK
REPOSITORY

OBJECT-ORIENTED
METRICS

REPOSITORY

MAP ANDROID APK REPOSITORY &

OBJECT-ORIENTED METRICS REPOSITORY

OBJECT-ORIENTED METRICS BASED DATASET

MALWARE APK
TAGGING

* SANDBOXED ENVIRONMENT

Fig. 1 Preparation of object-oriented metrics-based dataset
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Table 1 Object-oriented metrics p-values (benign vs. malware)

Metrics WMC DIT NOC CBO RFC LCOM Ca Ce NPM

p-value < 0.05 • • • • • • • •
Metrics LCOM3 LCO DAM MOA MFA CAM IC CBM AMC

p-value < 0.05 • • • • • • • •

3.1 Object-Oriented Software Metrics

Object-oriented software metric is a measure of intangible software characteristics
that are quantifiable and countable for any object-oriented paradigm-based program-
ming language. In this study, 18 different object-oriented software metrics [2, 5,
8, 9, 15, 19] as defined by experts are retrieved using CKJM extended tool [10]
and have been considered. These metrics are weighted methods per class (WMC),
depth of inheritance tree (DIT), number of children (NOC), coupling between object
classes (CBO), response for a class (RFC), lack of cohesion in methods (LCOM),
afferent coupling (Ca), efferent coupling (Ce), number of public methods for a class
(NPM), lack of cohesion in methods Henderson–Sellers version (LCOM3), lines of
code (LCO), data access metric (DAM), measure of aggregation (MOA), measure of
functional abstraction (MFA), cohesion among methods of class (CAM), inheritance
coupling (IC), coupling between methods (CBM) and average method complexity
(AMC).

Effectiveness of Object-OrientedMetrics Before proceeding with the experiment,
it is necessary to ascertain the feasibility and effectiveness of using object-oriented
metrics as features for detecting androidmalware. Boxplots for each of the 18 object-
oriented metrics can be observed from Fig. 2. It is further observed that each sub-
figure under Fig. 2 has two boxplots depicting the distribution of metric values for
benign and malware apps. Upon inspecting the inter-quartile range (IQR) from the
boxplots, it is evident that the benign and malware IQRs for all of the object-oriented
metrics do not overlap except for Ca and AMCmetrics as shown in Fig. 2g, r, respec-
tively. The p-values of object-oriented metrics both for benign and malware samples
are shown in Table1. Considering a significance level of 0.05, p-values less than
0.05 are denoted by symbol “•”. It is observed from Table1 that all metrics except
for Ca and AMC are statistically significant. Hence, object-oriented metrics-based
datasets can be effectively used in android malware detection usingmachine learning
techniques.

IQR = (Third Quartile − First Quartile) (1)

Object-Oriented Metrics Retrieval Object-oriented metrics-based dataset is
obtained from android apk files collected from AndroZoo [1]. Then object-oriented
metrics are retrieved from the decompiled Java classes and source codes using
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Fig. 2 Object-oriented metrics boxplot
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CKJM extended tool [10]. The list of selected object-oriented metrics is described
in Sect. 3.1. After retrieving object-oriented metrics for every decompiled apk file,
it is then stored in a local repository. Finally, object-oriented metrics-based dataset
is obtained by mapping object-oriented metrics and android executable malware tag
obtained fromVirusTotal service. Feature vectors in this dataset are of the dimension
(20 × 1), comprising of 18 object-oriented metrics along with its respective applica-
tion package name and malware tag. In this study, all of the malicious app variants
are clubbed together into a single category called malware, and the rest of the safe
android apps are categorized as benign. This has been done in order to simplify the
experiments toward binary classification.

3.2 Android Malware Detection

In this phase, six different supervised machine learning algorithms are deployed over
eight different metrics-based datasets, in order to create (6 × 8 = 48) forty-eight dif-
ferent machine-learned models from the metrics-based dataset. Consequently, these
machine-learnedmodels are used to classify the android apps either as benign ormal-
ware. The performance of these machine-learned models is evaluated and fine-tuned
so as maximize the malware detection accuracy, AUC and F-measure. The process
of android malware identification contains three sub-processes such as preprocess-
ing of metrics-based dataset, creating machine-learned models from metrics-based
dataset and classifying android as malware or benign through these models.

Preprocessing of Metrics-Based Dataset In order to create machine-learned mod-
els, preprocessing of the metrics-based dataset is required. Initially, the original
dataset “OD” comprising of 5774 android apps is observed, and it is found that it
contains only 1582malware samples. Therefore, [4] syntheticminority oversampling
technique (SMOTE) analysis is employed to counter the benign–malware sample
imbalance. This class-balanced smote dataset derived from “OD” dataset is termed
as “SMOTE”. These two datasets, i.e., original dataset (OD) and class-balanced
smote dataset (SMOTE), are used in analyzing android malwares. Four different
feature selection algorithms have been used over OD and SMOTE datasets such as
considering all features (ALL), wilcoxon signed-rank test (SIG), univariate logistic
regression (ULR) and principal component analysis (PCA). Finally, we have a total
of eight different metrics-based datasets such as original dataset taking all features
(OD), class-balanced smote dataset taking all features (SMOTE), dataset obtained
upon applying SIG over OD (OD-SIG), dataset obtained upon applying SIG over
SMOTE (SMOTE-SIG), dataset obtained upon applying ULR over OD (OD-ULR),
dataset obtained upon applying ULR over SMOTE (SMOTE-ULR), dataset obtained
upon applying PCA over OD (OD-PCA) and dataset obtained upon applying PCA
over SMOTE (SMOTE-PCA).
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Each metric-based dataset D is split into two parts, X and Y, where X is the
feature vector comprising T (T ≤ 18, as the total number of object-oriented metrics
is eighteen) object-orientedmetrics fromWMC throughAMCandY is the respective
malware tag obtained from AndroZoo.

Then, each feature vector xi inXhaving dimension (N×T) ismin–maxnormalized
using the formula as follows:

xi = xi − min(X)

max(X) − min(X)
(2)

Subsequently, each malware tag yi in Y having dimension (N×1) contains an
integer value of 0 or more. Where the value yi = 0 depicts the android app as benign
and for values of yi > 0 depicts the app as malicious. Here, the value of yi shows the
count of antivirus companies that have marked the android executable as a malware.
In case, value of yi is missing or invalid, then the android app is discarded from the
local repository and consequently from any further experiments. In this study, yi can
either have a value of 0 or 1, where the value of yi = 1 is considered a malware.
Hence, each value of yi in Y is processed using the formula as follows:

yi =
{
0 yi = 0

1 yi ≥ 1
(3)

Create Models from Dataset Using Machine Learning and Android Malware
Detection In this study, six different classification algorithms as employed such as
[26] weighted extreme learning machine with sigmoid activation function (WELM-
Si), [26] weighted extreme learningmachine with triangular basis activation function
(WELM-triba), [26] weighted extreme learning machine with radial basis activation
function (WELM-RBF), extreme learning machine with sigmoid activation function
(ELM-Sig), extreme learning machine with linear activation function (ELM-lin) and
extreme learning machine with radial basis activation function (ELM-RBF), over
eight different metrics-based datasets to create (6 × 8 = 48) forty-eight different
machine-learned classification models. The classification strength for each of the
machine-learned model is evaluated using its AUC, accuracy and F-measure values.

4 Experimental Results and Comparison

4.1 Analyzing Metrics-Based Datasets

In this experiment, a total of eight different metrics-based datasets are considered
as described in Sect. 3.2. The boxplots depicting AUC, accuracy and F-measure
values of the OD and SMOTE-based datasets are shown in Fig. 3a–c, respectively.
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Fig. 3 Boxplots for metrics-based datasets

Table 2 Boxplot descriptive statistics and p-value for metrics-based datasets

Min Max Mean Median Q1 Q3

OD 0.04 1.00 0.88 1.00 0.99 1.00

SMOTE 0.24 1.00 0.93 1.00 0.99 1.00

(a) AUC

Min Max Mean Median Q1 Q3

OD 3.76 100.00 89.81 99.83 98.92 100.00

SMOTE 34.46 100.00 94.85 99.94 99.07 100.00

(b) Accuracy

Min Max Mean Median Q1 Q3

ORG 0.00 1.00 0.90 1.00 0.99 1.00

SMOTE 0.00 1.00 0.93 1.00 0.99 1.00

(c) F-measure

OD SMOTE

OD •
SMOTE

(d) p-value

Meanwhile, the corresponding boxplot descriptive statistics is shown in Table2a–
c, respectively. It is observed from these tables that SMOTE-based class-balanced
datasets yield better median values for AUC, accuracy andF-measure with 1.0, 99.94
% and 1.0, respectively.

Considering two primary metrics-based datasets, i.e., OD and SMOTE, a total of
2C2 = 1 unique pair is possible. Analyzing the p-value of this unique pair at 0.05
significance level, we can reject a null hypothesis if and only if the p-value is less than
0.05/1 = 0.05. In Table2d, the p-values less than 0.05 are denoted by the symbol
“•”. It can be inferred from Table2d that datasets based on OD are significantly
different than datasets based on SMOTE.
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Fig. 4 Boxplots for feature selection techniques

4.2 Analyzing Feature Selection Methods

Boxplots for four different feature selection algorithms depicting AUC, accuracy and
F-measure values are shown in Fig. 4a–c, respectively. Meanwhile, the correspond-
ing boxplot descriptive statistics is shown in Table3a–c, respectively. It is observed
from these tables that datasets applying ULR feature selection algorithm yield better
median values for AUC, accuracy and F-measure with 1.0, 100.00% and 1.0, respec-
tively.

Taking four different feature reduction algorithms as described in Sect. 3.2, a
total of 4C2 = 6 unique pairs are possible, and upon scrutinizing the result at 0.05
significance level, we can reject an null hypothesis if and only if the p-value is less
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Table 3 Boxplot descriptive statistics and p-value for feature selection techniques

Min Max Mean Median Q1 Q3

ALL 0.51 1.00 0.95 1.00 0.99 1.00

SIG 0.00 1.00 0.91 1.00 0.98 1.00

ULR 0.83 1.00 0.97 1.00 0.99 1.00

PCA 0.00 1.00 0.83 1.00 0.98 1.00

(a) AUC

Min Max Mean Median Q1 Q3

ALL 34.46 100.00 92.52 99.74 98.22 100.00

SIG 8.12 100.00 92.28 99.89 98.98 100.00

ULR 70.54 100.00 95.10 100.00 99.26 100.00

PCA 3.76 100.00 89.42 99.94 99.06 100.00

(b) Accuracy

Min Max Mean Median Q1 Q3

ALL 0.51 1.00 0.95 1.00 0.99 1.00

SIG 0.00 1.00 0.91 1.00 0.98 1.00

ULR 0.83 1.00 0.97 1.00 0.99 1.00

PCA 0.00 1.00 0.83 1.00 0.98 1.00

(c) F-measure

ALL SIG ULR PCA

ALL • • •
SIG • •
ULR •
PCA

(d) p-value

than 0.05/6 = 0.0083. In Table3d, the p-values less than 0.0083 are denoted by the
symbol “•”. It can be inferred from Table3d that all feature selection algorithms are
significantly different and unique among themselves.

4.3 Analyzing Machine Learning Algorithms

Boxplots for six different machine learning algorithms depicting AUC, accuracy and
F-measure values are shown in Fig. 5a–c, respectively. Meanwhile, the correspond-
ing boxplot descriptive statistics is shown in Table4a–c, respectively. It is observed
from these tables that machine-learned models employing WELM-Sig classifier and
ELM-lin classifier both yield better median values for AUC, accuracy andF-measure
with 1.0, 100.00% and 1.0, respectively.

Considering six different machine learning algorithms as described in Sect. 3.2, a
total of 6C2 = 15 unique pairs are possible, and upon scrutinizing the result at 0.05
significance level, we can reject a null hypothesis if and only if the p-value is less
than 0.05/15 = 0.0033. In Table4d, the p-values less than 0.0033 are denoted by the
symbol “•”. It can be inferred from Table4d that out of fifteen pairs, fourteen pairs
of classification algorithms are significantly different (p-value< 0.0033) and unique
among themselves.

4.4 Analyzing Machine Learning Algorithms Over
Metrics-Based Datasets

Upon analyzing Sects. 4.1, 4.2 and 4.3, it is observed that SMOTE-based class-
balanced datasets applying ULR feature selection algorithm and classified using
either WELM-Sig or ELM-lin yield better results. This observation is confirmed and
validated by analyzing the AUC, accuracy and F-measure values shown in Tables5,
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Fig. 5 Boxplots for classification techniques

Table 4 Boxplot descriptive statistics and p-value for classifiers

Min Max Mean Median Q1 Q3

WELM-Sig 1.00 1.00 1.00 1.00 1.00 1.00

WELM-tribas 0.97 1.00 0.99 0.99 0.98 1.00

WELM-RBF 0.99 1.00 1.00 1.00 0.99 1.00

ELM-Sig 0.04 0.97 0.42 0.50 0.21 0.50

ELM-lin 1.00 1.00 1.00 1.00 1.00 1.00

ELM-RBF 1.00 1.00 1.00 1.00 1.00 1.00

(a) AUC

Min Max Mean Median Q1 Q3

WELM-Sig 99.74 100.00 99.97 100.00 99.94 100.00

WELM-tribas 96.45 100.00 98.90 99.09 98.44 99.83

WELM-RBF 98.10 100.00 99.62 99.75 99.44 99.93

ELM-Sig 3.76 97.18 55.56 70.21 30.05 72.62

ELM-lin 100.00 100.00 100.00 100.00 100.00 100.00

ELM-RBF 99.74 100.00 99.94 99.94 99.89 100.00

(b) Accuracy

Min Max Mean Median 25% 75%

WELM-Sig 1.00 1.00 1.00 1.00 1.00 1.00

WELM-tribas 0.95 1.00 0.99 0.99 0.98 1.00

WELM-RBF 0.98 1.00 1.00 1.00 0.99 1.00

ELM-Sig 0.00 0.95 0.51 0.75 0.01 0.84

ELM-lin 1.00 1.00 1.00 1.00 1.00 1.00

ELM-RBF 1.00 1.00 1.00 1.00 1.00 1.00

(c) F-measure

WELM-Sig WELM-tribas WELM-RBF ELM-Sig ELM-lin ELM-RBF

WELM-Sig • • • •
WELM-tribas • • • •
WELM-RBF • • •
ELM-Sig • •
ELM-lin •
ELM-RBF

(d) p-value
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Table 5 Classifier AUC against different datasets applying various feature selection techniques

WELM-Sig WELM-tribas WELM-RBF ELM-Sig ELM-lin ELM-RBF

ORG 1 0.994607549 0.995805872 0.84263449 1 0.999402985

SMOTE 1 0.98280543 0.998171846 0.007290401 1 0.99908341

ORG-SIG 1 0.97833935 0.997004194 0.832064942 1 0.999402985

SMOTE-SIG 1 0.957295374 0.987318841 0.010471204 1 1

ORG-ULR 0.999402985 0.982434888 0.999402985 0.54280279 1 0.999402985

SMOTE-ULR 1 0.949868074 0.995417049 0.945895522 1 0.999081726

ORD-PCA 1 0.999403697 0.999402985 0.841365462 1 1

SMOTE-PCA 1 0.997255261 1 0 1 1

Table 6 Classifier accuracy against different datasets applying various feature selection techniques

WELM-Sig WELM-tribas WELM-RBF ELM-Sig ELM-lin ELM-RBF

ORG 100 99.22077922 99.39393939 72.9004329 100 99.91341991

SMOTE 100 98.95027624 99.88950276 9.723756906 100 99.94475138

ORG-SIG 100 96.87771032 99.56634866 71.29228101 100 99.91326973

SMOTE-SIG 100 97.34660033 99.22609176 5.970149254 100 100

ORG-ULR 99.91334489 97.48700173 99.91334489 37.52166378 100 99.91334489

SMOTE-ULR 100 96.84908789 99.7236042 96.79380873 100 99.94472084

ORD-PCA 100 99.91334489 99.91334489 72.6169844 100 100

SMOTE-PCA 100 99.83416252 100 69.87285793 100 100

Table 7 Classifier F-measure against different datasets applying various feature selection tech-
niques

WELM-Sig WELM-tribas WELM-RBF ELM-Sig ELM-lin ELM-RBF

ORG 1 0.993649443 0.995823389 0.506309148 1 0.999403341

SMOTE 1 0.990923633 0.999208861 0.072741341 1 0.999084249

ORG-SIG 1 0.966675741 0.997013142 0.49300924 1 0.998417722

SMOTE-SIG 1 0.977359627 0.994462025 0.047418273 1 1

ORG-ULR 0.999403341 0.980725658 0.999403341 0.263281321 1 0.999403341

SMOTE-ULR 1 0.974843224 0.996978429 0.957226222 1 0.999082569

ORD-PCA 1 0.998417722 0.999403341 0.5 1 1

SMOTE-PCA 1 0.998813291 1 0.5 1 1

6 and 7, respectively. Therefore, SMOTE-ULR class-balanced datasets applied over
WELM-Sig and ELM-lin classification algorithms both yield better AUC, accuracy
and F-measure values of 1.0, 100.0% and 1.0, respectively.
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Table 8 Comparison

Reference Accuracy AUC F-Measure

Proposed work 100.00 1.0 1.0

Ma et al. [12] – – 0.9898

Chavan et al. [3] 97.0 0.9900 –

Garg et al. [7] 98.27 – –

Yen et al. [23] 92.0 – –

Martín et al. [13] 77.8 – 0.768

Saif et al. [18] 99.1 – 0.993

Martín et al. [14] 92.7% – 0.841

Xiao et al. [22] 93.7 – –

Wang et al. [21] 99.82 – 0.9986

Zhu et al. [25] 89.91 0.9031 –

Yerima et al. [24] 97.5 0.993 0.9742

Liang et al. [11] – – 0.8767

McLaughlin et al. [16] 69.0 – 0.71

4.5 Comparison

Upon comparing our proposed work with other authors as shown in Table8, it can be
observed that our technique yields better values of AUC, accuracy and F-measure
with 1.0, 100.0% and 1.0, respectively. None of the authors have used weighted
extreme learning machine with sigmoid activation function and extreme learning
machine with linear activation function over object-oriented metrics-based SMOTE-
ULR class-balanced dataset for android malware recognition.

5 Conclusion

In this paper, we present methods that identify malicious android apps. Initially,
5774 android apps were collected from various sources. These android packages
are extracted for “classes.dex” file. This dex file is then decompiled, and its object-
orientedmetrics are retrievedusing extendedCKJMtool,which are used as features in
machine learning. Meanwhile, SHA-256 hash information of android app is queried
over VirusTotal service that provides an integer or malware tag that represents the
number of antivirus companies that have marked the file as a malware. Using this
information, the apps that have malware tag value as zero are deemed benign, while
the rest are considered as malware. To the best of our knowledge, we are the first
ones to create object-oriented software metrics-based dataset for android malware
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detection. The feasibility and effectiveness of using object-oriented metrics are val-
idated using boxplots for each of the eighteen metrics against benign and malware
apps. Out of 5774 android apps, 1582 are malware apps. In order to class balance
this disparity, SMOTE technique is used over the original dataset (OD). Considering
these two datasets, i.e., OD and SMOTE, four different feature selection algorithms,
i.e., ALL, SIG, ULR and PCA, are applied to each of these datasets. Finally, we
obtain a total of (2 × 4 = 8) eight different datasets, i.e., OD, SMOTE, OD-SIG,
SMOTE-SIG, OD-ULR, SMOTE-ULR, OD-PCA and SMOTE-PCA. Consequently,
six different machine learning algorithms, i.e., WELM-Sig, WELM-tribas, WELM-
RBF, ELM-Sig, ELM-lin and ELM-RBF, to be used over our eight datasets. Now, a
total of (6 × 8 = 48) forty-eight different machine-learned models are created, and
its discriminatory power is evaluated using three parameters, i.e., AUC, accuracy
and F-measure. These parameters are depicted using boxplots and its corresponding
boxplot descriptive statistics. Our results show that SMOTE-ULR class-balanced
datasets used over WELM-Sig and ELM-lin classification algorithms both yield bet-
ter values of AUC, accuracy and F-Measure with 1.0, 100.0% and 1.0, respectively.

In the future, we would like to explore the possibilities of using additional object-
oriented software metrics along with different machine learning algorithms. Cur-
rently, our experiment is a binary classification problem, where android apps are cat-
egorized either under benign or malware. Further, a multi-class classification model
encompassing malwares of various categories will be considered.
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Crime Analysis Using Artificial
Intelligence

Muskan Raisinghani , Rahul Sawra , Omkar Dhavalikar ,
Pawan Chhabria , and Nupur Giri

Abstract The crime rate in India is increasing rapidly. According to the India Today
report, the crime rate was over 540 in 2013, which increased to 581 in 2014 and then
went up to almost 582 in 2015. The crime rate then dropped to 379.3 in 2016. Fur-
ther, it increased to 388.6 in 2017. According to data provided by National Crime
Records Bureau (NCRB), in 2018 a total of 50.74 lakh crimes were registered. Our
project helps in automated crime detection and recognition of dangerous situations
and crimes using three modules. Modules implemented by us help in the detection
of weapons, posture analysis, and audio classification of various weapons, which
further improves the process of crime detection and generates more accurate results.
Detecting crimes like theft, robbery, and assault can be easily done and will increase
the speed of solving crimes. Our project comprises algorithms that will notify the
human administrator/director when anyweapon like a gun, knife, or firearm is visible
in the CCTV. Along with weapon detection, we are also implementing posture anal-
ysis and audio classification to avoid false alarms. A notification will be generated to
the security personnel about any suspicious activity or a person committing a crime
using real-time analysis. This idea will lead to quick and effective response times.
Also, it will reduce the number of potential victims. The audio classification will
help in the analysis of a crime in situations where CCTV footage is a blur or with
less resolution.

Keywords Crime analysis · Automated crime detection · CCTV footage
analysis · Object detection · Posture analysis · Sound classification

1 Introduction

Criminology is a procedure to recognize crimes, deviant behavior, and illegal acts.
The criminals and how they behave can be determinedwith the available criminology
techniques. Prediction of crime cannot be done since it is neither structured nor
random. Also, modern technologies and hi-tech methods help criminals in attaining
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their misdeeds. According to Crime Records Bureau crimes such as property theft,
motor vehicle theft, and otherswere decreased,whereas crimes such as sexual assault,
robbery, rape, murder, and so on were increased. Although we cannot predict that
all may be victims of crime, we can predict a possible place for them to emerge.
Finding patterns and trends in crime is a challenging factor. Detecting a pattern,
crime analysts spend considerable time, scrutinizing the details to determine if a
particular crime matches his known pattern. The information should be separated
as a new pattern if it does not fit into an existing pattern. After finding a pattern,
it can be used to predict, foresee, and prevent crime. Artificial intelligence-based
crime analysis usually involves data collection, classification, pattern identification,
prediction, and visualization. The primary objective of our project is to create a
prediction model that can accurately predict crime and analyze it.

2 Related Work

Sathyadeva et al. [1] discussed the trends and patterns in crime. Their system uses
data mining techniques to determine crime-prone areas and the probability of crime
occurrence in specific regions.

Kakadiya et al. [2] presented the use of CCTV-based theft detection using image
processing. It uses object detection for real-time analysis.

Prabakaran et al. [3] discussed a number of data mining techniques which are
used to analyze and subsequently predict crime. It uses various statistical models
like hidden Markov model (HMM), classification model like naive Bayesian model
and various clustering techniques like K-mean, K-mode clustering.

Lin et al. [4] presented a data-driven method to analyze crime data and thus
predicting crime hotspots. It is based on broken windows theory and spatial analysis
using various machine learning algorithms.

Kelion et al. [5] discussed that in 2019, around 14 police officials started utilizing
the crime prediction program which has two kinds of software. The first software is
“predictivemapping,” and the other is “individual risk assessment.”During predictive
mapping, crime “hotspots” are arranged out, bringing about more surveillance in the
zone. Whereas in the individual risk assessment, forces are trying to anticipate how
likely a person is to carry out an offense or be a casualty of a criminal offense.

Faggella et al. [6] stated an article published byDaniel Faggella, it determines that
there are five similar systems which uses artificial intelligence to spot, analyze, and
prevent crimes. The first system by ShotSpotter helps in detecting the information
about gunfire. They have used multiple sensors to collect data and have then used
machine learning algorithms on that data to locate the exact location of the crime
scene. One more approach that is discussed is the security cameras by Hikvision
with AI which uses deep neural networks for the same. Using the camera they can
perform facial recognition, scanning of license plates and also detect unattended bags
in crowd. The next system is used to prevent the crime from happening in the first
place. Predpol with the help of machine learning and big data tries to predict when
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Fig. 1 Comparison with existing systems

and where the crime will happen. According to them, they can predict the probable
occurrence of crime at a particular place based on existing data of previous crimes.
The fourth system by Cloud Walk Technology is trying to use gait analysis and face
recognition techniques to predict the probability that an individual will commit crime
and thus prevent it in advance. The last system in the article uses five years of criminal
data to predict the level of threat that criminal holds to society and determine the
probability of criminal committing another crime in future.

Grega et al. [7] proposed the automated knives and firearms detection using SVM
classification and image recognition techniques (Fig. 1).
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3 Crime Analysis Procedure

In general, police authorities are notified very late when a crime occurs, and even if
they detect crime on time it becomes very difficult for them to analyze everything
quickly. This is where our model comes into play. Our model can easily detect a
crime and perform specific analysis which will make catching criminals very easy.
In our system, we are detecting dangerous and deadly weapons which ensures that
when a criminal is using a weapon our system will quickly identify it. Noises and
postures, which are very common in crime scenes, are being detected too. In the end,
using these three techniques of object detection, posture analysis, and sound analysis
a report is generated too, which will help the authorities evaluate the situation very
quickly and swiftly. The crime analysis can be performed using a procedure as shown
in Fig. 2 which determines the task performed by each module for crime prediction.
The input data is given to the preprocessor which performs the preprocessing. Once

Fig. 2 Block diagram
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preprocessing is done, the preprocessed data for respective models are given as input
as shown in Fig. 2. We have further explained the individual model in Sect. 4.

4 Methodology Used

To achieve the end result, we wanted to map out and execute an approach that was
realistic, accurate, and efficient. To do so we divided our project into four sections
which are object detection, audio analysis, posture detection, and report generation.
The first three sections, i.e., object detection, audio analysis, and posture detection
functions individually, and later analysis done by these three sections are combined
for report generation during the end stages. More information about these sections
is described as follows:-

4.1 TensorFlow Faster RCNN Object Detection

Here, we are using the TensorFlow faster RCNN object detection model to detect
weapons that can be used during the crime. A good example of this can be pistols,
rifles, and knives. Thereweremany othermodels that were under considerationwhile
selecting the most appropriate model like ResNet, MobileNet, and inception. Out of
those we ended up selecting TensorFlow faster RCNN object detection model. The
reason to use it was the accuracy that everyone gets from this particular model. It is
really high compared to other models available for object detection. The downside
of using this model is slow processing as it takes more time but this can be improved
using higher processing power. In thismodel, first anchors (labeled boxes) are defined
during the generation of the data set. Later, the data set is passed through region
proposal network and region of interest algorithms where all the magic happens
(Fig. 3).

From the above image, we can see that faster RCNN has been updated for
faster processing compared to its predecessors. The data set contains 15,000 images

Fig. 3 Comparison of
different object detection
algorithm’s test time speed
(Rohith Gandhi, July 2018)
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distributed among five classes, composed of 80:20 ratio for training and testing,
respectively. The total number of steps for training was 60,000, and the accuracy we
obtained was around 81.7%.

4.2 TensorFlow Inception V3

In this section, we are going to analyze the audio to detect if we can find a crime is
happening. Few examples of sounds that we are going to detect are screams and gun-
shots. A spectrogram is visual representation audio in the form of images. Mel scale
is used for a nonlinear transformation of the scale. This helps us segregate sounds that
have small differences in frequency and which are hard to distinguish usually. Using
mel scale, we can generate a mel-frequency cepstral coefficient (MFCC) spectro-
gram. Using theMFCC spectrogram, we can get the most accurate and unique visual
representation of sound. We convert all our audio data sets to MFCC spectrogram
images, and these images will be passed to an image classifier, which will eventually
be used to detect voices related to crime. For image classification, TensorFlow Incep-
tion V3 model turned out to be appropriate from historical audio detection projects
(Fig. 4).

The total number of steps for training was 5000, and the accuracy we obtained
was around 80%.

Fig. 4 A high-level diagram of TensorFlow Inception V3 model (Will Nowak, Oct 2018)
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4.3 TensorFlow PoseNet

This section helps us to detect and analyze real-time postures that are common at
crime scenes. A good example of this would be the hunchback position during bank
robberies. Here, we are using TensorFlow PoseNet. In this model, seventeen unique
joints can be detected on a human body. MobileNetV1 and ResNet50 are the two
architectures supported by the model. The output obtained is the coordinates along
with their score. For example,

{
‘‘position ’ ’: {
‘ ‘y’ ’: 72.848854061245,
‘ ‘x’ ’: 263.08151234453

},
‘ ‘part ’ ’: ‘ ‘ leftEar ’ ’ ,
‘ ‘score ’ ’: 0.8402985332129

},

4.4 Report Generation

This is the last step of this project. Here analysis done by the above models is used to
generate reports which can be read by the authorities to analyze the crime in a much
quicker way as our model did most of the analysis very quickly compared to the
time taken by a human to do such analysis. In the report generated by the model, the
analyzed video is divided into three parts, namely pre-crime phase analysis, during-
crime phase analysis, and after-crime phase analysis. This report will help in the
future for the prediction of crimes.

5 Results

5.1 Weapon Detection

The below image of a gun is being detected using our object detection model. This
module was trained on the TensorFlow faster RCNN model which can detect pis-
tol, rifle, sword, stick, and knife on given images and real-time videos with 81.7%
accuracy (Fig. 5).
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Fig. 5 Frame from the trained weapon detection model

Fig. 6 Spectrogram of audio from the audio data set

5.2 Audio - Spectrogram Conversion

Figure6 is an image of the MFCC spectrogram, which was generated using input
audio. Such images are used for training and detecting audio. Figure7 is the output
of our model detecting scream audio. This module was trained by converting audio
files of a gunshot, scream, blast, and police siren to MFCC spectrogram images and
then training them on TensorFlow Inception V3 Classification model which was able
to classify audio files with 80% accuracy.

5.3 Posture Analysis

Figure8 is an image of output from our posture detectionmodel. Here, ourmodel was
able to detect a hunchback position which is very common in crime scenes including
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Fig. 7 Results from audio
classification

Fig. 8 Position of
hunchback is detected
indicating the possibility of
crime

hostages. This model was trained using the TensorFlow PoseNet model which can
recognize hunchback, kneeling, hand folding, firearm position with 92% accuracy.

6 Conclusion

After rigorous analysis and considerations of certain required constraints, we were
able to select propermachine learningmodels and technological stackwhich led us to
make an efficient and accurate system.This systemwill help us to analyze crime using
video and audio processing. The integration of three modules, i.e., object detection,
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posture analysis, and audio classification, has increased the accuracy of the system
and thus will help to reduce the number of crimes. The whole cumbersome process of
some authority analyzing crime bywatching video evidence can be doneway quickly
by thismodel. For future scope, we can include profiling, criminal tracking, and facial
recognition in thismodel. Criminals can be tracked using data obtained fromprevious
analysis and by monitoring other CCTV cameras in the vicinity making the work
of the police easier and thus generating the trail of the escape route by criminals.
Facial recognition can be used to identify criminals and other individuals involved
in a crime scene.
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A Novel Architecture for Binary Code
to Gray Code Converter Using Quantum
Cellular Automata

Mummadi Swathi and Bhawana Rudra

Abstract In CMOS, the channel length is sinking day by day which raises a lot of
questions about its future. Quantum dot computation is an alternative solution to the
CMOS technology, which has the strength to increase the speed of computations and
reduce the power while performing those computations as well as it reduces the area
when compared to CMOS technology. To perform computations using quantum, we
generate arithmetic circuits where code converters play a significant role. In this
paper, we are discussing 2-, 3-, and 4-bit binary to gray code converters that are
designed with a minimum number of qubits using 0.0251, 0.0382, 0.06 µm2 area
respectively.

Keywords Quantum technology · Qubit · QCA · XOR · Majority gates ·
Code converters

1 Introduction

CMOS transistor works are based on the lithography and masks. Lithography is the
main technology behind the transistor scaling and fails with the shrinking feature of
CMOS. For the 180nm technology, the masks without optical proximity correction
are good enough to pattern the devices using CMOS technology. As it moves below
100nm, the complexity increases and more advanced techniques are required for the
development of masks. Although it is developed, how it works remains the future
question. Some experiments were performed for developing below 20 nm using
various techniques [1, 2] and proved to be difficult in mask making and pattern
matching. 248 nm radiation was used to develop a mask of 9nm device but proved to
be uneconomical. Not only these, the others include when moving toward the small
channel are Physical, Power, Material, Economical and Technological Challenges.
Some non-radiation techniques like nanoimprint lithography are attractive, and lack
of investment made the experts to shift to the newer techniques that are cost effective.
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A brief explanation of the Alternative technologies to the CMOS are as follows.

Single Electron Transistor technology (SET) is based on quantum effects like
tunneling andCoulomb blockade effect [3]. It is used for charging sensor applications
infrared radiation detector, ultra-sensitive microwave detector, etc., The limitations
of SET are lithography and tunneling effect and consists of other problems too like
high output impedance, low gain and background charges at room temperature.

Carbon Nanotubes are thin and long carbon cylinders that came into existence in
1991 by Sumio Iijima [4]. These have a big range of structural, thermal and electronic
properties that depend on various types of nanotubes. It consists of multiple walls,
i.e., cylinders inside the other cylinders. They are less than 100nm in diameter and
can be very thin as 1 or 2nm. These can be applied in many areas like CNT fibers,
energy storage. But this technology is based on equipment that is costly and hard to
handle due to its small size.

Fin shapedFieldEffectTransistor(FinFET) is amultigate device, built on a surface
where the gate is laid on 2, 3, or 4 sides of the channel to form a double gate structure.
These devices are called as “FinFETS” because the source or drain area forms fins on
the silicon plane [5]. It offers higher performance over the currently existing planar
devices. Current Density and Switching time of FinFET devices are high compared
to CMOS technology.

Gallium Nitride (GaN) technology is of high cost due to material used in manu-
facturing. Currently, small signal MMIC and LNA markets are dominated by GaAs
devices [6]. It will take some time due to its cost. Still, the research is in the process
to reduce the cost. Once the cost is reduced it captures the market in various domains
like wireless, medical, automobile, etc.

GalliumArsenide (GaAs) technology is made up of 2 materials called Gallium and
Arsenic. Gallium is rare to get and is a by-product of aluminum and zinc so costlier
than gold whereas arsenic is poisonous. A single Crystal GaAs substrate is of high
cost. These are more brittle and are of small size.

Floating Gate MOSFET(FG MOSFET) is electrically separated by developing a
node in DC(Direct Current) and a number of secondary inputs or gates stored over
the floating gate. It is enclosed by highly resistive material and also charges will not
be changed for a long time [7].MESFET The structure of MESFET is the Schottky
metal gate, it uses a large number of enhancement mode transistors [8].

Silicon on Insulator (SOI) technology SOI Transistors are designed on a silicon
layer on a buried oxide. The buried oxide makes total dose response more complex,
and hardening compared to bulk silicon ICs [9]. If proper hardening of SOIs is
considered then their significant performance and hardnesswill become an advantage
that can be used in space and nuclear environments.

The major limitations of CMOS are power dissipation, sinking of the channel
length in the usage; obstruct the momentum of microelectronics using regular circuit
scaling made the digital industry to move toward alternative technologies. Shrinking
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the CMOS size and reducing power consumption became a very big challenge for
designers that lead to finding a new technology, i.e., QCA, which gives high perfor-
mance with low power consumption. This is an advanced access toward the era of
nanotechnology and offers a new design with the use of logic gates. This proved to
be effective in increasing speed, reduced power, and area consumption compared to
CMOS technology. QCA allows the frequencies of THZ [10] which is not possible
in available CMOS technologies. It is a rising technology for the future which con-
sumes low power and gives effective switching speed and density structure. Douglas
et al. [11] implemented basic logic gates, inverters, XOR and programmable logic
gates using complex arrays and coupled Quantum dot cells. CMOS technology has
some restrictions on the physical structure and it also increases the current leakage.
As a solution to this problem [12–14] QCA technology was used with reversible
gates. Authors implemented R, TR, NFT gates with smaller size using reversible
logic. Similarly, authors designed structures for flip flops [15–18] and XOR gates
[19–22]. XOR gates are useful in error detection and correction operations. Many
authors implemented various combinational and sequential circuits like adders [23–
31], memory circuits [32], Parity generator and checker circuits [33], Multipliers
[34] and Shift registers [35] using QCA technology. QCA with Power and Energy
dissipation [36, 37] gives better results. QCA with the majority gate results in the
energy-efficient circuits. QCA in detail is explained in further section.

2 Fundamentals of QCA

Quantumdot computing is a cutting-edge technology, it not only alternates theCMOS
technology but also improves the effects of parameters in all aspects. Devices which
are designed by using quantum mechanical concepts increase the speed and reduce
the size. The implementation of many quantum devices is same as classical devices,
which encodes the data using voltage and current. The device architecture is con-
ventional even though the operations are implemented using quantum physics. It
is proven that using quantum designs in conventional structures leads to the prob-
lem due to extremely small quantum devices. The output of such devices will be
of nanoamperes current which leads to the change in input voltage with several
millivolts. Another problem is interrelated wires capacitance which influences the
device functioning. Quantum Cellular Automata (QCA) [38–40] is a new cellular
automata which is a combination of Coulomb-coupled quantum devices. We gen-
erally use quantum bits for information processing which are generally known as
qubits. Qubits contains quantum dots which are interconnected by the electrons in
each cell [12, 15, 19]. Electrons can shift to various quantum dots with the help of
electron tunneling. Coulomb repulsion separates the electrons and moves to the cor-
ner area. The cell state is termed as polarization. Polarization is either ‘1’ or ‘0’ that
is used to represent information in binary format. Qubit also has some similarities
like binary representation of ‘0’ and ‘1’ but the difference is that the state of qubit is
a superposition of both 1 and 0 and qubit stores more information. In other words, it
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will be in ‘ON’ and ‘OFF’ state at the same time. Based on the polarization angle,
a spin of an electron in quantum information transmission takes place. QCA can be
used for designing a combinational as well as a sequential circuit. Polarization is
used to arrange the cells one after the another which leads to the quantum wire. This
wire generates the output by transferring the signal from one end to another.

2.1 Superposition Theorem

In classical computer the data will be measured in the form of classical bits but in
quantum computer it is measured in the form of qubits. A classical bit is either in
0 state or 1 state at a time but a qubit can be in both the states at a time; i.e., it is
a superposition of both the states. Superposition of a qubit is represented as |φ〉 =
α|0〉+β |1〉. Here α, β are complex numbers. In general, the Bloch Sphere represents
the superposition of a qubit which is shown in Fig. 1. Superposition is defined as the
occurrence of both the quantum states at the same time.

The output of a qubit can be calculated based on the probability of the occurrence
of the logical value based on rotation. As we know in qubits there are 2 states which
are |0〉 state and |1〉 state which are called ‘basis vectors.’ These basis vectors are
represented in matrix form, i.e., |0〉=(

1
0

)
and |1〉=(

0
1

)
. One of the major applications

of qubits is the way quantum dots are represented in the logical circuits using a group
of cells. The electron spin is the deciding factor for output logic where the up spin
represents logic 0 and down spin represents logic 1. The distance should be adequate
for the electron to tunnel from one dot to another. Logic states in the qubit are decided
by the polarization input shown in Fig. 2.

Fig. 1 Bloch sphere

Fig. 2 Basic qubit cells
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Fig. 3 QCA wire logic

2.2 QCA Wire Logic

It is a bundle of interconnecting cells. These are used to transfer polarization state.
QCA wire can be made up of 90◦ cells and 45◦ cells shown in Fig. 3. For example if
the input is 1 then the same value will be transferred to the output because the cells
are connected in series. Hence the QCA 90◦, 45◦ wire logic transfers the data from
input to output.

The formal arrangement of QCA cell pattern is using a binary wire. For the
electrostatic communications between the cells, the signal propagated from one side
to another [41]. When the bias voltage is zero, dot is neutral and fermi levels of both
source and drain are in equilibrium state [18]. When bias voltage, such as source–
drain voltage (Vds) and gate voltage (Vg) are applied, charge carriers will tunnel
through tunnel junction from source to drain via dot [18, 23]. This event creates a
charged dot because of its interaction with source (Q2), gate (Q3), and drain (Q1)
[37]. Based on the polarization angle and spin of an electron, the quantum information
transmission takes place. Code converters are efficient in the security department for
devising and cracking codes.

2.3 QCA Implementation of Code Converters

In this paper we are implementing binary to gray converter. Binary code represents
the data in the form of 0s and 1’s.Gray code is a reflected binary code. In gray code,
each value differs only by a single bit from the previous bit. Gray code can be used
in simplifying fault correction, terrestrial television, some cable television system,
analog-to-digital converter and peripheral apparatus. Inverter logic:The electrostatic
force of attraction between the adjacent cells allows to implement the logic circuit
by changing the placement of the cell in the layout. The inverters can be realized by
placing the cells in corners to contact. The quantum dots in the cell are misaligned
between the cells are inverted. The 450 displacement as in Fig. 4. of combined cells
will generate the complement action of the input signal. In Fig. 5, the input A is
sent to the 1st cell, and from 1st cell it is transferred to 4th, 5th cells and 8th, 9th
cells. These cells will get into contact with the corners of the next cell and change
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Fig. 4 Basic inverter using 2
Qubits

Fig. 5 Inverter
representation using majority
gate

its polarization because of 45◦ displacement and results inverted value, and this can
be sometimes called as fork inverter.

QCA Majority Gate: Ali Newaz Bahar et al. [13, 42–46] have experimented on
XOR, Half subtractor, Full subtractor and yielded better results than CMOS using
majority gate. Majority gate works based on the majority of the inputs. It consists of
0’s and 1’s where we consider 2n+1 inputs (where n=1 to n) to decide one output.

3-Input Majority Gate (MV3): QCA MV3 is represented with five cells as shown
in Fig. 8. The states of the top and bottom cells are fixed, while the center(Device
Cell) and right cells will react to the fixed charge. In the particular case for input
110, two inputs are in the “1’ state, and the other is in the “0’ state. When we solve
it for the ground state the majority will match to the state “1’, which gives the result
as true for all combinations of the 3 inputs. Similarly, for input 001, it gives result
as 0 because of majority 0’s. The logic symbol, circuit diagram and QCA design
are represented in Figs. 6, 7 and 8. MV3 also works like 2-input AND gate if we
place any input as logic 0, i.e., in MV3 if C = 0 then it works like logic AND, i.e.,
A.B and for C=1 it works like logic OR, i.e., A+B. Table1 shows the different input
combinations majority gate.

MV3 = AB + BC + CA

MV(A, B, 0) = AB + 0 + 0 = AB

MV(A, B, 1) = AB + B + A = B(A + 1) + A = B + A = A + B

(Because of Annulment law A+1 = 1 and Cumulative law A+B = B+A)
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Fig. 6 MV3 logic diagram

Fig. 7 MV3 circuit diagram

Fig. 8 MV3 QCA design

5 Input Majority Gate (MV5): As shown in Fig. 9, 5 inputs will be given to the
gate and based on the majority of inputs it produces the output. The expression for
5 input majority gate is

Table 1 3-Input majority gate

S. No. Inputs A B C Majority gate output

1 0 0 0 0

2 0 0 1 0

3 0 1 0 0

4 0 1 1 1

5 1 0 0 0

6 1 0 1 1

7 1 1 0 1

8 1 1 1 1
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Fig. 9 MV5 logic symbol

Fig. 10 MV5 QCA design

MV5(A, B,C, D, E) = ABC + BCD + CDE + ABD + BDE

+ ABE + ACD + ADE + ACE + BCE

In this expression, A, B,C, D, E are 5 inputs and based on the majority it pro-
duces the output for example if inputs are 1, 0, 1, 0, 0 then the output will be 0
because the majority of inputs are 0’s. QCA design for MV5 gate is shown in Fig. 10.

3 Proposed Work

To design code converters we need XOR gates. If we implement XOR with fewer
qubits then that can be used to implement efficient code converter circuits. In this
paper, we implemented XOR gates using 3 and 5 input majority gates with less
number of qubits and it is used to implement 2-, 3-, and 4-bit binary to gray code
converter circuits.
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Fig. 11 3-Input XOR gate

Fig. 12 2-Input XOR gate
from 3-Input XOR gate

3.1 Novel XOR Gate

Designing a high efficient circuit that consumes less power ismade easywith the help
of XOR gates, it has many applications in digital circuits. The 3-input and 2-input
XOR are highly efficient and very simple in structure. Due to its simple structure and
efficient design, we used 2- and 3-input XOR gates to design our B to G converter.
This design does not need any wire crossing and implemented on a single layer with
only 12 cells. Figure11 represents the 3-input XOR gate with three inputs A, B, C
and one output Y. We can also perform 2-input XOR operation with the same design
as shown in Fig. 12.

3.2 Binary to Gray Code Converter

Code converters are used to represent numbers in different ways. Binary to gray code
converter is also one of the techniques where binary bits are converted into gray code
format. 2-, 3-, and 4-bit binary to gray code converter circuit diagrams and truth
tables are shown below.



52 M. Swathi and B. Rudra

Fig. 13 a Code conversion
procedure, b circuit diagram

2 bit Binary to Gray code converter: An example of 2 bit binary number 10
conversion into gray using XOR operation is shown in Fig. 13a. As represented in
the figure, while converting binary to gray, MSB will be written as it is and for the
next gray bit we need to perform XOR operation on successive bits, if both bits are
same then the output of XOR operation will be 0 otherwise 1. For 3- and 4-bit binary
to gray conversion also MSB will be written as it is and XOR operation will be
performed on successive bits. As shown in Logic diagram Fig. 13b, to design 2 bit
binary to gray converter we need one XOR gate. Here we used our novel XOR gate
to reduce the number of cells for implementing the converter circuit. All possible
combinations with 2 bits and its gray representation are shown in Table2. In this
paper, we implemented 2 bit binary to gray converter using 14 cells as shown in
Figs. 14 and 15 which represent output waveform.

Table 2 2 bit code converter truth table

S. No. Binary code B0 B1 Gray code G0 G1

1 0 0 0 0

2 0 1 0 1

3 1 0 1 1

4 1 1 1 0

Fig. 14 2 bit code converter
QCA design
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Fig. 15 2 bit code converter output waveform

Fig. 16 3 bit code converter
circuit diagram

3 bit Binary to Gray code converter: 3 bit binary to gray converter required
3 inputs B0, B1, B2 which are passed to two XOR gates as shown in Fig. 16. and
produces three outputs G0, G1, G2. Table3 shows all possible 3 bit binary combina-
tions and their gray representations. In this paper, we designed 3-bit binary to gray
converter using 25 cells as shown in Fig. 17 and Output waveform represented in
Fig. 18.

4-bit binary to gray code converter: In this 4-bit code converter, four inputs B0,
B1, B2, B3 will be passed through three XOR gates and it produces the four outputs
G0, G1, G2, G3 as shown in Fig. 19. All the possible combinations are shown in
Table4. Here we designed 4-bit binary to gray converter using 39 cells as shown in
Fig. 20 and Output waveform represented in Fig. 21.
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Table 3 3 bit code converter truth table

S. No. Binary code B0 B1 B2 Gray code G0 G1 G2

1 0 0 0 0 0 0

2 0 0 1 0 0 1

3 0 1 0 0 1 1

4 0 1 1 0 1 0

5 1 0 0 1 1 0

6 1 0 1 1 1 1

7 1 1 0 1 0 1

8 1 1 1 1 0 0

Fig. 17 3 bit code converter QCA design

Fig. 18 3 bit code converter output waveform
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Fig. 19 4-bit code converter circuit diagram

Table 4 4-bit code converter truth table

S. No. Binary B0 B1 B2 B3 Gray G0 G1 G2 G3

1 0 0 0 0 0 0 0 0

2 0 0 0 1 0 0 0 1

3 0 0 1 0 0 0 1 1

4 0 0 1 1 0 0 1 0

5 0 1 0 0 0 1 1 0

6 0 1 0 1 0 1 1 1

7 0 1 1 0 0 1 0 1

8 0 1 1 1 0 1 0 0

9 1 0 0 0 1 1 0 0

10 1 0 0 1 1 1 0 1

11 1 0 1 0 1 1 1 1

12 1 0 1 1 1 1 1 0

13 1 1 0 0 1 0 1 0

14 1 1 0 1 1 0 1 1

15 1 1 1 0 1 0 0 1

16 1 1 1 1 1 0 0 0
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Fig. 20 4-bit code converter QCA design

Fig. 21 4-bit code converter output waveform

4 Results

The proposed circuits have reduced cell count and area by using our novel XOR
gate. Compared with all the parameters of existing work, the proposed design took
less number of cells and achieved accurate results with less area for the conversion
of binary to gray code. Parameter Comparison Charts and Tables are shown below.



A Novel Architecture for Binary Code to Gray Code Converter … 57

Fig. 22 2 bit code converter parameters comparison chart

4.1 2 Bit Binary to Gray Code Converter Parameter
Comparison Chart

As shown in Fig. 22, the proposed 2 bit code converter designed with 14 cells,
0.0251μm2 area which is very less compared to the existing designs [47–50].

4.2 3 Bit Binary to Gray Code Converter Parameter
Comparison Chart

As shown in Fig. 23, the proposed 3 bit converter designed with 25 cells, 0.0382µm2

area which is very less compared to the existing designs [47–50].

4.3 4-Bit Binary to Gray Code Converter Parameter
Comparison Chart

As shown in the following Fig. 24, the proposed 4-bit converter designed with 39
cells, 0.06µm2 area which is very less compared to the existing designs [47, 48, 50,
51].
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Fig. 23 3 bit code converter parameters comparison chart

Fig. 24 4-bit code converter parameters comparison chart

5 Conclusion

We presented Novel XOR gate and QCA based 2, 3 and 4-bit binary to gray code
converters. The proposed designs reduce the number of cells and area and increase
switching speed.Acomparative studyhas beenperformed andproved that the number
of clocks for 2, 3 and 4-bit binary to gray code converter is less compared to the
available results. The proposed designs can also be used in quantum computing,
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nanotechnology and digital signal processing to implement power and area-efficient
circuit architectures.
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Algorithmic Analysis on Spider Monkey
Local Leader-based Sea Lion
Optimization for Inventory Management
Integrated with Block Chain in Cloud

C. Govindasamy and A. Antonidoss

Abstract In process industry, the supply chain includes more intermittent produc-
tion procedures and it is considered as the significant model triggered due to more
processing time. This paper plans to develop an algorithmic analysis of multi-
objective inventory management in block chain technology under cloud sector. The
analysis focuses on the Spider Monkey Local Leader based Sea Lion Optimiza-
tion Algorithm (SMLL-SLnO). Here, SMLL-SLnO is adopted for the inventory
management, which intends to minimize the multi-objective functions that concern
transaction cost, inventory holding cost, transportation cost, shortage cost, and time
cost. Moreover, the algorithmic analysis of the proposed SMLL-SLnO is done by
varying the value of perturbation rate from 0.05 to 0.30. Hence, the analysis clearly
reveals the effect of perturbation rate on SMLL-SLnO for maintaining the inventory
management.

Keywords Inventory management · Supply chain network · Block chain
technology · Cloud sector · Spider monkey local leader-based sea lion
optimization · Perturbation rate

1 Introduction

The inventory management is necessary in multiple domains like supply chain
management and production. Block chain technique represents the distributed
database, which holds the continuous growing of data records list that is protected
from revision and tampering. This includes the batches of blocks maintaining each
transaction [1, 2]. Each block consists of time and an association related to the earlier
block [3, 4]. In supply chain, the block chain is used for enabling accurate and trans-
parent end-to-end tracking. The conventional business methods hold the complete
actions history in one centralized database, which is vulnerable to cyberattack. To all
the users, the databases are distributed by the block chain technology that develops
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the theory of consensus method as it is quite complex for attacking many databases
concurrently [5]. Moreover, the block chain model is seemed to be transparent and
secured. In block chain model, the consensus feature removes any concern that one
centralized organization might control the transaction data or request more amounts
for indispensable services [6, 7].

For the operations performed on International Space Station (ISS), Inven-
tory Management System (IMS) [8] employs near-distance technologies and this
subsystem is named as Barcode Inventory Tracking System (BITS). In order to
enhance situational awareness and IMS autonomy, Toyoda et al. [9] introduced
the employment of wireless technologies together with middleware. At the current
stage, the BITS is the efficient tracking model, for all the onboard missions of ESA
Columbus. Anyhow, the optimization model [10] based on simulation has some
conflicts for stochastic inventory management. As many imitations are necessitated
to eliminate the noise present in the obtained result, the simulation is generally
computationally expensive. Moreover, the simulation offers a “what-if” response,
when it has no gradient data [11]. Although there are more efficient models to clear
the simulation-based issues like Simulated Annealing (SA) and Genetic Algorithm
(GA), these are the meta-heuristic algorithms that won’t ensure the quality of the
solutions [12, 13]. In order to make use of surrogate approaches, a significant branch
of simulation-based optimization resorts, in which black-box functions have been
sampled and forecasted using the analytical approximations that lie in between linear
regression and adaptive non-linear methods [14, 15]. However, the inventory control
optimization has discrete and unfavorable features.

In inventory management, the cloud is an effective way to maintain the right
stock level accurately. Also, it reduces the processing time, incorrect, and missing
order information. In inventory management, to provide the security to the cloud will
keep the stored data secured in the long run. Hence, in this paper, the SMLL-SLnO
is proposed for multi-objective inventory management model with block chain in
cloud.

The major contribution of the present paper is.

• To analyze the developed SMLL-SLnO onmulti-objective inventorymanagement
model in block chain technology under the cloud sector.

• The main purpose of the developed SMLL-SLnO is to reduce the multi-objective
functions, which include transportation cost, inventory holding cost, transaction
cost, shortage cost, and time cost.

• Here, the analysis is done by varying the perturbation rate between 0.05 and 0.30
for validating the performance of the proposed block chain technology under
cloud sector.

The remaining paper is structured in the following manner: Sect. 2 elaborates
the literature review of inventory management. The architectural view of inventory
management in block chain under cloud is provided in Sect. 3. Section 4 specifies
the optimal inventory management using proposed SMLL-SLNO. The results and
discussions of the entire paper are shown in Sect. 5. In Sect. 6, the conclusion of the
entire paper is described.



Algorithmic Analysis on Spider Monkey … 65

2 Literature Review

In 2018, Zhao and Wang [16] have concentrated on a hybrid supply chain procedure
formulti-product three-echelon inventory controlmethod in simulation basis.A feed-
back control law was modeled for inventory control on the basis of the concept of
control engineering. To the developed method, many mixed inventory control mech-
anisms were implemented. For modifying the inventory control mechanisms, the
proportional plus integral control algorithm was employed. Moreover, a simulation-
based optimization algorithm was implemented on the basis of the proposed simu-
lation model for three-echelon inventory control model. The outcomes have demon-
strated that the complete entropy ratio and customer satisfaction’s reciprocal were
optimally tuned using the mixed inventory control mechanism.

In 2017, Demey and Wolff [17] have embellished a new model-based searching
technique named Semantic Inventory Management for International Space Station
(SIMISS), in which the probable positions of lost items was computed on the basis of
three-dimensional contextual features such as “spatial, temporal, and human.” This
has included machine learning algorithms, databases, ubiquitous client applications,
and ontologies. The implementation and testing of SIMISS were done using the
sample data taken from IMS, onboard short-term plan, and operation data files tests
were performed in simulation scenario group.

In 2016, Ye and You [18] have suggested an effective method in order to decrease
the whole operation cost by fulfilling the constraints for service level. By using
kriging methods in a region-wise process, the performances of every inventory
were evaluated, which majorly decreased the processing time while optimization
and sampling. The aggregated surrogate methods were tuned using the trust-region
model, in which a method recalibration procedure was employed for solution’s
validity assurance. To clear the problems of supply chain with uncertain demand,
multi-sourcing capability, stochastic lead time, and asynchronous ordering, the
suggested model was employed, which was verified using two case studies.

In 2020, Golsefidi and Jokar [19] have introduced the Mixed Integer Linear
Programming model (MILP) in order to clear the issue that occurred during the
production-inventory routing by consistent pickup and delivery when the products
flowwas considered in reverse order. The aim of the developedmodelwas to decrease
the whole system’s cost concerning the quantities of the production–reproduction,
supplier inventory management, production–reproduction setups, retail inventory
management under the Vendor-Managed Inventory (VMI) policy. Moreover, a new
MILP formulation was introduced when many uncertainty conditions consisting of
the amount of each retailer’s demand, reproduction cost, and the number of defec-
tive products obtained from each retailer in the certain period were considered. In
addition, two developed models such as GA and SA algorithms were introduced.
The analysis of the developed models was conducted and compared over numerical
examples in three sizes such as large, small, and medium as well as for each size
three states comprised of high inventory cost, standard, and high transportation cost.
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Table 1 Review of existing inventory management optimization approaches

Author [citation] Methodology pros Cons

Zhao and wang [16] genetic algorithm • High efficiency and
feasibility

• Computationally
expensive

Demey and wolfs
[17]

fact-based modeling
(FBM)

• To extract the data
from plausible facts in
the provided domain

• Poor performance

Ye and You [18] Trust-region
algorithm

• To solve the
black-box
optimization

• In one iteration, the
quadratic trust region
sub-problem needs to
solve many times

Golsefidi and jokar
[19]

genetic algorithm
(GA)

• Ability to acquire
optimal solutions

• Has high performance

• If it is not used in the
best way, it doesn’t
converge an optimal
solution

Zhao et al. [20] Fluid model analysis • High performance • It consumes more
time for large models

In 2019, Zhao et al. [20] have considered the joint optimization of production
and inventory for stochastic customer orders in order to increase the throughput.
In the inventory department, the customer order’s demand was dynamically arrived
and each order comprised of many kinds of products with random workloads. Some
specific amounts of usual raw materials were required for processing the workloads,
and that must be drawn from the inventory section. In the inventory section, the order
of the customer was missed when there were not sufficient raw materials. In order
to improve the efficient throughput with proper management of the production and
inventory sections, the suggested model was employed.

Although there are many optimization models for inventory management, still
there are some issues with the existing models so that the new model needs to be
introduced with effective performance integrated with block chain technology under
cloud. Some of the advantages and disadvantages of existing inventory management
optimization models are shown in Table 1.

3 Architectural View of Inventory Management in Block
Chain Under Cloud

3.1 Proposed Model

The outcomes of the optimal division of the entire enterprise provide the accurate
inventory cost for each enterprise still shuns away the complete model of supply
chain. In actual fact, the supply chain method includes “suppliers, manufacturers,
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distributors, and transportation”. This kind of individual team to maintain the orga-
nizations cannot split the entire model instead it is appropriate for exploration of two
inventories of echelon supply chain. The knowledge extraction concerning the trans-
portation over the systems and the earlier transportation costs assists for including
these models. This contribution employs the block chain technique in the cloud envi-
ronment for performing the inventory management effectively. In inventory manage-
ment, to provide the security to the cloud will keep the stored data secured in the long
run. The block chain is mainly used to improve the data security, traceability, and
efficiency across a cloud computing environment. Also, it improves the processing
speed of any process. Moreover, it creates a permanent transaction records. The
diagrammatic representation of the developed inventory management model using
block chain technology is shown in Fig. 1.Here, three-echelon supply chain inventory
model is taken andperformed the product transportation on the basis ofmanufacturers
between the distributors and suppliers. The overall details related to the distributors
are maintained in the block chain technique under cloud environment. Therefore, the
data secured in distributor 1 is not known to the remaining distributors. Block chain
is one of the famous financial techniques that completely transfigure the transactions
related to business. With the help of this method, several cryptographic methods are
performed, which is supported using the decentralized network. This type of reliable

Fig. 1 Inventory management framework using block chain technology under cloud
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and powerful storage of the distributor’s information in block chain technique is
merged with the cloud computing for better system performance.

Thismodel is designed for tuning the five parameters in the inventorymanagement
that are combined using the block chain technique in the cloud. The five parameters
such as “real time inventory of raw material at supplier, real time inventory of final
product at manufacturer, real time inventory of final product at receiver, delayed
transit time of raw material from 2 supplier, and delayed transit time of final product
frommanufacturer” that are optimally tuned using the developed SMLL-SLnO algo-
rithm. The developed algorithm updates the solution that is suitable by considering
“transaction cost, inventory cost, shortage cost, transportation cost, and time cost” for
inventory management. Once all costs are reduced with respect to each distributor,
the last optimal solution is maintained in the block chain under cloud environment
that is secured and not known to the remaining distributors. Therefore, the developed
SMLL-SLnO algorithm acquires the best solutions by minimum supply chain cost
that helps for maintaining the inventory costs of the entire supply chain network.

3.2 Formulation of Problem

Consider that the term hc1sb denotes raw material holding cost per unit b at supplier s,
and the term hc2mc represents the final product holding cost per unit c at manufacturer
m. The final product c at distributor d, per unit holding cost is given by hc3dc. The
raw material transportation cost per unit b from supplier to manufacturer is given
by tc1smb, whereas the term tc2mdc denotes the cost of transportation of the finishing
product c from manufacturer to distributor. Similarly, the term shdc denotes final
product shortage cost per unit c for distributor d. The raw material fixed order cost b
from manufacturer m to supplier s is denoted as or1msb and the term or2dmc represents
the final product fixed order cost c from distributor d to manufacturerm. In addition,
the term dmndc(it) refers the raw materials demand from the manufacturer through
time it.

Moreover, the raw material real time inventory b at supplier s during time it
is denoted as B1

sb(it), whereas the term B2
mc(it) denotes the final product real-time

inventory c at manufacturerm during time it, and the final product real time inventory
c at distributor d through time it is denoted as B3

dc(it).
Assume that the late raw material transportation cost b from supplier s to manu-

facturer m is expressed as dtr1smb, whereas the late final product transportation
cost c from manufacturer m to distributor d is denoted as dtr2mdc. The term dt1smb
denotes the delayed transmit time of raw material b from supplier s to manufac-
turer m, whereas the term dt2mdc refers the delayed transit time of the last product
c from manufacturer m to distributor d. In addition, the index of the raw material
is denoted as b,b = {1, 2, . . . , A} and the index of the final product is given by
c,c = {1, 2, . . . , B}. The index of the time period is given by it, it = {1, 2, . . . , IT}.
The term s, s = {1, 2, . . . , S} denotes the index of the supplier and the distributor
inventory index count is denoted as d,d = {1, 2, . . . , D}.
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3.3 Objective Function

The main intent of the developed inventory management in the block chain under
cloud sector is to reduce the multi-level inventory cost [21].

(a) Transaction cost: This contains the transaction cost with the manufacturers and
suppliers, and the distributors and manufacturers. The mathematical equation
is denoted in Eq. (1).

TC =
S∑

s=1

A∑

ab1

TC1
smb+

D∑

d=1

B∑

c=1

TC1
mdc (1)

(b) Inventory holding cost: This consists of the cost linked with the inventory
holding of manufacturer, suppliers, and distributors. Equation (2) refers to the
mathematical equation of inventory holding cost.

IHC =
S∑

s=1

A∑

b=1

hc1sb · B1
sb(it)+

B∑

c=1

hc2mc · B2
mc(it)+

D∑

d=1

B∑

c=1

hc3dc · B3
dc(it) (2)

(c) Shortage cost: By using the shortage cost shdc, it is determined and the raw
materials demand from the manufacturer dmndc(it) and the final product real-
time inventory B3

dc(it) and the corresponding equation is given in Eq. (3).

SH =
D∑

d=1

B∑

c=1

shdc · [
dmndc(it) − B3

dc(it)
]

(3)

(d) Transportation cost: This contains the transportation cost among the manu-
facturers and suppliers, as well as the distributors and manufacturers. The
numerical formula of transportation cost is denoted in Eq. (4).

TR =
S∑

s=1

A∑

b=1

tc1smb · B1
sb(it)+

D∑

d=1

B∑

c=1

tc1mdc · B2
mc(it) (4)

(e) Time cost: This contains the time cost among themanufacturer and the supplier,
as well as the manufacturer and distributor, which is mathematically expressed
in Eq. (5).

TMc =
S∑

s=1

A∑

b=1

dt1smb · it1smb+
D∑

d=1

B∑

c=1

dt2mdb · it2mdb (5)

In this, the supplier transporting delay of the raw material to the manufacturer
and the delay of the final product in transportation are considered. The multi-echelon
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supply chain inventorymethod final objective function is represented in Eq. (6). Here,
the inventory and time cost weight coefficients are denoted as α and β, respectively.
In order to solve the objective model, Eq. (7), (8) and (9) provide few constraints,
which must be taken into consideration.

Min IC = α(TC + IHC + SH + TR) + βTMc (6)

α + β = 1, β = α − 1, (7)

itq1smb(it) ≥ dtdc(it)ecb (8)

dtdc(it) − B2
mc(i t)

dtdc(it)
< 7% (9)

In order to combine these two sections in the objective, Eq. (7) is used as the inventory
and the time cost is having different dimensions. Equation (8) certifies that the raw
material demand is not exceeding the supply, where the bill of the material is given
by ecb demand of the final c on the raw material b. The raw material supply b from
supplier s during time it is denoted as q1

smb(it). Similarly, the shortage cost is not
exceeding 7% as in Eq. (9) [21].

4 Optimal Inventory Management Using Proposed
SMLL-SLnO

4.1 Solution Encoding

Some parameters like “real time inventory of raw material at supplier B1
sb(it), real

time inventory of final product at manufacturer B2
mc(it), real time inventory of final

product at receiver B3
dc(it), delayed transit time of raw material from supplier dt1smb,

and delayed transit time of final product from manufacturer dt2mdc” are taken into
account for obtaining the optimal inventory management in block chain under cloud
sector. To reduce the cost of multi-echelon supply chain inventory model, the accu-
rate optimization of these parameters needs to be performed. The diagrammatic
representation of the solution encoding is shown in Fig. 2.
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Fig. 2 Solution encoding

4.2 Proposed SMLL-SLnO

The optimization methods have performed discrete changes and improvements in
order to solve complex issues. Meta-heuristic search methods in several implemen-
tations are seemed to be appropriate and attained best results [22, 23]. The inspiration
of conventional SLnO [24] is the hunting behavior of sea lions and itswhiskers, which
are employed for prey recognition. The conventional algorithm represents for finding
the positive regions of design space, and employs the best one. This has the ability
to generate competitive results and it has the best exploration ability. However, there
are specific disadvantages like it is complex for acquiring the global optimal solution
as of randomness. A meta-heuristic model called SMO [25] is integrated with the
conventional SLnO for enhancing the performance of traditional SLnO algorithm.
It is able to deal with the complicate real-world optimization issues because of high
efficiency generated by SMO. The traditional SMO is combined with the SLnO for
producing a novel algorithm called SMLL-SLnO algorithm.

Sea lions are seen in thousands of members, which live in vast colonies [24]. The
sea lions are classified by their sex, age, and function. The major features of sea lions
are determined by the speedy behaviour of the movements of the fish. The prey can
be found easily to their eyes. The pupils are majorly opened for more amount of light
for passing by in order has a clear underwater vision. The most significant feature of
sea lions is whiskers that assist for locating the accurate prey’s location. The other
feature is their ability for moving speed and accurate over water. The significant
stages of sea lions hunting behavior is chasing and tracking the prey using their
whiskers, encircling and attacking the prey.

Detecting and tracking phase: In order to hunt and chase the prey, the sea lion
that identifies the prey’s location and invites the subgroups. The numerical formula
of the detection and tracking phase is expressed in Eq. (10), in which the distance
between the target prey and the sea lions is given by Dst. The position vector of sea
lions and the target prey is denoted as pv(tm), the current iteration is represented as
tm, and the random vector is denoted as E , which lies in between 0 and 1 and it is
multiplied by 2 for improving the search space that is helpful for the search agents
in order to verify the optimal solution. The position of the target prey is modified in
the successive iteration and the behaviour is numerically modeled as per Eq. (11).

Dst = |2E .pv(tm) - SeLi(tm)| (10)

SeLi(tm + 1) = pv(tm) − Dst.E (11)
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In the above equation, the term E is reduced from 2 to 0 until the final iteration, and
the next iteration is given by tm + 1.

Vocalization Phase:The sea lion’s sound is traveled four times faster in water over
air. Many ways of vocalization helps the sea lion for promoting the communication
over each other in hunting and chasing. This lions have SpMoall ears, which has the
ability to identify the sounds both above and under water. Thus, if the prey is found
by the lion, it passes the information to others for attacking. This type of feature is
numerically expressed in Eq. (12), (13) and (14).

SSLldr =
∣∣∣∣
(G1(1 + G2))

G2

∣∣∣∣ (12)

G1 = sin θ (13)

G2 = sin ϕ (14)

In the above equations, the speed of the sound of the sea lion is indicated by
SSLldr, and the speed of sounds in air and water is given by G2 and G1, respectively.
The sound of the sea lion is denoted as sin ϕ that is reflected to the other medium,
which is the air for communicating with the remaining lions that are present in the
shore. The sea lion that makes the sound that is refracted at the similar medium in
order to communicate with other members under water is represented as sin θ .

Attacking Phase: The new search agent is capable of encircling, detecting the best
prey. The hunting behavior of sea lions is mathematically represented in two phases,
which are mentioned below.

Dwindling encircling method: It is based on the value of E and it is given in
Eq. (11), which is reduced linearly from 2 to 0 in a period of iterations.
Circle updating position: The sea lions track the bait ball of fishes initially from
the edges and chase them, which is denoted in Eq. (15).

SeLi(tm + 1) = |pv(tm) − SeLi(tm)|. cos(2πg) + pv(tm) (15)

In Eq. (15), the distance between the search agent and the finest optimal solution
is given by |pv(tm) − SeLi(tm)|, the absolute value is given by | |, the random number
is given by g, which lies in between −1 and 1, and the sea lion that swims in the
prey region in circular path is given by cos(2πg).

Searching for prey: The search agents locations are updated on the basis of the
sea lion, which is chosen at random. SLnO algorithm evaluates the global search
agent for finding the global optimal solution if E is exceeding 1. The mathematical
representation of searching for the prey is expressed in Eq. (16) and (17).

Dst = |2E .SeLirnd(tm) − SeLi(tm)| (16)
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SeLi(tm + 1) = SeLirnd(tm) − Dst.E (17)

In the above equation, the randomly selected sea lion, which is selected from the
current iteration, is given by SeLirnd.

LLD of SMO: The position of the small group members is updated by the infor-
mation accumulated from local and global leaders or by initializing them at random
when the position of the local is not updated to the constant threshold called Local
Leader Limit (LLLimit), which is shown in Eq. (18).

SeLinewij = SeLiij + rnd[0, 1](GlLe j − SeLiij)

+ rnd[0, 1](SeLiij − LoLepj) (18)

In Eq. (18), the term SeLiij indicates the j th dimension of i th SMO [21], and the
random number is denoted as rnd, which lies in between 0 and 1. The j th dimension
of the position of the global leader is given by GlLe j and the j th dimension of the
pth local group leader position is represented as LoLepj.

In general, the position of the current search agent is updated by exploration
phase in traditional SLnO algorithm as per Eq. (17). Here, in the developed SMLL-
SLnO algorithm, the position of the current search agent is updated by LLD phase
of SMO as shown in Eq. (18). By integrating different optimization rules, the hybrid
optimization algorithm is introduced. It is reported as the promising one for specific
search issues. It acquires the advantages of various optimization methods for fast
convergence. The convergence behavior of the developed SMLL-SLnO algorithm
is seemed to be best over other algorithms [26]. The pseudo-code representation of
developed SMLL-SLnO algorithm is depicted in Algorithm 1. In this algorithm, the
perturbation rate PR, limit of LLL LLLimit, limit of GLLL GLLimit are initialized.
The term PR is the one of the main control parameters of SMO. In standard SMO,
the perturbation rate is varied in between 0.1 and 0.9. Here, the perturbation rate
PRis varied from 0.05 to 0.30 for analysis.



74 C. Govindasamy and A. Antonidoss

5 Results and Discussions

5.1 Experimental Setup

The implemented inventory management in block chain technique under the cloud
sector was developed using MATLAB 2018a, and the evaluations were done. The
simulation setup of the developedmethod is given in Table 2. In this, the performance
of the developed method was evaluated using three test cases, which are shown
in Table 3. The population size considered for analysis is 10 and the total count
of iterations is considered as 1000. The performance of the developed model was
compared with by varying the value of perturbation rate from 0.05 to 0.30.

Table 2 Simulation setup Parameter Value

Population size 10

Total iterations 1000

Perturbation rate PR 0.05–0.30
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Table 3 Details of test cases

Test cases Suppliers Distributors Finished work Raw material

Test case 1 5 4 1 4

Test case 2 8 6 2 4

Test case 3 10 8 3 4

5.2 Analysis of Proposed SMLL-SLnO Algorithm by Varying
Perturbation Rate

The analysis of the proposed SMLL-SLnO algorithm concerning iterations by
varying perturbation rate for all the test cases is shown in Fig. 3. From Fig. 3(a),
the cost function of the developed SMLL-SLnO algorithm is acquiring the minimum
cost when PR = 0.30 and when PR = 0.25 is having the maximum cost at 1000th
iteration. When considering the 50th iteration, the cost function of the presented
SMLL-SLnO is minimum when PR = 0.30 followed by PR = 0.20. Later, PR =

)b()a(

(c) 

Fig. 3 Algorithmic analysis of the proposed SMLL-SLnO for inventory management in block
chain under cloud sector by varying perturbation rate for a Test case 1, b Test case 2, and c Test
case 3
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0.05, PR = 0.15, PR = 0.25 is having the minimum cost function, respectively. The
cost function of the developed SMLL-SLnO at 50th iterationwhen PR= 0.30 is 3.5%
advanced than PR = 0.20, 4.6% advanced than PR = 0.05, 8.8% advanced than PR
= 0.15, and 16.3% advanced than PR = 0.25. Based on the degree of improvement,
the cost function of the developed model at all PR’s is reduced until 1000th itera-
tion. Figure 3(b) shows the cost function analysis of the implemented SMLL-SLnO
algorithm with respect to iterations for test case 2. In Fig. 3(b), the cost function of
the introduced SMLL-SLnO at 1000th iteration is having minimum value when PR
= 0.05. It is 3.5% upgraded than PR = 0.10, 5.2% upgraded than PR = 0.15, 11.4%
upgraded than PR = 0.20, 12.9% upgraded than PR = 0.30, and 14.2% upgraded
than PR = 0.25. For test case 3 in Fig. 3(c), the cost function of the developed
SMLL-SLnO algorithm at 800th iteration is minimum when PR = 0.05. At 800th
iteration, the cost function of the SMLL-SLnO algorithm when PR = 0.05 is 1.5%
better than PR = 0.10, 3.0% better than PR = 1.5, 4.4% better than PR = 0.25, 8.5%
better than PR = 0.20, and 9.2% better than PR = 0.30. Thus, it is concluded that
the proposed SMLL-SLnO algorithm is acquiring the best performance for inventory
management in block chain technology.

5.3 Analysis on Final Cost

The statistical analysis on final cost of the developed SMLL-SLnO algorithm for all
the three test cases by varying PR is shown in Table 4. For Test case 1, the standard
deviation of the developed SMLL-SLnO is having the best performance when PR =
0.05. It is 82.5% superior to PR = 0.10, 78% superior to PR = 0.15, 82.9% superior
to PR= 0.20, 74.2% superior to PR= 0.25, 90.4% superior to PR= 0.30. The mean
of the introduced SMLL-SLnO for test case 2 is acquiring the best performance when
PR = 0.05. Here, the standard deviation of the implemented SMLL-SLnO when PR
= 0.20 is 5.5% improved than PR = 0.05, 31.5% improved than PR = 0.10, 33.7%
improved than PR = 0.15, 56.1% improved than PR = 0.25, and 73.7% improved
than PR = 0.30. Moreover, the standard deviation of the developed SMLL-SLnO
is performing well when PR = 0.10. It is 26.8% enhanced than PR = 0.05, 53%
enhanced than PR = 0.15 45.4% enhanced than PR = 0.20, 29.5% enhanced than
PR = 0.25, and 47% enhanced than PR = 0.30. Therefore, it is confirmed that the
developed SMLL-SLnO is performingwell in inventorymanagement model in block
chain under cloud sector.

5.4 Analysis on Time Complexity

Table 5 shows the computational time of the developed method for various test
cases, such as Tast case 1, Test case 2, and Test case 3, in which the Test case 1 has
a minimum computational time of 1.0289 s.
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Table 4 Statistical analysis of the proposed inventory management models in block chain under
cloud sector for all test cases

Test case 1

Measures PR = 0.05 PR = 0.10 PR = 0.15 PR = 0.20 PR = 0.25 PR = 0.30

Best 81,161 81,453 81,613 79,609 82,224 78,252

Worst 82,220 86,777 86,927 86,434 86,620 90,751

Mean 81,503 84,055 84,003 82,538 84,830 84,187

Median 81,390 84,478 84,054 81,669 84,907 83,879

Standard
deviation

435.43 2500.9 1985 2558 1694.1 4550.8

Test case 2

Measures PR = 0.05 PR = 0.10 PR = 0.15 PR = 0.20 PR = 0.25 PR = 0.30

Best 2.64 × 105 2.76 × 105 2.86 × 105 2.94 × 105 2.91 × 105 2.71 × 105

Worst 2.76 × 105 2.95 × 105 3.04 × 105 3.06 × 105 3.15 × 105 3.14 × 105

Mean 2.70 × 105 2.85 × 105 2.94 × 105 2.98 × 105 3.02 × 105 3.03 × 105

Median 2.73 × 105 2.85 × 105 2.92 × 105 2.97 × 105 2.99 × 105 3.10 × 105

Standard
deviation

4937.9 6811.7 7040.9 4664.1 10,631 17,790

Test case 3

Measures PR = 0.05 PR = 0.10 PR = 0.15 PR = 0.20 PR = 0.25 PR = 0.30

Best 6.15 × 105 6.54 × 105 6.64 × 105 6.64 × 105 6.73 × 105 6.69 × 105

Worst 6.41 × 105 6.72 × 105 7.08 × 105 7.03 × 105 7.00 × 105 7.04 × 105

Mean 6.33 × 105 6.61 × 105 6.88 × 105 6.82 × 105 6.88 × 105 6.92 × 105

Median 6.36 × 105 6.59 × 105 6.88 × 105 6.82 × 105 6.87 × 105 6.92 × 105

Standard
deviation

10,327 7558.1 16,102 13,861 10,734 14,265

Table 5 Computational time Test case Computational time (S)

Test case 1 1.0289

Test case 2 1.3577

Test case 3 1.5552

6 Conclusion and Future work

This paper has developed an algorithmic evaluation of multi-objective inventory
management in block chain technique under cloud sector. The assessment was done
on the proposed SMLL-SLnO algorithm. In this paper, SMLL-SLnO algorithm was
used for inventory management that aimed for minimizing the multi-objective func-
tions namely “transaction cost, inventory holding cost, shortage cost, transportation
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cost, and time cost.” By varying the perturbation rate from 0.05 to 0.30, the assess-
ment of the proposed SMLL-SLnO was performed. For Test case 1, the standard
deviation of the developed SMLL-SLnO was having the best performance when PR
= 0.05. It was 82.5% superior to PR= 0.10, 78% superior to PR= 0.15, 82.9% supe-
rior to PR= 0.20, 74.2% superior to PR = 0.25, 90.4% superior to PR = 0.30. Thus,
the effect of perturbation rate on SMLL-SLnO was effectively proved from optimal
inventory management. In the future, the performance of the proposed method will
be further analyzed by using large number of test cases. Also, more comparison
techniques will be used to compare the performance of the developed method.
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Energy-Efficient Wireless
Communications Using EEA and EEAS
with Energy Harvesting Schemes

Anupam Das, Mohammad Ali Akour, Abdullah Bahatab, and Qin Zin

Abstract Goal: In this work, we are trying to introduce two algorithms and imple-
mented the same for achieving the energy efficiency in wireless communications
using energy harvesting technique and efficient clustering. During the study, we pro-
posed two algorithms: energy-efficient algorithm (EEA) and energy-efficient algo-
rithm with security (EEAS). The energy node structure with its energy harvest com-
ponents is also crafted in this work. The work is implemented by using NS2, and
enough testing is done for checking its results. The results are also tested with differ-
ent network size and with heterogeneous networks along with the IoT. Finally, the
performance is tested for the network considering the QoS parameters like through-
put, packet-delivery ratio (PDR), end-to-end delay (E2E) and energy consumption.

Keywords Energy efficiency algorithm (EEA) · Energy efficiency algorithm with
security (EEAS) · Energy harvest · Soft clustering throughput · Packet–delivery
ratio (PDR) · End-to-end delay (E2E) · Energy consumption · Phonetic distance

1 Introduction

In wireless communications, the consumption of power is always being an important
issue. With IoT environment, the wireless communications become more and more
popular, and hence, the problem of making power consumption at the efficient way
becomes a burning research issue. In this work, we try to focus on the various
issues of power consumption and suggest some new approaches which will make the
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Fig. 1 Block diagram of communications architecture

consumption level of power lower than the existingway of use. Let us first discuss the
issues by which we can deal with our consumption level of wireless communications
in IoT. Figure 1 shows the basic building block of communications.

The structure of any network consists of some devices, and the devices are wired
as well as wireless. All the activities of the devices consume certain level of power
in their activities, and it is inevitable. Now in case of wireless communications, the
following issues are major in case of any architecture with or without IoT.

a. Antenna
b. Transmitting/receiving signals
c. Clustering of notes

Let us discuss the above-listed issues one by one.

a. Antenna: antenna plays an important role for signal transmitting and receiving. The
transmission distance can be improved by improving the sensitivity of receiver and
the power of the transmitter. This issue can be dealt with the manufacturing level, so
it is an issue mainly opened for antenna manufacturers. During manufacturing of the
modern antenna, certain characteristics can be considered for optimizing the quality
of the antenna:

i. Frequency level
ii. Impedance
iii. Antenna gain
iv. Antenna polarization
iv. Antenna radiation pattern
v. Short-distance communication (indoor and outdoor both)
vi. Long-distance communication (indoor and outdoor both)
vii. Accommodating in single antenna coverage
ix. Special long distance antenna (Fig. 2).
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b. Transmitting/Receiving Signals: signal transmitting is directly related to the output
power, and the increase in the output power results in the increase in the transmission
range keeping all other parameters constant. The generic structure forwireless energy
transmission is given in Fig. 3.

Fig. 2 Antenna transmit/receive signal

Fig. 3 Generic structure of wireless energy communications
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The efficiency of the end-to-end (E2E) power transfer can be calculated as follows
(Table 1):

E = Power RXDC

PowerT X
DC

= PowerT X
RF

PowerT X
DC

= Power RXRF
PowerT X

DC

= Power RXDC

Power RXRF
(1)

Table 1 E2E power transfer

Power_DC_TX Power_DC_RX Power_RF_TX Power_RF_RX Energy_Transfer

12 12.05467 12.0567 12.05782 1.004555833

11 11.05467 11.0567 11.05782 1.00497

13 13.05467 13.0567 13.05782 1.004205385

14 14.05467 14.0567 14.05782 1.003905

12.5 12.55467 12.5567 12.55782 1.0043736

11.8 11.85467 11.8567 11.85782 1.004633051

12.83333333 12.88800333 12.89003333 12.89115333 1.00426

12.96190476 13.01657476 13.01860476 13.01972476 1.004217744

13.09047619 13.14514619 13.14717619 13.14829619 1.004176319

13.21904762 13.27371762 13.27574762 13.27686762 1.004135699

13.34761905 13.40228905 13.40431905 13.40543905 1.004095862

13.47619048 13.53086048 13.53289048 13.53401048 1.004056784

13.6047619 13.6594319 13.6614619 13.6625819 1.004018446

13.73333333 13.78800333 13.79003333 13.79115333 1.003980825

13.86190476 13.91657476 13.91860476 13.91972476 1.003943902

13.99047619 14.04514619 14.04717619 14.04829619 1.003907658

The Gaussian noise can be calculated as follows (Table 2):

G(n) = 1

n0
+ exp

(
n

n0

)
(2)

where n is greater than equal to 0 and n0 is the average SNR depending on commu-
nication distance.

Let us consider ‘m’ number of nodes of uniform field on a specific region with
density ‘d’ on sufficiently large circular region with radius ‘R’, and the distribution
function of the distance between some nodes obeys the Poisson law, i.e.

Fm = am

m! exp(−a) (3)

where ‘a’ is the mathematical expectation of number of nodes. The nearest region
of each node can be calculated by
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Table 2 Gaussian noise in existing method

Existing model

Signal power (S) Noise power (N)
in dB

SNR n GN

52 12 6.368220976 10 0.032659568

67 11 7.846821175 20 0.009962658

55 10 7.403626895 30 0.00234836

47 9 7.178553485 40 0.000529673

77 8 9.834007382 50 0.000629715

45 11 6.118198286 60 9.00189E−06

57 3 12.78753601 70 0.000327982

55 5 10.41392685 80 4.42717E−05

56 7 9.03089987 90 5.20216E−06

61 9 8.310873256 100 7.15707E−07

64.1 11 7.654653444 110 7.5009E−08

67.2 11.5 7.666714327 120 2.07864E−08

70.3 13 7.330119727 130 2.70805E−09

73.4 13.83333333 7.247692179 140 5.63318E−10

76.5 14.83333333 7.124226789 150 1.00746E−10

79.6 15.83333333 7.013407128 160 1.76326E−11

82.7 16.83333333 6.913353862 170 3.02671E−12

85.8 17.83333333 6.822547605 180 5.10524E−13

88.9 18.83333333 6.739745679 190 8.47563E−14

92 19.83333333 6.663921163 200 1.38697E−14

F1(R) = 1 − e−πR2d (4)

c. Clustering of Nodes: there aremany clustering techniques that can be implemented
for efficient cluster formations. In modern research, energy aware fuzzy clustering
can be one of the good choices. Energy aware fuzzy clustering is based on cognitive
technique. The following assumptions can be made:

1. Random selection of nodes
2. Sensor nodes must be static
3. Sensor deployment can be fairly random
4. Sensor should be self-automotive
5. The distance between any two sensor nodes is calculated based on signal strength.

Clustering Formation: in the cluster formation, any two nodes are selected at
random, and the distance between them based on the signal strength is calculated.
The process continues till a group of cluster heads are elected from the given set
of nodes. A threshold value is sent to every node, and every nodes also generated a
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number for comparing their threshold with given threshold. If the number generated
by the node is greater than the threshold, then the node declares itself a cluster head.
All cluster heads are selected based on

i. Residual energy
ii. Two-hop node degree
iii. Cluster head (CH)—centre based on low-energy consumption during data aggre-

gation and flooding.

2 Literature Review

In the previous works based on the energy in wireless communications, there are
lot of schemes implemented, and various energy efficiency techniques are applied.
Muthukumaran et al. [14] tried to attempt bettering the energy efficiency at node level
and also increase the lifetime of the network by introducing a hierarchical routing
scheme based on energy-efficient cluster (ENEFC). In the article, Bozorgi et al. [2]
proposed amethod that uses a unique technique in clustering thatmakes node clusters
in a network not using the data from neighbours. The hybrid clusters are introduced
to transmit signals in the nodes with the this clustering [2]. The energy harvesting is
one of them. The harvesting energy is the need of the hour. The energy harvesting
is a novel scheme by which we can harvest energy in various ways. There are many
ways to convert energy into harvest energy like mechanical energy to harvest energy
[12, 23], piezoelectric energy to harvest energy [23], electrostatic energy to harvest
energy [13, 17], electromagnetic energy to harvest energy [13, 23, 24], photovoltaic
energy to harvest energy [3, 15], thermal energy to harvest energy [6], RF energy
to harvest energy [1, 8], resonant energy to harvest energy [5, 9, 16], wind energy
to harvest energy [4, 10, 12, 18, 21, 22], biochemical energy to harvest energy [20,
26], acoustic energy to harvest energy [7, 19], etc.

3 Proposed Method for Achieving Clustering

The objective of the work: in this work, we will try to optimize the clustering using
soft clustering adding the security aspect to the wireless communications and energy
efficiency with energy harvesting (Fig. 4).

In the existing method, the lifetime of wireless sensor node increased by applying
proficient energy-based cluster head selection method. In this work, it is considered
the following:

1. Cluster head selection is based on modern soft clustering with energy aware
method.

2. Energy aware method increases the lifetime of a node.



Energy-Efficient Wireless Communications Using EEA … 87

Fig. 4 Energy harvest-efficient node structure

3. Congestion aware routing is applied for efficient communication andminimizing
E2E delay.

4. Use the energy harvesting algorithm for optimizing cluster behaviours in energy
consumption.

5. Applying energy budget to the network.

The above schemes are applied to the proposed algorithms:

1. Algorithm-1: Energy-Efficient Algorithm (EEA)
2. Algorithm-2: Energy-Efficient Algorithm with Security (EEAS).

3.1 Algorithm-1 Energy-Efficient Algorithm (EEA)

In the algorithm-1, the network is initiated, then calculates the value of k, and the
results are compared with the taken threshold. Then signal strength is calculated,
thus the cluster head is selected, and the entire network is scanned till the all clusters
are created. The detail algorithm is given below:

i. Initiate the network structure with a set of nodes ‘S’
ii. Check for conduciveness of all the nodes and compute the constant ‘k’ and

compare with threshold ‘T’
iii. Calculate the signal strength with beacon
iv. Compute for all nodes remaining that is (m − 1) in ‘S’
v. If a node wins as CH, then mark it
vi. Repeat step ii to step v until all the nodes are checked.
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3.2 Algorithm-2 Energy-Efficient Algorithm with Security
(EEAS)

Here the clusters communicate with their nodes and also to communicate with inter-
cluster nodes aswell as intra-cluster nodes depending on the communication requests
generated. The algorithm is given below:

i. All the selected cluster heads communicate to every other node with a security
check for authenticating the member for ‘S’

ii. If CH successes its security for data communication, it forwards data to the
concerned node, else warning every node for security check including all other
CHs

iii. Repeat step i to step ii, whenever a request for data communication crops in the
network (Fig. 5).

In a network, the nodes are divided into three categories: the full active nodes,
semi-active nodes and the sleeping nodes. The transitions among these nodes are
shown in Fig. 6.

Fig. 5 Phase transition in the network
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The set X is denoted for full active nodes, Y is denoted for semi-active nodes, and
Z is sleep nodes. Now the phase transitions among these nodes are shown in Fig. 7.

The model is designed with some parametric assumptions as given below:

1. Average duration in full active mode is reciprocal of k1
2. Average duration in sleep mode is reciprocal of 2

3. Average duration in semi-active mode is reciprocal of k3
4. Average time in packet formation = k4
5. Average time in packet managing = k5
6. Average time in packet transmission = k6
7. Energy consumption in X = EX

P
8. Energy consumption in Y = EY

P
9. Energy consumption in managing pkt. in X = EX

P ′
10. Energy consumption in managing pkt. in Y = EY

P ′
11. Energy consumption in mode change in X to Y = EXY

P ′
12. Energy consumption in mode change in X to Z = EXZ

P ′
13. Energy consumption in mode change in Y to Z = EY Z

P ′
14. Energy consumption in mode change in Z to X = EZX

P ′ .

The nodes in the network consume a steady level of energy consumption during its
steadymode, but this can be calculated by using the traditional probabilistic approach
with the assumed set of nodes in the network as X,Y, Z as follows: P(Xi ), P(Yi ) and
P(Z). The mathematical computations of these probabilistic values are summarized
as follows:

P(Xi ) = f (x)ηpi1, i = 0, 1, 2, 3, (5)

Fig. 6 Phase transition
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Fig. 7 Phase transitions among all the nodes

P(Xi ) = f (x)ηpi−1
1 , i = 0, 1, 2, 3, (6)

P(Z) = f (x)(k1 + k3 p2) (7)

where f (x) = (i−p1)
η(1+p1)+(1−p1)+(k1+k2k3)

, p1 = 1
2k3

g(k), p2 = k1 p1
k3(1−p1)

and g(k) = k̄ −√
k̄ − 4k3(k4 + k5).
Using Eqs. (5)–(7), the energy consumptions can be measured; with our test bed

for the network, the instances are tested for measuring the energy with the energy
computing expressions shown below for different situations of the network

EX
TX = f (x)ηEX

P

(1 − P1)2
(8)

EY
TX = f (x)ηp2EX

P

(1 − P1)2
(9)

EXZ
C = f (x)ηk1E

XY
P ′ (10)
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Table 3 Values all the constants when eta = 0.3798

η p1 p2 k1 k2 k3 k4 k5 f (x)

0.3798 10 0.09 0.1 0.12 0.312 20 30 10.93589

0.3798 20 0.0977 0.134 0.222 0.355 25 33 5.239235

0.3798 30 0.1054 0.211 0.1311 0.398 29 37 4.020895

0.3798 40 0.1131 0.259333 0.1688 0.441 33.66667 39.66667 3.096606

0.3798 50 0.1208 0.314833 0.17435 0.484 38.16667 42.66667 2.560614

0.3798 60 0.1285 0.370333 0.1799 0.527 42.66667 45.66667 2.183997

0.3798 70 0.1362 0.425833 0.18545 0.57 47.16667 48.66667 1.903726

0.3798 80 0.1439 0.481333 0.191 0.613 51.66667 51.66667 1.686577

0.3798 90 0.1516 0.536833 0.19655 0.656 56.16667 54.66667 1.513189

0.3798 100 0.1593 0.592333 0.2021 0.699 60.66667 57.66667 1.371453

0.3798 110 0.167 0.647833 0.20765 0.742 65.16667 60.66667 1.253379

EXY
C = f (x)ηk1 p1EX

P

(1 − P1)2
(11)

EZX
C = f (x)(k1 + k3 p2)ηE

ZX
P ′ (12)

Also delay is an important QoS parameter of any communications and is a very
much inevitable factor, and the energy consumption during this delay process is thus
again an important quantity to be measured. The packet management is sometimes
delayed by some factors, and for that, the process needs the energy in that additional
activity. The mathematical expression we get after considering all the factors due to
which a delay may occur is summarized as follows:

EDelay
pktmanagement = f (x)η(p1 + p2)

(1 − p1)2
(13)

Throughput is another QoS parameter where again some energy is consumed so
the efficient calculation of this energy component is also important. Themathematical
expression for this can be as follows(Tables 3, 4, 5, 6, 7, 8 and 9; Figs. 8, 9, 10, 11
and 12):

EThroughput
Process = (1 − k1 + k2 + k3 p2)k3 (14)

ETotal = EX
TX + EY

TX + EXZ
C + EXY

C + EZX
C + EDelay

pktmanagement + EThroughput
Process (15)
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Table 4 Power consumptions when eta = 0.3798

E_X_P sqr_(1-pl) E_Y_P E_XZ_P E_XY_P′′ E_ZX_p′′

0.121 81 0.213 0.213 0.162 0.133

0.133 361 0.162 0.472 0.317 0.155

0.214 841 0.317 0.627 0.213 0.211

0.249 1521 0.213 0.213 0.472 0.244333

0.2955 2401 0.472 0.452 0.627 0.283333

0.342 3481 0.627 0.511 0.213 0.322333

0.3885 4761 0.213 0.57 0.452 0.361333

0.435 6241 0.452 0.629 0.213 0.400333

0.4815 7921 0.511 0.627 0.472 0.439333

0.528 9801 0.57 0.213 0.627 0.478333

0.5745 11,881 0.629 0.452 0.213 0.517333

Fig. 8 Graphical analysis of the energy consumptions when eta = 0.3798

4 Findings

1. The energy harvesting enhances the power management in the nodes.
2. The soft clustering handles to form the efficient cluster heads to achieve themore

energy saving by reducing the noise members in the network.
3. The performance in terms of energy is distinctly visible in case of EEA and

EEAS, though the EEAS is a bit energy consuming but here the security aspect
is considered.
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Table 6 Values all the constants when eta = 1

η p1 p2 k1 k2 k3 k4 k5 f (x)

1 10 0.09 0.1 0.12 0.312 20 30 61.24115

1 20 0.0977 0.134 0.222 0.355 25 33 6.450102

1 30 0.1054 0.211 0.1311 0.398 29 37 4.443249

1 40 0.1131 0.259333 0.1688 0.441 33.66667 39.66667 3.276185

1 50 0.1208 0.314833 0.17435 0.484 38.16667 42.66667 2.657135

1 60 0.1285 0.370333 0.1799 0.527 42.66667 45.66667 2.242085

1 70 0.1362 0.425833 0.18545 0.57 47.16667 48.66667 1.941472

1 80 0.1439 0.481333 0.191 0.613 51.66667 51.66667 1.712515

1 90 0.1516 0.536833 0.19655 0.656 56.16667 54.66667 1.53179

1 100 0.1593 0.592333 0.2021 0.699 60.66667 57.66667 1.38525

1 110 0.167 0.647833 0.20765 0.742 65.16667 60.66667 1.263898

Table 7 Power consumptions when eta = 1

E_X_P sqr_(1-p1) E_Y_P E_XZ_P E_XZ_P′′ E_ZX_p′′

0.121 81 0.213 0.213 0.162 0.133

0.133 361 0.162 0.472 0.317 0.155

0.214 841 0.317 0.627 0.213 0.211

0.249 1521 0.213 0.213 0.472 0.244333

0.2955 2401 0.472 0.452 0.627 0.283333

0.342 3481 0.627 0.511 0.213 0.322333

0.3885 4761 0.213 0.57 0.452 0.361333

0.435 6241 0.452 0.629 0.213 0.400333

0.4815 7921 0.511 0.627 0.472 0.439333

0.528 9801 0.57 0.213 0.627 0.478333

0.5745 11,881 0.629 0.452 0.213 0.517333

5 Future Work

Thework is though a better version to the earlierworks, but there are ample opportuni-
ties to do farther better incorporating some more aspects in terms of energy spending
in a network communication. Our next work is also in the process where we will
introduce a novel technique to achieve more efficiency in the energy consumption in
the network including IoT environment using deep learning
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Table 9 Comparison among other algorithms

Performance analysis

Energy
con-
sumption

Methods No. of nodes

25 50 75 100 125 150 175

EEA 2.22 2.16 2.11 2.03 1.92 1.89 1.78

EEAS 2.31 2.21 2.17 2.11 2.05 1.99 1.89

AEEC 2.37 2.442 2.21 2.32 2.06 2.11 2.42

LEMA 2.44 2.56 2.32 2.42 2.16 2.21 2.54

LEACH 2.65 2.78 2.49 2.91 2.29 2.52 2.52

Fig. 9 Graphical analysis of the energy consumptions when eta = 1

Fig. 10 Graphical comparisons among other algorithms
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Fig. 11 Active nodes with their respective clusters

Fig. 12 Energy spending in different algorithms
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6 Conclusion

The work is achieved few milestones like it achieves energy efficiency along with
a secured communications. The work also achieved efficient clustering using soft
clustering. The QoS is tested using different network sizes, and it is observed that
the performance is quite satisfactory with all the QoS parameters considered.
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Optimizing View Synthesis Approach
for TerraSAR-X Image Registration
Using Decision Maker Framework

B. Sirisha, B. Sandhya, J. Prasanna Kumar, and T. Chandrakanth

Abstract Image registration using iterative view synthesis algorithm is experimen-
tally shown to solve a wide range of registration problems, albeit at the cost of
additional memory and time to be spent on generation of views and feature extrac-
tion across all the views. This paper tries to optimize the iterative algorithm of image
registration using prior knowledge of possible deformations between the images.
The proposed approach incorporates a trained classifier model into the registration
pipeline. This classifier model can predetermine the possibility of registering the
input image pairs and also predict the minimum number of synthetic views neces-
sary to register the input image pair. Hence for the images that have been registered,
an additional time requirement for the proposed approach is tolerable. However for
the images that are not registered, the gain in time because of classifier model is
extremely significant.

Keywords Terra SAR-X · Image registration · Feature detection · Feature
description · View synthesis

1 Introduction

Image registration is a classical research problem that has been extensively studied.
Image registration or alignment is a fundamental task in remote sensing, which spa-
tially transforms the sensed image coordinates into the reference image coordinates.
However, finding a robust fully automatic image registration approach has been a
challenge. Most of the existing registration approaches are limited to the designed
application, sensor and characteristics of imaged region. Hence, TerraSAR-X image
registration needs further focus. In addition, the rapid development of TerraSAR-
X image acquisition devices and also growing number and diversity of images have
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Fig. 1 TerraSAR-X images acquired at different look angles

posed need and challenges for research on automatic TerraSAR-X image registration
[1, 2]. The problem is to address the

1. Challenges due to look angle and incidence angle parameter

• (1) Incidence angle of the TerraSAR-X sensor alters the characteristics of the
backscattered signal significantly. Figure1 shows two TerraSAR-X images
acquired at different look angles, it can be observed that the backscattering
patterns of the identical objects of the same scene appear different, and the
idea of detecting the same feature/control points becomes more challenging.
(2) The geometric distortion is a function of the incidence angle of the radar
beam; hence, TerraSAR-X image pairs emerging from varying angles contain
a lot of geometric distortion. (3) It is extremely difficult to precisely locate the
control points (CPs) as large look/view angle images are prone to blurring and
resolution change.

2. Inherent complexities of TerraSAR-X images like

• (1) Side-ward looking geometry and non-intuitive nature of TerraSAR-X imag-
ing sensor. (2) Multiplicative nature of the inherent speckle noise. (3) Complex
backscattering within images.

Automation in TerraSAR-X image registration has been extensively studied and
formulated in the past few years, but the exponential growth in TerraSAR-X imag-
ing sensors and diversity of TerraSAR-X images have led to challenges for fully
automatic TerraSAR-X image registration [3, 4]. In the literature, image registra-
tion approaches are mostly classified into area and feature-based methods [5, 6].
In this paper, the focus is on feature-based image registration combined with view
synthesis approach for addressing contemporary challenges in TerraSAR-X image
registration. The standard feature-based registration approach includes the extrac-
tion of the local feature points, generation of matches and their geometric validation
with the computed homography [7]. This approach is mainly suitable for simple
registration problems, where the deformation complexity between the input image
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pair is very minimal. Iterative registration approach using view synthesis is widely
implemented for registering complex registration problems, where the deformation
complexity between the input image pair is extremely high [8]. In this approach, syn-
thetic view images are gradually increased as the iterations progress until the images
are registered. The time taken to register images increases with the increase in the
iterations. Hence, the focus of the paper is to optimize the iterative image registra-
tion algorithm using prior knowledge of possible deformations between the images
by predetermining minimum number of views needed to register the input image
pairs. Applications like registration aided navigation system, the error in navigation
is reduced by combining the current navigation information (obtained through INS)
and the position update coordinates information through the registration of a real-time
sensed TerraSAR-X image with respect to geo-referenced image [3]. In this scenario,
the deformation information obtained from the trajectory helps in prediction. The
contribution made in this respect is twofold: (1) Incorporation of knowledge into
the feature-based registration algorithm by building a trained classifier model
that can be used for real-time registration of input image pairs. (2) An effort
has been made to identify the feature attributes to train and build a classifier
model to predict the synthetic views required for registering the images. This
paper is organized as follows: Sect. 2 deals with related work in iterative registra-
tion using view synthesis (IRVS), Sect. 3 describes the iterative registration algorithm
and its technical challenges, Sects. 4 and 5 present the proposed approach, evaluation
parameters, results, and finally conclusion is provided in Sect. 6.

2 Related Work

To improve the invariance toward larger deformation, iterative image registration
approaches have been proposed. Lepetit [9] has demonstrated that the robustness of
feature matching is enhanced by the amalgamation of supplementary synthetic views
of a given single, frontal parallel view of an object.Morel [10] has integrated the view
synthesis with DOG feature detector and scale invariant feature transform matching.
This approach is called affine SIFT, effectivelymatches the challenging optical image
pairs with orientation differences upto 80 ◦C, albeit at the cost of an additional mem-
ory and time to be spent on the generation of views and feature extraction from all
the views. Pang [11] has substituted SIFT feature extraction [12] by SURF feature
extraction [13] in the Affine SIFT approach to decrease the computational time. The
resulting feature matching approach is called FAIR SURF(FSURF). Dmytro [8, 14]
has proposed two-view feature matching approach, which integrates the view syn-
thesis with Hessian affine andMSER [15, 16] feature detectors and employs the root
SIFT [17] feature matching. This feature matching approach, is called as MODS—
matching with on-demand view synthesis, can handle the orientation differences up
to 160 ◦C.Mishkin [18] has integrated the view synthesis with multiple detectors like
MSER [19] and Hessian affine [20] and multiple descriptor combination root SIFT
and half SIFT [21] for feature matching. The resulting feature matching approach,
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Table 1 Comparative study of the various iterative feature-based image registration

Approach Feature
detector

Feature
descriptor

Feature
matching

Geometric
verification

Can handle
orientation
difference up
to (◦)

Year

ASIFT SIFT SIFT Second
closest ratio

ORSA 80 2009

FAIR SURF SURF SURF Second
closest ratio

ORSA 80 2012

MODS Combined
MSER +
Hessian
affine

Root SIFT First
geometric
inconsistent
rule. First-
to-second
closest ratio

DEGEN
SAC

160 2013

WxBS Combined
MSER +
Hessian
affine

Combined
root SIFT
and half
SIFT

First
geometric
inconsistent
rule. First-
to-second
closest ratio

DEGEN
SAC

170 2015

Image
matching

Handcrafted
features

Learned
descriptors

Symmetrical
nearest
neighbor
ratio

DEGEN
SAC

240 2020

called WxBS: wide baseline stereo generalizations, effectively matches images that
vary in illumination, viewpoint and the type of sensor. D. Mishkin has experimen-
tally analyzed that structure from the motion algorithm improves the performance
compared to both contemporary and classical methods [22] A comparison of iter-
ative feature-based image registration approaches employing the view synthesis is
presented in Table1. The information used for comparison is as follows: (1) feature
detector, (2) feature descriptor, (3) matching technique, (4) geometric verification
and (5) observations regarding the extent of handling orientation difference between
the reference and the sensed images. It is observed that research paper which uses
view synthesis on Terra SAR-X images does not exist. Improvements over ASIFT
[10] for optical images can be observed in [11, 14, 18]. Improvements over ASIFT
are not with respect to predicting no. of tilts they are with respect to matching strat-
egy. Our focus is to predetermine the possibility of registering the input image pairs
and also predict the minimum number of synthetic views necessary to register the
input image pair.

It is observed that the view synthesis can address a large range of deformations
between the images effectively. However, the time taken to register images increases
with the increase in the iterations. Iterative image registration approaches using view
synthesis like ASIFT and MODS, and all these algorithms have to iterate through all
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the stages and then conclude that the given input image pair could not be registered.
Hence, the proposed approach can be improved by (1) predetermining the possibility
of registering the input image pairs before going through the iterations of registration
and (2) predetermining the exact iteration required to register the input image pairs.

3 Image Registration Using View Synthesis (IRVS)

To register TerraSAR-X images with variations in look angle and resolution, an
iterative feature-based registration approach has been implemented. In this approach,
initially features are extracted from reference and sensed TerraSAR-X images using
Hessian affine feature detector and SIFT feature descriptor. Hessian affine detector
along with SIFT descriptor has been proven to be effective among several scale and
affine invariant feature detectors and descriptors. Once features are extracted, feature
correspondences are identified using NNR matching technique. The corresponding
features are fed to RANSAC algorithm to transform the sensed image coordinates
to reference image coordinates. In this stage, we calculate inlier ratio and keypoint
error. If inlier ratio>0.1 and keypoint error<10, the images are registered, else they
enter into view synthesis stage. Figure2 shows the iterative registration approach
using view synthesis for TerraSAR-X image registration.

1. Stage:1—Synthetic view generation

• Apply a set of rotations to source and target images.
• Apply in continuation a set of simulated tilts to rotated source and target images.

2. Stage:2—Feature extraction (detector and descriptor)

• Detect and extract feature points in each view of sensed and reference image
pairs.

• Extracted features are stored in a vectored array.

3. Stage:3—Feature correspondences

• Nearest neighbor ratio matching is used to find the correspondences between
the pair of images.

4. Stage:4—Homography estimation

• Using RANSAC algorithm, inliers and outliers are detected, and homography
is estimated using the inlier points: error estimation and loop iteration.

• Error is computed between the transformed and target image.
• If the error is above apredefined threshold, the process is iteratedwith increasing
the number of views.

In Stage:1—The synthetic views are generated using affine camera model, which
uses three major parameters, i.e., latitude (θ ), longitude (�) and scale (�). The
synthetic views generation steps are as follows:
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Fig. 2 Image registration using view synthesis (IRVS)

1. The input image scale space is constructed with Gaussian whose variance must
satisfy σ − σbase < 1.

2. The obtained scale space image from step:1 is rotated with the help of longitude
parameter φ with step size �φ = �φbase/t .

3. The rotated image obtained in step:2 is convolved with a Gaussian filter in vertical
as well as horizontal directions with (σ = σbase) and (σ = t.σbase).

4. Finally, tilt is applied on the image by shrinking with a factor-t along horizontal
direction.

In Stage:2, detect and extract feature points in each view of sensed and reference
image pairs using Hessian affine detector and SIFT descriptor. Extracted features are
stored in a vectored array. In Stage:3, nearest neighbor ratio matching is used to find
the correspondences between the pair of images. Finally, in Stage:4 using RANSAC
algorithm, inliers and outliers are detected, and homography is estimated using the
inlier points[23, 24]. Error is computed between the transformed and target image.
If the error is above a predefined threshold, the process is iterated with increasing the
number of views. IRVS is implemented to provide robust and accurate registration.
This method has been proved in finding more precise and correct feature correspon-
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dences over a data set of 540 TerraSAR-X images. It is experimentally tested that out
of 540 TerraSAR-X image pairs, standard feature-based image registration approach
could register only 197 image pairs, and IRVS approach could register 502 image
pairs.Technical challenges of IRVS: View synthesis approach of image registration
works by generating synthetic views of source and target images. Synthetic view
images are gradually increased as the iterations progress until the images are regis-
tered. Hence, the space and time complexities of the approach which directly depend
on the number of views generated exponentially increase when one has to execute
several iterations. Since the number of synthetic views to be generated depends on
the kind and amount of deformation, the iterative approach can be optimized in
terms of time and space if the deformation between the images is known prior to the
registration.

4 Optimization of View Synthesis Approach

The iterations in the view synthesis approach can be reduced if the number of views
is known a priori resulting in optimization of time and space required for the reg-
istration of source and target images. The number of views is usually a function of
geometric variations existing across the images which can be derived from know-
ing reference image characteristics and source image capture conditions. This paper
aims to optimize the iterative algorithm of image registration using prior knowledge
of possible deformations between the images. We try to propose this as a machine
learning problem by trying to predict the number of views using the classifier with
inputs from trajectory information and source, reference images. Proposed approach
is shown in Fig. 3.

The classifier model is designed with features extracted from reference image
characteristics and deformation information. Reference image characteristics are
captured using global image descriptors: color and Humoments: (10 values), GLCM
(4 values), local binary pattern (LBP) (59 values) and local derivative pattern (LDP)
(56 values). Deformation information: overlap, scale and orientation angle (3 element
vector). The view synthesis approach can be optimized by developing a trained
classifier model, and this includes the following activities: (1) attributes generation
for the decision maker, (2) attribute selection and (3) training data generation.
Global features from reference image and deformation information are fed as the
attributes for the classifier. The feature attributes are selected using information gain
ratio; out of eight attributes overlap, scale, angle and local derivative pattern(LDP) are
selected as the key attributes for the classifiermodel. For learning a classifier, training
data is essential. We have generated a data set using look angle varied TerraSAR-X
images and induced deformations in terms of scale and rotation. The source images
have varying degrees of overlap (Fig. 4; Table2).

Identifying class label: For training the model, data needs to be generated with the
actual value for class label, i.e., angles at which images have been registered. Large



108 B. Sirisha et al.

Fig. 3 Proposed approach: optimization of view synthesis approach

3S2S1S

Fig. 4 Generated data set images

Table 2 Generated data sets details

S. No. Size of ref
image

Size of source image No. of
images

Deformation

S1 1000 × 1000 500 × 500
(stride: 25 × 25)

13,133 Rotation 90–270◦ step 5◦

S2 800 × 800 450 × 450
(stride: 50 × 50)

9873 Scale: 0.75–1.25 step
0.25 rotation: 90–270◦ step 5◦

S3 700 × 700 400 × 400
(stride: 100 × 100)

2257 Scale 0.75–1.25 step
0.25 rotation 90–270◦ step 5◦
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Table 3 Number of views generated for each tilt

Class �θ � No. of views and view angles φ

Class:−1 Could not register

Class:0 Could register without views

Class:1 72/
√
2 θ < 180 4; (0◦, 51◦, 102◦, 153◦)

Class:2 72/2 θ < 180 5; (0◦, 36◦, 72◦, 108◦, 144◦)
Class:3 72/2 θ < 180 8; (0◦, 25◦, 50◦, 75◦, 100◦, 125◦, 150◦, 175◦)
Class:4 72/2

√
2 θ < 180 Views = 17; (0◦, 25◦, 50◦, 75◦, 100◦, 125◦, 150◦, 175◦)

data set of TerraSAR-X images addressing various deformations is generated. Pairs
of TerraSAR-X images are registered using iterative view synthesis approach. Seven
thousand and four hundred and sixty-four training images are registered using view
synthesis approach and class label saved for each pair of the images. The process does
not involve any subjective evaluation as the class is assigned based on the registration
error measured and inlier ratio. Attributes such as color and Hu moments, GLCM,
LBP, LDP, overlap, scale and orientation are evaluated and saved along with the
corresponding class label. Deformation information is manually entered for each
pair of reference and source images. A class label is assigned to each vector by
the objective analysis of the result of registration; class:−1 being ‘Cannot register’,
class: 0 being ‘Can register without view synthesis’, class:1 being ‘Can register using
View Synthesis—4 views at angles 0, 51, 102, 153’, class:2 being ‘Can register using
View Synthesis; 5 views at angles 0, 36, 72, 108, 144’ and class:3 being ‘Can register
using View Synthesis; 8 views at angles 0, 25, 50, 75, 100, 125, 150, 175’. Class:4
being ‘Can register using View Synthesis; 5 views at angles 0,51,102,153’. Support
vector machine (SVM) classifier is trained with the data generated. The output of the
trained classifier model is one of the six classes. Based on the output of the decision
maker, the registration approach exits successfully in the case of class:0, class:1 or
continues the registration using view synthesis in all other classes. Table3 shows the
view angles at which the image pairs would be registered for class-1,2 and 3. Given
a pair of images, to be registered, attributes needed for the classifier are generated.
Saved model predicts the view at which images have to be registered. Synthetic
views of sensed image are generated corresponding to the view and registered. All
the modules are implemented in C++ using OpenCV libraries.

5 Experimental Results

The following section describes the effectiveness of the trained classifier model and
time analysis of proposed optimized approach.
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Table 4 Results for trained classifier model (9250 instances) using SVM

Classifier Class TP rate FP rate Precision Recall ROC area Accuracy

SVM −1 0.695 0.044 0.897 0.795 0.894 88.682%

0 0.955 0.035 0.969 0.955 0.982

1 0.923 0.041 0.956 0.923 0.909

2 0.893 0.051 0.762 0.781 0.876

3 0.736 0.059 0.81 0.656 0.916

4 0.692 0.071 0.79 0.636 0.876

Table 5 Time taken for registration in two registration models for reference (a) and sensed (7)
images (6 class)

Registration type Tilt Time (s)

View synthesis 3 1344.107

No iteration 3 965.394

Implementationdetails andparameter settingof the algorithm Feature detection
parameters: max iterations = 16; initial sigma = 1.6f; convergence threshold = 0.05;
patch size = 41; smmwindow size =19; up-scale input image = 0; number of scales =
3; initial sigma = 1.6f; threshold = 16.0f/3.0; edge Eigen value ratio = 10.0f; border =
5. Feature description parameters are contrast threshold: 0.04, edge threshold:10,
Gaussian sigma: 1.6. Feature matching parameters are two-way NNR ratio: 1.1,
Bhattacharya distance.Transformation estimation:RANSACparameters aremax
no. of trails: 2000, probability that one random sample is free from outlier: 0.99.

Effectiveness of Trained Classifier Model: Nine thousand and two hundred and
fifty TerraSAR-X image pairs are generated from thirteen reference images that are
used for generating the training data. Support vector machine classifier is trained
on 9250 training records with six classes. Class distribution is divided as [class-0
= 1881, class-1 = 1263, class-2 = 3707, class-3 = 863, class-4 = 708 and class-5 =
830]. The performance of the support vector machine model is verified using tenfold
cross-validation. The trained SVM classifier model’s effectiveness is assessed with
the help of accuracy measure. Table4 shows the true positive rate, false positive
rate, precision, recall and ROC area of each class. It can be observed that ROC area
is uniform across the classes. The trained classifier model accuracy obtained with
tenfold cross-validation is about 88.682%.

Execution time of proposed approach Time of optimized approach is compared
with the iterative image registration approach. Figures5 and 6 show the results of
registering two images using view synthesis and proposed optimized model. As
can be observed, image could be registered in the third tilt directly because of the
prediction from classifier (Table5)).
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Reference(a) Sensed(7)

Tilt 1 Tilt 2 Tilt 3

Fig. 5 View synthesis model output

Reference(a) Sensed(7) Tilt 3

Fig. 6 No iteration model (6 class) output

Table6 shows the time taken for registration for 11 sample image image pairs.
Figure7 shows the corresponding graph. It is seen that for images which cannot be
registered (class-1), time saved is huge as the algorithm quite without going through
the iterations of view synthesis. For images which can be registered in tilt 3 (class-3),
save in time is quite considerable (one example shown in Table5).
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Fig. 7 Graph showing time taken for registration in two registration models (6 class)

Table 6 Time taken for registration in two registration models (6 class)

View synthesis model No iteration model

Sensed image Tile of
registration

Time in sec’s Predicted class Time in sec’s

1 1 60.484 1 47.972

2 2 632.282 1 44.838

3 1 108.097 1 47.227

4 2 692.608 1 44.965

5 −1 4335.374 −1 0.006

6 3 1351.677 3 1017.756

7 3 1344.107 3 965.394

8 −1 4425.593 −1 0.006

9 3 1806.001 3 789.554

10 −1 1653.9065 −1 0.001

11 −1 2254.7615 1 36.512

6 Conclusion

In the proposed approach, we have adapted the view synthesis by incorporating a
decision maker model which helps to predetermine the possibility of registering two
images and also predict the iteration at which the image pair will be registered, with-
out actually registering them. It is observed that the average time taken by the decision
maker is significant compared to the time taken by any other process of image reg-
istration such as feature extraction, feature matching and transformation estimation.
Hence for the images that have been registered, an additional time requirement for
the proposed approach is tolerable. However for the images that are not registered,
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the gain in time because of DM is extremely insignificant. The proposed approach is
meant to improve the execution performance (time and space) unlike iterative view
synthesis approach. The proposed approach is found to be efficient in addressing the
extreme geometric deformations, which are not registrable with previous state of the
art. The main drawback of iterative view synthesis approach is the algorithm is fast
for simple registration problems and consumes space and time for extremely hard
registration problems because generation of synthetic views is done until a valid geo-
metric estimate is achieved. For image pairs which cannot be registered, the iterative
approach has to iterate through all the tilts and then concludes that the given image
pair could not be registered. This setback is overcome by the proposed algorithm, and
in our approach, the algorithm exits dynamically when a valid geometric estimate is
not attained.
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Partitioning Attacks Against RPL
in the Internet of Things Environment

Rashmi Sahay , G. Geethakumari, and Barsha Mitra

Abstract Billion of physical devices are connected by the Internet of Things (IoT),
leveraging the advancements in embedded technologies like sensors and RFIDs.
Embedded devices have limited energy resources, memory, computational power,
and radio range. A network of such embedded devices is often termed as the low
power and lossy networks (LLNs). These present routing constraints that are sat-
isfied by the IPv6 routing protocol for LLNs (RPL). However, security is a sig-
nificant concern in RPL supported IoT-LLNs. RPL organizes LLNs as destination-
oriented acyclic graphs (DODAGs). Constituent devices in the DODAG connect to
the intended IoT application through the root (sink) node. Hence, any node in the
DODAG should have an active connection to the sink. Amalicious node instigating a
partitioning attack disconnects a live node from the root node. In the present work, we
investigate partitioning attacks against RPL in IoT-LLNs and suggest a mechanism
basedon analyses ofmessages exchanged among the sensor nodes to detect the attack.

Keywords Internet of things · RPL · Topological attacks · Partitioning attacks

1 Introduction

Recent past has witnessed the Internet of things connect billions of physical enti-
ties to the Internet by virtue of the networks of embedded devices. Such network of
constrained embedded devices is called the low power and lossy networks (LLNs).
Numerous IoT applications involve the deployment of LLNs in large scale, which
makes routing a mandatory requirement. Also, LLNs in IoT have specific routing
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requirements like varied traffic patterns, parametric constrained routing, energy con-
straints, autonomous configuration, scalability, and security. To satisfy all such rout-
ing requirements, IPv6 routing protocol for low power and lossy networks (RPL)
was suggested by IETF [1]. RPL has certain security features in the form of prein-
stalled and authentication keys that a node must acquire before it joins the IoT-LLN.
Though this protects RPL against external attacks, it remains vulnerable to several
routing attacks instigated by internal malicious actors. The authors in [2, 3] have
classified routing protocol attacks against RPL in IoT-LLN into three categories,
namely resource attacks, topological attacks, and traffic attacks. On the one hand,
resource attacks aim to deplete the network resources, and on the other hand, traffic
attacks aim to disrupt the normal path of data packets or eavesdrop packet and LLN
information. The goal of attack against network topology is to degrade the optimal
performance of the network by false route advertisement or dropping packets.

The network topology is significant factor in ensuring efficient network operation.
A consistent topology helps in the reduction of operational cost and maintenance.
Topology also affects the utilization of the network resources, traffic patterns, reli-
ability, and throughput. Attacks against network topology invariably snowball to
traffic attacks. Hence, topological integrity and availability of LLNs will be the most
important driving force of secured IoT applications. Existing literature classifies the
topological attack as sub-optimization and isolation attacks [2, 3]. On the one hand,
malicious node instigating a sub-optimization attack forces the nodes in its radio
range to choose sub-optimal paths to connect to the root node. This degrades the net-
work performance and leads to a delay in packet delivery. Examples of such attacks
are sinkhole attack, worst parent attack, and DAO inconsistency attacks [4–6]. On
the other hand, nodes instigating isolation attacks drop the received data packets
from the nodes in their subtree. As a result, the network suffers data packet loss
and reduced packet delivery ratio. Examples of such attacks are blackhole attack,
greyhole attack, and selective forwarding attack [7]. Our first proposition is “RPL is
also susceptible to partitioning attack.”

• Partitioning attack: It can be defined as an attack on the network topology by
a malicious node that aims to decompose the network into disjoint clusters. As a
consequence, nodes in one cluster cannot communicate with the nodes in another
cluster. This may lead to the complete disassociation of some of the victim nodes
from the sink node.

1.1 Major Contributions

In the present work, we study the phenomenon of network partitioning in RPL-
based IoT-LLNs. We investigate the circumstances which lead to the partitioning
of LLNs in the IoT environment. Our study also guided us to arrive at a novel
mechanism to instigate a partitioning attack in RPL-based IoT-LLNs. The paper
makes the following significant contributions:
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• A novel taxonomy of topological attacks in RPL-based IoT-LLNs is presented in
the work. Here, we propose a two-way classification of the topological attacks
based on the way the attack is instigated and also the goal of the attack.

• We present the existing study on the partitioning against RPL, and based on the
study, we propose a novel partitioning attack against RPL.

• We propose an algorithm that detects partitioning in RPL-based IoT-LLNs and
determines the malicious devices responsible for partitioning.

The remaining paper is structured in six sections. Section2 presents the exiting work
on partitioning in RPL-based IoT-LLNs. Section3 explains the problem statement.
Section4 presents a novel taxonomy of the topological attacks in RPL-based IoT-
LLNs. Section5 explains partitioning in IoT-LLN and presents a novel partitioning
attack against RPL. Section6 presents the proposed mechanism to detect the IoT
network partitioning attack. Section7 summarizes the findings of the present work.

2 Related Work

RPL organizes sensor nodes as directed acyclic graphs (DAG). DAGs may consist of
multiple destination-oriented directed acyclic graphs (DODAGs) with independent
sink (root) nodes federated by a backbone network [1]. This facilitates autonomous
partitioning of urban networks for efficiency and creating security gaps through the
use of appropriate routing metrics [8]. However, within a DODAG, all the nodes
should be connected to the root node either directly or via a parent node as the
root node is the sole point of connectivity between the sensor nodes and the IoT
application platform. In a circumstance where a live node has no link to the root
node, the live node is said to be partitioned. A partitioned node continues to forward
data packets to its parent node if the communication link to the parent is alive [9].
Karim Fathallah et al. in their work [10] proposed a partition aware routing process
for agricultural application where subtrees belonging to particular farmland within
a DODAG are termed parcels. The authors defined a special link termed as bridge to
establish connection to the root node. In such applications, failure of the bridge link
would completely disconnect a farmland pocket from the sink node.

Partitioning of nodes in RPL supported IoT-LLNs has found mentioned in a few
research papers. In [11], the authors have proposed a novel DIO suppression attack
in which the attacker replays an old DIO. As a result, victim nodes suppress their
DIO as they believe there is no update in the configuration to share. Though Pericle et
al. stated that DIO suppression attack may lead to network partitioning, they did not
further explore it. The authors in [12] suggested that the sensor nodes due to memory
constraints do not maintain the list of unreachable nodes. As a result, a discarded
node may be chosen as a preferred parent leading to partitioning. Topological attacks
like decreased rank attack [5] or sinkhole attack [4] surge the traffic toward a target
node. This may deplete node energy leading to occasional partitioning in the absence
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of an alternate path. Similarly, the resource attack may also lead to partitioning in
IoT-LLN.

In the following section, we present our problem statement.

3 Problem Statement

Recent literature describes an in-depth study of the impact of topological sub-
optimization and isolation attacks against RPL in IoT-LLN. However, the study
of partitioning attacks against RPL is missing in the existing literature. Also, as
mentioned in Sect. 1, partitioning attacks against RPL are missing from the existing
taxonomies. The specific objectives of our work are as follows:

1. To present a novel taxonomy of topological attacks against RPL which includes
partitioning attacks.

2. To explore ways in which an attacker may instigate partitioning attacks against
RPL in IoT-LLNs.

3. To present an algorithm to detect partitioning attacks in RPL supported IoT-LLNs.

4 Proposed Taxonomy of Topological Attack Against RPL

We present a novel depiction of the taxonomy of topological attacks against RPL
in Fig. 1. In the currently available literature, classification of attacks against RPL
is based on the goal of the attack. However, we present our taxonomy based on the
way the attack is instigated and map it to various goals of the topological attack.
This helps in better understanding of the attack and guides in devising appropriate
detection and mitigation mechanisms.

As observed from Fig. 1, while packet dropping leads to isolation attacks, false
advertisement and replay of old control messages lead to sub-optimization attacks.
Partitioning attack is a result of a malicious node skipping a routing operation. Parti-
tioning attack may be caused due to a node which does not output any DAOmessage.
A detailed explanation of this is presented in Sect. 5. It can also be observed from
Fig. 1 that DIO suppression attack may also lead to network partition. In the case of
DIO suppression attack, as old DIO messages are replayed, this may occasionally
lead to partitioning, as new available paths may remain unknown to the victim nodes.

5 Partitioning Attacks in RPL

As mentioned before, RPL configures sensor nodes as single or multiple DODAGs.
A single DODAG has the following categories of nodes:
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Fig. 1 Proposed taxonomy of topological attacks against RPL in IoT-LLNs

1. Sink: It connects devices in the DODAG to the rest of the IoT network. It is
usually a gateway or a border router responsible for the topological organization
and maintenance of IoT-LLNs.

2. Router: Sensors or actuators with routing capabilities.
3. Host: Sensor or actuator nodes.

The goal of the sensor and actuator devices in the IoT-LLN is to transmit data or
receive command from an IoT application. The sensor devices fail to achieve this
goal, if they are not connected to the sink either directly or via the intermediate nodes.
Nodes organize them as DODAGs by exchanging three types of control messages.
The sequence diagram in Fig. 2 depicts the order of the exchange of the control mes-
sages among the nodes in order to organize themselves as DODAGs. As observed
from Fig. 2a, the sink node broadcasts DODAG Information Object (DIO) messages
at time periods controlled by the trickle timer [13], and the nodes respond with a
DODAG advertisement object (DAO) message. DIO messages carry DODAG con-
figuration parameters that are used by the nodes to construct DODAGs and join them.
The DAOmessages are forwarded up to the sink node that uses it to update its routing
table, as represented in Fig. 2b. New nodes multicast DODAG Information Solicita-
tion (DIS) messages to the neighboring nodes to obtain the network configuration
parameters. In response, the neighboring nodes send the DIO messages, including
their specific rank and the network configuration parameters. A node chooses its
parent by responding with a DAO message. The parent node is supposed to forward
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(a) DODAG Maintenance (b) Node Joining DODAG

Fig. 2 Flow of control messages for DODAG maintenance and formation

this DAO message to the sink node to allow the sink to view this new node. Hence,
we can infer that a sink node can reach or view a specific node only if it receives
a DAO message from that node. Figure2b depicts the message exchange scenario
involved in this process.

Partitioning in IoT-LLNs can occur due to correlated failure of multiple nodes or
a single node described as follows:

• Border Router Failure: In case of border router failure, the entire DODAG is
partitioned from the IoT application. This may happen in rare circumstances as
border router is computationally more powerful devices but are not unseen events.
The authors in [14] have explored the family ofmalwares responsible for a plethora
of DDoS attacks which are capable of bringing down powerful servers.

• Funneling: Owing to the structure of DODAGs, nodes near to the sink node handle
more data and control traffic. As a result, such nodes often suffer from energy
depletion resulting in partitioning of their sub-DODAGs. The authors in [15] have
proposed an enhancedRPLversion incorporating loadbalancing and address prefix
translation techniques to overcome funneling.

• Partitioning Attacks: A malicious node may intentionally execute mechanisms to
partition one or multiple nodes from the sink node. In order to meet the require-
ments like high scalability and fast convergence, RPL allows the formation of
floating and grounded DODAG as shown in Fig. 3. A node sets or resets a flag
variable “G” in its DIO message to indicate if it is a part of the grounded or float-
ing DODAG. As nodes in IoT-LLNs have limited radio range, it is impossible for
all the nodes to be directly connected to the sink node. Hence, nodes are dependent
on neighboring nodes closer to the sink for acquiring configuration information.
Therefore, nodes can easily become victims of false information. For example, a
malicious node may falsely advertise being part of a grounded DODAG.
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Fig. 3 Grounded and
floating DODAGs

5.1 Novel Partitioning Attack

Based on the above understanding, we present a novel partitioning attack scenario
against RPL. As observed in Fig. 2, the sink node gets the view of any node “n” in the
DODGA only after it receives a DAO message from the node “n”. In the proposed
network partitioning attacks, a malicious node after receiving the DIO messages
from neighboring nodes never responds with a DAO message. Thus, its registration
process is incomplete and the sink node has no view of this malicious node. In
essence, the malicious node blocks its DAO output. However, as the malicious node
has already received the configuration information, it starts broadcasting the same
and falsely advertises itself as being part of a grounded DODAG. Consequently,
neighboring nodes join the malicious node without being aware that they are not
connected to the sink node. Thus, the malicious node partitions its sub-DODAG
from the sink. The malicious node could successfully execute the partitioning attack
because RPL does not define a fixed sequence of emission of control messages [6].
Though an undefined sequence ensures increased scalability and reduces the volume
of the control message, it makes RPL prone to the proposed partitioning attack.

5.2 Penetration Testing of Novel Partitioning Attack

We performed penetration testing of the novel partitioning attack by simulating
the attack scenario in the Cooja simulator. To analyze the attack, we performed a
30-node simulationwith the number of rouge nodes instigating the partitioning attack
varying from 1–5. Sky motes with 50m of radio range were used in the simulation.
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(a) Normal Scenario (b) One Malicious Node in DODAG

(c) Two Malicious Nodes in DODAG (d) Three Malicious Nodes in DODAG

(e) Four Malicious Nodes in DODAG (f) Five Malicious Nodes in DODAG

Fig. 4 DODAG under partitioning attack

The routing metric used in the experiments is a function of the link object expected
transmission count. Figure4a depicts the topological formation of theDODAGunder
normal scenario, and Fig. 4b–f depicts the topological state of the DODAG in the
presence of 1–5 malicious nodes. In all cases, Node 1 is the sink node. From Fig. 4b,
it can be observed that malicious node 1f segregates Node 1e from the DODAG.
Similarly, from Fig. 4c, it can be observed that there are three DODAGs formed with
one rooted at the sink node (Node 1) and the other two rooted at the two malicious
nodes (Nodes 20 and 1f). We can observe from Fig. 4c that the two malicious nodes
instigating the partitioning attack could segregate the 11 fair nodes from the sink
node. With an increase in the count of malicious nodes present in the DODAG, the
number of nodes connected to the sink drops drastically, as can be observed from
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Fig. 4f. Only three nodes are connected with the sink, and the rest of the victim nodes
are in the subtrees of one of the malicious nodes. The victim nodes remain unaware
that they are unavailable to the sink node.

6 Proposed Detection Mechanism of Partitioning Attack

From the penetration testing performed in the previous section, we observed that
the partitioning attack results in unavailability of nodes in the DODAG due to its
disconnectivity from the sink. The unique feature of the proposed partitioning attack
is that, nodes segregated from the sink are unaware of the disconnectivity. Hence,
they do not probe the neighboring nodes continuously like in the case of resources
attacks. The nodes which are available handle lesser traffic and hence consume less
energy. The unavailable nodes become part of the malicious node’s subtree. In the
case of packet-dropping attacks, malicious nodes drop received data packets instead
of forwarding them to the sink. Consequently, data packets received by the sink node
drops in number. However, the number of available nodes and the approximate power
consumption remain the same. This leads to our second proposition that “In order to
identify a partitioning attack scenario, the number of available nodes to the sink in
the DODAG and the average power consumption by the available nodes should be
monitored.” If the number of available nodes drop below the acceptable limit and the
power consumed by the available nodes is reduced, we initiate a partitioning attack
detection mechanism to check for the presence of disconnected clusters of nodes and
identify the malicious nodes instigating the partitioning attack. Algorithm1 depicts
the attacks detection process. It takes as input two parameters, (a) the desirable
percentage of available nodes, x and (b) the acceptable drop in the average power
consumption of the available nodes. The algorithm also uses a flag variable, namely
detection_phasewhich is initially set to f alse. If the values of these twoparameters
drop below the desirable limit, the flag detection_phase is set to true and the
algorithm calls the Detect and Identify Malicious Node procedure (Algorithm2).

Algorithm 1 :Initiate Partitioning Attack Detection
INPUT :x - Desirable percentage of available nodes
INPUT :y - Acceptable drop in avg. power consumed by available nodes
1: detection_phaseFlag = False
2: if Available_No_of _Nodes ≤ x% then
3: if Avg_Power_per_node ≤ y% then
4: detection_phase = True
5: end if
6: end if
7: while detection_phase == True do
8: call Detect and Identify Malicious Nodes
9: end while
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Algorithm 2 :Detect and Identify Malicious Nodes
Output:Malicious Node IDs
Require :Mal_I D[] - Array Variable to store malicious node IDs
Require :Part_Attack - Set to True if Partitioning Attack is detected
1: call Build Info Table
2: for i = 0 to I N FO_T ABLE .si ze do
3: if I N FO_T ABLE[i][DAO] == 0 & I N FO_T ABLE[i][DI O] > 0 then
4: Mal_I D[ j + +] = I N FO_T ABLE[i][node_id]
5: end if
6: end for
7: Build subtrees rooted at the malicious nodes
8: if all unavailable nodes ∈ subtrees rooted at a malicious nodes then
9: Part_Attack = True
10: end if
11: if Part_Attack = True then
12: Alert_Message(“DODAG is Under Partitioning Attack")
13: end if
14: return Mal_I D

Algorithm 3 :Build Info Table
INPUT :PCAP - Files containing captured network traffic
Require :I N FO_T ABLE - Table to store number of emitted control messages by each node
1: for each enrty in PC AP do
2: Extract Node_ID
3: if NewNodeI D then
4: I N FO_T ABLE[NewRow][0] = Node_I D � Add new row in I N FO_T ABLE
5: end if
6: for i = 0 to I N FO_T ABLE .Size do
7: if I N FO_T ABLE[i][0] = Node_I D then
8: Update Row i of INFO_TABLE
9: end if
10: end for
11: end for
12: return I N FO_T ABLE

Algorithm2 detects the presence of the partitioning attack, identifies the attacker
nodes, and saves their IDs in an array variable Mal_I D. The algorithm also uses a
flag variable Part_Attack which is initially set to f alse. To accomplish detection,
Algorithm2 calls Algorithm3 which constructs a node information table named,
I N FO_T ABLE , by extracting the packet capture information available in radio
logs. Contiki OS provides a tool named “Radio Messages” to capture the radio logs
which are pcap (Packet Capture) files. The table keeps a track of the sum total of the
DIS, DIO, and DAO messages emitted by each node and their parent node ID. Since
a malicious node skips the route registration step but allows nodes to join its subtree,
its DAO count should be equal to zero and DIO count should be at least greater than 1
as depicted through lines 2–5. Once the malicious nodes are identified, we construct
subtrees rooted at the malicious nodes. If the unavailable nodes are in the subtrees of
the identified malicious nodes, the Part_Attack flag is set to true which initiates
the generation of an alert message to state that the DODAG is under Partitioning
Attack.

The experimental results of the partitioning attack detection are presented in
Table1. The same simulation setup explained in Sect. 5.2 is used to validate the detec-
tion algorithm. Initially, the DODAG is simulated normally without any malicious
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Table 1 Observation made during partitioning attack detection

Simulation
timestamp

200 400 500 600 700 800

No. of node
available in
DODAG

30 29 21 18 17 9

Avg. power
consump-
tion of the
DODAG
(mW)

2.72 2.52 2.08 2.02 2.25 2.14

Value of
detection
phase

FALSE TRUE TRUE TRUE TRUE TRUE

Nodes with
DIO > 0
and DAO =
0

NIL 1f 1f, 20 1f, 20, 21 1f, 20, 21,
22

d, 20, 21,
22, 23

IDs of
available
nodes

{1, 3, 7, 4,
8, c, 5, 9, d,
11, a, 6, 12,
e, 16, b, f,
13, 17, 1b,
10, 14, 18,
1c, 15, 19,
1d, 1a, 1e,
2}

{1, 3, 7, 4,
8, c, 5, 9, d,
11, a, 6, 12,
e, 16, b, f,
13, 17, 1b,
10, 14, 18,
1c, 15, 19,
1d, 1a, 2}

{1, 3, 7, 4,
8, c, 5, 9, d,
11, a, 6, 16,
b, 13, 1b,
10, 15, 1a,
2}

{1, 3, 7, 4,
8, c, 5, 9, d,
11, a, 6, 12,
16, b, 13,
1b, 10, 15,
2}

{1, 3, 7, 4,
8, c, 5, 9, d,
11, a, 6, 12,
16, 17, f}

{1, 3, 4, 5}

DODAG
(Grounded
+ Floating)

{1, 3, 7, 4,
8, c, 5, 9, d,
11, a, 6, 12,
e, 16, b, f,
13, 17, 1b,
10, 14, 18,
1c, 15, 19,
1d, 1a, 1e,
2}

{1, 3, 7, 4,
8, c, 5, 9, d,
11, a, 6, 12,
e, 16, b, f,
13, 17, 1b,
10, 14, 18,
1c, 15, 19,
1d, 1a, 2}
{1f, 1e}

{1, 3, 7, 4,
8, c, 5, 9, d,
11, a, 6, 16,
b, 13, 1b,
10, 15, 1a,
2} {20, 12,
e, 14, 18,
17, f, 19, 1d,
1c} {1f, 1e}

{1, 3, 7, 4,
8, c, 5, 9, d,
11, a, 6, 12,
16, b, 13,
1b, 10, 15,
2} {20, e,
14, 18, 1d,
19, f, 15, e,
1e} {1f, 1a}
{21, 1c}

{1, 3, 7, 4,
8, c, 5, 9, d,
11, a, 6, 12,
16, 17, f}
{20, 1c, 1d}
{1f, 1e} {21,
e, 18, 14}
{22, 10, 6,
15, 1a}

{1, 3, 4, 5}
{20, 1c} {21,
18, 14, 19,
15, 1e, 1a}
{22, b, 10}
{23, c, 8, 11,
9, 16, a, e, f}
{d, 12, 17}

DODAG
under attack

No Yes Yes Yes Yes Yes

node. Later, five malicious nodes are inserted in the DODAG one by one at gaps of
100 timestamps. The detection mechanism sets the detection_phase as true, and
the malicious nodes are identified. The available and the unavailable nodes are rep-
resented in the form of a tree traversal, i.e., in the set {d, 12, 17}, d is the root, 12 is
the left child of d and 17 is either the left child of 12 or right child of d. The results
depicted in Table1 show that, with a decrease in the number of available nodes, the
average power consumed by the DODAG also decreases.
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7 Conclusion and Scope of Future Work

In this research, we investigated a novel partitioning attacks scenario against RPL in
IoT-LLNs. In IoT-LLNs, sensor nodes are connected to the IoT applications via the
sink node. Hence, each sensor node in the DODAG should have an active connection
to the sink node. For a better understanding of this phenomenon, we proposed a novel
taxonomy of topological attacks in RPL supported IoT-LLNs based on the method of
attack instigation. This taxonomy aids in understanding various topological attacks
against RPL. We further focused on the partitioning attacks and presented a novel
partitioning attack scenario against RPL. We also performed the penetration testing
of the attack and based on the test we presented a mechanism to detect the attack.

In future, we plan to propose a mitigation mechanism to make RPL resilient of
partitioning attacks. A further research direction could be to analyze the partitioning
attack in collaborative attack scenarios.
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Medical Sign Shaped Compact Wideband
2 × 2 MIMO Antenna for 5G Application

Prachi and Vishal Gupta

Abstract The paper reports a new wideband compact 2 × 2 MIMO antenna fed
with microstrip line for fifth generation in millimeter wave frequency. The need for
the upcoming mobile wireless technology should be consisting of high gain, large
bandwidth so as to accommodate large number of applications, compact size along
withmaintaining highly efficiency. There is a tradeoff among antenna size andmutual
coupling. The antenna design is implemented on Rogers 5880 with the total substrate
dimension as 12.4× 6.25 mm2. The proposed antenna consists of two radiating slots
placed at 90° to each other forming amedical shaped plus sign etched on the radiating
patch which is providing a gain of 7.4 dB with a remarkable bandwidth of 1.8 GHz
resonating at 38 GHz in millimeter wave spectrum. The MIMO attains a S11 of less
than −10 dB as well as the mutual coupling among the two radiating elements is
found to be less than −20 dB at the operating frequency. Additionally, the MIMO
antenna provides the promising results for the diversity gain, mean effective gain,
and envelope correlation coefficient with accommodating high radiation efficiency
of 93% at the operating frequency.

Keywords ECC · MEG · Diversity gain · Multi–input–Multi–output · Fifth
generation

1 Introduction

The advancement of wireless communication from 1 to 4G have great impact on
lifestyle of mankind in the past decades. In order to encounter the future demands of
high data rate as well as high bandwidth, sufficient wireless technology needs to be
evolved. Present wireless communication technology is still unable to accommodate
few challenges such as high energy consumption, network area coverage, and data
rates. The mobile communication system is facing a rapid growth in Internet speed
along with mobility acquired by new functions. To overcome these issues and to
address the high speed as well as large bandwidth requirement for users, the future
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communication system expected to boom the speed of data rates which is supposed
to be deployed in 2020. By this, the fifth generation will enable high speed network,
wide area coverage, low latency, versatility, reliability, and reduced power consump-
tion [1]. To surpass the bandwidth requirement, the ITU has standardized mm-wave
frequency for 5G spectrums ranging from 24.25–27.5, 37–40 and 66–76 GHz [2]. By
keeping in mind the frequency ranges, various researchers presented their innovative
ideas for antennas resonating at 28, 38 and 60. Multipath fading degrades the signals
transmitted by antennas which further reduces link reliability and capacity.

In this work, antenna is proposed with two slots in the center of the patch that
resonates at 38 GHz discussed in Sect. 3. The slots are placed in 90° to each other
forming a medical sign shaped slot resulting in improving the performances in the
aspect of return loss, gain, impedance matching, etc. Further, a 2× 2MIMO antenna
is designed using the same element in a way to obtain reduced mutual coupling
between the elements. The two symmetrical elements consisting of two ports are
placed on the same side. In Sect. 4, simulated results of both single as well as MIMO
antenna are discussed and in Sect. 5, a comparative analysis has been tabulated with
previous literatures. Finally, in Sect. 6, a conclusion of the proposed work is given.

2 Literature Survey

In order to overcome the degradation of signal, Multiple Input and Multiple Output
(MIMO) techniques provide the favorable results such as increased data rate and reli-
ability which can be achieved by deploying several antennas at both transmitter and
receiver end. The designing of MIMO antennas are challenging for the researchers
as they have to consider various MIMO parameters such as Envelope Correlation
Coefficient (ECC), Mutual coupling (MC), Channel Capacity Loss (CCL), Mean
Effective Gain (MEG), and Diversity Gain (DG) within the acceptable values [3].
In Kumar et al. [4], a triple-band operation is obtained by a MIMO antenna which
consists of one T-shaped and two L-shaped stubs loaded on rectangular monopoles.
In Wong et al. [5] wideband circularly polarized patch antenna for MIMO applica-
tions is presented. Various techniques are employed by the researchers to improve
isolation parameters inMIMO antennas like space decoupling, decoupling structures
reported in [6–8]. In Ruswanditya et al. [9] MIMO 8 × 8 antenna array is introduced
with twoH-slotted rectangular patches array at 15GHzwith a 5G radio access system
to increase gain and feed for transmission speed. Optimization of new MIMO and
5G system patch antenna was presented in Faleh and Tahar [10] in which a new type
of MIMO presented which provides a multiple frequency band operations based on
rectangular slots. The work in Sundhari and Veeramani [11] presents 1 × 4 MIMO
Antenna based on spatial diversity with slits and slots for multiband operations in
5G. A triple-band antenna with grounded stub is presented in Chaudhari and Gupta
[12] for 5G mobile communication.
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3 Design Procedure for Single and MIMO Antenna

3.1 Single Element

Single element is designed for 5G with a suitable substrate Rogers 5880 with a
height of 0.254 mm. The single element resonates at 38 GHz frequency that is for
Ka-band in electromagnetic spectrum. The entire dimension of the 50 � microstrip
line fed single antenna is 6 × 6.25 × 0.254 mm3. The ground of the antenna is
having 0.017 mm thickness made up of copper. Two slots in the shape of plus sign
are etched in the center of the patch that are optimized to operate the design in the
desired frequency. Figure 1 depicts the design single element and parameters of the
design are shown in Table 1.

Fig. 1 Single element for MIMO
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Table 1 Single element design parameters

Parameters Description Values (mm)

SUBSTRATE

Ls Length 6

Ws Width 6.25

ts Thickness 0.254

PATCH

Lp Length 5.7

Wp Width 2

tp Thickness 0.017

SLOT

SL Length 1.4

SW Width 0.55

FEED

Lf Length 2.13

Wf Width 0.2

3.2 MIMO Antenna

A 2 × 2 MIMO antenna using single element is made with inter element spacing of
0.81λ having overall size of antenna 12.4 × 6.25 × 0.254 mm3. The inter element
spacing is adjusted in such a way to obtain high isolation by using in built optimizer
in the software. The 2D and 3D view of proposed MIMO antenna is depicted in
Fig. 2a and b. CST Microwave studio ver. 18.0 is utilized to model the proposed
antenna and optimize its dimension (Table 2).

Fig. 2 a 2D Design of 2 × 2 MIMO antenna and b 3D view of MIMO antenna
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Table 2 MIMO antenna parameters

Parameters Description Values (mm)

Ls Length of substrate 12.4

Ws Width 6.25

4 Simulated Results

4.1 S11 and S21 Parameters

S11 and S21 are the important parameters in determining the relationship between
the powers at the ports. S11 represents the return loss whereas S21 represents the
transmission coefficient.

The proposed MIMO design is having the perfect symmetry (|S11| = |S22| and
|S21| = |S12|), thus presenting only two parameters |S11| and |S21|.

The single element has S11(impedance matching) of −31 dB achieving 1.7 GHz
bandwidth whereas 2 × 2 MIMO has S11 of −23 dB with 1.8 GHz of bandwidth
operating at 38 GHz. S21 (Mutual coupling) of MIMO design is−21.4 dB. Figure 3a
depicts the graphical representation of S11 of both single and MIMO antenna and
Fig. 3b shows the S21 of MIMO antenna that shows the good isolation between the
elements.
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Fig. 3 a S11 of both single and MIMO antenna and b S21 of MIMO antenna
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Fig. 4 VSWR of both single
and MIMO antenna
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4.2 VSWR

VSWR is abbreviated as Voltage Standing Wave Ratio and it is a function of return
loss. The reported single element and 2 × 2 MIMO antenna gives the VSWR as
1, respectively, which implies the perfect matching. The graphical representation of
single element and MIMO Antenna are shown in Fig. 4.

4.3 Gain

The 3D radiation pattern of single antenna is obtained in order to analyze the radiation
characteristics which shows gain of about 7.47 dB depicted in Fig. 5.

4.4 Analysis of MIMO Performance Parameters

To ensure the performance of MIMO of reported 2 × 2 design, various performance
metrics such as ECC, DG, andMEG are analyzed to characterize theMIMO antenna
system which are not essential for single element.

4.4.1 Envelope Correlation Coefficient and Diversity Gain

ECC denoted by (ρ) defines the correlation between elements and Diversity Gain are
one of the essential diversity parameters ofMIMO system. Themethod of calculating
ECC and DG is given in Marcus [2] that shows the acceptable value of ρ ≤ 0.5 and
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Fig. 5 Gain of single element antenna

DG ≥ 9.95 dB and the proposed work has a value of ECC is 0.0002 and DG is
9.99, respectively, in the 2 × 2 MIMO Antenna. The graphical representations of
evaluated MIMO parameters are depicted in Fig. 6a and b that shows the MIMO
antenna performance is high.
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Table 3 Comparison with previous literatures

Cited
work

Substrate
εr

Antenna
size
(mm3)

Resonating
frequency
(GHz)

Isolation
(dB)

S11 (dB) Efficiency
(%)

Gain
(dB)

[11] FR-4 26.6 ×
3.2505 ×
1.6

28, 37, 41 &
74

– −22, −
37, −10
& −19

– 4, 5.2,
7.2 &
12.5

[13] Rogers
5880

55 × 110
× 0.508

27.946 &
37.83

−30 −27.84
& −
18.35

91.24 &
89.63

7.18 &
9.24

[14] FR-4 15.2 × 7.3
× 1.524

21.06–29.7 −10.52 −22 72.5 6.38

Proposed
work

Rogers
5880

12.4 ×
6.25 ×
0.254

38 −21.38 −23 93 7.4

4.4.2 Mean Effective Gain ( MEG)

For good diversity performance in MIMO antennas, the acceptable value of MEG is
≤ 3 dB that shows the mean received power. In this reported work the value of MEG
for the 2 × 2 MIMO is found to be −3.01 dB.

5 Comparative Analysis

The characteristics of the reported MIMO antenna is compared with previous works
in terms of various performance parameters such as size, efficiency, gain, and return
loss is represented in Table 3. It has been observed that proposed work shows better
isolation and efficiency of about 93% along with maintaining gain of 7.4 dB at the
operating frequency, i.e., 38 GHz for 5G. The proposed MIMO antenna satisfies
performance metrics of MIMO but also occupies very compact physical area as
compared to other literatures.

6 Conclusion

The represented 2 × 2 MIMO antenna in this paper is planned for fifth generation in
order to function at 38GHzwhich are standardized for 5G applications. However, the
MIMO antenna does not only consist of sufficient center-to-center spacing of 0.81λ
but also a compact structure having a dimension of 12.4 × 6.25 mm2 with the height
of 0.254 mm. The proposed design successfully achieves a high gain of 7.4 dB along
with impressive wide band of 1.8 GHz at the said frequency. The proposed design is
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simulated using an electromagnetic simulation tool known as CST MW Studio. The
antenna procures the S11 than −10 dB with the mutual coupling less than −20 dB
between the two radiating elements along with the high radiation efficiency of 93%.
Further in this work, MIMO parameters such as ECC and mean effective gain are
evaluated to analyze the proposed antenna. The results procured by the 2× 2MIMO
antenna are within the acceptable range and hence it offers its candidature for fifth
generation. In future, the proposed MIMO antenna design can be amended into a
Massive MIMO which can be tested and fabricated that shows immense potentials
to cater the demand of high data rate for fifth-generation communication systems.
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Uniform Channel Decomposition-Based
Hybrid Precoding Using Deep Learning

B. Rajarajeswarie, Aravind Raj, and R. Sandanalakshmi

Abstract Themassivemultiple-input multiple-output (MIMO) is an emerging solu-
tion for advanced wireless communication due to the accomplishment of high data
rate and system throughput in the wireless network. Precoding is used to allocate
independent and appropriate weights for the data streams of the antenna arrays such
that the link throughput is maximized at the receiver side. However, in fully digital
precoding schemes, each and every antenna requires a dedicated radio frequency
(RF) chain. To overcome these, hybrid precoding is found to be the most promising
technique, as base station generates huge data, and it is difficult to fully achieve the
spatial information. Hence, deep learning (DL)-enabled mm-Wave massive MIMO
framework is constructed for active hybrid precoding. In Downlink, DL framework
used the geometricmean decomposition (GMD)-based approach that suffers a capac-
ity loss at low SNR. Hence, uniform channel decomposition (UCD)-based approach
is adopted in the proposed framework. The proposed work performs better when
compared with GMD-based hybrid precoding in terms of minimizing the bit error
ratio (BER) and also enhances the spectrum efficiency.

Keywords Massive MIMO · mm-Wave · Deep learning · Hybrid precoding ·
Uniform channel decomposition

1 Introduction

The fifth-generation (5G) network is looking forward to supporting high throughput
and low latency [1]. To meet the vital principle of future communication networks,
many techniques have been proposed in which most of the researchers focused on
the mm-Wave communication along with a massive MIMO system to enhance the
system capacity by implementing numerous antennas at the base station [2]. The base
station has to generate and sense huge data for communication from the environment
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[3]. However, a practical massive MIMO system encounters many challenges, such
as computational complexity and energy consumption [4]. These issues could be
addressed by deep learning (DL) technique and hybrid precoding techniques. Deep
learning technique could be able to fulfill and meet future requirements as it mimics
the human brain in terms of learning and decision-making power [5, 6]. To realize the
full capabilities of the MIMO system, each antenna of the array requires a dedicated
radio frequency (RF) chain that would burden the network resource. Hence, the cur-
rent research work is focused on the hybrid precoding technique to reduce multi-user
channel interference and shorten the complexity of the receiver in order to enhance
the channel capacity. The key idea of hybrid precoder is decomposed into two stages
in which the first stage is baseband precoding and the second stage is RF precoding.
In the pioneering work [7], hybrid precoding is realized by a successive interference
cancelation, the issues are non-convex constraints and several sub rate optimiza-
tions. In singular value decomposition (SVD)-based hybrid precoding suffers from
bit allocation problem. Therefore, it needs separate signal-to-noise ratios (SNRs) for
different sub-channel [8]. To overcome this geometric mean decomposition (GMD)
is implemented with identical SNR in [9, 10]. Addressing the non-convex constraint
brings a great challenge to exploit spatial information. Therefore, uniform channel
decomposition (UCD) is proposed because of its maximal diversity gain, and capac-
ity loss is less at any signal-to-noise ratio (SNR) [11, 12]. Based on the limitations
of the precoding scheme mentioned in the literature, the presented work has been
summarized as follows.

1. Design a framework that integrates deep learning into hybrid precoding. Where
multiple layer perceptron modeled with the aid of activation function to optimize
the layers and make the corresponding mapping relations.

2. In the proposed work, the channel is decomposed by UCD to overcome the capac-
ity loss at low SNR and also to achieve bit error rate and spectral efficiency.

Remaining of the paper is organized as follows: in Sect. 2, a conventional mm-
wavemassiveMIMOsystemmodel has been presented. Section3, provides an idea of
implementing a proposed hybrid precoding scheme using deep learning. Simulation
and the performance analysis are provided in Sect. 4, followed by the conclusion and
future works in Sect. 5.

2 System Model

This section describes a multi-user massive MIMO system with conventional mm-
wave channel model.
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2.1 Massive MIMO System Model

In the proposed work, a typical mm-Wave massive MIMO system is considered,
where a base station (BS) equipped with Nt transmitting antennas that send NS

independent data streams to users and NRF chains to serve the K single-antenna
users. We assume that the knowledge of the channel is known to the BS and NRF =
K . First, BS transmits the data stream to the digital precoder FBB that is processed
in baseband which is followed by an analog precoder FRF in RF; it is used to realize
the phase changes as it controls only the phase. The received signal at the user is
represented by,

Y = HXs + n (1)

Here, Y represents the received signal vector, and X is the hybrid precoding matrix
that consists of analog precoder and the digital precoder.

X = FRF FBB (2)

Y = HFRF FBBs + n (3)

Here, H denotes the channel matrix with H= [h1, h2, . . . , hk]H being the channel
vector between the BS and the K th user H ∈ CNtxK . The hybrid precoding matrix
is decomposed into the baseband digital precoding matrix (FBB) and RF analog
precoding matrix (FRF ) [13]. For all K users, s is the transmitted signal vector by
satisfying E[ssH ] = IK . The n indicates the additive white Gaussian noise vector of
size K × 1, n ∼ (0, σ 2)with zeromean and variance σ 2. The noise power is denoted
by ρ2. Where ρ is the total transmit power constraints.

ρ = ‖FBB FRF‖2 (4)

2.2 Channel Model

Conventionally, inmm-wavemassiveMIMO, the channel ismodeled in twoways: the
first model describes the channel element with transmitting and receiving antenna.
This type of model is known as an analytical model that is used for theoretical
analysis by channel transfer function matrix. The second model describes the phys-
ical characteristics of the channel by electromagnetic wave propagation. The delay
of multi-path components, angle of arrival (AoA), angle of departure (AoD), the
direction of arrival (DoA), and direction of departure (DoD). The conventionally
used channel model in the MIMO system is the Rayleigh fading model which is
inaccurate for mm-wave, but it is traditionally used for MIMO analysis. To capture
accurately the mathematical structure, Saleh-Valenzuela model has been utilized in
the mm-wave channel. In this paper, Saleh-Valenzuela channel model [13, 14] has
been adopted to capture the channel characteristics such as the angle of departure
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and the angle of arrival. The channel matrix is denoted by,

H =
√

Nt K

P
(α0at (θ

t
0)ar (θ

r
0 ) +

P∑
p=1

αpat (θ
t
p)ar (θ

r
p)) (5)

Here, the number of non-lines of sight (NLos) component is represented as p. The
array response of the user, as well as the BS, is defined in the form of steering vectors
ar (θ r

p) and at (θ
t
p), respectively, [15]. The antennas in BS are of Uniform linear array

(ULA) ar (θ r
p) and at (θ

t
p) can be expressed as:

ar (θ
r
p) = 1√

Nr
[1, e− j2π i( d

λ
) sin θ r

p, . . . , e
− j2π i( d

λ )(Nr−1) sin θ r
p]T (6)

at (θ
t
p) = 1√

Nt
[1, e− j2π i( d

λ ) sin θ t
p, . . . , e

− j2π i( d
λ )(Nt−1) sin θ t

p]T (7)

Here, d represents the space between the antennas, and λ denotes the wavelength
of the carrier frequency.

3 Proposed Hybrid Precoding Scheme

This section provides a DNN architecture and the learning policy to map the hybrid
precoder for the efficient performance in the mm-wave massive MIMO system.

3.1 DNN Architecture

DNN has many hidden layers when compared to artificial neural network (ANN) to
enhance the learning and mapping abilities [16]. This architecture is mainly used to
improve the non-linear model through the activation function. The various activation
functions used in MLP are the rectified linear unit (ReLU), softmax, tanh, Sigmoid,
and so on. In most cases, ReLU and Sigmoid are used for non-linear operation, and
it is defined as ReLU(x) = max(0, x) and Sigmoid(x) = 1/(1 + e−x ), where x is
the argument. In [15], the mapping operation can be expressed as:

Z = f (a, w) (8)

where a denotes the input data. The weight of the neural network is represented byw.
Figure1 describes the DNN framework to realize the hybrid precoding, in which the
dimension describes the length of each training sequence. The input data features are
captured by the input layer with 128 units. The two hidden layers compress into 400
units and 256 units as shown in Figure1. The output of the hidden layer is distributed
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Fig. 1 DNN architecture of the proposed scheme

by the noise signal (noise layer), i.e., additive white Gaussian noise (AWGN), which
consists of 200 units. Two more hidden layers are designed for decoding operation
with 128 and 64 units. The output layer provides the required output signal of the
system. The activation function used in the framework is the ReLu function.

3.2 Learning Policy

The learning policy is mainly used to map into the hybrid precoding. The network
learns the features by capturing the spatial features in the angle domain. The UCD
method is adopted to decompose the complex channel matrix in mm-wave massive
MIMO. This approach can efficiently decrease the complication of the receiver. The
UCD-based channel matrix H is formulated by,

H = QRP∗ (9)

Y = R1s + QH
1 n (10)

Here, R represents the upper triangular matrix with an identical diagonal element,
P is the precoder, and Q is the combiner. The received signal based on UCD is
represented by Y . Using DNN framework, the autoencoder is constructed, which is
given by,

P1 = f (PAPD;�) (11)

The mapping relationship and the data set samples are denoted by f (.) and �,
respectively. PA and PD represent the analog and digital precoder, respectively, and
it is based on the UCD.
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Algorithm 1 The proposed Hybrid Precoding algorithm
Input: The angle of arrival (AoA) ar (θrp) angle of departure (AoD) at (θ

t
p)

Output: The optimized Precoder P1
1: Initialization: i ← 0 andw ← 0, then set PA ← 0 and PD ← 0. The error threshold τ ← 10−7

2: Generate the AoA and AoD randomly
3: DNN framework constructed
4: Simulate the wireless channel with noise
5: while error ≥ τ do
6: optimize the DNN → stochastic gradient descent method
7: Update the PA and PD .
8: Obtain the bias between P1 and update the output layer of the DNN network.
9: end while
10: Return: P1

4 Simulation Results and Analysis

The system performance of the proposed algorithm has been evaluated using MAT-
LAB2018a and compared with GMD-based precoding. Table1 describes the system
parameters used for the analysis. The proposed approach investigates and evaluates
the BER and spectrum efficiency performance in the mm-Wave massive MIMO sys-
tem. The proposed hybrid precoding is compared with those of GMD-based hybrid
precoding and fully digital GMD-based precoding. The BER performance is evalu-
ated with various batch sizes of the training data set. The number of samples that are
passed to the neural network on one occasion is known as batch size. The network
is trained for 45,000 iterations.

Figure2 shows the bit error rate (BER) performance of the proposed hybrid pre-
coding scheme compared with those of the GMD-based fully digital precoding,
GMD-based hybrid precoding, and proposed UCD-based hybrid precoding. It is
observed that for GMD-based hybrid precoding, and proposed UCD-based hybrid
precoding, there is an 8-dB improvement at BER of 10−2. This implies that UCD-
based hybrid precoding solves the non-convex problemwith the aid of deep learning.

In Fig. 3, the performance of the proposed hybrid precoding using UCD is evalu-
ated through spectrum efficiency and compared with the other conventional hybrid
precoding. It has been observed that as SNR increases, the spectrum efficiency is also

Table 1 System parameters and its value

Parameters Value

Nt 128

K 64

NLoS 3

Carrier frequency 28GHz

Iterations 45,000
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Fig. 2 BER performance versus SNR

Fig. 3 Spectrum efficiency versus SNR
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Fig. 4 BER versus SNR with various batch size

improved in all the methods. From Fig. 3, it shows the proposed hybrid precoding
performs better than the other method by the excellent mapping of deep learning.
Also noted that the performance gap of the proposed method and other method is
large as SNR increases.

Fig. 4 shows the BER performance for various batch sizes against the SNR. It is
observed that as the size of the batch increases, the performance of deep learning-
based approach dismisses in terms of BER. Therefore, the size of the batch must
be chosen carefully to achieve the optimal performance for the proposed precoding
scheme. It is well understood that the proposed method based on a deep learning
approach provided superior performance compared with other methods.

5 Conclusion

In this paper,we proposed innovative hybrid precoding formm-WavemassiveMIMO
to decrease the computational complexity using deep learning. The DNN framework
is built with a proposed UCD method as learning policy to improve BER perfor-
mance and spectrum efficiency. The proposed algorithm achieves a near-optimal
performance in comparison with the traditional algorithm. The forthcoming work is
to apply the intelligent technique for radio resources management in the mm-Wave
massive MIMO system.
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An Effective Scheme to Mitigate
Blackhole Attack in Mobile Ad Hoc
Networks

Mukul Shukla and Brijendra Kumar Joshi

Abstract MANET refers to a mobile ad hoc network, which is self-configured
without having a fixed base. It has been used in various fields for various purposes
like military, local conferences, and the movable of information. However, due to
the lack of built-in security, safety is a significant concern in the MANET. There
are various types of attacks which are possible on MANETs. One of the attack is a
Blackhole attack. It is an active attack in which a malicious node shows itself as the
shortest route and absorbs the packet just like a blackhole does in-universe. In this
paper, a proposed technique has used a trust-based fuzzy method based on auditing
of energy, the Trust of a neighbouring node, check for the integrity of packets, and
authentication of the NodeMember. Trust values in the fuzzy logic range from 0 to 1.
If node trust value is higher than or equal to 0.6, then the node is trusted, and its type
of node taken in our scenario for communication between source to destination. If the
node trust rate on the routing table is less than 0.6, that means the node is a blackhole
node, and its type node does not consider a safe route, in this paper proposed a
method, i.e., Trust-based Fuzzy Ad hoc On-Demand Distance Vector (TFAODV),
to an attack scenario. This paper is improved results in terms of throughput, packet
delivery ratio, end-to-end delay, shows the throughput improvement, and found to
be 1441 kbps, packet delivery ratio enhancement of 57.10%, and delay decrease of
52% from Blackhole Ad hoc On-Demand Distance Vector (BAODV). Therefore, the
proposed protocol covers the way and possesses the potential to secure the MANET.
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1 Introduction

MANET fall in that category of networks that can operate without the help of any
infrastructure. MANETs are helpful in that place where we require fast deployment,
and there is no wired link available.

It requires an expensive investment because it has a base station andmobile nodes.
Many tasks are taken care of like network monitoring, discovering routes, sending
packets, andmaking communication secure. Themost important one is to prevent the
network from attacks, and for that purpose, we have designed an algorithm that takes
care of it robustly [1]. Intermediate nodes in MANET are responsible for routing in
a multi-hop fashion. In the case of a wired network, we face route failure; the same
problem exists in the wireless network also [2]. The leading cause of route failure in
MANET is the limited battery power and mobility of nodes.

Figure 1 expressions show the underlying architecture of MANET. Due to the
high movement of nodes, routing is one of the exceptions in the MANET [3].

In MANET, the protocol for routing should be adaptive; it means that they should
have the capability to fight with the worst condition of path and link break between
source and destination node during communication [4].

InMANETS,majorly, two attacks are seen, i.e., active attacks and passive attacks.
Here, in this research work, we emphasize active attacks. In this paper, we have
stressed of Blackhole attack [5].

Fig. 1 General architecture of MANET
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Fig. 2 Network diagram representing various attacks

(a) Blackhole Attack (BHA): The BHA in MANET is the attack in which the
malicious node sends the wrong information to the source node about the
shortest path in between source and destination. It sends the RREP packet.
In Fig. 2, the attack between the node source and destination is the blackhole
attack. This type of attack is most prominent in the ad hoc network and needs
attention. To avoid the blackhole attack, our algorithm detects the malicious
nodes and prevents this type of attack in the system [5].

In Fig. 2, BHA is shown in between Node source and destination. One malicious
node represented a blackhole node that exists, so the attack caused by them is called
Blackhole Attack.

The paper contributes majorly in the following:

1. This paper consists of a proposed approach that helps to find the shortest route
and provide security to the network.

2. Our approach consists of the combination of BAODV and Trust-based Fuzzy
AODV (TFAODV) that helps to find the shortest distance between the nodes.

3. Once the shortest route is detected, to ensure the network’s security, we will
perform a trust authentication. This trust value ensures the reliability of the
node.
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4. Finally, the efficiency of the proposed approach is computed by using evalu-
ation parameters like throughput, e-to-e delay, and packet delivery ratio. Out-
comings states that among three protocols BAODV, andTFAODV.The proposed
TFAODV progresses the effectiveness and safety of the network.

Organization of the paper: Sect. 2 of the literature review presents a detailed study
of previous research conducted in the same field. Section 3 consists of a compre-
hensive survey of the proposed approach and performance analysis. Section 4 gives
implementation details: simulation and setup, the results, and the impact of various
factors on parameters. The last Sect. 5 concludes the paper.

2 Related Work

Li et al. [6] have presented an article, which was used for the detection of glitch. It
has two main stages: the first is to train, and the second is glitch detection, which
is capable of the discovery of abnormal occurrences, and the specific attack modes
are provided to the operators of the network. The results obtained for the anomaly
detection are 96% precision, and 7 clusters are given for the attack nodes.

Keerthika et al. [7] have worked for securing from the blackhole attacks on
MANET. For preventing BHA, the authors have presented a secure routing mecha-
nism that is trust based and is AODV routing. They have applied a hybrid Weighted
Trust-based Artificial Bee Colony 2-Opt algorithm. The use of 2opt for the local
search is done for the implementation of the hybridization. The parameters such as
PDR, E-to-E Delay, and hop sinking are used for analysis.

Kavitha et al. [8] have applied PSO for feature optimization and classification
by using Neural Networks, which detects the malicious node. Authors have worked
upon the parameters like PDR, communication delay, and energy consumption for
the identification of malicious node and isolation of the intruder.

Gurung et al. [9] has given the issues related to the BHA on MANET, and apart
from this, various natures of nodes are also stated by them. The author has been
provided with the techniques for dealing with the BHA, and the classification of
these methods is done based on the essential operation of this method.

Tourani et al. [10] have proposed that Information-Centric Networking (ICN) and
a survey is performed on the previous literature present in terms of the security and
the privacy for the information-centric networking also they have presented an open
question related to it. They are considering it shorter the authors have categorized it
into three areas that are the threats of security and the risks seen in privacy and the
enforcement mechanisms for the access control.

Ochola et al. [11] have discussed the blackhole attack on MANET. They have
simulated their proposed algorithmwithAODVandDSRprotocol on simulatorsNS2
and NS3. They have got results based on parameters PDR; throughput is decreased
on the blackhole scenario as the data packets are lost from themalicious nodes. There



An Effective Scheme to Mitigate Blackhole Attack … 153

is also seen the decrement in the E to E delay as the malicious node acts as the correct
node, and route discovery becomes faster.

Sankara Narayanan et al. [12] have discussed that MANET’s Blackhole attack
is one of the significant threats seen. Blackhole attack has the property to create a
tunnel between two nodes in a given scenario. Their proposed method detects active
and passive attacks and got better results based on network parameters compared to
actual work.

Yaseen et al. [13] have proposed an algorithm that selects the best route in the
scenario when more than one path exists between source and destination. They had
better outcomes in terms of delay and routing over the head when they simulated
their algorithm.

Cai et al. [14] have proposed the ESCT algorithm to detect and prevent attackers
on MANET. The ECST works as the exchanging the information of Trust between
the nodes andwill do the cognitive judgment to analyse the knowledge of Trust. Their
proposed algorithm works best in terms of Mobile Ad hoc network parameters.

3 Proposed Scheme

The application of the fuzzy logic rule prediction method has been discussed in this
section. For this, trust value management has been implemented between two nodes
where each node keeps a value of Trust with its neighbour node. To existing AODV
protocol in MAENT, route trust is calculated after trust value computation. Packets
are transmitted further only if the nodes are found valid. The trust value calculation
is as follows:

Tj ( j) = αTi(self)( j) + βTi(neighbour)( j) (1)

denoted.
Tj ( j) = states the worth of Trust for node i to its neighbour node j.
Ti(self)( j) states value of Trust for node i and node j.
Ti(neighbour)( j) it is the value of Trust that node i is having on node j, the increment

factor is given by α and β, where the value is represented as α + β = 1.
While the transmission of packets takes place, the algorithm for this is the list

of source nodes, i.e., S_List is maintained as in the Dishonest node, and the packet
from the source node is observed.
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In case the immortal node fails in the task of updating and forwarding, also the count
for node j the count of forward, then it is detected as blackhole node. If not, then the
transmission is considered as secure.

3.1 Auditing of Energy

Whenever data is transmitted to neighbour nodes, energy is consumed. The selfish
nodes are recorded to have the maximum energy conservation as they are only meant
to receive data and not transmit it. Trusted nodes are required to obtain and forward
data packets, hence consume more data. Depending on the initial node configura-
tion, each node has a variable energy calculation (Ev) [15]. The setup relies upon
parameters like transmission consumption of power at reception and control at ideal.
An energy supervisor monitors the energy consumption in MANET whenever any
transmission takes place.

All nodes usually behave like a selfish node to conserve energy because of the
limited availability of resources. The energy supervisor also regulates the packets
transmitted over a node.

Ev=∑
(Packetreceived+Packetforwarded+Batterpower)/Node (2)

3.2 Trust Manager

In our presented method of the neighbourhood relationship verification, we allow the
detection of the route with the blackhole node present in it. When the node Ni gets
the packet of RREQ or RREP from any other node Nj and in case, this node is not
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neighbours. Then for the route discovery, there must have a hidden mode blackhole
node.

Definition: It is to be stated that if two nodes lie within the radius of transmission,
then this node is neighbours (Ni, Nj). Practically the neighbourhood of both nodes
is defined only when d (Ni, Nj) ≤ min (RNi − RNj ) here, R is the max radius of
transmission, and d is the Euclidean distance that can be calculated from Eq. (3)
[16].

d
(
Ni , N j

) =
√(

XNi − XNj

)2 + (
YNi − YNj

)2
(3)

Here XNδ
− YNδ

are the coordinates of the location for the node Nδ .
The behaviour of the neighbour node helps determine the trust value. A dog

mechanism is employed to keep a check on the neighbour node’s activities. There
is a passive observation for the detection of delayed packets, dropped packets and
forwarded packets. Any undesired action is recorded. On the commencement of
communication, the total trust value is recorded based on all the observations and
documented in the trust table.

Tv = Node_ index + Direct_ trust (4)

i. The trust request recommendation is referred by the origin node S to the node(s)
N.

ii. For the source node, the value of Trust is checked.
iii. The Trust recommendation Reply is sent in case the S is having the trust value

directly on the D.
iv. When the direct Trust is not found, then the trust recommendation request is

directly discarded.
v. When the reply is obtained from the recommendation trust, then the fuzzy logic

method is applied, and this shows the largest value of direct Trust for every
node.

vi. After obtaining all the direct Trust, we will compute the indirect value of Trust
for all the neighbouring nodes.

3.3 Check for the Veracity of Packets

The changed message from the middle node can be rejected to ensure the integrity of
packet communication. In case of any modification, the packet veracity cost (PVC)
valuedecreases frompositive.There are digital signatures using thenode’s private key
with every message that is generated. These signatures are used to decrypt messages
and to authenticate messages from the neighbour node.
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Identically, the message is authenticated by all intermediate nodes and is
forwarded to the neighbourhood. There is single point documentation in the PVC
value in case of any alteration. Digital signatures are verified using the RSA
algorithm.

This verification of packet is performed to save the tampering of the control
packet from the blackhole node at the time when the hop to hop relaying is being
performed. The blackhole nodes do the content altering in the Participation Mode.
The work done here by any node (Ni) is the verification of the integrity of any of
route request (RREQ) or route reply (RREP) from the source or any other node (Nj).
The verification of the packet is found. Firstly, the sender node Nj hash the fields
of RREQ or RREP, and after this, the encryption is done with the use of the private
keys, as stated in Eq. 5. The value encrypted is saved in the RREQ or RREP packet
checking value field before sending it to any other node Ni.

P.VC = En (H (P. Fields {VD}), kn j (5)

Here P is the packet (RREQ or RREP),

Definition: The Ncenter will provide the certification of membership automatically
to all the nodes, and at the time of the route discovery, this certification is included
in the RREQ or RREP packets. For the calculation of the Membership Certification
for any node Nδ hash value is encrypted at first with the node address and the public
key kNδ

+ along with the private key of the Ncenter. Then the encryption is performed
with the encrypted result obtained from step first with the private key of Nδ and this
can be seen in Eq. 6.

MCNδ
= En(En(H(I PNδ

, kNδ
+), kNcenter −), kNδ

−) (6)

3.4 Authentication of the Node Member

As seen in the cryptography techniques applied as a solution, every node presented
has a private and public key. Here the proposed method certifies that the node that is
participating in the route discovery should be certified, and the neighbour node will
certify this as per our presented method. This node resulting with the public key of
the node Ncenter. This is certified by matching the hash value of the address of the
node Nδ after the decryption is done, then the validity of Nδ node is confirmed. Else
the packet dropping is done. It has to be noted that after performing the integrity of
node RREQ or RREP, then only we can perform the authentication process (ANvalue).
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3.5 Final Trust Manager

All the four aspects studied earlier are used for the computation of the final value of
Trust. The energy of node, trust rate, type, packet veracity cost, and authentication
of a node is recorded in the trust table.

For every node, the computation of the final value of Trust is done as

FTvalue = Evalue + Tvalue + PVCvalue + ANvalue (7)

3.6 Certificate Authority (CA)

The node with the highest value of Trust is selected as the certificate authority node.
The Trust table assists such a selection. The certificate authority ensures a secure
transmission and node segregation. If the node is selected, the node requires renewal.
The centralized control certifies the source and the destination. The packet uses the
public key for encryption and forward transmission. The intermediate nodes are not
expected to view the message in the middle of the process by decryption.

The proposed SHA1 algorithm uses hash packets for their simplicity and minimal
cost of energy. Algorithm for the authentication certificate:

Notation of Algorithm

SSK Shared Key at Source

DSK Shared Key at destination

PBSK, PBDK for source and destination, the Public Keys

PRSK, PRDK for source and destination Private Keys

SID ID for the source node

DID ID for the destination node
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3.7 Fuzzy-Based Analyzer

A positive trust level experience represents node reliability, which decreases with a
negative value—trust values in the fuzzy logic range from 0 to 1.

We have selected values subjectively, i.e., a1, a2, a3. The addiction function states
the addiction values I state the description of the Trust from the available options of
the values x on the model of parameters as the i (x, p). The computed values such
as Ev, FTv, Tv, PVC, and helps calculate the trust value of the node. Based on the
fuzzy logic algorithm, all these values are taken as the input to the fuzzy algorithm,
and the marking of a node is done as the Blackhole or the trusted node.

Whenever the communication is set up for the data packet exchange, it automati-
cally calls the fuzzy logic algorithm. The node is marked as malign if the fuzzy value
is found lower than the threshold value. On initiation of any communication between
two nodes, a fuzzy analyzer is involved once the certified authority is requested. An
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alarm message is generated by the certified authority in case it detects any blackhole
node. Secure transmission is made for medium, high, and very high fuzzy values.
Trust node requests for node renewal when the node certificate expires.

4 Implementation and Result

In this section, experiments are conducted to verify the effectiveness of the proposed
protocols named BAODV and TFAODV. The proposed protocol validates on NS2
simulation tool. The algorithm outcomes are compared with BAODV and TFAODV
protocols based on five performance matrices: throughput, E to E delay, packet
delivery ratio (PDR).

4.1 NS2 Simulation Study

Here, the discussion of the results is given, and the comparison is made for the results
obtained, and this result is carried out on the experiments done on the NS2 simulator.

We have added the concept of the proposed algorithm on NS2, and we change
directory NS2.35 on file like Makefile, priqueue.cc, packet.h. Cmu-trace.h. Cmu-
trace.cc, ns-packet.TCL, ns-lib.TCL, ns-agent.tcl and ns-mobile node.tcl. After
adding the concept of both proposed algorithms on the above file, then we execute
the command step by step. /configure, /make clean, /make and. /install.

4.2 NS2 Simulation Parameters

This subsection presents a comparison of the proposed algorithm alongwith BAODV
[17] and TFAODV protocols for throughput, E to E Delay, and packet delivery ratio
of routing performance metrics.

Table 1 shows the simulation parameters. The network simulator is version 2.35,
Simulation time 900in Seconds, Network size is 900 m * 900 m, 3 m/s and 5/s m are
maximum node speed, the data rate is CBR, source and destination are random, Data
packet size is 512 bytes, Protocols are BAODV and TFAODV, Phy/MAC Protocol
in IEEE 802.11, Two-ray ground model of propagation, mobility model is a random
waypoint, wireless channel, Omnidirectional model of antenna, and languages are
Tcl, oTcl, C++, AWK Scripting. For simulation, we have considered the 45 mobile
nodes and 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10 enter into the network as malicious nodes,
which results in the Blackhole. In our network, it is mobile nodes.
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Table 1 Simulation Parameters

Parameters Specification Parameters Specification

Network simulator NS-2, Version 2.35 PHY/MAC
Protocol

IEEE 802.11

Network size 900 m×900 m Propagation model Two-ray ground

Connection protocol UDP/CBR Mobility model Random way point

Data Type Constant bit rate
(CBR)

Channel type Wireless channel

Source/Destination Random Antenna Model Omnidirectional

Data packet size 512 bytes Simulation time
(Second)

900

Simulation protocol BAODV, TFAODV Language Tcl, oTcl, C++, AWK
Scripting

Simulation scenario
(No. of Mobile Nodes)

45 No of malicious
nodes

1, 2, 3, 4, 5, 6, 7, 8, 9, 10

4.3 Result

This section includes results that are obtained by the proposed approach. For evalu-
ating the results, evaluation parameters are used; these considerations are throughput,
e to e delay, PDR. This result section shows the overall result of the considered
scenarios includes a total node as 45 in-network.

The parameters are as follows:

1. Throughput: the data retrieval at the destination node in any unit of the time
interval is termed as throughput [18].

Throughput = receivedbytes ∗ 8

timeofsimulation ∗ 1024
kbps

2. 2Avg E-to-E Delay: The time utilized by a packet to reach source to destination
is called as the end-to-end delay [18]

AvgEEdelay(ms) = 1

N

N∑

n=1

(Rn − Sn)

3. PDR: The data packets’ ratio sent to the data packets received is termed as the
PDR [18]. Mathematically, it can be defined as

PDR(% ) = packetsrecieved

packetssent
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Fig. 3 Throughput based on No. of malicious nodes

4.3.1 Throughput

Throughput is the parameter that keeps track of several packets delivered success-
fully per unit of time. From Fig. 3, it has been seen that Trust-based fuzzy AODV
(TFAODV) returns better results with the enhancement of 1441 kbps as compare to
(Blackhole attacked) BAODV.

We can observe from the above graph that when we have introduced an attack
in the network, the throughput is reduced. But with the application of our proposed
method, TFAODV, the performance increased.

4.3.2 End-to-End Delay

The time utilized by a packet to reach source to the destination is called as the end-
to-end delay. Figure 4 shows that with the increase in the number of nodes, the value
TFAODV also increases means. Even though in this case, TFAODV shows better
performance compared to BAODV.

From the above graph, it can be easily observed that the application of the proposed
method TFAODV reduced the overall delay from source to the destination when
compared with the attacked scenario.

4.3.3 Packet Delivery Ratio

The ratio between packet received by destination and packets transmits by the source
is knownasPDR.Figure 5 shows that theTFAODVshows an improvement of 57.10%
compared to the attacked network with minimum alteration of actual BAODV of
network based on PDR.
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In this network’s packet delivery ratio is low when introduced the malicious
nodes. By applying the proposed method, we can see that the packet delivery ratio
is increased.

5 Conclusion

In this research paper, we have designed an algorithm that takes care of a blackhole.
We have proposed a trust-based fuzzy technique based on auditing of energy, the
Trust of a neighbouring node, Check for the integrity of packets, and Authentication
of the Node Member. Trust values in the fuzzy logic range from 0 to 1. If node trust
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value is higher than or equal to 0.6, we assume node is trusted and its type of node
we have taken in our scenario for communication between source to destination. If
the node trust value is less than 0.6, that means the node is a blackhole node, and
its type node we do not consider in our safe route. We have applied our proposed
method, i.e., TFAODV, to an attack scenario. Improved results in terms of throughput,
packet delivery ratio, and end-to-end delay show the throughput improvement of
1441 kbps, packet delivery ratio enhancement of 57.10%, and delay decrease of
52% from BAODV. Therefore, the proposed protocol paves the way and possesses
the potential to safeguard the MANET.
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HeuristiX: Adaptive Event Processing
Using Lightweight Machine Learning
Approaches on Edge Devices
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and Chittaranjan Hota

Abstract Recent times have witnessed a significant proliferation of cognitive appli-
cations in smart cities. Internet of things (IoT) is instrumental in gathering data that
can be processed for creating intelligent scenarios. For developing such IoT appli-
cations, heterogeneous sensors can be deployed across various regions of a city to
collect voluminous data. This data needs to be processed for predictions with min-
imum latency so as to formulate predictions in real time. In this paper, we present
HeuristiX, a framework using lightweight machine learning solutions that can be
deployed at edge devices. The work employs machine learning approaches to predict
congestion events in a smart city scenario. By using Openwhisk, data is processed in
minimum latency on resource-constrained devices for predicting congestion events
in the city ofMadrid.We augment the insights generated bymodels deployed on edge
devices with a complex event processing engine, Apache Flink that is deployed on a
server (cloud). TheCEP forms complex events indicating congestion in specific areas
across the city. We implement forecasting approaches and clustering approaches on
IoT boards for processing traffic data for enriching the capabilities of Flink, i.e.,
prediction of future congestion events and generation of adaptive thresholds for CEP
queries. Our proposed framework, HeuristiX, depicts that processing raw IoT at the
edge is efficient as it minimizes latency and also provides a distributed setup for
processing of data for better management of resources.
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1 Introduction

Presently, sensors can range from generic sensing devices attached to embedded
IoT boards to in-built sensors present in the smartphone. Availability of low-cost
hardware and sensing devices with a splurge in Internet connectivity has propelled
the process of development of complex IoT applications in this area. The captured
data from these embedded devices is voluminous in nature and can be analyzed for
building intelligent applications in the domain of intelligent transportation systems
(ITS) [6, 7], smart buildings [4], precision agriculture [1], etc. In ITS scenarios,
data is voluminous and large scale in nature and thus poses a big data problem. ITS
applications gather large data frommultiple sources, and a need arises to process and
extract patterns from these data streams. Depending upon the underlying application,
the complex patterns can be transformed as complex events using a complex event
processing (CEP) engine. CEP [5] involves data processing, fusion and generation
of complex events from various univariate data streams for real-time congestion pre-
diction in ITS scenarios. In this paper, we devise lightweight regression approaches
for predicting future data points that can be amalgamated in CEP engine using event
processing rules (EPL) to form complex events. These approaches are tuned bymulti-
bandit optimization for finding optimal hyper-parameters and furnishing predictions
at a faster rate. However, the EPL rules trigger a complex event only when a thresh-
old is exceeded. Generally, thresholds are provided by developers while developing
the CEP engine in EPL rule base. But the disadvantage is these thresholds are set by
human experts whomay ormay not have entire understanding of congestion scenario
of smart city. Data drift also causes thresholds to shift, and they need to be updated
as traffic signatures vary at different times of the day. For updating the thresholds in
EPL queries, we develop dynamic clustering approaches.

Akbar et al. [8] present an IoT analytics framework that employed Apache Spark
to predict congestions on data streams. The work depicts the implementation of a
midpoint-based k-means clustering approach. In this approach, the clustering algo-
rithm computes the midpoint between two centroids of two clusters as a decision
boundary for computing thresholds. These thresholds are inputs to the CEP engine
for event generation. Puschmann et al. [7] propose an adaptive k-means clustering
approach on IoT data streams based on symbolic aggregate approximation (SAX)
discretized features. The work is implemented on the traffic data of Aarhus city
and suggested forming the density estimation of each feature. It further divided the
area under data distributions of each feature into equal regions for computing its
midpoints. These initial points served as initial centroids to the proposed clustering
approach. Any change in the distribution is identified as a “turning point” which
marks a change in the statistical properties in the data (primarily due to data drifts)
that triggers the retraining of the algorithm for congestion prediction. Akbar et al. [2]
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developed a predictive CEP that uses adaptive moving window regression (AMWR)
to predict simple events. The regression approaches ingest data using an adaptive
window based on the mean absolute percentage error (MAPE) that increases or
decreases to contain the error within 5–20%. The predicted data points were sent to
the CEP engine which fuses them to form complex “congestion” events well before
their occurrence. However, it is found in the presence of noise and non-stationarity
in data, and the performance of the model is poor. The authors [3] employed a
Bayesian belief network (BBN) for identifying causal relationships between traf-
fic data, weather data, temporal data, social data and their conditional probabilities
by counting the number of instances of the particular attribute for congestion and
dividing that by a total count.

The major contributions of this paper are as follows:

1. We have proposed a real-time IoT framework “HeuristiX” for identifying con-
gestion on IoT data streams. We infer patterns for complex event detection using
complex event processing engine, such as Apache Flink.

2. We have integrated Apache Flink with forecasting approaches to predict future
congestion events and thus take steps to avoid it. In this work, we also overcome
the “de facto” nature of CEP engines in which rules are triggered when data
instances exceed thresholds specified by domain experts. As the prediction takes
place on streams, we devise a genetic algorithm-based clustering for adaptive
computation of thresholds in CEP queries.

3. IoT data streams suffer from the issue of “data drift.” To handle drifts in IoT
streams, we proposed adaptive windows that is less data intensive. The work pro-
poses novel mechanisms to retrain the model when the predictions are erroneous
owing to data drifts.

4. We have devised a fallbackmechanism inwhich once the communication between
the IoT node and server is lost, the models can be executed on the IoT board
directly.

2 Proposed Framework

Figure1 depicts the proposed framework to predict congestion in ITS scenario.
The various modules and their respective functionalities are outlined in the following
sections.

2.1 Data Acquisition

WeuseNode-RED in the front end to acquire the data from thedata sources andpush it
to a NoSQL database called InfluxDB. The data is taken from the city ofMadrid from
September 2019 to November 2019. The data is acquired through a representational
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Fig. 1 Architecture ofHeuristiXdepicting adaptiveCEPengine and augmented predictive analytics
modules

state transfer (REST) application program interface (API).1 The traffic administration
ofMadrid has installed various sensors to capture various traffic characteristics, such
as traffic intensity, traffic velocity and occupancy. We collected the weather data
of six regions from an API web service.2 The weather information collected from
the API consists of various attributes, such as temperature, precipitation, apparent
temperature, dew point and humidity index. We also collected the Twitter data3 to
aggregate the count of tweets coming from a particular location. The data is collected
in a interval of 1min. The various traffic attributes with their respective descriptions
are outlined in Table1. The congestion is binary in nature, that is, 0 or 1 signifying no
congestion and congestion, respectively. This ground truth is captured from a real-
time traffic API, TomTom API4 indicating congestion at a given time for a particular
location.

The dataset comprises 24,000 data points, out of which 17,000 points were con-
sidered for training and 7000 points were considered for testing themodel. The traffic
data is captured from the RESTAPI every 5min. Theweather data was downsampled
to 5min to be in tandem with the traffic data. The tweets are collected through Twit-
ter API, and tweet counts represent the aggregated tweets every 5min. The traffic,
weather and social data is collected and stored in a time series database.

1 http://informo.munimadrid.es/informo/tmadrid/pm.xml.
2 https://api.darksky.net/forecast/.
3 https://api.twitter.com/1.1/search/tweets.json.
4 https://developer.tomtom.com/traffic-api.

http://informo.munimadrid.es/informo/tmadrid/pm.xml
https://api.darksky.net/forecast/
https://api.twitter.com/1.1/search/tweets.json
https://developer.tomtom.com/traffic-api
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Table 1 Traffic dataset

Attribute Description

ID Represents the identification number for various streets in Madrid

Timestamp Represents the temporal parameters(time and date) for the data

Intensity Signifies the total number of vehicles on the road at a particular location

Velocity Represents the mean velocity of vehicles on the road at a particular time instant

Weather Presents an estimation of the weather conditions of the particular location

Congestion Ground truth signifying a binary outcome, i.e., 0 for no congestion and 1 for
congestion

2.2 Machine Learning Approaches

In this work, we employ gradient boosting trees and random forests for forecasting
on Madrid traffic data. Both the tree-based regressions are incremental in nature.
Though both the approaches exhibit better performance,5 there is a noticeable trade-
off observed between training time and accuracy. In complex IoT applications, exe-
cution time is a vital evaluation criteria, and gradient boosting trees were found to
be faster in comparison with random forest on training and testing times. For finding
optimal hyper-parameters, i.e., number of lagged values, depth of trees, etc., we use
HyperBand that uses an underlying bandit optimization policy in contrast to robust
Bayesian optimization (RoBO). HyperBand enhances the process of discovering
optimal hyper-parameters by utilizing a resource parameter to tune the model. A
resource parameter is defined as a measure that can enhance the functionality of the
approach by reducing the execution time of the approach. For example, the number
of learners or trees in the regression approach can be modeled as a resource parame-
ter that can tune the ensemble of trees and can further increase the overall predictive
capability of the model. In this work, we employ symmetric mean absolute percent-
age error (SMAPE) for obtaining the set of optimal hyper-parameters in HyperBand.
The additional functionality provided in this approach is its ability to run on multiple
threads in order to reduce computation time which makes it more scalable.

2.3 Genetic Algorithms

Genetic algorithms (GA) belong to the class of evolutionary and swarm intelligence
algorithms. It starts with a random population of chromosomes that contain proba-
ble solutions. GAs explore the “search space” in order to identify the most optimal
solution for a concerned optimization problem. There is high probability that the
solutions lying next to one another possess same features or characteristics. A sim-

5 Experiments depicting training and testing times of random forest, XGBoost and AdaBoost were
compared, and gradient boosting trees performed better but not depicted in this work.
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Fig. 2 a Plot depicting the number of individuals b Plot exhibiting the convergence of GA after
250 generations

ilarity metric is considered for searching the solutions in the “search space.” The
search continues through multiple generations in which new solutions are created
through techniques like selection, crossover and mutation. A string of bits represents
the solutions in a genetic algorithm. These strings are called as chromosomes.

We use Davies–Bouldin Index (DBI) for identifying the number of clusters possi-
ble on theMadrid dataset. The centroids of these clusters represent the thresholds for
the EPL queries in the Flink. The chromosome in the proposed evolutionary approach
represents the pair of centroids. The features are scaled using standard normaliza-
tion procedures like min-max normalization. Figure2 depicts the optimal number of
individuals and generations taken by GA to converge to global optimum. Once the
clustering is done, the obtained thresholds are denormalized to obtain actual thresh-
olds. We use crossover and mutation to obtain fitter individuals. A set of individuals
are selected from the generation, and then we select the chromosomes indexed by
elements in the sample. We initialize an arbitrary number between 0 and 1 for gene.
If random number is significantly less than mutation rate, the gene is replaced by
another random number, and mutation is initiated. Through experiments, we chose
0.8 and 0.2 as crossover and mutation rates, respectively. The proposed fitness func-
tion in the GA clustering is represented as follows:

Fitness Function = 1

DBI
(1)

The metric is defined as follows:

DBI = 1

num

num∑

m=1

Cm (2)

where

num = number of clusters,
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Cm represents the individual clusters on the data.

Once the fitness function is computed, we can implement it to evaluate the fitness
of chromosomes so that fitter individuals can participate in the clustering process.
The GA clustering can be implemented using generic GA operations.

2.4 Complex Event Processing Engine

Complex event processing engines help in detection andmatching of predefined event
sequences in incoming and unbounded data streams. FlinkCEP is CEP library that
is augmented with Apache Flink for easier identification of patterns in data streams.
CEP engines run live data over stored queries. Data is acquired and preprocessed
by Apache Kafka and subsequently sent to the CEP engine. We execute Kafka, a
high-speed messaging pipeline and a CEP engine, Apache Flink, on the server on
separate cores. Due to this, Kafka producer publishes the data on a specific topic,
and a Kafka consumer can consume from the topic and send it to push it to Flink for
event processing.AsKafka and Flink are on separate cores, the concurrent executions
prevent starvation of the CEP engine. The distributed execution of Kafka and Flink
on server allows each process to run freely without hampering the ML predictions.

The machine learning approaches presented in this work can work on the server
with higher IoT workloads. However, we also integrated the feature of sliding win-
dow and multi-bandit optimization that allows the execution of the machine learn-
ing approaches in resource-constrained environments. We also integrate a fail-safe
mechanism, in which a policy is created in case there is a failure in communication
between server and IoT nodes. Mostly, the server takes the data and processes it and
creates insights using machine learning approaches, and Flink uses the predictions to
generate events. However, if there is a disruption of communication between client
(Raspberry Pi) and server, then a recent copy of machine learning approaches in the
node is used. In the edge node, we have created a CEP engine with same function-
alities as Flink using Node-RED “CEP” modules. A checkpoint is done after five
successful iterations ofmachine learningmodels execution on the server. Themodels
are written in PMML format, and a copy of the models is created, thus deleting the
older copies created by previous checkpoints. Once the connection is lost, the IoT
node waits for a timeout of three minutes, and if it receives no message from server
regarding its status, it functions as an independent module and runs the Node-RED
CEP and machine learning approaches with windowing mechanisms as described in
the succeeding section. This forms the fault-tolerant nature of CEP and also disallows
any delays in congestion alerts in a real-time ITS scenario.
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2.5 Sliding Window

In this work, we intend to predict congestion in the city of Madrid. For predicting
congestion,we employ aCEP engine to infer patterns augmentedwith predictive ana-
lytics approaches. The machine learning approaches are not resilient to “data drift”
which is a inherent characteristic of time series data. The dataset is also heteroge-
neous in nature as it contains traffic as well as weather data to predict congestion.
To prevent the impact of data drift in IoT streams and also enhance the ability of the
machine learning approaches to execute on IoT boards, we take the help of adaptive
windowingmechanisms. The regression and clustering approaches considered in this
work intake the data through a window containing 150 samples. We have developed
a train window and a test window. The train window takes 150 data points, and
the model is trained on these data instances. Once trained, the model executes till
the statistical properties or data distributions in both windows are unchanged. For
this purpose, we employed a Wilcoxon signed rank test on both windows. When
the p-value falls below the threshold, the train window is emptied and the current
test window becomes the new train window on which the models are retrained. The
recent data points are ingested by a test window which are used as new test set.

2.6 Evaluation Metrics

In this paper, we assess the performance of the forecasting approach on the basis of
SMAPE metric. SMAPE is given by

SMAPE =
T∑

t=1

|X̂ − x |
|X̂ | + |x | (3)

where X̂ and x represent the predicted and actual values of intensity or velocity at
time instant t . A better performance in SMAPE is exhibited by a lesser value of the
metric.

For evaluating the unsupervised learning approaches, we use the homogeneity
score metric. Homogeneity score is an external cluster validation metric to assess
whether the data instances in a particular class belong to a certain class or not. It is
denoted by

hs = 1− H(Y |Ŷ )
H(Y )

(4)

The homogeneity score is bounded between 0 and 1, and low values represent
lesser homogeneity and thus lesser resemblance with the comparative approaches.
When the value of Ŷ decreases the uncertainty associated with Y , the hs tends to 1
as H(Y |Ŷ ) reduces significantly.
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3 Experimental Results

Figure3a depicts the execution time of gradient boosting tree on velocity attribute.
The figures also exhibit the impact on time as we fuse different features together. We
noticed that least time is taken when forecasting approach is trained on only velocity
in execution times. Figure3b depicts the performance comparison between gradient
boosting trees and random forests. It is noticed that SMAPE value for gradient boost-
ing trees is lower than random forests signifying better performance. The probable
reason behind this is gradient boosting trees identify outcomes for each case based on
the error gradient with respect to the prediction. The use of multi-bandit optimization
not only helps in faster execution of the forecasting approaches of gradient boosting
trees and RF but also helps in choosing the best model at any point of time.

Figure4 depicts the behavior of the sliding window used in this approach. Each
vertical line represents a retrain when a distribution change in the data was detected.

Fig. 3 a Execution time of gradient boosting tree on velocity. b Performance comparison between
gradient boosting trees and random forests on velocity attribute

Fig. 4 Retraining gradient boosting trees on window of 132 samples using Wilcoxon test
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HeuristX considers gradient boosting and random forest regression approaches for
predicting future events on IoT data streams. As the prediction approaches execute
on the IoT node, the best model should furnish predictions with minimum latency
on less number of samples encompassed in a window. The length of the window is
empirically set to contain 150 data instances both for the regression approach and
clustering approach using least spectral square analysis method. The functionality
of the sliding window is twofold. First, it speeds up the training and testing process.
Secondly, data distributions in IoT are dynamic, and hence, taking snapshots of data
prevents the model from getting trapped in concept drifts. To extract the data chunk
for training the approach, we have used a rolling window approach.

Figure5 depicts the correlation between DBI and accuracy of the clustering. We
notice asDBI tends to 0.4, andweobtain a very high accuracy for the clustering.GA is
extremely fast and canworkonvariable number of clusters. The adaptive thresholding
allows us to update CEP rules or queries and hence leads to a significant reduction in
the complexity of rules developed for event generation. This also supports that DBI
is a good indicator of cluster health, and reduction in cluster health will definitely
affect rule accuracy.

Table2 represents the thresholds of intensity and velocity attribute for different
times of the day and week (weekend/weekday). It is clearly noticed that there is
a significant difference between the thresholds obtained for the weekdays and that

Fig. 5 Best and average performance ofDBI as a fitness function inGAwith accuracy in congestion
predictions

Table 2 Computed thresholds for various times of the day and day of the week

Weekday Weekend

Features Time of day Thresholds (C1) Thresholds (C2)

Intensity Morning 4599 4687

Velocity Morning 72.578 77

Intensity Afternoon 4536 3465

Velocity Afternoon 59 70

Intensity Evening 4161 3607

Velocity Evening 59.88 72

Intensity Late evening 2854 2474

Velocity Late evening 65 83
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Fig. 6 Evaluation of proposed GA approach against other clustering approaches on the basis of
homogeneity score

obtained for weekends. Morning time shows the highest thresholds indicating lighter
traffic density on the road and significantly drops during peak hours of afternoon and
evening and returns back to normalcy after late evening. This also strengthens our
claim on the necessity to incorporate dynamic thresholds in CEP queries.

In this work, we analyze the cluster quality and the performance of the proposed
approach against amultitude of state-of-the-art approaches on the basis of homogene-
ity score.6 We evaluate the cluster quality and performance of GA clustering against
state-of-the-art approaches on the basis of homogeneity score. Figure6 depicts the
results of homogeneity score of all approaches. It is observed the homogeneity is
almost similar betweenfirefly andBIRCH, artificial bee colony clustering and chaotic
bat andminibatch k-means andmidpoint-based k-means clustering approach [8]. GA
performs much better than particle swarm optimization (PSO)-based approach by a
huge margin and better than midpoint-based k-means approach too. We have com-
pared our approach with the work [8], and it is noticed that our work performs better
with lesser false positives. This also signifies that cluster quality for GA is better
than baselines, and there is no overlapping in performance with other approaches.
For validating the effectiveness of clustering approach, the validation metrics require
labels (ground truth) which are fetched from TomTom API signifying congestion or
no congestion.

In the proposed work, GA also takes the help of an adaptive window. GA is
trained on data samples in train window and tested on recent data instances in the
test window. We monitor the statistical distributions of train and test windows using
a Wilcoxon test that oversees that the distributions do not change and on the basis of
DBI that checks that clusters thus formed for computation of thresholds are dense and
disjoint. Once the p-value of the statistical test drops below 0.05, the data instances
in train window are discarded, and the current test window becomes the new train

6 Similar outcomes were observed when the experiments were conducted using normalized mutual
information, adjusted Rand index and Fowlkes–Mallows index that are not depicted in this work.
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Table 3 Execution times of GA approach for threshold computation

RAM No. of cores Time

1GB 4 38.8364

800MB 3 42.3004

600MB 3 45.54102

400MB 2 55.90624

200MB 1 71.54083

window. The model is now retrained on the new data points in the new train window
and predicts on recent data points as they are ingested by the test window. In Madrid
traffic scenario, data points are sampled at a fiveminute interval, thus giving adequate
time for the retraining of the proposed approaches.

Table3 exhibits the execution of the proposed GA clustering approach on varying
cores and varying RAM capacities. The experiments were conducted on a Raspberry
Pi model B, and the process of GA is executed on the quad cores of the IoT board.
It is noticed that the time taken by GA is much less than the average time taken by
the Madrid API, i.e., five minutes. Both the forecasting approaches and clustering
approaches work under 5min, thus making the models ideal candidates for execution
on resource-constrained edge devices.

4 Conclusion

In this paper, we propose HeuristiX which is a fault-tolerant CEP framework for
inferring patterns on IoT data streams. We use HeuristiX with gradient boosting
trees to predict future congestion events and evolutionary approaches for creation
of adaptive thresholds in CEP queries. We identify that predicting future events and
adaptively changing the thresholds are limitations of current state-of-the-art CEP
engines and have addressed these issues with our proposed approach. We depicted
windowing approach for faster predictions and retraining of approach on encoun-
tering data drifts. We also exhibited the execution of HeuristiX on servers and its
extended functionality on IoT nodes.
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A Hybrid Clustering Approach for Faster
Propagation of Emergency Messages
in VANET

Puja Padiya, Amarsinh Vidhate, and Ramesh Vasappanavara

Abstract Road accidents can be considerably reduced by employing local warning
systems across wireless vehicular communications. Vehicular Ad-hoc Networks
(VANET) is one of the breakthroughs to enhance vehicle and road safety, traffic adept-
ness, and convenience to both drivers and passengers. Considering the high mobility
model, dynamic topology changing at a rapid speed requires a real-time message
propagation system that delivers a message in emergencies. The proposed approach
provides reliability in terms of guaranteed delivery of messages to hidden vehicles,
faster propagation of emergency messages during emergencies and reduce network
load, which will further help to reduce accidents and future impact of accidents.

Keywords Accident · Vehicle · Emergency · Hidden · Guaranteed · Messages

1 Introduction

Road deaths on the Indian highways are the main reasons of death. In India, one
person is killed every 4 min, according to media statistics, in a road accident. The
causes of traffic injuries include unsafe road travel, unattended drivers and faulty
bridge and building construction, inadequate regulation, and the lack of speedy
trauma. As outlined in Fig. 1, in 2018, 4,69,418 road accidents caused 1,51,417
deaths, and injury to 4,67,044 persons were recorded by the Indian Minister for
Road Transport in India [1].

Head-on collision, hit from the back, hit from the side are some of the collision
types mentioned in the report. World Health Organization (WHO) states that approx-
imately 1.3 million deaths worldwide are caused due to road accidents. Road death
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Fig. 1 Road accidents in
India—2018
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is expected to be the third-leading reason for death if precautionary measures are not
taken. By implementing local warning systems over vehicular communications [2],
road accidents can be considerably lowered. Example: Passing vehicles can notify
other vehicles that they expect to proceed the highway and vehicles arriving at inter-
sections can send caution messages to other vehicles crossing that intersection by
means of vehicular ad-hoc communication.

VANET is a platform that is developing. VANET is one of the special types
of ad hoc mobile networks established as required among moving vehicles. Like
MANET, VANET vehicles can organize themselves, provide multi-hop communica-
tions, and operate without a fixed infrastructure. Contrary to MANET, vehicles have
different requirements, have higher velocities (0–40 m/s), and require low latency
rates. Vehicles do not have battery and storage constraints. Vehicular applications
[3] as classified are (1) active road safety, (2) traffic efficiency and management,
(3) infotainment applications. Vehicular network system components comprise the
on-board unit (OBU), road side unit (RSU), and application unit (AU) for commu-
nication. The standardization used in VANET is DSRC, IEEE 802.11p, and WAVE
protocol stack [4]. Propagation of message in VANET considers position, speed,
direction, the association of vehicles.

The focus of the paper [5] relates to the quality of Service of VANET in event of
failure in communication primarily with roadside unit (RSU).

For safety and traffic efficiency, message propagation is critical. It will also
promulgate alerts, to avoid more confusion, with a minimum duration, if the vehicle
senses a collision, lane shifts, etc. Vehicle communication involves sending infor-
mation from one automobile to another for information about the incident. The deci-
sion on the way messages are communicated between vehicles according to specific
criteria or techniques is called communication methods. Path work has measured
ways of selecting vehicles (vehicles) along a multi-hop path [6].

Specific routing protocols [7] for the delivery of messages in VANET are catego-
rized according to topology, initiator location, geocast, cluster-based, broadcast, and
platoons. Delays must be as minimum as possible because communications are to be
transmitted quicker. We agree that delays are virtually equal for topology, position-
based, and geocast-basedmessage propagation strategies and rely only on the number
of intermediate vehicles from source to destination. These protocols often do not fix
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the hidden vehicles or a colliding inability to relay. The proposal addresses the prob-
lems mentioned and ensures that the message dissemination is reliable in terms of
guaranteed message transmission to hidden vehicles and reduce network load.

The rest of the paper is structured as follows: a brief of related work is in Sect. 2.
In Sect. 3, the proposed methodology is described in detail. Section 4 appraises the
performance of our protocol and Sect. 5 concludes.

2 Related Work

As in [3, 8], the DSRC has been established to facilitate connectivity among vehicle
to vehicle and vehicle-to-infrastructure. Within the 5 GHz frequency band, DSRC is
defined with a minimum 75 MHz bandwidth (between 5.850 GHz and 5.925 GHz)
[9–11]. The band consists of seven channels each of 10 MHz. The networks are split
into six service channels and one control channel. CCH is the control channel that is
utilized for the dissemination of network administration messages (resource alloca-
tion, topology administration) and high urgency/priority messages (crucial messages
concerning to road safety). The other six channels, SCHs, are reserved for data trans-
mission of different services. IEEE 802.11p is a VANETs IEEE Framework Standard
[3, 4]. Enhanced Distributed Channel Access (EDCA) is used for enhancing service
efficiency. Every single synchronization interval is subdivided into 50 ms CCHI and
SCHI intervals of 50 ms as seen in repeated synchronization intervals of 100 ms.
The CCHI is used to send/receive safety messages of high importance or to declare a
service to be delivered on a certain communication channel. The space for the Inter
Frame (IFS) is an idle medium after transmission and pre-requisite for 802.11 proto-
cols [12]. An IFS aims to provide both an interference-preventable buffer, control,
and frame transmission prioritization. Different forms of IFS exist (Fig. 2): SIFS,
DIFS, PIFS, and AIFS.

Fig. 2 InterFrame space comparison [4]
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Inter-Frame Space (SIFS) Short space is utilized for RTS/CTS and high-priority
transmission based on positive ack. The transmission will begin immediately after
each SIFS. PCF Inter-Frame Space (PIFS) is used for transmitting containment-free
data using the PointCoordination Function (PCF).During this time, all conflict-based
operations will be stopped. Inter-Frame Space (DIFS) from DCF is the Distributed
Containment Function (DCF) based on which the services/applications dependent
on the contention are used. Network devices will automatically access the media if
they are free to run longer than the DIFS value. The AIFS is used to transmit all data
frames, management frames, and control frames, e.g. PS-Poll, RTS, CTS.

2.1 Cluster-Based Protocol

VANET clustering means grouping vehicles in groups based on certain guidelines,
requirements, or common features. Clustering hasmany benefits, such asmaximizing
the use of bands, efficient distribution of resources; reducing overhead communica-
tion, fast data packet transmission, and low latency [13]. To boost the reliability of
transmitters of safety messages, Yang and Tang [14] present VANET Cooperative
Clustering-based MAC (CCB-MAC) for VANET. The average CCB-MAC packet
delay is higher because of the extra time taken for ineffective vehicles to be forwarded
by helpers. Cooperation increases the package arrival rate at the point where the
package delay has risen. In the emergency broadcasting of a cluster-based alert by
Ramakrishnan et al. [15], the source vehicle for the identification of dangerous inci-
dents, the broadcasts request to transmit the RTB packet by the collision prevention
factor. In a highway algorithm based on stability clusters on highway scenarios, [16]
implemented Clustering Enhancement for VANET. This algorithm eliminates prob-
lems with disconnection. For the option of a cluster Head in VANET, Bhosale and
Vidhate [17] suggested an agglomerative approach to improving VANET quality
of service parameters. In applying the principle of graph theory and the K-median
algorithm, Khan and Fan [18] proposed a Triple Cluster dependent Routing Protocol,
new cluster creation, and requirements for head selection. To pick unified and stable
VH, the Floyd-Warshall algorithm is used. DHCV, a D-hop clustering algorithm
by Azizian et al. [19], organizes vehicles into uncomplicated clusters with flexible
dimensions based on their mobility. A propensity to re-elect the existing cluster
heads until the network structure changes is one of the features of this algorithm.
ACO technology is used for cluster head selection for Abbas and Fan [20], efficient,
low-latency routing-based clustering. The reliability requirements for the cluster head
are considered using heuristic techniques. This plan aims to find the best possible
way forward and eliminates end-to-end latency at high energy consumption costs.
Some authors have suggested AIFS medium duration in cluster-based routing and
others have proposed DIFS medium duration for transmission and channel access.
The study of the output of a VANET-cluster, an analytical model to appraise the
execution of a clustered VANET is suggested by Pal et al. [21].
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2.2 Broadcast-Based Protocol

Routing protocols based on broadcasting adopt a basic streaming approach where
vehicles retransmit the message to other vehicles. Maia et al.’s [22] Hybrid Data
Diffusion Protocol is a protocol for the dissemination of data in highway scenarios
that incorporate both the sender and the recipient approaches for addressing the
question of the broadcast storm under various traffic scenarios and storage transport
technology for disconnected networks.

QASA’s methodology, which is mainly a vehicle selection transmission algo-
rithm for message dissemination in opportunistic vehicular networks, was suggested
in QoS-aware Node Selection Algorithm, by Mostafa et al. [12]. QASA permits
vehicles on one side to select a vehicle on the other side of the highway that
enhances QoS, a Novel Protocol Paradigm for improving vehicle network relia-
bility ad hoc metrics. The downside to creating a new link is the overhead impact
of the beaconing of messages and back-off algorithms. Wang et al.’s [23] Content-
Centric Routing Protocol is a new Named Data Network (NDN) routing protocol for
VANET. Incremental transmission and adaptive transmitting approaches according
to vehicle density are used by the content-centric routing protocol and are requestor
initiated. Not acceptable when sending safety messages. In the sense of effective
polling broadcasting, Nguyen-Minh et al. [24] propose a polling scheme that will
identify missing vehicles and ask them to broadcast them again. Each other vehicle
node is a temporary transmitter and a lot of processing is needed inside the vehicle
node. This method delays the transmission of the message by the sender. Rai et al.
overcome this constraint [25]. Instead of the sender itself, the author proposed that
forwarders in the spectrum of polled vehicles transmit the message. A simultaneous
broadcast protocol based on transmission suggested Zhang et al. [26] using time sync
to forward packets to minimize latency.

3 Research Proposal

Regarding the need for an integrated vehicle-to-vehicle safety and traffic system, we
have beenworking on two entities to ensure effective road-safetymessage dissemina-
tion: message diffusion approach for loading and faster dissemination of network and
assured emergency alert transmission to hidden vehicles, to avoid further chaos. We
suggested that the transmission of messages based on a cluster and broadcast method
be merged. The cluster-based message propagation strategy can be used in normal
circumstances to lower the number of overlapping network messages. However, the
vehicle would be able to broadcast messages to other vehicles for faster transmission
during an emergency.

Vehicles follow a cluster-based strategy with the cluster head in charge of the
cluster during normal operation. Cluster creation would only allow the head of the
cluster to relay messages to all cluster members reducing network loads. But what
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would happen if the cluster head vehicle leaves the cluster unexpectedly? Whenever
the cluster head leaves the network, no controller monitors the cluster. This disrupts
the cluster and affects its performance because the steadiness of the entire cluster
depends completely on the cluster head vehicle. In the conventional method, when a
cluster head is not present, the cluster members start re-electing a new cluster head in
these unexpected circumstances, which adds a lot of messages to the exchange, thus
increasing network load and adding delay when the cluster head is being chosen.
This also contributes to information loss with the former head of the cluster.

Our proposed method allows the cluster to continue without disruptions by
constructive co-head appointment mechanisms that choose a vehicle as a co-head
as the entire cluster’s stability depends entirely on the cluster head vehicle. A prag-
matic co-head approach for selecting all vehicles is based on a ranking. The ranking
is calculated based on the location of a vehicle within the cluster, vehicle velocity,
and distance between its cluster head and the vehicle’s specific cluster position. One
of the three variables above is independent; the stability of the cluster is determined
by them. The calculation of a certain vehicle rank during the creation of the cluster
is determined based on the priority of the above variables. In this strategy first, we
need to calculate the average velocity V avg [22] as in Eq. 1, of all the vehicles which
can form a cluster.

Vavg =
∑

i∈CM Vi(current)

n
(1)

where,

Vi(current) = Current velocity of i vehicle

CM = vehicle as cluster member

n = Number of vehicles in the cluster

V avg = Average velocity.
Then each vehicle calculates the difference of its velocity from the average

velocity, Vi as in Eq. 2.

Vi = ∣
∣Vi(current) − Vavg

∣
∣ (2)

Average distance davg of each vehicle is calculated as in Eq. 3,

davg =
∑

i∈CM di(current)

n
(3)

where, davg = average distance of all cluster members w.r.t cluster head.
di(currenet) = distance of vehicle i from cluster head.
Then we calculate the distance variance di from average distance di as in Eq. 4.
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di = ∣
∣di(current) − davg

∣
∣ (4)

The smaller the value of V i, the nearer is the speed of the vehicle i to its cluster
head’s average speed. The bigger the di, the more forward or a backward vehicle is.
Finally, based on the above-calculated value, each vehicle decides its priority value,
p, as follows:

pi = di ∗ e−αViwhere 0 < α <= 1 (5)

The highest p-value vehicle has been granted top priority as rank 1 and is also
being named as co-head of the cluster as it is closer to the current head and will be
in a cluster for a longer period with a smaller velocity gap. The head of the cluster is
updating co-leader. The co-leader immediately takes up control of the cluster if the
cluster head travels outside the cluster and acts as a cluster manager. With the same
formula, the new cluster leader will be pro-actively named and co-head changed.
It brings down the number of messages needed to re-elect the head of cluster and
permits the cluster unchanged in a stable situation.

In the event of an emergency, the identified vehicle would relaymessages to others
for quicker dissemination. The source transmits the Broadcast Confirmation (BC)
after a safety message. The vehicles when receive both the safety message and the
BC ignore re-broadcast messages. The polling method is used by the vehicles that
receive the BC message but do not detect the safety message. The source vehicle re-
broadcast the message to the hidden vehicle in the conventional method as indicated
in Fig. 3a. The retransmission is performed by the forwarder vehicle in our approach
instead of the source vehicle, as shown in Fig. 3b, which improves the chances of
receiving a message by the requester. It also helps to disperse messages more easily
to other cars.

The communication among the source and the recipient vehicles is given with
the time slots. These time slots are split based on channel propagation delay. The
time slots are further split into minislots, for collision-free communication. A BC is
broadcasted at random mini slot within DIFS immediately after data transmission.

Fig. 3 a Re-broadcast by source vehicle. b Re-broadcast by forwarder vehicle
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A non-data receiver vehicle, after hearing a BC, sends a Poll message requesting
the source vehicle for retransmission of the previous data packet. It sends the poll
response after the last busy medium in a DIFS after a random number of T minislots
due to the BC transmission R. Other data recipients who correctly overhear a vote
will freeze their polling andwait for future data. After one SIFS length, these vehicles
can submit their polls for several attempts to request or collect their data packet if
there is no data packet. Any vehicle receiving BC will postpone one DIFS plus one
poll for the length of the BC Length. Forwarder after hears a poll message will wait
for SIFS, and immediately start re-broadcast of a message. Message re-broadcast by
forwarder helps faster propagation of message to the hidden vehicle as well as to the
other vehicles on the road that are not in the range of the source vehicle. It thereby
helps to reduce network load.

In the next section, the results of the proposed approach are evaluated.

4 Results and Analysis

Simulation experiments test the feasibility of the proposed procedure. A vehicle
network simulation called VEINS is used to conduct these simulation experiments
[22]. VEINS (Vehicles in the Network Simulation) is a network simulator construct
that is built on the OMNeT++ environment. The OMNeT++ kernel is used for the
event-based simulation of incidents, i.e. OMNeT++ does all the simulation manage-
ment and data processing. Veins also integrate instant SUMO and have a flexible
platform to simulate personalized applications driving cars. With 200 cars each has
a high degree of mobility pattern, a VANET scenario is developed. Random deploy-
ment was selected for this ad hoc vehicle network, taking into account versatility of
vehicles. Table 1 lists the simulation parameters for simulation.

During the cluster-based approach, in the absence of the cluster head, the co-head
automatically takes the charge reducing the messages to elect a new cluster head.
This reduces the network load by avoiding messages to re-elect a new cluster head.
Also, the stability of the cluster is maintained for a longer duration of time. The
stability of the cluster is increased by 33% as indicated in Fig. 4.

During an emergency such as an accident, the broadcast-based approach is initi-
ated by source vehicle and it immediately broadcasts the message that normally

Table 1 Simulation
parameters

Parameter Values

Network simulator OMNet++

Traffic simulator SUMO

Transmission range 500

MAC protocol 802.11p

Simulation time 700 s
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Fig. 4 The nomination of co-head increases the stability of the cluster

requires up to 150 microseconds. Then it sends BC and waits till a hidden vehicle
sends a poll. As indicated in Fig. 5, in the traditional approach, the source vehicle
waits for SIFS, which is equal to 32 microseconds and re-broadcasts the message.

Until this time, the forwarder vehicle is unable to broadcast the message and has
to wait for one more slot of SIFS after the re-broadcast is complete. This incurs an
additional delay of 182 microseconds for transmission by forwarder vehicle to other
vehicles.

Figure 6b imitates the proposed model, where the forwarder vehicle re-transmits
the safety message. This will help faster dissemination of emergency messages to
hidden vehicles, and to other vehicles that are out of range of source vehicle. The
messages are propagated faster in time in the proposed method and it also helps to
reduce network load by avoiding repeated re-transmission by source vehicle.

Fig. 5 Re-transmission by source vehicle
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Fig. 6 Re-transmission by forwarder vehicle

With the proposed method, the transmission of an emergency message to other
vehicles that are beyond the range of source vehicles is reduced by 28% as shown in
Fig. 7, thus accomplishing guaranteed delivery of messages to hidden vehicles, with
faster dissemination of emergency messages.

Fig. 7 Re-transmission for broadcast-based approach
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5 Conclusion

A proposed hybrid approach contributes to reliable message propagation in terms of
guaranteed delivery of messages to hidden vehicles, faster dissemination of message
in emergencies, which reduces the time by 28%and improves cluster stability by 33%
by pro-actively nominating co-head of cluster thus reducing network load, which, in
turn, will help to reduce accidents and impact of accidents thus saving many lives.
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Abstract Recent advances in science and technology have improved the standard
of living of human beings and made the life comfortable. But the life of people with
visual, speech, and hearing impairments is still uncomfortable in terms of communi-
cation. They do not have a proper/simplemessaging device that suits their standard of
living. The devices that are currently available for them to use have certain limitations
in aspects like the cost, simplicity, and limited to vicinal communication. According
to reports from World Health Organization, there are about 300 million people who
are deaf, 1million who are dumb and 285 million who are blind. This paper describes
the device prototype that was designed through which people with visual, speech,
and hearing impairments can send messages easily based on their hand gestures. An
appropriate machine learning model is used for this task of decoding the meaning
of hand gesture that the deaf or dumb person is using. The model was trained on the
prepared dataset which consists of the hand gesture images and the corresponding
labels. The message decoded by this machine learning model from the hand ges-
tures is sent as mail to the designated person using Amazon web services (AWS),
simple email service (SES). This device is mostly suitable for deaf and dumb people
compared to blind people in terms of ease to use it.
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1 Introduction

From the time humans evolved on this planet circa (6–2 million years ago), there has
been a constant desire to express emotions and ideas among them. Human commu-
nication manifests in many forms. Speech, body language, facial expressions, hand
gestures, andwriting are someof the examples to quote. This formof communication,
i.e., through speech, has marginalized the unfortunate ones who have lost the ability
to speak or listen. Sign language based on hand gestures is the means by which the
deaf and dumb people communicate with the people in front of them. But when these
people want to communicate with a person who is far away from them, the mode of
communication through hand gestures is also not possible. This paper presents an
intelligent device that can understand the hand gestures and transfers the correspond-
ing messages to the respected person who is far away. With the growing presence of
science and technology in our lives, there lies a huge responsibility to empower these
deprived people with the power of speech. A prefixed camera on the device records
the input hand gesture and gives output to the person on the other end as a written
message on the screen. Instead of using each alphabet to each hand gesture and build-
ing the sentences, the prototype has been with an emergency message for each hand
gesture to decrease the time for building the sentence using every alphabet. The type
of message to be assigned for a specific hand gesture can be designed according to
the person’s wish, and many number of messages can be assigned depending on the
memorizing capacity of the person. The use of machine learning along with Internet
of things (IoT) enables us to build this device on a Raspberry Pi module.

Machine learning [1] is a part of artificial intelligence (AI) that aims at under-
standing the structure of data and fits that data into models that can be utilized by
the people. It comes in different forms, based on the algorithm and its objectives.
Machine learning algorithms can be divided into three main categories based on the
type of problems; it can solve as supervised learning, unsupervised learning, and
reinforcement learning. Supervised learning is a learning in which the machine is
trained using data which is well-labeled. This is mainly divided into two categories
based on the tasks it can solve. They are regression and classification tasks. In unsu-
pervised learning, the machine is trained using information that is not classified or
labeled and allows the algorithm to learn from that information without guidance. In
reinforcement learning, the algorithm is presented with examples that lack labels, as
in unsupervised learning. Classification mode of supervised learning is used to solve
this task. A pre-trained Visual Geometry Group16 (VGG16) deep neural network is
used and is fine-tuned for few of its last layers to make it work for this task.

On the other hand, IoT refers to a system of physical devices that can transfer and
receive the data over wireless networks without human intervention. This is made
possible by integrating simple computing devices like esp32 and Raspberry Pi with
sensors like DHT11 and passive infrared (PIR) motion sensor. AWS is one of the
cloud-based platform for performing IoT applications. AWS SES service is used
for this project. Proposed system (Sect. 4) describes in detailed explanation of the
functioning of the device.
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2 Literature Review

In recent years, there have been several systems proposed for the communication
of the people with visual, speech, and hearing impairments, through hand gestures
which can be basically divided into two categories. The first is based on the use
of hand data gloves [2–8], and the second is based on capturing the hand gesture
image through a camera and then processing the image [9–12]. Chandana et al. [10]
proposed a system that can detect the hand gestures from a laptop webcam and
preprocess the image captured to get the corresponding hand gestures ID. Red and
green tapes are wrapped around the fingers for hand gesture recognition. This ID is
sent to microcontroller and is displayed on the ALCD and speaker outputs voice of
the corresponding command. Abhishek et al. [9] present a sign to speech converter
for dumb people. A webcam is placed in front of the differently abled person, and
it will capture the hand gesture of that person and performs the image processing
operations using principal component analysis algorithm (PCA) algorithm. The hand
gesture coordinates are mapped with the picture from the database. Sunita et al. [2]
used a data glove to capture hand gestures of a user. For this purpose, flex sensors
are embedded on the data glove along the length of each finger. These flex sensors
give the output data based on the change in resistance which in turn depends on the
angle of bend. This resulting output signal is converted into digital signal using a
microcontroller like ARM7TDMI and is then fed to gesture recognition section and
the corresponding text information is identified. This text is converted into speech
through a speaker.

The systems existing currently are used just for vicinal communication for blind
or deaf/dumb people. As described early, for the purpose of recognition of hand
gestures, mostly data gloves are used currently in market [2]. But it is not cost-
effective. The approach followed by [10] for hand gesture recognition needs tapes
to be wrapped around fingers every time message need to be sent. This is one of the
limitations. Although if these limitations are neglected, these systems are only used
for vicinal communication (when both subject and receiving person are nearby).
They are not used for long-distance communication, in the case when receiver is
far away from the sender. For example, if a differently abled person wants to send
a message to his caretaker who went to the market, it is not possible by using the
above-mentioned existing systems. Recently, there are some applications introduced
in the smart phone for these differently abled people to send messages. But since
only 10

Soexisting systemshave limitations like cost-ineffective, requires literacy, requires
colors tapes wrapped around fingers for effective recognition of hand gestures, used
only for vicinal communication. So in order to overcome the above limitations and
make the life of these differently abled people comfortable in terms of communica-
tion, a device prototype was designed which is able to identify hand gestures with
much better accuracy without using tapes and gloves and can be used for long-
distance communication.
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3 Methods and Materials

3.1 Dataset Preparation

Since the device uses 25 megapixel webcam for recognizing the hand gestures, to
improve the recognition accuracy the model should also be trained with the similar
kind of images instead of using other hand gesture datasets available online. So the
dataset prepared for both training and testing is by using the same webcam. The
dataset used for training the VGG16 consists of five different folders each for one
class, containing 1000 images of each hand gesture. The number of classes can be
increased to many more depending on the requirement of the user. The hand gestures
used and their corresponding labels are listed in Fig. 1. The dataset is split into 800
train and 200 test images from each class. The type of hand gesture or the type of
label can be changed before designing the product depending on the users interest,
to which they are comfortable. These images are captured from the webcam of the
laptop using opencv python.

Fig. 1 Hand gesture and its
corresponding label
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3.2 Raspberry Pi and Associated Hardwares

A Raspberry Pi3 with OS installed in it and connected to the Wi-Fi or Ethernet is
required for preparing this device. Raspberry Pi is a microcontroller that can be used
as a single-board computer which is made by the Raspberry Pi foundation, in order
to educate people toward the computing world. The Raspberry Pi is a very cheap
microcontroller that has Linux and allows one to control electronic components for
physical computing and to explore the Internet of things (IoT) using the general-
purpose input/output (GPIO) pins. A Quantum webcam, 25 megapixel is connected
to the Raspberry Pi in order to capture hand gesture images. A breadboard is used in
order to provide the user with a switch-type push button.

4 Proposed System

4.1 Architecture

Figure2 shows the basic architecture of the proposed device. This design can be
divided into three parts. First is to capture the hand gesture image from a webcam
connected to Raspberry Pi. Second is to decode the message hidden in the image
captured using machine learning model. Finally sending the message decoded to the
respective person using Amazon web services.

Fig. 2 Basic architecture of the proposed device
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Fig. 3 Hardware setup

4.2 Hardware System

For capturing the hand gesture images Raspberry Pi microcontroller is used, to which
anUSBwebcam is connected.Apush button is connected to it using connectingwires
via breadboard as shown in Fig. 3. The python scripts for capturing the image when
push button is pressed, hand gesture recognition using machine learning model,
sending messages via AWS, are dumped into Raspberry Pi. So when it is powered
ON and the push button is pressed the image in front of the webcam is captured and
fed to the machine learning model and then its output is sent to respective person
via AWS SES. One precaution to be followed while using this device is to make
sure that the users hand is at a specified distance from the webcam in order for the
hand to be in the field view of the webcam. This distance depends on the zoom rate
and the type of webcam being used. For this paper, the distance is in the range of
1–4m. This distance should be generally provided by the designer while making the
product. For deaf and dumb people, it is easy to use this device since they can see at
what distance approximately they put their hand in front of webcam. But for blind
people, this setup should be fixed on a table and the position of the chair on which
the user sit and put their hand should also be fixed. The Raspberry Pi is connected
to either WiFi or ethernet based on the availability. The webcam used is Quantum,
and its resolution is 25 megapixel.

4.3 Software System

Machine Learning Model One of the rapidly growing field in machine learning
is deep learning which is widely used in many computer vision, natural language
processing applications. Deep learning excels in solving problems related to image
classification. Image classification involves classifying a specific image to a most
likely related class based on visual content. Transfer learning can be used for solving
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the image classification problem by making use of deep learning. The identification
of hand gestures is also an image classification problem which can be solved using
transfer learning. Using transfer learning, you start the training process from the
previously learnt patterns obtained when solving similar kind of problem, instead of
starting the learning process from beginning. In this way, previous learning can be
used rather than starting from scratch. In this paper, pre-trained VGG16 deep neural
network is used for which fine-tuning the last four layers is done and a few additional
dense layers are added to make it useful for this application. The architecture of the
VGG16 network is shown in Fig. 4. The image captured with the webcam is resized
to 224× 224 and fed to the VGG16 deep neural network.

VGG16 is a convolutional neural network (CNN) model proposed in the paper
“Very Deep Convolutional Networks for Large-Scale Image Recognition” by K.
Simonyan andA. Zisserman from theUniversity of Oxford [13] . Themodel achieves
92.7% top-5 test accuracy on a dataset of about 14 million images belonging to 1000
classes. VGG16 was trained for several weeks using NVIDIA Titan Black GPU’s.

A RGB image of fixed size 224× 224 is given as input to cov1 layer. The image
is passed through a stack of convolutional and max-pooling layers, where 3× 3
convolutional filters were used. In one of the configurations, 1× 1 convolution filters
are used, which can be seen as a linear transformation of the input channels (followed
by nonlinearity). The spatial padding of convolutional layer input is done in such a
way that the spatial resolution is preserved after convolution. The convolution stride
is fixed to 1 pixel. Spatial pooling is done by five max-pooling layers, which follow
some of the convolutional layers. A 2× 2 pixel window is used for performing max-
pooling, with stride 2. Convolutional layers are followed by three fully connected
(FC) layers of which the first two contain 4096 channels each, and the third contains
1000 channels (one for each class) which is removed and a five-channeled layer is
added for this paper while doing fine-tuning. The final layer is the softmax layer.
Rectification nonlinearity (ReLU) activation is used for all hidden layers.

The first layers of the network understand the low-level features of the image
and its level of understanding high-level features goes on increasing as we go on
to the last layers. Since in this hand gesture classification problem, also there is a
necessity for identifying the similar low-level features, pre-trained weights of the
VGG16 are used as it is without any training as it has already mastered in identifying
the low-level features. Since the high-level features and the number of image classes
are different for this hand gesture classification, fine-tuning is done on the network.
Training is done for the last four layers of the VGG16, and the last softmax layer is
replaced with a new one having five neurons.

AWS SES Amazon’s Simple Email Service (SES) is a email sending service which
is a cost-effective and reliable service for businesses of all sizes that use email in
order to keep in contact with their customers. This is used for this paper in order
to send the decoded message via mail to the desired person or caretaker. AWS is
providing one year free subscription, and after that, charges will be applied based
on the usage of the account. Since sending mails do not need much computation or
memory, it is cost-effective.
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Fig. 4 Architecture of
VGG16 network
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5 Experimental Results

This section presents the results of the experiments performed on the introduced
dataset using different machine learning models. The resolution of the webcam is 25
megapixel, and the dataset contains images with different background complexity,
lighting changes, and viewpoint. The hand gestures here are static which means it
involves only one image to convey the information. The training of these models
and testing is done on Google’s colaboratory which provides a free GPU but on
conditions. Once the training is done, the weights of the trained model are dumped
into Raspberry Pi along with the model. The libraries required should be installed on
the Raspberry Pi, and a push button is interfaced via breadboard. The testing is done
for 5 times, each time splitting dataset randomly into 800 training samples and 200
testing samples, and the average of the five results is taken into consideration. Thefirst
model tried is a three-layered convolutional neural network which gave an accuracy
of 92.4%. Later pre-trained VGG16 and ResNet50 [14] models are used excluding
the top layer and by adding a five-layered softmax layer. ResNet-50 is a CNN that has
been trained on more than a one million images from the ImageNet database. This
network can classify objects such as pencil, keyboard, andmany animals. Pre-trained
VGG16 and Resnet50 resulted an accuracy of 86.3% and 85.9%, respectively. When
these two models are fine-tuned, it gave an accuracy of 99.1 and 97.4%. The model
used and the accuracy obtained are listed in Fig. 5. The VGG16 model resulted in
higher accuracy when it is fine-tuned and trained for 10 epochs with train batchsize
of 100, which gave an accuracy of 99.1% when tested with test dataset.

The accuracy of the VGG16 model when fine-tuned is compared with some of
the existing methods by testing all of them on the above-mentioned prepared dataset,
and the results are shown in Fig. 6. Nagashree et al. [12] proposed an approach
for hand gesture recognition which involves several image processing techniques
like canny’s edge detection, histogram of gradients (HoG), and classification using
support vector machine (SVM). This approach resulted in an accuracy of 91.8%.

Fig. 5 Accuracy achieved by different deep learning models
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Fig. 6 Comparison of proposed method with existing methods

Lai et al. [15] proposed a method that calculates the finger angles and fingertip
positions from convex defect character points of the hand contour to recognize the
hand gestures. It resulted in an accuracy of 85.4% on the proposed dataset.

Hence, it can be claimed that the proposed VGG16 framework outperforms sev-
eral existing alternative frameworks with an accuracy of 99.1% in hand gesture
recognition tasks.

Configuring the AWS SES to Raspberry Pi involves the following steps:

• Install awscli and boto3 libraries on Raspberry Pi.
• Sign in to aws management console and search for simple email service.
• Verify the email address by clicking on the link sent to the respected mail by aws
once email is entered in the “verify a new email address” box.

• Select an available region from the top right region panel.
• Go to security credentials and create access keys.
• Add these keys and the region name in the python script to set the connection to
the AWS SES server.

Once the above steps are done, Wi-Fi or Ethernet is connected to the Raspberry
Pi. The device is able to send the messages to the respected person according to
the hand gestures shown in front of the device with an accuracy of 99.1%. In this
way, the proposed device helps the visual, speech, and hearing-impaired people to
communicate easily with others who are far away from them by sending a mail using
hand gestures, in a user-friendly way.

6 Conclusion and Future Scope

Thus, a portable communication device has been designed for the deaf, dumb, and
blind using the machine learning and IoT via Raspberry Pi which is able to detect
hand gestures efficiently without using tapes or data gloves and can be used for
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long-distance communication. Future enhancement is to focus on developing amodel
using long short-termmemory (LSTM)s to recognize video hand gestures.Ourmodel
focuses on recognizing hand gestures based on an image, but to identify a series of
hand gesture actions recurrent neural networks and LSTMs can be used. This model
can be configured or controlled using a push button on Raspberry Pi like when the
button is pressed the pi cam records the video, and once the button is pressed again
the recording stops, and the video is pushed to the model where recognition of hand
gesture can happen and corresponding message is sent to the respected person.
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6G Communication: A Vision on the
Potential Applications

Sabuzima Nayak and Ripon Patgiri

Abstract 6G communication technology is a revolutionary technology that will rev-
olutionize many technologies and applications. It will be true artificial intelligence
(AI)-driven and will be operated at intelligent space. 6G communication technol-
ogy promises high quality of services (QoS) and high quality of experiences (QoE).
6G communication technology will prove as a game-changer communication tech-
nology in many fields and will be capable to influence many applications. 6G will
enable Internet of everything (IoE) which will also impact many technologies and
applications. With the combination of IoE and 6G communication technology, many
applications will explode in the coming future, particularly, UAV, holographic com-
munication, augmented/virtual reality, and so on. In this paper, we envision the
potential applications of 6G communication technology in the near future.

Keywords 6G communications · Networking · Wireless communication · Health
care · Vehicular technology · Virtual communications · Robotics
communications · Internet of things · Internet of everything · Industrial Internet of
things · Industrial Internet of everything

1 Introduction

6G mobile communication technology is one of the most prominent emerging
research areas and radical technology, which will change our perception on lifestyle,
society and business. With the advent of 5G communication technology, the
researcher is focusing on the next generation mobile communication technology.
Since we have already evidence that every decade there is a mobile generation,
so it is expected that 5G will serve from 2020 to 2030; 6G will serve from 2030
to 2040, and 7G will serve from 2040 to 2050. Currently, 5G is deployed in few
countries and it is able to impact the global economy. Hence, it is anticipated that
the next generation of 5G will be able to create more impact on the global economy.
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However, the requirements of 6G are extremely different from 5G [7]. Consequently,
the parameters of 6Gwill enable tremendous new applications and technologies [33].
For instance, 6G will be a prominent player in vehicular technology, health care, and
commercial enterprise. Also, 6G communication technologywill be able to influence
many researchers, practitioners, and industrialists. Hence, there are diverse research
articles already discussed on parameters of 6G [6, 14, 15, 21]. Bi [4] highlighted
ten trends of 6G communications. Kato et al. [20] exposed ten great challenges on
integrating AI with 6G. Letaief et al. [23] envisioned the truly AI-driven 6G com-
munication technology.

The promises of 6G communication technology create numerous issues and chal-
lenges [9, 46], albeit, worldwide deployment is expected from 2030. Moreover, rural
deployment of such technology is a grand challenge [41]. Currently, 5G communica-
tion technology focuses on campus solution, and thereby, the mobility and coverage
are the main issues. Therefore, 5G is unable to support many applications. Nonethe-
less, the 6G communication technology promises global coverage andmobility using
satellite communication. Presently, we are lacking ≥1Tbps data rates and extremely
reliable and low latency, and this triggers compromise in QoS. As per the require-
ments and promises of 6G communications, there are numerous research possibilities
and opportunities which will endure many new applications to be conceived. Thus,
6G will bloom the global economy, society, and lives.

In the 6G communication era, many existing technologies will be redefined and
restructured. Reshaping existing technology will shift our lifestyle, society and busi-
ness. Prominently, Internet of things (IoT) will be redefined as Internet of everything
(IoE) which will be the dawn of many novel technologies. IoE will be a key player in
the 6G communication era, and it will enable intelligent city, intelligent health care
(intelligent wearable devices and intelligent Internet of medical things), intelligent
industrial Internet of everything (IIIoE), intelligent power grid, and intelligent robots.
We also foresee that the 6G communication technology will multiply in spawning
many new applications. Therefore, in this article, we envision the impact of 6G com-
munication technology in various fields. Thus, Sect. 2 briefs on 6G technology to
highlight the key features. Besides, Sect. 3 explores the enabling technology of 6G
communications. Sections4, 5, 6, 7, and 8 expose the impact of 6G communica-
tions technology on vehicular technology, robotics, virtual reality, health care, and
city, respectively. Likewise, Sect. 9 exposes on how 6G communication technology
will be able to enable an industrial revolution. Furthermore, Sects. 10 and 11 expose
that the nano-things and datacenters depend on the 6G communication technology.
Finally, Sect. 12 draws a suitable conclusion.

2 6G Technology

6G communication is all about sixth sense communication [19]. Therefore, many
countries have already begun project on 6G, particularly, Finland, USA, SouthKorea,
China [9], and Japan [11]. Its prerequisites are very challenging, and numerous



6G Communication: A Vision on the Potential Applications 205

requirements are discussed in many articles [10, 21, 22, 27, 42]. Particularly, 6G
will operate at terahertz (THz) frequency to gain 1Tbps data rate [12, 20, 30, 38].
However, 1Tbps data rate is not enough for holographic communications. It demands
more data rate to provide support to full holographic communication. Thewavelength
frequency is expected to be 100–300µm. Researchers are exploring to increase the
efficiency of THz signal by spectrum reusing and sharing. Some techniques already
exist for spectrum reuse such as cognitive radio (CR). It helps many wireless systems
to access the same spectrum through a spectrum sensing and interference manage-
ment mechanisms [6]. In case of spectrum sharing, temporally underutilized or unli-
censed spectrum is utilized to maintain availability and reliability. Symbiotic radio
(SR) is a new technique to support intelligent and heterogeneous wireless networks.
It will aid in efficient spectrum sharing. Even so, deploying these techniques in the
6G wireless network are still big challenges. Also, 6G is expected to deliver truly
AI-driven communication technology [20, 25, 27, 29]. In addition, 6G promises to
provide high security, secrecy, and privacy [9]. Likewise, it will be three-dimensional
communication technology, particularly, time, space, and frequency.

2.1 Transition from Smart to Intelligent

Due to 6G, all smart devices will be converted to intelligent devices, and these
intelligent devices will be truly AI-driven devices [28]. Thus, the intelligent device
(may be tiny device such as smart watch and nano-chip) will be able to predict, make
a decision, and share their experience with other intelligent devices. So, there is a
paradigm shift from smart to intelligent era using 6G communication technology
and AI.

2.2 Quality of Services

6G technology promises to provide high quality of services (QoS) and the param-
eters include high data rate of at least 1 Tbps, extremely reliable, further-enhanced
mobile broadband (FeMBB), low latency communication (ERLLC), long-distance
and high-mobility communications (LDHMC), ultra-massive machine-type com-
munications (umMTC), and extremely low-power communications (ELPC) [44].
Moreover, QoS includes massive broad bandwidth machine type (mBBMT), mobile
broad bandwidth and low latency (MBBLL), and massive low latency machine type
(mLLMT) [15]. These parameters will serve diverse applications to revolutionize.
In addition, high QoS will enable many new applications, for instance, telesurgery.
Also, 6G technology promises high QoE along with high QoS which defines user-
centric communications. It will be achieved by holographic communications, aug-
mented/virtual reality, five sense communications, and tactile Internet. Moreover,
QoE will bring revolution in intelligent devices, intelligent cars, intelligent drones,
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intelligent ambulances, and many more [27]. Achieving high QoE depends on the
implementation of all desired parameters by 6G technology. Similarly, quality of
life (QoL) is determined to enhance the lifestyle with QoS and QoE in health care.
Likewise, 6G technology will enable the high QoL. The key parameters of QoL are
intelligent ambulance services, remote healthmonitoring of patients, intelligent acci-
dent detection, hospital-to-home (H2H) service, telesurgery, and precision medicine.

3 6G Enabling Technology

3.1 Internet of Everything (IoE)

6G follows 6Cs, namely capture, communicate, cache, cognition, compute, and con-
trol [15]. Cognition helps in formulating feasible determinations based on input dig-
ital data. These are intelligent determinations that make the computing easy. Then,
computed data are transmitted to intelligent devices to control the action taken by
the devices [15], for example, raising an alarm. IoE will use the core service of
combined and enhanced eMBB and mMTC. Requirement of IoE from 6G is huge
capacity to connectmillions of intelligent devices and high data rates to support touch
experiences in those devices. Industrial IoT (IIoT) uses the core service of combined
and enhanced URLLC and mMTC. Huge capacity to connect the sensors, actuators,
and staff for communication and low latency to maintain seamless communication
among them [15]. When 6G will be commercial, it will be the era of big data 2.0 that
requires a supercomputer to compute and analyze data [28].

3.2 Edge Intelligence

6G will rely on edge computing [34] to bring the cloud features closer to intelligent
devices. Edge technology will offer uninterrupted and high-speed Internet services
to the intelligent devices. It collects, computes, and analyzes the data in real time
in edge nodes. Edge node also filters data and transmits only important information
to the cloud for storage. Edge technology reduces communication and computation
cost. Some other advantages are low latency, reliability, adaptability, scalability, and
privacy. All the advantages of edge technology will greatly help 6G to meet its
prerequisites to provide high QoS. Edge intelligence is combining edge computing
andAI [45]. Edge analytics, implementAI algorithms for analysis in edge nodes [35].
With the help of AI, edge nodes are capable of embedding image, data, and video
edge analytics. Execution of AI algorithms requires high computational resources
and power consumption, which is limited in the edge nodes. One of the network
nodes in 6G will be edge nodes. Moreover, 6G will have real-time intelligent edge
that computes and analyze on live data [18].
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3.3 Artificial Intelligence

6G will provide global coverage, i.e., space–air–water. 6G will achieve this goal by
making different aspects of communication “intelligent,” and, intelligencemeans AI.
Truly AI-driven 6G helps the system in self-aware, self-compute, and self-decide on
a situation [13, 27]. At the physical layer of the network, AI will help channel state
estimation and prediction, automatic modulation classification, adaptive encoding
and decoding, and intelligent beamforming. Likewise, physical layer security [16]
is a key important feature of 6G communication technology. At the data link layer,
AI helps in resource allocation by implementing deep reinforcement learning [20].
Likewise, at the transport layer, route computing and intelligent traffic prediction
algorithms will be deployed [15]. 6G will explore dynamic spectrum access. More-
over, as discussed in the above section AI will also support edge technology. 6G will
depend on AI for reducing the heavy computation responsibility in edge devices to
provide next generation services.

4 Vehicular Technology

Many vehicles can be driverless and intelligent [39]. The intelligent vehicles will
optimize fuel consumption, route, and work efficiency based on real-time services
of 6G. Intelligent vehicles are more economical, because they can predict future and
optimize the problem economically. The future vehicle will be truly AI-driven and
high-speedwireless communications. The future vehicles will also be integratedwith
diverse sensors to enhance the intelligence.

4.1 Intelligent Cars

It is expected that 6Gwill be able to deliver self-driven vehicle, i.e., steering-less vehi-
cles. The vehicles will be truly AI-driven, learning from practical experiences [37].
The cars will monitor passenger health, for example, blood pressures, heartbeat rate,
body temperature, brain wave capturing, and emotion detection due to truly real-time
communication capability of 6G. Also, the intelligent cars will turn into an intelligent
ambulance in case the passenger need treatment during the ride. It is achieved by
consulting the remote doctors using mix-virtual reality/holograph through 6G com-
munication. Intelligent cars will avoid accidents by exchanging information with
nearby vehicles. Mobile UAVs will be able to provide wireless battery charging [43].
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4.2 Unmanned Aerial Vehicles

UAV will be used for many purposes [24], for instance, fronthaul and backhaul ser-
vices in rural area. The intelligent drones will be capable of communication in drone-
to-drone (D2D) and drone-to-infrastructures (D2I). Intelligent drones can share their
knowledge. It will also be engaged for faster delivery of online products. Moreover,
it will be utilized in critical operations where human cannot reach. Police will use
drones to catch criminals or spray the tear gas to control the mobs. Also, the surveil-
lance intelligent drone will continuously monitor the populated location. These types
of intelligent drones will detect fire, accidents, traffics, etc., in real time to inform
the police in real time.

Currently, CCTV is used for security and surveillance. However, CCTVs are not
efficacious in securing many things and identifying the threats. For instance, CCTV
is installed in a fixed pole or wall and they cannot chase any criminal. Therefore, the
drone will be added to fortify the security and surveillance systems. For example,
drone can be used to catch a criminal. The drone can stream the videos continuously
to the monitoring rooms. However, it requires high-speed data link to provide high-
definition videos in real time. Also, intelligent drone can alert possible threat to the
security force. The drone will play a prominent role not only in the city, but also in
border areas. It is very dangerous in line of control (LOC) to monitor the enemies
for 24 × 7. Thus, the drone can provide security and surveillance in extremely dan-
gerous border locations. To achieve these goals, intelligent drone requires the 6G
communication technology.

4.3 Intelligent Transportation

Achieving a complete intelligent driving is very difficult because its prerequisite is a
combination of many complex algorithms. Some example of the complex algorithms
is automatic driving, path planning, obstacle detection, vehiclemonitoring, and emer-
gency rescue operations. They produce a huge amount of real-time data which needs
to be computed quickly. However, they require high data rate, low latency, seamless
connectivity, etc., which can be provided by 6G communication technology.
Domestic Transportation
Intelligent domestic transportation will remain connected to the 6G Internet during
the whole journey. 6G with its high-speed Internet, low latency, and global coverage
will provide services smoothly without interruption. It will provide reliable and real-
time information to the passenger and reduce their waiting time. The real-time data
will also help the driver to remain updated about the traffic or any blockage in the
route. In case of heavy traffic, it will help in safe driving and blockage in the route
due to an accident or natural disaster will be known earlier. Based on the information,
the driver can reroute the path and reduce harmful gas emission. Another key point
is maintaining security. In case of small public transportation, e.g., cab or taxi, the
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passenger can detect the route taken by the driver. In case of any threat, the passenger
can inform the police without any direct call. Moreover, police can use the camera
present in public transportation to track a suspected vehicle. The intelligent vehicles
will continuously monitor its own components and parameters. Upon detection of
any damage or abnormality, then immediate action is taken.
International Transportation
6G will help in keeping track of vehicles crossing the border of a country for the
security personnel. It will help in reducing crimes such as human trafficking and
smuggling. Airplanes and shipswill also remain connected to 6G IoE; hence, Internet
services will be provided during this journey. The 6G will provide global coverage,
thus predicting any sudden changes in weather such as rain or thundering. This real-
time information will help to take necessary actions. With intelligent transportation,
the airplane and ships can be made fully automated. Moreover, global coverage will
help tracking the airplane and ships in case of any accident and immediatemedical and
rescue services can be provided. In addition, 6G will provide services in underwater.
Therefore, a ship or airplane can be tracked; in case, it has drowned and got displaced
due to strong water current.

5 Intelligent Robotic Communication

Robotic communication refers to communication between robots or between humans
and robots. Ad-hoc networks are always used for robotic communication because
robots are independent nodes. Robots depend on the AI for communication. Robots
will be greatly helpful in home services. Intelligent robot can learn to serve efficiently
as personal assistance such as for physically challenged and elder people. Robots
can be a great teacher as well as a learner, which will require mobile communication
connection to the Internet. Intelligent robots can share their experience with other
intelligent robots. Therefore, robot-to-robot (R2R) communications can improve
intelligent robots in service. Moreover, intelligent robots can be used in the industry
for economical, efficient, and faster manufacturing of products.

5.1 Aerospace Robotic Communication

Aerospace robotic communication requires an intelligence space. An intelligence
space is an intelligence environment to monitor and control activities in space and
establish a smooth communicate with ground station. Robots will handle the mainte-
nance of intelligence space [2] by observing the environment and computing the data
to take appropriate action in case of extreme situations. They will constantly transmit
data to ground station. To achieve such communication, 6G will provide a smooth
and high-speed communication. Moreover, in the intelligence space, the robots will
be distributed and require a reliable and dynamic communication network. Robots
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will also transmit images and videos. Transmitting such high-sized data compared
to files requires high speed and high data rate of 6G. Moreover, the features of 6G
such as high data rate, speed, high QoS will help to provide a 3D image of the space
for a better understanding of the space activities.

5.2 Underwater Robotic Communication

Robotics is also explored for underwater tasks such as search and rescue, imaging,
and security. The terrorists also use waterways for entering the country. So, constant
surveillance is essential. In such cases sometimes, robots will be more efficient.
However, the underwater robots have to constantly interact with the ground station.
6G will be very helpful for such communication because 6G is planning to provide
underwater communication services. A smooth and reliable communication channel
needs to be established for real-time analysis and action planning. 6G high speed
and low latency will help in obtaining images and video data. It will also help in
constantly locating the robot on the map and providing navigation instructions from
ground station.

6 Virtual Communication

The QoS provided by 6G communication technology will satisfy many requirements
of virtual communication because it requires uninterrupted high speed, low latency
to constantly maintain virtual presence, touch, experience, etc., which is provided
by 6G.

6.1 Holographic Communication

Holographic communication requires high data rates to provide good QoS and
streaming of high-definition videos. It requires very low latency for real-time voices
and spontaneous control responses [5, 14]. Holographic communication will be a
major breakthrough during 6G. 6Gwill be capable of satisfying all the requirements.
Holographic communication will use the core service of combined and enhanced
eMBB and URLLC. Due to high-speed and uninterrupted Internet services, com-
municating with a person through holographic communication will be similar to
face-to-face interaction. The person will be able to move around without anyone’s
intervention. Hence, physical presence at a formal meeting or interview will not be
compulsory.
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6.2 Augmented Reality and Virtual Reality

The requirements of augmented reality (AR) and virtual reality (VR) are similar
to holographic communication. The core services used are combined and enhanced
eMBB and URLLC. High data rates to provide good QoS and high-definition videos.
Very low latency is essential for real-time voices and immediate control responses
[15]. Peak data rate requirement of AR and VR is 1 Tbps and user experience of
>10Gbpswith>0.1ms latencywhich can be provided byMBBLL [15].ARprovides
visibility inside the object without separating the different components of the object.
For example, various components of a machine are visible without removing the
machine parts. Moreover, the physical depth of the visibility can be changed along
with the size of viewed area. VR helps in creating one’s own artificial environment.
It helps in adding details related to games, movies, or animation. Moreover, using
6G the holographic communication, AR and VR will be combined for new services.

6.3 Tactile/Haptic Internet

Tactile Internet requires ERLLC and high-speed communication to grab the tactile
in real time. Usually, the remote user sends the signal to another human or robot.
This technology is applicable where a physical presence is compulsory to perform
a task. Usually, this task requires precise work and robots cannot always be trained
to perform such tasks. For example, surgery or defusing the bomb. During telegery,
the doctor can use tactile technology to perform a surgery using a human or a robot.
As per the movement of the remote doctor, the robot will move. Such detailed work
required uninterrupted and high-speed Internet. Thus, 6G will provide great support
in achieving these goals.

7 Intelligent Health Care

QoL will be the greatest player in ensuring intelligent health care. It is expected
that 6G communication will revolutionize healthcare. Intelligent health care will
implement hospital-to-home (H2H) service which is implemented upon intelligent
vehicle. This mobile hospital will replace ambulance services in the near future. H2H
will also implement real-time accident detection and automatic emergency detection.
Diverse intelligent wearable device and sensors will help in the detection of accident
automatically in real time. Moreover, needle-free blood sample reader (BSR) sensor
will greatly help in the detection of diseases automatically [26]. BSR sensor will
read the blood sample and send it to the pathology laboratory. Therefore, intelligent
wearable devices (IWD) reduce the risk of medical staff in contacting with viruses.
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7.1 Intelligent Internet of Medical Things (IIoMT)

Intelligent Internet of medical things (IIoMT) will help in avoiding the time and
space barriers [26]. For instance, remote doctor can perform surgery using telesurgery
which requires high-speed communication.With new research, the healthcare devices
will become cheaper and affordable by all patients. 6G with its high capacity feature
will be able to connect these devices to IIoMT. The network nodes will be intel-
ligent to help the patient in case of any adversity, such as informing the hospital
automatically without human intervention.

8 Intelligent City

The key requirement of intelligent city is a real-time communication system. Intel-
ligent city manages the traffic, waste, home, grid, and environment intelligently in
real time which requires high QoS from wireless communication technology.

8.1 Intelligent Traffic

Intelligent cities will enhance the QoL along with the protection of environment.
The traffic signals will be connected to IoE. The intelligent traffic signal will analyze
the data to determine the average traffic opening duration for smooth movement of
vehicles. It will help in reducing emission of harmful gases by reducing the halt
of vehicles for long duration in traffic [8]. In case an ambulance is traveling for an
emergency, then it can send notification to intelligent traffic signals. Upon receiving
the notification, the intelligent traffic signal will track the ambulance using GPS. At
appropriate times, the traffic will open for uninterrupted ambulance movement. For
such applications, high-speed and low latency 6G Internetwill be essential. Similarly,
the police or army vehicles will be provided an uninterrupted movement. Moreover,
intelligent traffic signals can also be used to interrupt any suspected vehicle. In
addition, they will monitor the vehicles for any traffic rule violation. Whenever any
dispute happens among people, the intelligent traffic signal can immediately alert
the police. Moreover, camera present in traffic signals can monitor for any accident
that happens in an isolated and remote area. In such situations, the live data have to
be analyzed quickly for informing appropriate authority and 6G edge nodes will be
capable of performing those tasks.
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8.2 Intelligent Waste Management

Intelligent waste management is also a part of an intelligent city to reduce pollution
and health risk. The dustbins will have sensors to determine whether it is full or not.
In case it is full, the waste collection vehicle will be notified and will be collected
quickly. In some areas, the dustbins may get full quickly; hence, it requires waste
pickup twice or more in a day. Whereas, in some localities the dustbin may be
getting full after two days or more. Therefore, intelligent waste collection will help
in optimizing utilization of resources. All the dustbin sensors will be connected to
IoE. 6G global coverage will help to connect every corner of the city.

8.3 Intelligent Home

An intelligent home assistant will connect all intelligent home appliances such as
television, home security, washing machine, music system to IoE. Human presence
and some commands will activate the appliances. The people of the home can use
intelligent phones or some wearable to physically control the intelligent home appli-
ances. An intelligent light will switch off in the absence of any person in the room
or maintain the light intensity based on sunlight intensity. This is very useful for
small children and elderly people. The intelligent home will also have an intelligent
environment monitoring system. It will keep track of the environmental condition
of the home. For example, if the weather is hot, then the central air conditioner will
start to keep the house cool. This helps in keeping the people of the house healthy.
If a family member is ill, then that room’s environmental condition will be differ-
ent from the rest of the rooms. The data generated will be huge, and these need to
be processed by 6G edge nodes quickly. During an emergency, an intelligent home
assistant will detect the issue and inform the appropriate authority. For example, a
fire at a dangerous level the water sprinkler is automatically opened or informs the
fire station in case fire is not under control. However, 6G edge nodes have to compute
the data and inform the appropriate authority quickly even without the permission
of the owner.

8.4 Intelligent Power Grid

Intelligent power grid is important because 6G nodes will perform heavy computa-
tion to maintain continuous energy supply. The intelligent power grid is AI-based,
fully automated, remote control enabled with self-healing features. With the exhaus-
tion of natural resources, intelligent power grid will rely completely on renewable
energy resources. It will intelligently integrate the distributed and renewable energy
resources. 6G nodes will both depend and help in the power grid. The intelligent
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6G nodes placed at different locations can determine the power consumption dur-
ing different times of the year or season. These data will be used to determine the
power production requirement for an intelligent city. After sunset, the 6G nodes will
automatically ON the street light. Intelligent power grid will also store energy in
case of emergencies. 6G nodes will intelligently switch to reserve energy in case of
power cuts. Another concept is micro-grid. Using renewable energy resources, the
consumers will also produce electricity. Such consumers are called prosumers. Pro-
sumers will sell excess electricity to the grid. Such a small grid is called a micro-grid
[3]. Moreover, in case of a power cut the intelligent nodes will use micro-grid to
resume power supply. With 6G connectivity, the monitoring and maintenance of the
micro-grid will be easy. Real-time electricity reserve in the micro-grid is recorded
and saved. Any illegal sale of electricity, such as industries or illegal institutions
doing illegal activity, is monitored. The electricity billing will also be intelligent,
the intelligent home will send the electricity consumption details to the power grid
datacenters, and a bill will be automatically forwarded to the consumer.

9 Industrial Revolution

The Industry 4.0 was revolutionized as digitalization [32]. Industry 5.0 is about per-
sonalization and human-centric manufacturing. Industry 5.0 will be able to integrate
AI and 5G communication to increase productivity. Moreover, the industrial robots
will become more smart due to the advent of AI-driven communication technology.
umMTC takes place in the industry due to the huge number of sensors and robots.
The robots and sensors require extremely reliable and low latency communication
for precision and faster production. Therefore, it is expected that productivity will
increase in Industry 5.0. Moreover, intelligent robots can optimize their works effi-
ciently and economically. The industry focuses on all the processes from procuring
the rawmaterials to delivery of finished product to customers. Therefore, an industry
has to solve many complex problems to reduce overall profit. The communication
system has to support industrial IoT (IIoT). IIoT application focuses on power sys-
tem monitoring, demand-side energy management, integration of renewable energy
generators and coordination of distributed power storage [17]. Moreover, the sensors
and robots will produce huge volumes of data. These data will be processed in edge
nodes [40]. However, Industry 5.0 will not be capable of supporting industries com-
pletely due to the presence of many issues. But, it is expected that Industry 6.0 will
be truly AI-driven industry. 6G edge nodes will be able to handle heavy computation,
hence providing spontaneous responses. 6Gwith high density will be able to manage
a massive number of robots and sensors. Industry 6.0 will deliver industrial Internet
of everything (IIoE) [27]. Thus, Industry 6.0 will be the intelligentization of industry.
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10 Internet of Nano-Things

Nano-things have components of nano-size; hence, they are capable of performing
simple tasks. It has small memory, and thus, data storage capacity is low. A com-
munication network consisting of nano-things is called the Internet of nano-things
(IoNT) [1]. Nano-things communicate within short range. Therefore, within a small
range more nano-nodes need to be deployed. Communication of IoNT can be per-
formed by using molecular or THz communication. THz communication will be
secure, reliable, and faster compared to molecular communication [36]. For THz
communication, 6G will be an excellent choice. Therefore, 6G will support IoNT
and will make it possible for deployment. Nano-things are small and simple; hence,
speed will be more. In this regard, 6G will>1Tbps speed will perfectly complement
IoNT. 6G technology will have high density; hence, controlling the IoNT network
with a massive number of nano-things will be easy. Another important point is in
some situations the nano-things have to continuously generate valuable information,
but due to small memory these data need to be transmitted to the datacenter. There-
fore, with high-speed 6G communication network nano-things will transmit the data
smoothly.

11 Datacenter Connectivity

6G network nodes will have smaller power supplies and memory. The data gener-
ated by the 6G network nodes are high in both volume and quality. For example,
underwater rescue operations stream a real-time high-quality video. This high-sized
data are not possible to store in the 6G network nodes. Thus, the data are transmitted
to the datacenter for storage. Datacenter requires high data rate and extremely low
latency [31]. Due to the high speed of 6G, the data generation and data transmission
to the datacenter can be done simultaneously. Moreover, the data can be saved in
multiple locations in parallel. 6G also provides security during data transmission.

12 Conclusion

In this article, we have discussed all potential applications of 6G communication
technology, and we envision and identify the potential of 6G communication tech-
nology in many fields, for instance, transportation and city. It has the potential to
revolutionize many technologies and applications. We also explore the impact of 6G
communication technology in diverse applications. There are tremendous applica-
tions that will fully depend on 6G communication technology, particularly, vehicular,
health care, modern cities, and industries. Many new technologies and applications
are yet to be conceived due to the lack of an efficient and powerful communication
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technology. We will enter into an intelligent era from smart era, and this transi-
tion will change our perception on lifestyle, society, and business. Furthermore, 6G
communication technology will also impact the global economy. Therefore, we will
evidence that 6G communication technology will be a game-changer technology.
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Analysis and Comparison Between
Reversible DS GATE and Irreversible
NXOR Logic Circuit

Tanuja Pande and N. K. Shukla

Abstract In today’s scenario, the system is configured with electronic simulated
modules. To run this kind of system, a lot of functional digital electronic elements
are required. Especially this specific configuration of holding some data in them for
some period so that the system could perform some intelligent works. This field
is termed as digital signal processing, used in various phases like smart doors, or
mobile, and there are countless many folds in its merit list. Here, in the study, the
function is to manage the circuit to limit elements while maintaining the efficiency
on output calibrations. The main concern of this study is quantum computing in
addition to make it more efficient, and optimize the leftover residues. The system
here is confined to the functional ability and the concern reversibility in the logic
gates. Not all of them but only few are studied under reversibility condition. The
proposed system has been constructed to make the analysis clearer.

Keywords Reversible logic · Reversible gate · Power dissipation · Dynamic
power · Power leakage

1 Introduction

The structural foundation of digital electronics is the basic function of a flow of elec-
tronics in the semiconductors. These electrons when flow they collide this each other
this generates the energy. This energy changes its form to heat. This energy affects
the performance of the electronic elements [1]. Here, the function of it is negative,
resulting from the function of the device inefficient due to its heat dissipation. No
doubt the heat can be managed by a heat sink but it is increasing the losses in the
form of heat. This means some parts of the input are wasted in this. So, for this
purpose, the reversible computing was introduced. So, to these aspects, the laws to
create devices that do not have this problem in them are researched [2]. Some new
phenomena were brought to performance. These methods were working functionally
and the system is working on core level. This brings nearly lossless devices. This
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is working with quantum computational working. This brings reversibility in the
circuit. This ideology is so efficient that it reduced the operating time and tediously
reduced the size [3]. As now, the heat is not an issue to be concerned of.

So, if reversible is studied, question arises that what are reversible circuits. So,
the answer to this question is the function designed in a digital module is said to be
reversible if one output is linked to a particular one input point. This statement itself
explains how the heating problem is eliminated to its own aspects [4]. So now input
gate has equal quantity linked to output points in the system configuration.

After this, the designing comes to the picture. It is different. Not same as the irre-
versible logic which are conventionally used. In the structural manner [5]. Function is
different in configuration. Especially, in the binary signals, the system is unconfined
to shorter regions.

Due to the above explanation, the operation of irreversible circuits is different.
It does not need reversible network in it. On the other hand, the reversible circuits
are different they work with the help of a signal which is duplicate to the original of
the original signal [6]. In addition to duplicate signal, reversible networks also have
Boolean function to address, which is obviously a non-balanced one unlikely the
irreversible circuits. Where the highly efficient devices are needed, a constant signal
is passed through some of the inputs, but this is not compulsory in the devices placed
in less efficient requirements [7]. The fundamental unit of reversible circuits is also
a gate. So, discussing the gate, it is an input-output device with multiple inputs and
multiple outputs. There are many types of gate available, but mostly universal gate is
preferred in the reversible circuits. This gate has a connection condition that it should
have at least three inputs [8]. Most efficient of all is 3-3 (input-output) circuit.

Here, the functional study is done regarding the reversible M-M (input-output)
circuitry design with Boolean function applied [9]. The effectiveness of the designed
gate is calculated by the quantity of relations a circuit can handle in a particular
gate module. So, by this, it is important to understand that the termed meaning of
1-1 gate is that out of all only 2-2 will be trivial. This is much likely to be a partial
outcome but this is the only way these gates work. Due to these phenomena, the
effectiveness of the circuit is noted in the form of energy losses, which is a kind of
crucial consideration in the point of signal analysis [10]. But as the advancement in
the technology is discovered and the use of losslessmaterial in themodule in addition
to the special, cooling techniques, the heat problem is nearly out of the box now.With
this upgrade in last few years, reversible circuits came up with rising colors in field
of low power transfer with minimal power dissipation, which is a useful beam for the
sectional viewpoint of VLSI designing [11]. Still it has widened scope in may fold
of application like a under low power CMOS and Optical information processing,
quantum computation and nanotechnology. On the other hand, the old technique,
i.e. irreversible hardware circuitry, is losing its grip for the section [12, 13]. A study
done on the energy lost in the irreversible circuit working is nearly KT (ln2) joules.

Here K = 1.38065 × (10−23) m2 kg2 K−1 (joule/Kelvin-1), this K is termed a
Boltzmann’s constant and T is the temperature in kelvin.

A study also showed that energy will not loose from the module until it makes to
operation of reproducing inputs for some particular outputs [14]. These loops can be
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eliminated if the computation is aligned to get the information regarding the system
performance. In such case, the reversible circuitry enhances the movement of data in
either direction. So, this gives a plus point to the reversible points that the function
is campaigned for the point in last operation and also moves for advance commands
for inputs [15, 16].

2 Proposed Methodology

All the research is done to increase the outcome of the conventionally accepted
module [17]. One of such is the NOT gate. Technically it is 1-1 (input-output) gate
[18]. The basic structural phenomenon of the NOT gate is to reverse the input and
deliver the opposite function [19]. It just multiplies the input with the multiplier of
(−1). This takes some time to perform the operation and deliver the response [20].
NOTgate can be utilized in two forms, one is controller and other is uncontrolled. The
controlledNOTgate is also termed as the Feynmangate [21]. This is a technical name,
in most cases, it is accepted as the NOT gate. As discussed above, the reversibility
circuits have a perk, that they preserve the information. This help in regaining the
data from backwards computed a set of data as a record of the system. This is
very appreciated in the system and helped in the form of logical resigning of the
circuit so can also be termed as logical reversibility [22]. One such kind is the
physical reversibility; in this kind of the reversibility, power is not eliminated in
the form of heat. But sky is the limit, no module can be the ideal, they all have
some error/losses. So theoretically, it is possible but practically making a precise
reversible is not possible [23]. As the functions are observed by the module, the
system generates energy, which is dissipated in the form of heat. This energy is
needed by getting changed in heat, which results in reduction in efficiency. Mostly,
this occurs when input varies its value from positive to negative. Here, reversible
circuits deal this situation with some different manners in spite of making difference
in the voltage grade; it changes the absorbing input point for that particular part.
This step is the only point where it gets the energy to be transformed to heat and
also consume time. This type of circuitry changed the way of orientation in the
field of function bases. Reversible logic elements are needed to recover the state of
inputs from the outputs. Due to this point, the section changed the programming and
the working procedure of the existing modules, but in the better way and in right
direction [20]. The new system designed to make the work easy should be working
on the principle of this reversible structure. The following characteristics are needed
for this.

They are

• Fan-out is not permitted.
• Loops or feedback are not permitted.
• Garbage outputs must be minimum.
• Minimum delay.
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• Minimum quantum cost.

3 Need of Reversible Computing

The above discussion stated some merits of reversible computing technique, which
of them were, cheap, efficient, low power consumption and most importantly they
hold the information in it and also this is confined to the fractional viewpoint [20].
The unconventional platform can still hold on to irreversible circuits, but for the
development and profit point of view, only reversible networking is the option for us
to handle the justification to all the question of digital processing. This can maintain
the pace of work and speed. All the computational factors can only be triggered by
this section of signal modeling [18]. This is the option for resource utilization in an
optimum manner. This reduces the size as there is no need for heat sink anymore
[17]. This cut half of the size resulting saving in raw material.

4 Fault Tolerant Reversible Logic Gates

The reversible networking is capable to handle any fault. As it endurance to it is
quite large, it can perform if its partial part is affected due to malware. This shows its
superiority. Inspire of this feature this can handle a fault which occurs on single pin
and let the other pins function on there on this practice is termed as parity. This parity
is so efficient, that if the system allows it to run throughout the time, there will be
no requirement for any other kind of functionality for protection. Do its efficiency,
it is termed to operate in Nanotechnology in the robotic part. The parity can be
considered as the shield for the reversible circuits for future module. The networking
is considered as protected for the system along the gate for parity. So, in short, the
system will need to be preserving the system.

5 Proposed Reversible DS Gate

Various 3 * 3 opposite logics have been presented in journal by means of different
implementation and effective rate. The research work presented 3 * 3 opposite logic
known as DS opposite logic with its different implementation intended to series
production. Figure 1, that is new logic, depicts the 3 * 3 DS opposite logic. The truth
table is illustrated of opposite logic in Table 1. After investigating it be detected that
achieved outcome plan which has a different picture of I/P plan that is some I/P plan
differently produced by their subsequent O/P.

The presented opposite DS logic could be utilized in counterparts. It is a serial
apparatus, which is amalgamated with FF. Counterparts as its term denotes that it is a
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Fig. 1 Proposed reversible
DS logic

Table 1 TRUTH table of 3 * 3 proposed reversible DS gate

A B C P Q R

0 0 0 1 0 0

0 0 1 1 1 1

0 1 0 1 1 0

0 1 1 1 0 1

1 0 0 0 0 0

1 0 1 0 1 1

1 1 0 0 1 0

1 1 1 0 0 1

mechanism that calculates moreover in growing, decreasing and in some particulars
categorize planned through exclusive. At any time, some I/P chronometer rhythm
prompt oppose subsequently yield achieves be a dual numeral of particular including
series. At each growing, perimeter of chronometer rhythm O/P of counterparts be
the after that numeral in series. It has various implementations of counterparts for
example: in our routine livelihood viz. household apparatus that is utilized for time
estimation.With all the other above-elaborated implementations, this serial apparatus
might be utilized to achieve wave of dissimilar frequencies and prototype.

The EX-NOR logic utility is a digitized logic, which is opposite state of EX-OR
task. The fundamental diagrammatic representation of EX-NOR logic is given as
follows (Fig. 2):

Fundamentally, EX-NOR logic is an amalgamation of the EX-OR logic and NOT
logic except it has a truth table, which is identical to the standardized NOR logic in
which it has an outcome, which is generally unity and systematically becomes zero
at the time, when any of the input has gate form “1”.

Though, a yield “1” be merely achieved when dual of its inputs are over the
identical gate state, moreover dual “unity” or “zero”. For example: “double zero” or
“eleven”. The input is the combined form and illustrates the Boolean appearance as
follows:

Fig. 2 Basic representation
of EX-NOR gate
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Q = (A’ ⊕ B’) = A’.B’ + A.B

Subsequently the outcome of the digitizedEX-NOR logicmerely “elevated”when
dual inputs sides, A and B are at similar states which can be “unity” or “zero”. In
addition, a flush numeral of gate “unities” on their inputs depicts the “unity” over
the outcome, which is over the state “zero”. Consequently, this kind of logic depicts
and outcome will be “unity” at the time of the logic are identical to every former that
is the reason an EX-NOR logic is occasionally known as correspondence logic.

The sense sign in favor of an EX-NOR logic is merely an EX-OR logic by means
of a round over their outcome to depict the NOT purpose. Subsequently, the gate
EX-OR (A ⊕ B) logic is the opposite of the EX-OR logic we have observed earlier
(Fig. 3).

The EX-NOR logic, too printed as: “Ex-NOR” or “XNOR”, purpose is obtained
through combined standardized logic jointly towards shape extra composite logic
purpose and an example: of a 2-input EX-NOR logic is depicted as follows:

The Digital Logic “Ex-NOR” Gate

See Table 2.
Giving the Boolean expression of: Q = A’B’ + AB.
The reason purpose replicated through a 2-input Exclusive-NOR logic is depicted

as at the time, when dual A and B are identical, which illustrates an outcome at Q.
In normal, an EX-NOR logic would depict an outcome parameter of logic “unity”
merely at the time; it has an even numeral of unities on the inputs to the logic leaving
when all their inputs are “short”. Consequently, as EX-NOR purpose with respect to
greater than dual is known as “even purpose”. This elaboration could be prolonged
to be applicable to some numeral of person inputs as depicted follows for 3 * 3 input
EX-NOR logic (Table 3).

Fig. 3 Input EX-OR plus
NOT gate

Table 2 2-input EX-NOR gate truth table

2-input Ex-NOR Gate

Truth table

B A Q

0 0 1

0 1 0

1 0 0

1 1 1

Boolean Expression Q = A ⊕ B Read if A AND B the same gives Q
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Table 3 Truth table of 3 * 3 proposed 3-input EX-NOR gate

Symbol Truth table

C B A Q

0 0 0 1

0 0 1 0

0 1 0 0

0 1 1 1

1 0 0 0

1 0 1 1

1 1 0 1

Boolean Expression Q = A ⊕ B ⊕ C 1 1 1 0

Read as any EVEN number of inputs gives Q

Q = A’B’C’ + ABC’ + AB’C + A’BC

Here, it is depicted that former theEX-NORpurpose is a combined formof various
fundamental gates EX-ORand aNOT logic, and through utilizing the dual-input truth
table earlier, it can be elaborated the EX-NOR purpose as:

Q = A’ ⊕ B’ = (A.B) + (A’.B’).

This interprets that the logic could be realized by the specific logic by utilizing
the novel equation (Fig. 4).

Themain drawback ofmaking theEX-NOR logic is that it consists of three various
kinds of logic, i.e. AND,NOT and lastly OR logic in the very beginning construction.
It is easier to make the EX-NOR logic by NAND logic as depicted below (Fig. 5):

Ex-NOR gates are used mainly in electronic circuits that perform arithmetic oper-
ations and data checking such as Adders, subtractors or Parity Checkers, etc. As the
Ex-NOR gate gives an output of logic level “1” whenever its two inputs are equal, it
is accustomed to compare the magnitude of two binary digits or numbers and then
Ex-NOR gates are utilized in Digital Comparator circuits (Fig. 6).

Fig. 4 Ex-NOR gate
equivalent circuit
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Fig. 5 Ex-NOR function
realization using NAND
gates

Fig. 6 74266 Quad 2-input
Ex-NOR Gate

6 Comparison and Results

In favor of producing outcomes and have comparative analysis with former
approaches that are opposite for that “Fredkin” logic be utilized. The following table
illustrates the pursuance of the presented gate, i.e. DS gate as compared to former
approached by application of MATLAB/SIMULINK replica, which is represented
in Fig. 7. In opposite gate that is taken above in that opposite logic is utilized to
achieve the expected task of counteract, due to its capability to utilize low energy.
For any case, DS gate utilizes low control. The advanced gate that is presented
takes only advance cost 2 whereas Fredkin logic takes 5. The presented logic can

Fig. 7 Novel reversible gate model
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Fig. 8 Power consumption curve of both power

be formed by assuming one NOT and one CNOT logic whereas, Fredkin logic is
formed assuming 2CNOT and 1 Toffoli gateway. It is clear from the following truth
table and graphical representation that DS reversible gate consumes less power than
EX-NOR irreversible gate. DS gate can efficiently solve complex operations, so this
gate is far better than irreversible gate in all aspects (Figs. 8, 9, 10, 11, Table 4).

7 Conclusion and Future Scope

The main thought proposed in this research is to present 3 * 3 reversible DS gate.
The presented DS gate is used to optimize the construction of counters. It is abso-
lutely clear by the analysis that the proposed DS gate logic is far improved than the
preexisting logic of counter with respect to power utilization and junk yield. The
effective reversible sense is crucial and has applicable in different areas for example:
less wattage CMOS, classical computing, microtechnology and visual computing.
The utilized logic gate could also be utilized to construct huge opposite scheme. The
research work also gives the comparative analysis among reversible and irreversible
gates in which the reversible gate that is DS gate gives better energy performance
and proved to be efficient.

It also consumes less energy. In irreversible gate, we have not used EX-NOR
gate, which does not give those much efficient outcomes as DS gate logic. The
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Fig. 9 Power leakage of both gates

Fig. 10 Dynamic power of both gate
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Fig. 11 Comparison graph to show the distinction between two gates

Table 4 Truth table of 3 * 3
proposed reversible DS gate

Parameters Reversible
(DS GATE)

Irreversible
(N-XOR GATE)

Energy consumption (n Watt) 0.01016 0.6878

Leakage power (n Watt) 0.00186 0.01056

Dynamic power (n Watt) 0.00956 0.00025

Quantum cost 2 6

reversible gate is able to handle complicated circuitry. Lastly, despite the fact that the
comparative analysis has been performed between former approach and novel tech-
nique which is applied in constructing the complicated scheme which is utilized in
microtechnology. Additionally, paper goals are to achieve the specialized character-
istics and to study the system if it is cost-effective. The beginner scientists would have
gone through the roots of digital circuits and utilized them for optimizing purposes
and for that it has used different approaches.
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Deep Neural Models for Early Diagnosis
of Knee Osteoarthritis and Severity
Grade Prediction

Tilak N. Shenoy, Mathew Medayil, and Kamath S. Sowmya

Abstract Osteoarthritis (OA) is a type of arthritis that results in malfunction and
eventual loss of the cartilage of joints. It occurs when the cartilage that cushions the
ends of the bones wear out. OA is the most common joint disease which frequently
occurs after the age of 45 in case of males and 55 in the case of females. Manual
detection of OA is a tedious and labour-intensive task and is performed by trained
specialists. We propose a fully automated computer-aided diagnosis system to detect
and grade osteoarthritis severity as per the Kellgren-Lawrence (KL) classification.
In this paper, we experiment with various approaches for automated OA detection
from X-ray images. Image-level information such as content descriptors and image
transforms are identified and assigned weights using Fisher scores. KL-grade is then
projected using weighted nearest neighbours, and different stages of OA severity
are classified. Pre-processing, segmentation, and classification of the X-ray images
are achieved using data augmentation, deep neural network, and residual neural
networks. We present experimental results and discussion with respect to the best-
performing models in our experiments.

Keywords Osteoarthritis · Severity prediction · Deep neural networks · Precision
medicine ·Medical informatics

1 Introduction

Osteoarthritis (OA) is one of the most ordinary bone joint disorders, an extensively
persistent condition that causes substantial discomfort and pain among afflicted age-
ing populations. Knee OA causes a set of heterogeneous symptoms that act on all
joint tissues of the knees. According to a study conducted in the Indian subcontinent
[1], there is awidespread occurrence of kneeOA in rural areas, to the extent of 13.7%,
due to the hardcore, stressful physical labour in the rural settings. In urban areas,
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it is reported to be 6.9%, which can be attributed mostly to lifestyle choices, badly
designed work environments, overwork etc. Community surveys conducted in India
alone have reported that the occurrence of knee OA among the ageing population is
quite prevalent, in the range of 17–60.6% [2].

The assessment of particular and articular structures of knees are available through
diagnostic methods like magnetic resonance imaging (MRI) and X-rays. X-ray is
the most widely used tool because it is inexpensive and is also easily accessi-
ble, when compared to other modalities [3]. From the X-rays, a trained radiolo-
gist/orthopaedician will manually note their observations by measuring factors like
narrowing of the tibial–femoral joint space or presence of osteophytes. Based on
their observations, the joints are classified into one of the five grades as per the stan-
dard Kellgren-Lawrence (KL) classification system [4]. On the KL scale, Grade 0
represents normal/absence of OA. Grade 1 records mild or early onset OA, while
Grade 4 represents the most severe case of OA. This classification considers osteo-
phyte features (growth of bones adjacent to the joint), narrowing of part or all of
the tibial–femoral joint space and sclerosis of the subchondral bone. More informa-
tion is extracted from KL classification as compared to the above three indicators
considered separately.

Figure1 illustrates the KL grading system with some sample X-ray images. A
normal joint is classified as grade 0, doubtful OA is represented as grade 1, minimal
OA is shown as grade 2, and grade 3 and grade 4 show moderate and severe OA,
respectively. As we can see from the figure, useful information for OA detection is
localized around the joint. The samples demonstrate that the X-ray scans are similar
for the initial KL-grades to an untrained eye. Even the experts find it burdensome
to classify a particular scan by assigning a KL-grade to it, especially in case of
early onset OA. Due to its debilitating nature, detecting the onset of OA early can
help in designing proper medical interventions and changing lifestyle choices for the
afflicted person. Since there is no cure for OA, early detection is the only way by
which the person’s quality of life can be adequately managed, despite the progress
of the disease. The need of automated techniques that can recognize the presence
and severity of OA for computerized image analysis is critical. To improve chances

Fig. 1 Knee OA severity classified using KL grading system [5]
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of early diagnosis as well as reduce the tedious work of overworked radiologists,
such automated systems can function as clinical decision support tools, which can
learn from historical data and improve predictions to reduce time of diagnosis and
treatment too [6, 7].

In this paper, an automated knee OA detection and grading approach using X-ray
images is proposed. The available data set is augmented and is used to train amodified
VGG16 andmodifiedResNetmodel to perform feature extraction, segmentation, and
finally, classify each scan. The remainder of this paper is structured as follows: Sect. 2
presents a discussion on the existing works in the area of osteoarthritis detection and
prediction. In Sect. 3, the proposed methodology is explained in detail. Section4
presents the experimental results and analysis followed by conclusion and future
directions for research.

2 Related Work

Detection of the presence and severity of osteoarthritis has seen active interest from
the research community. Mengko et al. [8] used the areas of interest from the visual
characteristics in knee OA images and used an edge-based segmentation method
to detect such regions of interest. Basically, the distance between femur and tibia
bone that is used to grade the disease is calculated. This system helps doctors realize
the region of interest and give the accurate measurement of unimpaired joint space
width. After the edge detection and ROI detection, extraction of joint space width is
found to determine if joint space narrowing is present. Classification process involves
using a neural network consisting of 2 layers and 2 neurons while training using back
propagation. Only 53 radiographs are used in the classification process; thus, a small
data set was used for training and classification but did not focus on detection of
subchondral sclerosis and osteophytes’ formation. Shamir et al. [9] used a classifier
to classify the radiograhic images into four KL-grades. Image analysis was done by
extracting features and assigning weights to it, after which they are categorized using
K-nearest neighbours (KNN). The images were first passed through a joint detection
phase where using pixel intensity, the joint space between the bones was calculated.
Using a large set of image feature extraction algorithms, a Fisher score was produced
to remove all features with noise, followed by the application of simple weighted
nearest neighbour rule. The proposed system worked well for KL-grade 2; however,
for KL-grade 1, it was mediocre, and for KL-grade 4, it completely failed due to
severe symptoms and feature extraction complexity.

Thomson et al. [10] proposed a method to detect OA that combines features
from both bone image texture and appearance of tibia, for training two random
forest classifiers, whose weighted sum was calculated. Their system uses 500 knee
radiographs. Images were first used for shape model matching where they were
passed to a RFCLM model trained and tested using halves for automated analysis.
Using region selection, fractal signature and simple pixel features texture information
was gathered. The classifiers were compared based on shape information and texture
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data,whichultimately showed that combiningboth increases the overall classification
performance.

Stachowiak et al. [11] observed that in early stages of OA, Trabecular bone under-
goes thinning and fenestration, whereas in the later stage, the bone thickens. They
developed an automated systemwhich chooses the areas with TB texture on knee and
hand radiographs. Firstly, the ROI is checked for in the images, and then, variance
orientation transform (VOT) is used to calculate fractal signatures for an accurate
analysis of bone texture roughness. Using this, various changes in different types of
knees based on different parameters were observed. A dissimilarity-based multiple
classifier (DMC) is build to classify knee radiographs using features that are sensitive
to OA.

Antony et al. [12] introduced a new approach that detects knee joints sponta-
neously using fully convolution neural network (FCN). Weighted ratio of categor-
ical cross entropy and mean squared loss is optimized, and hence, OA severity is
quantified by training convolution neural network from scratch. They used the OAI
and MOST data sets. The dissimilarity in the distance between two knee bones and
formation of osteophytes are detected with the help of knee localization using FCN.
The model consists of four stages of convolutions with a max pooling layer after
each convolutional stage. An upsampling and a fully convolutional layer follows the
final stage of convolutions.

Brahim et al. [13] incorporated a pre-processing step based on a predictive model,
in which multivariate linear regression is employed to reduce the inter-subject vari-
ability. Circular fourier filtering(CFF), histogram equalization and quantization,
intensity normalization using multivariate linear regression (MLR), feature selec-
tion/extraction and classification are the various stages of the proposed CAD system.
Independent component analysis was used to extract significant features from ROIs.
The classification performances of the proposed CAD were tested using random
forest and naive Bayes classifiers and the Leave-One-Out (LOO) cross validation
strategy. Data set of 1024 knee radiograph images were used. However, the system
only predicts 2 labels—KL-grade 0 (non-OA) and Kl-grade 2 (minimal), since it
is harder to find the detection of OA at the early stages. Wahyuningrum et al. [14]
classified knee X-rays using both CNN and LSTM. The input data for CNN is a
sequential data using which LSTM is built. Stochastic gradient descent is used as
a cost function which is optimized in order to train the LSTM network. The data
set was taken from OAI with around 4796 participants. The high-level features are
extracted best using VGG16 which helps LSTM to accurately classify between the
two extremes of the KL-grades.

Based on the existingworks discussed, we observed that variousmethods to detect
OA have been proposed, but many of them do not focus on early OA detection. Some
restrict the observations to addressing labelling whether the joint in the diagnostic
scan shows signs of OA or not. For instance, Stachowiak et al. [11] uses only two
labels to detect the presence ofOAwithout assessing the severity. Since there is a very
small difference between a normal joint and doubtful OA, the number of samples
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in training set should be high enough to get better accuracy. We intend to address
these issues, thorough multi-label classification of OA with respect to all 5 grades of
severity, as per KL Scale.

3 Proposed Methodology

In this section, we describe the proposed methodology in detail. For experimental
validation of the proposed approaches, the KneeXRay data set [15] was used for
training and testing. It contains 9810 knee X-ray images, out of which 3857 images
are of KL-grade 0, 1770 images are of KL-grade 1, 2578 images are of KL-grade 2,
while KL-grade 3 has 2162 images and KL-grade 4 contains 319 images. The data
set is extracted from Osteoarthritis Initiative (OAI), which is a widely used data set
in the context OA [16].

3.1 Pre-processing

Due to the limited number of images available in the original data set, it is inherently
imbalanced, i.e. certain grade classes have very few images, while others had inor-
dinately large number of training images. In order to improve the data distribution
to enable detailed analysis of the model prediction, a much larger and well-balanced
data set is essential [17]. To achieve this, we experimented with several data augmen-
tation methods. Data augmentation is a pre-processing technique that is employed
to significantly increase the diversity of the data available without actually adding
new data that might introduce bias. Techniques like cropping, padding, horizontal
or vertical flipping, shearing etc. are ways in which available data set images can be
sufficiently altered to augment the data.We flipped the images along the vertical axis,
then cropped them from 224× 224 to 200× 200, and finally, resized them back to
224× 224 to balance it. These operations were performed using OpenCV. After the
augmentation, the resultant training data set contained 2,304 images of KL-grade 0,
2,162 images of KL-grade 1, 2274 images of KL-grade 2, while KL-grade 3 and 4
contained 2295 and 1975 images, respectively.

3.2 Neural Classification Models

3.2.1 Convolution Neural Network (CNN)

Deep neural network architectures like CNNs have been successfully applied to
classify 2D images [18]. CNN takes an image as input in the form of an array of pixel
values and classifies it into a particular category. Every convolution layer consists
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Fig. 2 Distribution graph before augmentation of the data

Fig. 3 Distribution graph after augmentation of the data

of filters, pooling, fully connected layers. Every image is passed through multiple
convolution layers, and they are classified with a probabilistic value between 0 and
1 using softmax function. The convolution layer extracts the feature from the input
image using small squares of input data. The size of this square is determined by the
filter size which is an input to the convolution layer along with the image, while the
pooling layer reduces the number of features in large images. We used max pooling
layer that takes the largest element from the rectified featuremap.We adapted the very
well-known CNN architecture Visual Geometry Group-16 (VGG16), which has 16
layers—13 convolution layers, 3 dense layers, and 5 max pooling layers constituting
a total of 21 layers, with 16 weight layers. Each layer in the architecture is depicted
in Fig. 4. There are 64 filters in Conv 1, and this number of filters doubles as we go
deep into the network. Hence, Conv 2 has 128, Conv 3 has 256 with an exception
of Conv 4 and 5 which have 512 filters each. Our adapted custom network has the
following combination of layers: 8 layers of Conv2D along with 4 max pooling
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Fig. 4 VGG16 architecture

Fig. 5 Proposed custom model and its network layer definitions

layers, 4 Dropout, and 3 dense layers. Conv 1 has 32 filters, Conv 2 has 64, and
Conv 3 and 4 has 128 filters each. Figure5 illustrates the architecture of the designed
custom network.

3.2.2 Deep Residual Neural Network (ResNet)

Another CNN architecture that we have used is residual network (ResNet). The
ResNet-50 comprises of four stages eachwith an identity and a convolution block, and
each of these blocks has three corresponding layers. As a feed forward network with
a single layer is enough to represent any function given enough capacity; however,
the network might be vulnerable to overfit the data if the layer is not big enough.
A deeper network can overcome this problem, but deeper the network, the harder
it gets to train due to the vanishing gradient problem [19]. Hence, as network goes
deeper, the performance gets saturated. Hence, ResNet was selected, as it tackles the
vanishing gradient issue effectively.

Figure6 shows the flow in a residual network in ResNet50 which consists of
convolution pooling, activation, and fully connected layers stacked over each other.
The core idea is to introduce an “identity shortcut connection” which omits one or
more layers. From the different layered ResNet models, we chose ResNet50 as it
worked best with the data set. There are four stages each with a convolution layer
in ResNet-50. Every 2-layer block in the 34-layer network is replaced with a 3-
layer bottleneck block, which results in 50-layer ResNet. All the residual network
architecture executes the initial convolution of kernel size 7×7 and a 3×3 kernel-
sized max pooling. Bottleneck design is used in deeper networks like ResNet50. For
every residual function F, there are two 1× 1 and a 3× 3 layer stacked in alternate
fashion. 1× 1 convolution layers reduce and store the dimensions while 3× 3 layer
is left as bottleneck with lesser I/O dimensions.



238 T. N. Shenoy et al.

Fig. 6 A residual block of
deep residual network

4 Experimental Results and Analysis

The proposed approach was validated by performing several benchmarking exper-
iments with reference to state-of-the-art models on a standard data set, KneeXRay
data set. Lilik et al. [20] used the hand-engineered features like GLCM,while Shamir
et al. [9] employed Zernike features, mean, median etc. These features and many
more features are automatically generated using deep neural networks. We train the
VGG16 on the data set to classify the images with a batch size of 32 and 50 epochs,
using TensorFlow.

It was observed that the performance of the VGG16 was very low, and hence,
we created a custom model with 8 conv2D layers along with max pool and dropout
layers between 2 conv2D layers each. The model performed very well in the later
stages and decently in the initial stages of OA. The images are 224× 224 greyscale
images which are converted into numpy arrays and given as input to the network.
Images of each grades in training set except for KL-grade 0 were augmented. The
images with KL grade 1 has been flipped along the vertical axis. Images in the rest
of the KL grades have been flipped along vertical axis and then cropped and then
reshaped to the original dimensions. Figures2 and 3 show the data distribution of
the data set before and after data augmentation, respectively. As described in Fig. 4,
there are two consecutive layers of Conv2D layers prior to max pooling and dropout
layers, and the same set repeats for a total of four times after which there are three
layers of dense layers. The individual layers were imported from Keras.

The same data set is used for training the deep residual neural network (ResNet).
We used ResNet as it can resolve the vanishing gradient problem in deep neural
networks. An untrained ResNet was loaded using Keras and trained with the pre-
processed data set (we used CLAHE as well for contrast enhancement). The model
was trained on the data set with different layered versions of ResNet, it was found
ResNet50 worked best. To train the fine-tuned ResNet50, we used Keras with batch
size of 64 and dropout (0.6). Also, the Adam optimizer with a categorical cross
entropy for loss was used. The model was run in such a way to avoid overfitting in
the best way possible. Next, data augmentation plus stratified K-fold was used to
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Table 1 Benchmarking proposed models against state-of-the-art models

S. No. Models Accuracy (%) Loss

1 Base VGG16 70.73 0.47

2 Base ResNet 43.50 0.50

3 Lilik et al. [20] 45.00 0.64

4 Wahyuningrum et al. [14] 75.28 0.09

5 Antony et al. [12] 63.40 0.66

6 Proposed CNN model 69.51 0.37

7 Proposed ResNet model 92.02 0.25

Bold value represents the result of the proposed model

train on generalized data with each fold (5 folds) using same ratio of class labels in
training which significantly helped.

A multi-model approach was employed for each class separately to better under-
stand individual accuracy for all five classes. Each model was trained with the same
training set and then used to make predictions on the same validation/test set of
images. On doing this, individual f1-score was recorded and parameters (epoch,
batch size etc.) were tweaked to make sure there was no over-fitting and each model
was actually making proper predictions to the same validation inputs. Initially, pre-
diction probabilities were used to give out final prediction of KL-Grade, but each
model was not weighted properly. The output of all five models (10 inputs) was then
used for training the neural network, and predictions from this were used as final.
Due to these optimization, an increases in performance over the base model was
observed.

Table1 compares the accuracy of the various approaches. The accuracy of VGG16
was 39.5% before data augmentation and 70.73% after the the augmentation, while
Lilik et al. [20] reported an overall accuracy of 45%. The overall accuracy of the
proposed customized convolution layered model was quite close to that of Wahyun-
ingrum et al. [14] model, which achieved an accuracy of 75.28, while that of the
proposed custom model was 69.51%. The ResNet model performed the best in class
with respect to accuracy, with an overall accuracy of 92.02%. However, the overall
loss parameter of both proposed models was slightly higher that than of Wahyun-
ingrum et al. [14] model.

On implementing ResNet50 with the same data set, we found the accuracy to be
77.2%, while the accuracy for the validation set was only 43.5%. The poor accuracy
was not due to overfitting in the model but rather due to the fact that the training
data set was imbalanced with having “0” grade occurring the most. To avoid this,
we compared the same model with one with data augmentation and stratified k-fold,
due to which the overall accuracy improved by a huge margin to 92%. Also, another
method using a 5-model ensemble was implemented to check individual accuracy
of each model (label) for observing how to improve f1-score of model if required.
The predictions of each model was pushed to a neural network to make sure the
predictions of each model have appropriate weights due to augmented data set but
previously imbalanced. This achieved an overall accuracy of 45
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5 Conclusion and Future Work

In this paper, a fully automated computer-aided diagnosis system to detect and grade
osteoarthritis severity as per the Kellgren-Lawrence (KL) classification was pro-
posed. Image-level information such as content descriptors and image transforms
were identified and assigned weights using Fisher scores. KL-grade was then pro-
jected using weighted nearest neighbours, and different stages of OA severity were
classified. The base VGG16 and ResNet50model performed poorly due to the imbal-
anced data set, but after the data augmentation, the performance of VGG16 has
improved drastically. ResNet50 model also performs well but 5-model ensemble
version requires further improvements. As part of future work, we aim to focus on
improving the models so that more accuracy can be obtained in the task of early
stage OA detection. This can be leveraged to treat patients at an opportune time and
provide better quality of life.
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The GNS1 Algorithm for Graph
Isomorphism

Radu-Iulian Gheorghica

Abstract This paper presents a new algorithm that was developed for graph iso-
morphism, the main goal being obtaining the correct results with the best execution
times. The things described are the utility and domains of usage for the algorithm,
the nomenclature, the input data, the preconditions and graph definitions, the access
of GNS1 to the query graphs and the data graph, the implementation details for
the algorithm structure, methods and pruning techniques, then a series of test cases,
the system specifications, the acknowledgment, the conclusions and the references.
Motif graph finding has gathered increased popularity due to its vast domain of appli-
cability. GNS1 is a backtracking algorithmwith new pruning techniques for reducing
the search space. It returns to the user all occurrences of a query graph found in a data
graph while at the same time having much lower execution times than the STwig [1]
and VF2 [2–4] algorithms. The algorithms can be used in a multitude of domains.

Keywords Graph · Subgraph query · Network · Motif

1 Introduction

The work consists of implementing [5] and testing the STwig and VF2 algorithms
in an original way without using their authors’ source code. Afterward, the GNS1
algorithmwas created. Real-life examples will be presented and usage of a RI human
protein to protein interaction data graph.
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2 Practical Applications of Motifs

The benefits of motif graphs searching according to [6] are the following:

1. Biochemistry, neurobiology, ecology and engineering.
2. Ecological food webs, genetic networks, for example, Escherichia coli and Sac-

charomyces cerevisiae.
3. World Wide Web.
4. Biomolecules within a cell and synaptic connections between neurons, for exam-

ple, in Caenorhabditis elegans.

The authors of [6] specify that motifs could define universal classes of networks. If a
problem can be modeled using graphs, then it can make use of motif graph finding.

3 Nomenclature

1. The terms “node” and “vertex” will be used interchangeably in the explanations.
2. Node label—There were used graphs representing human protein to protein inter-

action (PPI) [7]. The same label can be assigned to multiple nodes, or for the
example in reality, a multitude of proteins can be associated with the same pro-
tein type.

3. Query graph—The input graph for the algorithm. The search in the data graph
uses the label of each of its nodes and the adjacency of these nodes.

4. Data graph—In this graph, the algorithms execute the search.
5. Motif—In Fig. 1 there is an example of a data graph and a query graph. In Fig. 2,

it can be seen that network motifs are patterns that recur much more frequently
(A) in the real network than (B) in an ensemble of randomized networks [6].

6. Partial solution—A list which contains nodes. For each node of the query graph,
the label is taken. For each position in the partial solution, there is a corresponding
position in the query graph. A partial solution becomes a complete solution when
the following conditions are met:

(a) Each node has the label of the node on the same position in the query graph.
(b) The number of nodes is equal to the one from the query graph.

4 Input Data for the Algorithms

The tests used first 10,000 edges from the RI human protein to protein interaction
graph [7] with a total of 4652 nodes for use as the data graph. The query graphs used
five graphs that have three nodes and then five graphs that have four nodes. These
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Fig. 1 Example of a data graph and a query graph [1]

Fig. 2 Motif example [6]

queries have the adjacency of an STwig graph as shown in Fig. 3 where can be seen
the decomposition of a query graph in STwigs by using the STwig-order selection
algorithm [1]. In this example, the nodes have their ID values equal to lower-case
letters and no labels. According to [6] in Fig. 4, examples of interactions represented
by directed edges between nodes in some of the networks are used for their study.
These networks go from the scale of biomolecules (transcription factor protein X
binds regulatory DNA regions of a gene to regulate the production rate of protein
Y), through cells (neuron X is synaptically connected to neuron Y), to organisms (X
feeds on Y). Also, according to [6] in Fig. 5, all 13 types of three-node connected
subgraphs are seen. According to [6], C is the number of appearances of the motif
divided by the total number of appearances of all connected three-node subgraphs
(Fig. 5). Subnetworks of size S were generated by choosing a node at random and
adding to it nodes connected by an incoming or outgoing edge, until S nodes were
obtained, and then including all of the edges between these S nodes present in the full
network. Each of the subnetworks was randomized [8, 9] (shown are mean and SD
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Fig. 3 Query graph decomposition in STwigs [1]

Fig. 4 Examples of interactions [6]

Fig. 5 All 13 types of three-node connected subgraphs [6]

of 400 subnetworks of each size). According to [1], the algorithm MatchSTwig(q)
can be seen where q = (r, L). An STwig query is denoted by q. The variable r
represents the label of the root node, and L is the set of labels for the child nodes
(Figs. 1, 2 and 6).

According to [1], the algorithm for query graph decomposition is called STwig-
order selection(q): The input parameter q is the query graph from which the STwigs
will be obtained. The function f (v) is the f-value of v where v is a query node. The
f-value is calculated with (1), where freq(v.label) is the number of vertices found in
the data graph that have that label. For the deg(v) function according to [11] page
1169, the degree of a vertex in an undirected graph is the number of edges incident
on it.
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1: Sr ← I ndex .get I D(r)
2: R ← ∅
3: for each n in Sr do
4: c ← Cloud.Load(n)

5: for each li in L do
6: Sli ← {m|m ∈ c.children and I ndex .hasLabel(m, l)}
7: end for
8: R = R ∪ {{n} × Sl1 × Sl2 × · · · × Slk }
9: end for
10: Return R

f = deg(v)

freq(v.label)
(1)

Fig. 6 Concentration C of the feedforward loop motif in real and randomized subnetworks of the
E. coli transcription network [6, 10]
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1: S = ∅
2: T = ∅
3: while q has more edges do
4: if S = ∅ then
5: pick an edge (v, u) such that f (u) + f (v) is the largest
6: else
7: pick an edge (v, u) such that v ∈ S and f (u) + f (v) is the largest
8: end if
9: Tv ← the STwig rooted at v
10: add Tv to T
11: S ← S∪ neighbor(v)
12: remove edges in Tv from q
13: if deg(u) > 0 then
14: Tu ← the STwig rooted at u
15: append Tu to T
16: remove all edges in Tu from q
17: S ← S∪ neighbor(u)
18: end if
19: remove u, v and all nodes with degree 0 from S
20: return T

21: end while

5 Preconditions and Graph Definitions

In the implementation and tests, there were used undirected graphs. In the example
from Fig. 7, the emphasized occurrence of a query graph inside a data graph is seen.
In Fig. 8, a few more examples can be seen of query graphs and data graphs. The
subgraph matching is performed on a labeled graph. Let G = (V, E, T ) be a graph,
where V is the set of vertices, E is the set of edges, and T : V → �∗ is a labeling
function that assigns a label to each vertex in V [1].

Fig. 7 Matching example
[3]
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Fig. 8 Graph examples for discussion [1]

Theorem 1 DEFINITION1 (SUBGRAPHQUERY). Theauthors of [1] havedenoted
a subgraph query as q = (Vq , Eq , Tq), where Tq : V → �∗ represents the label con-
straint for each vertex in Vq [1].

Theorem 2 DEFINITION 2 (THE PROBLEM OF SUBGRAPH MATCHING). For
a graph G and a subgraph query q, the goal of subgraph matching is to find every
subgraph g = (Vg, Eg) in G such that there exists a bijection f : Vq → Vg that sat-
isfies ∀v ∈ Vq, Tq(v) = TG( f (v)) and ∀e = (u, v) ∈ Eq, ( f (u), f (v)) ∈ Eg, where
TG( f (v)) represents the label of the vertex f (v) in G [1].

6 Database

6.1 For the GNS1 Algorithm

The algorithm uses undirected graphs. For each query graph, a NetworkX [12] undi-
rected graph object was created. For the data graph, he Neo4J Enterprise [13] graph
engine was used. It can be configured to work as a single Neo4J instance database
or set it up as a cluster using Docker [14], docker compose [15] and an .yml setup
file. This file specified the use of Neo4J, the number of instances, the role of each
one (core or read replica) [16] and the addresses with which these instances can be
interconnected.
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7 The New GNS1 Backtracking Algorithm

The structure of GenericQueryProc [2, 3] was followed.

7.1 Pseudocode [2, 3]

1: M = ∅
2: for each u ∈ V (q) do
3: C(u) = FilterCandidates(q, g, u, . . . )

4: [[∀v ∈ C(u)((v ∈ V (g)) ∧ (L(u) ⊆ L(v)))]]
5: if C(u) = ∅ then
6: Return
7: end if
8: end for
9: SubgraphSearch(q, g, M, . . . )
10: Subroutine SubgraphSearch(q, g, M, . . . )
11: if |M | = |V (q)| then
12: report M
13: else
14: u = NextQueryVertex(. . . )
15: [[u ∈ V (q) ∧ ∀(u′, v) ∈ M(u′ �= u)]]
16: CR = RefineCandidates(M, u,C(u), . . . )
17: [[CR ⊆ C(u)]]
18: for each v ∈ CR such that v is not yet matched do
19: if IsJoinable(q, g, M, u, v, . . . ) then
20: [[∀(u′, v′) ∈ M((u, u′) ∈ E(q) =⇒ (v, v′) ∈ E(q) ∧ L(u, u′) = L(v, v′)]]
21: UpdateState(M, u, v, . . . )
22: [[(u, v) ∈ M]]
23: SubgraphSearch(q, g, M, . . . )
24: RestoreState(M, u, v, . . . )
25: [[(u, v) /∈ M]]
26: end if
27: end for
28: end if

7.2 GNS1 Algorithm Structure and Methods

GNS1 is a backtracking algorithm with pruning techniques that effectively reduce
the search space for occurrences of the query graph. There were provided original
pruning techniques for executing the search of complete solutions in the data graph.
For each position of the partial solution, the algorithm is searching for a node in the
data graph whose label is equal to the nodes in the corresponding position of the
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node in the query graph. Each candidate data graph node must be adjacent with the
candidate root node that has the label equal to the root node of the query graph. For
each position of the partial solution, the candidate data graph node placed in that
position must have its label equal to the label of the node on the same position in the
query graph list of nodes. According to GenericQueryProc, there are the following
methods. Here are also described the distinct modifications that were brought:

1. UpdateState(node, partial_solution)
A deep copy is made of the input node and of the partial solution. The algorithm
appends the node to it and returns the updated partial solution. Appending the
node to the partial solution is done in the following manner: A deep copy of the
partial solution is made to which the algorithm then appends the data node. This
is because simply initiating a new variable and the value of a list will just make a
shallow copy of the said list. If a modification is made to the new list, it will also
take place in the old list, so this has to be avoided.

2. RestoreState(partial_solution)
A check is made first if the length of the partial solution is larger than zero. If it
has any nodes, the last one will be removed, and a deep copy will be made of the
new list and then return it.

3. IsJoinable(data_node_to_be_joined, partial_solution, data_graph)
This is the most important method in the implementation. It is described in full
detail in its own section below.

4. NextQueryVertex()
It returns the next query graph vertex that will be processed.

5. SubgraphSearch(partial_solution, query_graph_dict, current_node, data_graph)
This is a recursive method which brings together the methods for building the
partial solutions and verifying if each of them can be declared a complete solution
that can then be appended to the list that contains all such solutions.

7.3 Pruning Techniques and Input Data Cases. The
is_joinable() Method

The is_joinable()method applies original pruning techniques. These are the follow-
ing:

1. The algorithmworks with vertices, which will be a list of nodes. For each position
of the partial solution, the label is defined for that vertex (the label serves as the
vertex type) that the data vertices will have to belong to. For the first position, the
search is made in the data graph for the vertex label of the query vertex on the
first position that has the mentioned first position label, then the search in the data
graph stops, and the algorithm appends the node to the log corresponding to the
first position and continues the search in this manner for the next position. Every
position has its own log.
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2. From the first position onward, each found valid vertex will be one of the vertices
adjacent to the root vertex found in the previously described step.

3. Then, the algorithm declares the partial solution as being a complete solution by
appending it to the list of complete solutions. It then starts a new partial solution
and goes through the steps described.

4. After finding all the complete solutions, the algorithm stops, and the list containing
them is displayed in the user console.

8 Tests

The query graphs used have the structure of a two-level tree, which is a root node
and at least two other nodes that are adjacent to it. A graph such as this is called
STwig [1]. Comparisons have been made for the average execution times of five runs
for each of the following query graphs for the GNS1, VF2 and STwig algorithms
(Table 1):

1. Query graph 1, four nodes:
edges = [[“18”, “23”], [“18”, “11”], [“18”, “9”]]
labels = [“18”, “23”, “11”, “9”]

2. Query graph 2, four nodes:
edges = [[“6”, “4”], [“6”, “20”], [“6”, “18”]]
labels = [“6”, “4”, “20”, “18”]

3. Query graph 3, four nodes: edges = [[“27”, “14”], [“27”, “26”], [“27”, “3”]]
labels = [“27”, “14”, “26”, “3”]

4. Query graph 4, four nodes:
edges = [[“25”, “28”], [“25”, “29”], [“25”, “27”]]
labels = [“25”, “28”, “29”, “27”]

5. Query graph 5, four nodes: edges = [[“29”, “25”], [“29”, “19”], [“29”, “13”]]
labels = [“29”, “25”, “19”, “13”]

6. Query graph 6, three nodes:
edges = [[“18”, “5”], [“18”, “7”]]
labels = [“18”, “5”, “7”]

7. Query graph 7, three nodes:
edges = [[“24”, “26”], [“24”, “11”]]
labels = [“24”, “26”, “11”]

8. Query graph 8, three nodes:
edges = [[“32”, “18”], [“32”, “17”]]
labels = [“32”, “18”, “17”]

9. Query graph 9, three nodes:
edges = [[“14”, “22”], [“14”, “25”]]
labels = [“14”, “22”, “25”]
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Table 1 Comparison of average execution times using the RI human PPI data graph having 10,000
edges and 4652 nodes

Query graphs GNS1 VF2 STwig

Query graph 1, four
nodes

14.7315 183.9175 26.5569

Query graph 2, four
nodes

8.5028 159.0373 9.8075

Query graph 3, four
nodes

14.7247 219.1603 28.7548

Query graph 4, four
nodes

14.8219 178.1951 28.2544

Query graph 5, four
nodes

10.2924 179.5263 23.1392

Query graph 6, three
nodes

9.3765 181.5807 16.6471

Query graph 7, three
nodes

10.0080 188.0332 16.2089

Query graph 8, three
nodes

12.5657 172.2554 34.2284

Query graph 9, three
nodes

12.8323 167.2234 28.8154

Query graph 10, three
nodes

8.9278 165.6417 16.5563

Five executions for each query graph for each algorithm

10. Query graph 10, three nodes:
edges = [[“31”, “6”], [“31”, “20”]]
labels = [“31”, “6”, “20”]

9 System Specifications

The hardware used has an Intel(R) Core(TM) i7-6700HQ CPU @ 2.60GHz proces-
sor, 8.00 GBRAM,Windows 10 Pro 64-bit operating system, x64-based processor, a
disk drivewith 931.51GBand 512 bytes/sector. The integrated development environ-
ment used is JetBrains Pycharm Professional Edition 2020.1.1 x64 [17] with Python
3.7.6 [18], NetworkX 2.4 [12], NumPy 1.18.4 [19], neobolt 1.7.17 [20], neotime
1.7.4 [21], PY2neo 4.3.0 [22]. For the data graph handling, the Neo4j Enterprise
3.5.6 graph engine with Neo4j Browser 3.2.20 [13] was used.
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10 Conclusions

In this paper, GNS1 was presented, a new algorithm created and then compared with
two algorithms for graph isomorphism: STwig and VF2. For the last two, an original
implementation [5] was made without using their authors’ source code. Also, the
essential parts of the code were described and made a comparison of the execution
times. The algorithms were tested using the RI human protein to protein interaction
data graph, having 10,000 edges and 4652 nodes. The algorithms can be used in
a multitude of domains such as biochemistry, neurobiology, ecology, engineering,
ecological food webs, genetic networks, World Wide Web, biomolecules within a
cell and synaptic connections between neurons.
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Deep Learning-Based Pothole Detection
for Intelligent Transportation Systems

Ilaiah Kavati

Abstract The presence of potholes on the roads is one of the major causes of
road accidents as well as wear and tear of vehicles. Various methods have been
implemented to solve this problem ranging from manual reporting to authorities to
the use of vibration-based sensors to 3D reconstruction using laser imaging.However,
these methods have some limitations such as the high setup cost, risk while detection
or no provision for night vision. In this work, we use the Mask R-CNN model
to detect potholes, as it provides exceptional segmentation results. We synthetically
generate a dataset for potholes, annotate it, do data augmentation and perform transfer
learning on top of Mask R-CNN model which is pre-trained on MS COCO dataset.
This support system was tested in varying lighting and weather conditions and was
performed well in these situations as well.

Keywords Pothole detection · Transfer learning · Mask R-CNN

1 Introduction

Diverted driving, speeding or other driver mistakes are primary reasons of accidents
around the world. Bad status of roads is also a major reason. The roads become
dangerous because of many reasons, for example, flooding, harms caused by over-
loaded large vehicles, etc. The assessment of road condition includes recognizing and
analysing different kinds of road surface distress, such as potholes and road breaks.

A pothole is a sort of street distress. It is normally characterized as an arbitrarily
shaped structural imperfection of the street. Due to it having both an arbitrary shape
as well as depth, it creates identifying potholes as a challenging object detection task.
However, they do need to be dealt with because they are a grave danger to human
life and transportation. There have been 10,846 street mishaps because of potholes
in India in between 2013 and 2016 [1]. Potholes additionally require noteworthy

I. Kavati (B)
National Institute of Technology Warangal, Warangal 506004, India
e-mail: ilaiahkavati@nitw.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. Patgiri et al. (eds.), Edge Analytics, Lecture Notes in Electrical Engineering 869,
https://doi.org/10.1007/978-981-19-0019-8_20

257

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0019-8_20&domain=pdf
mailto:ilaiahkavati@nitw.ac.in
https://doi.org/10.1007/978-981-19-0019-8_20


258 I. Kavati

expenses to beworkedwith. England has assessed that the expense of fixing all streets
with potholes in the nation would cost 12 billion [2]. A prior and precise recognition
of potholes can possibly spare lives as well as diminish costs on reconstruction.

2 Related Work

The following are a few of the significant strategies for pothole recognition tried out
till now:

Public Reporting: This sort of framework depends upon civil responsibility by the
administration as well as participation by people. These frameworks use individu-
als as sensors [3]. The main advantageous aspect of this technique is no need for
expensive equipment of specialized programming.

Vibration-BasedMethods: Thesemethods utilize techniques of gaining information
about odd vibrations through accelerometers placed in a vehicle going over road
potholes.Vibrations of the vehicle are assembledusing an accelerometer. Theobvious
disadvantage of the method is that observing vehicle must pass over the pothole first
to gain information about it.

To find road potholes, Seraj et al. [4] utilize a support vector machine to con-
struct an artificial intelligence-based solution. The suggested framework utilizes an
accelerometer, spinner and a Samsung Galaxy smartphone as data labeling sensors;
knowledge marking is essentially done, and instead a high-pass channel is used to
remove the low-frequency components triggered by acceleration and turns.

2D Vision-Based Methods: These utilize the captured 2D information in a picture
or a video and compute on this information utilizing 2D pictures or video handling
techniques [5]. The decision of these image processing techniques is exceptionally
reliant on the use case for which 2D pictures are being used. One technique utilizing
this method was proposed by Koch and Brilakis [6] where the deformed and non-
deformed regions in an imagewere separated using histogram shape-based threshold.
The authors here consider pothole as an approximate ellipse based on a perspective
view.

Another similar framework proposed by Thekkethala et al. [7] utilized two stereo-
scopic cameras and applied sound system coordinating to gauge depth of a pothole on
asphalt surfaces. Following this binarization and morphological tasks are performed,
and a basic estimation of a pothole is evaluated. The framework is eventually tested
on over 20 images while no information regarding depth of the pothole has been
provided. The system can detect skeletons of potholes having great depressions.

3D Scene Reconstruction-Based Methods: 3D scene recreation is a technique for
catching the shape, depth and presence of objects; it depends on 3D surface reproduc-
tion which ordinarily requires a greater number of calculations than 2D computer
vision-based techniques. Rendering of surface heights assists with understanding
accuracy during the planning of 3D vision frameworks. This method can be based on
utilizing different kinds of sensors, for example, Kinect sensors [8]. Kinect sensors
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are for the most part utilized in fields of gaming or(indoor) robotics. For this, stereo
vision cameras are viewed as being much more financially cheaper in comparison
with other sensors. Stereo vision focuses on powerful and precise differences, deter-
mined from left-and-right picture sets, to be utilized for assessing depth or separation;
see, for instance, [9].

Learning-BasedMethods: Several convolutional neural networks(CNNs) havebeen
developed for recognizing objects in images, for instance, Chen et al. [10], RefineNet
[11]. Fully convolutional neural networks (FCNs) for recognizing stuff at the pixel
level in image data have been proposed; for instance, see Long et al. [12], or SegNet
by Badrinaraynan et al. [13]. Another example would be the technique proposed by
Staniek [14], where they utilize stereo vision cameras for capturing data about street
surface as 3D points clouds. The technique places importance on calculating stereo
matching through utilizing a variation of recurrent ANN, a Hopfield neural network.
The technique utilized a CoVar method [15] to compute matching pixels and secured
66% accuracy.

3 Methodology

Potholes are an important defect of a road found all over theworld. They are especially
common in poorly made Indian roads. Given their high prevalence, having a good
way to find them forms an important support system for a driverless car. Since Mask
R-CNN forms the basis of our work, we implemented pothole segmentation using
Mask R-CNN model [16]. The Mask R-CNN model is shown in Fig. 1.

Fig. 1 Mask R-CNN architecture [17]
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Fig. 2 Few dataset images

Wefirst found a collection of images of potholes, annotated the dataset using tools,
augmented the dataset using data transformation language (DTL), trained the model
to learn them using transfer learning. We first found the potholes images combined
as the dataset [18]. The dataset consisted of 431 images taken from the dashcam of a
moving vehicle, thus making them perfect for our particular scenario. Some images
contain zero potholes, while some seem to contain multiple ones. The potholes in
the images are also present in all sizes, and in sort of lighting and road conditions
(Fig. 2).

We uploaded the dataset on supervisely[19] and utilized the online tools for anno-
tation. We segmented all the potholes in the 431 photos with this process. DTL is
an extremely useful language used to make it easier to transform data, especially
when working with datasets. We can use DTL to divide the dataset into training and
validation sets as follows. First, we mention the annotated database directory as the
source. Next, we mention the tag names and the percentage divide we want between
the training and validation sets. We choose 80% of the images to be a member of the
training set. The folders in the training set are tagged as ‘train’ while the images in
the validation folder are tagged as ‘val’. Both the folders are then combined as one
final output folder. This transformation results with us in getting images tagged as
either training or validation with exactly the divide needed (Fig. 3).

Since we have a small number of images (431) in our dataset, we perform data
augmentation. Typical ways to enlarge the dataset are to flip, rotate, scale, crop and
translate an image. We use the flip, multiply and crop transforms on all of our images
using DTL. We first specify the input folder containing the initial dataset. We then
specify the option to flip the images along the vertical axis and put them in a separate
folder. We combine these two folders. Then all the images are multiplied and further
cropped with width and height cropped to 70–90% of the original values, and after
tagging them as mentioned above, put them in the augmented dataset folder. This
results in a total of 9416 images.We remove 416 of these to use 9000 images (Fig. 4).

The images are then fed to theMask R-CNNmodel for transfer learning. First, the
weights corresponding to the model trained on MS COCO dataset [20] are loaded,
following which learning is done in three stages, with the learning rate = 0.001. The
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Fig. 3 Annotated images (blue parts are annotated potholes)

(a) DTL graph for dividing dataset images
into training and validation sets

(b) DTL graph for data augmentation

Fig. 4 DTL code graphs for dataset manipulation
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model is modified so that we only have two final classes in the model, ‘Pothole’ and
‘Background’. The images per GPU parameter are kept to 1, and the number of steps
per epoch is chosen as 1000, with batch size as nine images since the total number
of dataset instances is kept at 9000.

Due to the lowerGPUperformance that was available to us, we decided to perform
transfer learning to the model in parts. First, the layers of the ResNet backbone of
the model are trained for 20 epochs. Next, the head layers (head layers consist of
the layers to which the FPN feature maps are fed, i.e. the layers in the parallel mask
branch and the fully connected layers) are trained for 20 epochs keeping all the
parameters same. This is done to fine-tune the model. Finally, all layers are trained
together for 20 epochs, which is the most crucial part that makes all the learnable
parameters attain satisfactory values. With the completion of the training, we end up
with a robust support system which can detect unwanted potholes in the path of the
vehicle and provide the necessary information to the autonomous driving system to
take action beforehand to provide for a smoother and a more comforting ride for the
passengers.

This support system was tested in varying lighting and weather conditions and
was performedwell in these situations aswell. The experiments and necessary results
of the model are performed and observed using TensorBoard [21].

4 Experimental Results

4.1 Datasets

MSCOCOdataset: TheMicrosoftCommonObjects inContext (MSCOCO)dataset
[20] is a well-known dataset that has annotations for instance segmentation and
bounding boxes used to evaluate how well object detection and image segmentation
models perform. It contains 91 common objects as classes. Out of the total classes,
82 have 5000 annotations or more. There are overall 328,000 images with more than
2,500,000 annotated objects. The MS COCO dataset has been used to train prior
weights for Mask R-CNN model for the task of performing transfer learning on
potholes dataset.

Pothole Dataset: Pothole dataset consists of 431 images taken from the dashcam of
a moving vehicle, with 428 of them consisting of having at least one pothole. The
potholes are not easy to spot, are at varying distances from the car and are of different
sizes. The dataset offers all sorts of variety regarding potholes on the road. Training
and test datasets are constructed from this dataset, with 9000 images being used for
training and validation, and 400 images used for testing [18]
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4.2 Operating Environment

We utilized Intel® Xeon® CPU@ 2.30GHz with NVIDIA Tesla K80 GPU, 12 RAM
(accessible on the Google Colab platform) to perform the training and testing for the
models involved. The programme modules were written in Python − 3.6 and made
use of T ensor Flow − 1 : 14 : 0 and Keras − 2 : 2 : 4 libraries. Video and image
processing was done using OpenCV − 4 : 1 : 2 library.

4.3 Evaluation Metrics

The performance of various support systems is measured by certain common and
certain task-specificmetrics. The commonmetrics whichmay be used across various
subparts include precision (Eq.1) and recall (Eq. 2), which are calculated from the
number of true positives (TP), false positives (FP) and false negatives (FN). A curve
is generated between precision and recall with detection values sorted based on
their confidence. As precision and recall values usually have a trade-off leading
to the precision–recall curve intersecting for various models, an additional criterion,
average precision (AP), is used to obtain the accuracy of themodel. Average precision
is the precision value averaged across all unique recall levels. In order to reduce the
impact of the noise in the curve, we first interpolate the precision (Eq.3) at multiple
recall levels before actually calculating average precision (Eq.4).

Precision = TP/(TP + FP) (1)

Recall = TP/(TP + FN) (2)

pinterp(r) = max
r ′≥r

p(r ′) (3)

AP =
n−1∑

i=1

(ri+1 − ri )pinterp(ri+1) (4)

4.4 Results

Here are some images sent as part of test dataset to the Mask R-CNN model subse-
quent to performing transfer learning (Fig. 5).

The performance of the model is judged using the parameters precision and recall.
As mentioned in Sect. 4.3, they are important attributes which help us to know how
balanced the performance of our model is. If it segments the potholes correctly,
we gain a high recall, and if it does not segment the flat road as potholes, we get
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Fig. 5 Someoutput images from the trainedMaskR-CNNmodel(colouredmasks are the segmented
potholes)

high precision. Usually as precision increases, recall decreases and vice versa. The
interpolated precision, on the other hand, is calculated at each recall level, r , by
taking the maximum precision measured for that r .

We compute the precision and recall by both checking if ourmodel got the number
of potholes in the image right, as well as the accuracy of the masks. This is done
by having the predicted and the ground truth masks, and checking for the overlap
between the same. We use the IoU parameter to check if the predicted mask corre-
sponds well with the ground truth masks. The IoU is given by the ratio of the area of
intersection and area of union of the predicted bounding box and ground truth bound-
ing box. To find the best predicted mask matching ground truth box, we arrange the
predicted masks by their IoU scores to check which ones match the best. If we do not
find match with a IoU score over the threshold of 0.5, we move to the next ground
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Fig. 6 Precision–recall curve plotted on output of test dataset

Fig. 7 Interpolated precision–recall curve plotted on output of test dataset

truth box and consider this one unmatched. This process is repeated (Figs. 6 and 7;
Tables 1 and 2).

Thus, the details of its training are as follows: As the previous approaches were
experimented on small datasets (Dhiman et al. with 1494 images used for trans-
fer learning vs 9000 for our approach) or using of non-deep learning-based tech-
niques (Dhiman et al. with multi-frame fusion-based method and Koch et al. with
shape-based thresholding), our approach presents better or equal results than previous
approaches.
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Table 1 Evaluation result for pothole detection with Mask R-CNN tested on custom test set

Evaluation parameter IoU = 0.5

Precision 0.8935

Recall 0.8568

Average precision (AP) 79.51%

Table 2 Evaluation of our approach versus other previous approaches

Approach Precision (%) Recall (%)

Dhiman et al. [22] (multi-frame fusion-based method) 67.4 51.2

Dhiman et al. [22] (Mask R-CNN) 88 84

Koch et al. [6] (shape-based thresholding) 81.6 86.1

Our approach 89.35 85.68

5 Conclusion

Pothole detection is performed using the cutting-edge Mask R-CNN machine learn-
ingmodel. The use of lane detection providedmuchmore information regarding lane
positions results in an improved method of providing data about potholes to a self-
driving car. The cohesive but separate structuring of the subparts ensures the model
brings results in an adequate amount of time and gives results with good accuracy
regarding recognizing and segmented potholes in various sorts of lighting conditions.
The proposed framework can segment potholes with an average precision of 89.35%,
while having 85.68% recall.
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Disaster Management Using Artificial
Intelligence

K. Savio Rajan, Amith Abraham Rajan, Steve Maria Waltin, Tom Joseph,
and C. Anjali

Abstract Natural calamities are known to inject a feeling of helplessness into the
minds of the people involved with it, and that is exactly the situation for the personnel
who are in charge of helping with the situation. Primarily focusing on the issue of
rescue personnel not being able to locate the affected casualties, a solution to the same
is proposed via two distinct technologies, social media analytics and aerial person
detection. When any kind of disaster occurs, social media gets flooded with different
kinds of data such as images, videos, texts, etc. These could be posted by people who
are directly or indirectly affected by the occurrence of the disaster. In this paper, a
social media analytics method is proposed to monitor social media for disaster-based
posts and give detailed insights to take necessary action. Another major challenge
experienced by search and rescue teams during a disaster situation is the search for
survivors and victims and also to reach out to distant areas. Drones can be used for
person detection in case of emergency situations. It can fly through a particular area
and help in the detection of people stranded in emergency situations such as floods,
isolated buildings, etc. Here, another method is also proposed for performing person
detection from an aerial viewpoint, and all of these are integrated into a web app
from which the user can select the features according to the need.

Keywords Disaster management · Person detection · Social media analytics ·
Data science · Deep learning

1 Introduction

The root of this paper is based on the past decade of natural calamities that have been
ravaging the planet and the fact that no matter the technological advances, rescue
operations always lag behind. One of the recent events that motivated the paper
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further is the Kerala floods of 2018 [1], where there were large numbers of people
stranded pairedwith a large array of rescue personnel but nomedium to connect them
both. A requirement that arises in these kinds of situations is the need for a system
that can efficiently allow real-time monitoring of a natural calamity-affected area
for the purpose of rescue operations. The fundamental problem trying to be solved
here is the call for help and the response for the same. The two instances that were
noticed are when people who have no forms of communication at all to the world
outside them and the people who are able to plead for help via social media. For the
former problem, it was concluded that a robust pipeline of hardware and software
and hardware can be used to solve this, namely, an aerial device, i.e. a drone, an
edge computing device attached to the same, a pipeline of object an effective object
detection model, RetinaNet, and communication network to transmit the same. This
paper mainly focuses on the object detection part of that pipeline (for the format
problem alone).

When it came down to the decision of deciding on a model that there were two
main categories of object detectionmodels to choose from, single-stage and two-stage
detectors. Some of the main models coming within those categories were YOLO [2]
and SSD [3]. On comparing these models to the one selected, RetinaNet [4], some
interesting conclusion on our decision was derived. YOLO and SSD used 98, 1 k,
8–26 k boxes white RetinaNet at around 100 k towards data distribution imbalance
for the data samples for the foreground and background examples. Although the vast
amount of foreground examples could provide vast amounts of training examples,
it could provide vast amounts of learning points in that sense too. But these points
are easy to identify as compared to the objects required, that’s a huge margin. As
a defect, the model learns to detect the easier measure more than the harder one,
therefore reducing the accuracy in the end. Even though a picture might have six
data points or identifiable objects, there would be around 100 k boxes or reference
boxes per se, most belonging to the foreground of the objects required. So, this would
set the cross-entropy at an imbalance, which would mean that the unwanted sections
will have very less loss because of the large number of samples that have less loss
(because they are easy to learn but not important) over at the section where data that
is not important. While the important section will have a high loss, so essentially, the
solution that RetinaNet is proposing is introducing a new value called focal loss [4]
rather than the loss value, which is essentially just an addition of a variable gamma.
The idea is to increase the focus on the harder section of the classification. (Thereby
imposing a balance between the two, that is the hard and the easy section). Hence
by controlling the value of gamma, to control the focus on the harder section of the
classification, i.e. the lowest value 0 would mean that the equation would go default
which is the cross-entropy, and the higher the gamma value, the end equation focuses
on the harder portion. Then on top of that, introduce another value alpha which goes
onto balance the change. Essentially the same gradient descent problem it is trying
to avoid, that is, for every small value change of alpha made to increase the focus,
the value change would be rather high, hence it might never reach the balancing
point. So, the change with alpha is balanced out. Hence, that increases the accuracy,
but to increase the speed, one-time scanning (one stage) is introduced. But the lower
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accuracy might reduce the accuracy that is already available. Finally, to improve over
this, the pyramidal network was introduced.

Now onto the second part of the problem, which is on the usage of social media to
aid in disaster management. The proposed method considered Twitter as the social
media platform because there is a greater possibility of someone using a microblog-
ging social media platform instead of going for other platforms such as Instagram,
Facebook, etc., and also the data were also made available to the developers via an
API [5]. Twitter has turned out to be an important medium of communication during
times of emergency. The smartphone enables people around the world to announce
an emergency that they are observing in real time. Because of this, more organiza-
tions are interested in monitoring Twitter by using self-monitoring programs. In the
proposed approach, the data are pre-processed initially, and then basic classification
is performed on the tweets to determine which of the tweets were actually related to
disasters. These data along with the location tagged in the tweet are then passed on
to emergency responders to take necessary actions.

2 Literature Review

Nouar et al. [6] experimented with three different object detection models, CNN,
S-CNN, and HELM model. The key aspect of the methods showcased here is the
optical flow section of the pipeline, which essentially accounts for the main issue
that hinders object detection, which is the camera movement. Meaning that, at any
given point of focus, no matter the variation of the speed of the aerial image source,
the motion will be fast. Hence, optical image flow is the stage that stabilizes this
motion without making compromises in the quality of output of this stage as it is the
input for the prediction models. So, the models therein, after the optical stabilization
performed such that, the pre-trained CNN model outperformed S-CNN and HELM
in terms of accuracy by 98.9% although the constraints being, time taken and amount
of computing power used. On the other hand, HELM performed at a close rate at
95.9% in an efficient time print while also taking very less computing power. Hence,
the experiment concluded that using an optical flow model paired with an object
recognition model such as HELM would yield quicker, good quality imagery with
less computing power used. Such are the requirements for aerial data sources that
use edge computing. Zhang et al. in [3] researched with the realization of the advent
of aerial surveillance as an intelligent and effective form of surveillance as opposed
to the stationary ground options that are available in the current/past period. The
purpose was to find an efficient aerial dataset format and structure to better the
process of processing and detection. Here, importance was paid to the fact that in
aerial imagery, unlike focused photography, the subject to environment size ratio is
large, that is small objects, large environments. Here, person ReID focused on, so
as to diminish the dependency on the quality of the image. Essentially, the process
starts with using SVDNet to create an orthogonal matrix while keeping the entire
system end-to-end trainable. This is followed by a subspace pooling layer using a
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CNN network as a backbone, this is done in order to reduce the feature redundancy.
The next stage is the loss function for which softmax cross-entropy and batch triplet
loss are used. Hence, the output of the entire pipeline is a feature map from a set
of data collected from different airborne sources, which can be effectively used by
end-to-end models to perform the detection of various subjects of interest. Radovic
et al. in [7] have one of the early adaptations of the idea of detecting objects from
an aerial source more specifically UAVs. Here, the implementation in a fairly simple
manner, that is, using a simple CNN model to detect and classify the objects. The
model, unlike the prior implementations, was not pre-trained but rather trained using
a set of UAV image dataset. To further make the implementation more robust one of
the models in the frontline of object detection was used, which was YOLO. Here too,
the model was trained specifically to the problem at hand. Although the base CNN
model performed at a higher accuracy rate (97.8%) than the YOLO implementation
(84%), the model suggested by this experiment to be used in a real-time application
is the YOLO model since it proved to be more efficient in these cases. To be more
specific, this model is capable of running the detection at 150 frames per second,
which would mean that it is possible for the model to process the video with a latency
less than 25 ms. This amount of response and efficiency is highly critical for these
types of situations and hence the conclusion of this research.

3 Proposed Approach

This paper presents a complete platform that allows technology to be leveraged
such that real-time monitoring, SOS calls, and rescue decisions can be effectively
performed in a calamity-affected region.

This is achieved via an aerial monitoring device: a drone with an intelligent model
runningwithin to detect and alert rescue personnel in real time all bound to a platform
that allows for proper monitoring and analytics for further clarity of the affected
through other mediums of communication.

The main objectives of this project are:

1. To detect human beings and vehicles like cars, bikes, and buses from aerial
video footage

2. To implement social media analytics to gather data to detect the presence of
disasters.

3. To create a web app to integrate both the above features.
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3.1 Person Detection

Dataset. The proposed Stanford Drone Dataset (SDD) contains 60 aerial footages
with pedestrians, cars, bikes, buses taken over eight scenes and an annotated bounding
box for each of the classes [8].

Model. Themodel was trained using RetinaNet [4]. RetinaNet is a single-stage dense
object detector. Two main parts of this network are the featured image pyramid [9,
10] and the usage of focal loss [4].

This model, unlike most object detection models that consist of multiple stages of
image processing, is a single-stage detectormodel. Thismodel also has a keen feature
extraction method called Feature Pyramid Network (FPN) along with a method to
formulate loss that allows these models to stand out among others in having to
produce a time-efficient output with satisfactory accuracy levels, this method of loss
calculation is called focal loss.

Feature Pyramid Network. Essentially, this feature extraction method consists of a
keen image representation form that allows the images, in theory, to be represented
in a pyramidal form or in practice, the feature map consists of images that would be
represented such that the subsample taken apart from the initial samplewouldbe taken
of a smaller size and the resulting image thereafter would be of a lower resolution.
This implementation is done in order to mimic the efficiency rich methodology
of the convolutional neural network, which also has a structure that is pyramidal
hierarchical. Hence, similar to the method of image representation in a convolutional
neural network, the output imagewould have a size thatwould be of a lower resolution
hence the size of the subsamples further on would keep decreasing thus forming a
structure that is similar to that of a pyramid. The key aspect for this sort of image
representation is that at each level, starting from the high-resolution subsample,
moving on to the lower resolution subsamples, each consists of a significant feature
that is required to be extracted, hence it would combine the various features extracted
from the different levels of the sample. This type of feature extraction, in theory, is
performed by first consisting of a bottom-up convolutional layer, the second section
of the pathway with the initial section being a top-down pathway with connections
to the previous section that are lateral. Hence, by combining this form of a feature
extraction within each of the subnetworks from the classifiers to the regressors, it
forms a robust object detection model [9–11].

Focal Loss. The key feature that differentiates this object detection model from
various others is the focal loss, this feature alone is responsible for molding the
time efficiency to power consumption to over accuracy to be at the right ratio that
is obtaining an optimal accuracy, achieved by consuming less power and time. The
reason this type of result was not available to be leveraged by other models that use
other means is due to a large amount of variation of information found between the
foreground and the background. So, in most cases, the background would have a
higher level of accuracy in the overall percentage, but in most cases not containing
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Fig. 1 Architecture of the proposed model [9]

the required information. This forces the overall accuracy to lean towards the back-
ground, without obtaining any useful information. Further on the foreground would
indeed contain much-needed information that would be calculated at a much lower
level of accuracy but indeed the overall accuracywould not reflect this as themajority
of it is impacted by the background. The focal loss method brings a balance between
the foreground and backgrounds by reducing the weights defined and increasing the
weights defined respectively [4, 11].

RetinaNet architecture.Themodel consists of some key aspects. TheResNet network
that is a bottom-up path will allow the feature maps to be scanned at different scales.
This scanning will occur no matter the size of the image given as an input. Then the
spatially rough featuremaps that are from the upper levels of the pyramid, they are up-
sampled, this is done in the top-down route.Alongside that, both the top-down and the
bottom-up layers of the same spatial domain are combined using lateral connections.
The classification subnetwork then proceeds to find or predict the probability of the
presence of an object at the spatial location of each of the anchor boxes. Finally, the
regression subnetwork will perform regression on the offset for the bounding boxes,
this will be done for each ground truth object [4, 11] (Fig. 1).

Training. Initially, from the SDD [8], 2200 samples are taken for training, and each
of the images consists of around 30,000 annotations. Of these images that were
chosen, 1000 images were kept for the validation process. The parameters for the
annotations are as follows:

Directory_of_the_image, x1, y1, x2, y2, class_label

The anchor boxes have a default size, they are:

32− 64− 128− 256− 512

Due to the reason that the type of footage used here is that of aerial devices, this
would require that the anchor box is less than size 32 as the object of interest will
be very small in some cases. As a result, a small anchor box of size 16 is also added
and had removed the large 512 size anchor box.
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Evaluation. From the 1000 images that were used for validation, the model gave
an output accuracy for each of the class indicated prior to the prediction, further to
these values, mean value precision was applied to obtain the final result they are as
follows:

Bike: 0.49
Car: 0.94
Bus: 0.79
Person: 0.71
Average: 0.64.

Results. The following figures are some of the outputs obtained from the model
(Fig. 2).

Fig. 2 Output generated using the trained model
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3.2 Social Media Analytics

Social media analysis includes various methods of collecting and processing data
and information from sites such as Facebook, Instagram, and Twitter. Users are often
tracked about their conversations about product reviews and also about companies
by market analysts. The initial steps in social media analytics include identification,
analysis, and interpretation of data.

Social media platform. Here, Twitter is chosen as the social media platform because
there is a greater possibility of someone using amicroblogging social media platform
instead of going for other platforms such as Instagram, Facebook, etc., and also the
data were also made available to the developers via an API. Twitter has turned out
to be an important medium of communication during the times of emergency [12].
The smartphone enables people around the world to announce an emergency that
they are observing in real-time. Because of this, more organizations are interested in
monitoring Twitter by using self-monitoring programs.

Extracting tweets related to particular hashtag (e.g.: #disaster #earthquake)
using Twitter developer API [5]. The Application Programming Interface (API)
allows us to access resources that are on the server. An API consists of a set of access
levels for web software, which makes accessing data from the server easier.

Classifying extracted tweets as a real disaster or not. It is not always clear in all
situations to determine whether a person’s words are actually declaring a disaster or
not. The proposed approach will be about performing text classification, by building
predictive machine learning models. The primary steps include:

Data analysis and exploration. Our primary objective is to analyze the data set
then train and fit a machine learning model. Then the test tweets that are pulled live
(using Twitter API) are classified to determine whether they are disaster-related or
not. Disaster relief organizations and News Agencies would be the main users of this
kind of application. The data for training are provided by Kaggle [13] and contain
about 10,000 tweets that were hand-labeled. Given a dataset contains a training set
and a test set that is created by pulling tweets from Twitter. The training file includes
the text of a tweet, keyword from that tweet, location the tweetwas sent from. Features
in the train data file include:

• id—a unique identifier for each tweet
• text—the text of the tweet
• location—the location the tweet was sent from
• keyword—a particular keyword from the tweet
• target—It is available only in train.csv only, this denotes whether a tweet is a real

disaster or not.

Pre-processing the data
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• Data Cleaning is the first step in which the text data need to be pre-processed
to convert it into a consistent format. The text will be cleaned, tokenized, and
converted into a matrix.

• Make the text all lowercase or uppercase
• Removing Noise, i.e. everything in the text that isn’t a standard number or letter,

which includes punctuation, numerical values, etc. are needed to be removed.
• Tokenization is the process of converting the normal text into a list of tokens.

Sentence tokenizer can be used to determine the list of sentences in the data and
word tokenizer is used to find words in strings among the given data.

• Stopword Removal of some commonwords such as “a,” “and,” “but,” “how,” “or,”
and “what.”, etc. contribute less to select documents that match the needs of a
user. These are then excluded from the vocabulary. These are called stop words

• Stemming helps to reduce inflected words to their base form. It is generally a
written word form.

• Lemmatization. The major difference between stemming and lemmatization is
that stemming creates words that don’t exist and whereas lemmas include actual
words. So, lemma can be found in a dictionary, but this is not the case for the root
stem.

The pre-processed text needs to be transformed into a vector matrix of numbers
before a machine learning model can understand and learn from it. This can be
done in many ways. A word embedding is a representation of text where words that
have the same meaning also have a comparable representation. Word embedding is
actually a category of strategies in which certain words are represented as real-time
valves in a predefined space. Each word is embedded in one mode and the vector
values are read in the same way as a neural network, which is why the process is
often illuminated in the field of deep learning.

Global Vectors (GloVe) [12] is basically a word embedding method with a log-
bilinear model and uses weighted least-squares. Here, the goal of training is to learn
word vectors such that their dot product is equal to the logarithm of the probability
of co-occurrence of terms. Here, the log of a ratio equals the logarithm difference,
which compares the ratios of probabilities of co-occurrence with vector differences
in word vector space.

Model performance metrics. After generating the output in the form of a proba-
bility or a categorical classification, the current model is needed to be improved. For
that, the effectiveness of the model based on metrics has to be found out. These can
be done using test data sets. Distinct performance metrics are used to evaluate the
efficiency of each machine learning algorithm in different contexts. This problem
is a classification problem so confusion matrix is used, F1-score, and accuracy as a
performance metric to evaluate model performance.

Accuracy can be a good measure when the target class in the training data set is
nearly balanced. The distribution of the target class in the provided training set is
57% for 0 class to 43% for 1 class, which is about equally distributed. Due to this
reason, ‘accuracy’ is chosen to be a model performance evaluation metric for this
problem.
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Building a machine learning model. Here, a simple classification model using
Adam optimizer is created, which combines the best properties of AdaGrad [14] and
RMSProp [15]

Results. Based on the training and predictions made by various classifier models,
the final results that are predictions on data pulled using Twitter API are obtained.

3.3 Web Application

Web application acts as a user interface with machine and deep learning models. The
web application is implemented using a micro web framework written in Python-
Flask [16], it is amicroframeworkbecauseno additional tools or libraries are required.
The models trained are deployed with Flask API. Flask is very simple to use, built-
in server and debugger development, integrated unit test support, RESTful request
dispatch, and extensively recorded.

Workflow

On the homepage, the user has two choices for choosing person detection or social
media analytics, depending on the user’s choice it will be redirected to the relevant
pages. The user has to upload a video as an input that needs to be evaluated in a
deep learning model using Flask REST API, the model will detect and label the
people and display the output. In the social media analytics page, the user needs
to enter hashtags and the tweets with those hashtags will be grabbed from Twitter
using the user authentication details. The data recorded for classification are cleaned
and passed to the machine learning model. After classification, the disaster-related
tweets will be displayed as the output along with the location (Fig. 3).

4 Conclusion and Future Works

The project deems to provide the appropriate results required for an optimal level
of communication and assist for rescue operations at the time of the calamity. This
conclusion is derived based on the following experimental observations:

1. The person detection feature of the project was tested with various input videos
of stranded personnel during previous occurrences of calamities, and it showed
to work accurately as per the accuracy calculation.

2. Although this might not be a live feed as in the case of an actual calamity, it is
impossible to test this feature due to the fact that simulation of the environment
of the calamity is impossible. Due to the fact that the results on the pre-recorded
input were promising, it can be safely concluded that in the occurrence of a
calamity, the results will also be the same.
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Fig. 3 Workflow of web application

3. As for the analytics feature, when tested with the tweets during the period of a
previous calamity, the systemwas successful in classifying andmaking available
the content required for help that was asked via social media.

4. To put it all into perspective, the web application provided an easy and hassle-
free method to make use of these features and be available during the time of a
future calamity, if any.

Some of the problems faced in the early stages:

1. Unable to find out a model that was specific to our need, due to the fact that there
was a requirement for one that was able to effectively perform classification at
a high enough accuracy while also, taking less computational power and being
able to take less time. This was crucial due to the fact that the person stranded
had to be located and their location transmitted to the nearest rescue operation
team, which would mean that neither can the model have a delay in detection
due to the bottleneck of the hardware nor can there be a miscalculation due to
less accuracy.

2. In the proposed method, it was unable to cluster down all posts in social media
there were specific to help related to an ongoing calamity. More specifically, we
did not have an anchor point to depend on to classify with surety that the cluster
would include all posts related to the same.

Some of the measures taken to rectify the problems faced:

1. It was concluded from research that commonly used models such as CNN,
YOLO, S-CNN, and ResNet could not be used due to the fact that it either
needed a large amount of time to compute given the hardware conditions within
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the aerial device or the efficiency was not at an adequate level, again given the
conditions that it was analyzing and hardware conditions.

2. The task of converging into a cluster for the social media analytics was reduced
to close-to-sufficient when there was a usage of #’s as an anchor point to discard
off unwanted posts that were not relevant to the required condition. Apart from
this, the accuracy of themodel used to classify did play amajor role, furthermore
improving henceforth with technology such as context and sentiment analysis
is expected to produce results that are more favorable.

4.1 Future Improvements

Further on from the current state of the project, it seems only feasible that the system
is made more efficient. This can be achieved by implementing and or improving on
the following features:

1. An intelligent predictor model that uses previous calamity data and the current
updates of the weather from meteorological department to predict an upcoming
calamity (those which can be predicted), in an attempt to allow the affiliated
organizations to be as aware and ready for an upcoming calamity, wherein either
case of the probability, the calamity occurs or not, the readiness for one will
largely be in favor of the area under a future threat.

2. Allow the analytics engine to be more robust and efficient by implementing
more intelligent ways to extract information from the social media platform
via sentiment and context analysis systems, this will allow us to remove the
dependencies from tagger such as #’s.

3. A more robust aerial source, like an autonomous drone. This will remove the
biggest bottleneck when it comes to aerial detection, even more, specifically
to our case, that is manual control of the drone which hinders the range of its
travel with respect to the position of the controller. Allowing the drone to fly
autonomously, while being monitored by a person on the ground will enable the
range of search to be completely sufficient.

4. A better image or video dataset based on different environments from various
calamities or scenarios and more annotated objects would be required to create
a better model that can locate objects more precisely than the current model.
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Classification of Tea Leaf Diseases Using
Convolutional Neural Network

Subham Chakraborty, R. Murugan , and Tripti Goel

Abstract Assam is the highest tea-producing state in India. The economy of this
state is greatly dependent on the cultivation and productivity of tea. The biggest
challenge to tea growers is to produce tea without microbial or pesticide damage.
Since leaves are the harvested product in tea, so leaf diseases play an important role.
Lack of awareness and care to leaves causes unfavorable impacts on plants, product
quality, and quantity get reduced. The symptoms of the disease can be observed on
the leaves. The leaf shows symptoms by changing color or showing spots on it. The
identification of these diseases is made manual, which can consume more time or
may be costly. The idea is to identify and classify the diseases accurately from leaf
images automatically. The Convolutional Neural Network is being proposed in this
study, which has classified the diseases with an accuracy of 92.59% and is more
accurate than the prevailing classifiers like Support Vector Machine and K-Nearest
Neighbors for this specific purpose.

Keywords Tea leaf diseases · Computer vision · Image classification ·Machine
learning · Deep learning · Convolutional neural network

1 Introduction

Tea is considered one of the most consumed drinks in the world. Tea was just one of
those weeds until it was discovered to give a great flavor and eventually introduced
for cultivation. Tea is cultivated across various settings from the backyard or small
fields to vast estates covering thousands of acres of land. Higher elevations and
steep slopes are best for tea cultivation. From the perspective of plant protection,
the demand for tea without pesticide residues is directly related to the demand for
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high quality and demand from the consumer. The majority of the tea-producing
countries economy depends upon its production and of several constraints that affect
production to a great extent. Insect and mite pests (arthropods) are some of the most
damaging causes when it’s come to tea, causing, on average, a 5–55% yield loss
(68, 83, 90). The loss costs the approximately U.S. $500 million to $1 billion [1].
In some cases, loss of yield can be 100% [2]. Several attempts have been developed
to reduce yield loss since the olden days. There has been a practice of widespread
application of pesticides in the past few decades. The usage of chemicals such as
bactericides, fungicides, and pesticides to check plant diseases can cause long-term
resistance of the pathogens, undesirable reduction in the soil’s ability to fight back,
and produce adverse effects in the agro-ecosystem. Therefore, proper diagnosing a
disease in its initial state and appropriate remedial action is vital for organized disease
management [3]. Naked eye observation by experts had been the primary practice for
plant disease detection and identification so far. A large team of experts and constant
track of plant is needed, which has a high cost for large farms. Simultaneously, in
some countries, lack of proper facilities and ideas to contact experts are some of
the disadvantages of naked-eye observation. Consulting experts is inefficient both in
time and cost. Moreover, some diseases that are not prevalent in those areas and are
foreign diseases cannot be easily observed by simple observation. In this study, we
are more concerned about two specific tea leaf diseases that are most destructive of
the prevalent diseases in our vicinity Barak Valley, especially Silcoorie Tea garden,
Silchar, Assam, Northeast, India, Red-Spider Mite and Mosquito Bug as described
in Fig. 1.

It will be much helpful if an automated disease detector is made, which can detect
disease through leaf images by image processing techniques. This could provide an
immense favor to the novice in the gardening process. The trained professionals,
too, can be helpful in the process of confirmation of disease diagnostics. Computer
vision techniques, a modern approach, provide more accuracy than other preceding
methods.Nowadays, disease detection is donewith various data analysis technologies
such as Machine Learning, which provide more accuracy in the field. Because of its
performance in a wide range of applications, machine learning has covered almost

Fig. 1 a Red spider mite, b mosquito bug
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every scientific domain, such as cognitive science, statistics, optimization theory, and
various other engineering and mathematics works.

Neural Network (NN) is a computational approach operating in various computer
science and other research disciplines. Biological nervous systems of the brain have
been the design approach of NN to process the information and recognize patterns.
The NN approach excels even in the area where the feature detection is troublesome.
This technique is based on self-learning and training from the observational data
rather than explicitly programmed and provides better data analysis accuracy. A
deep neural network possessing many processing layers is an emerging technique,
and it is used in Deep Learning. High-level abstractions in data can be modeled using
multiple processing layers with complex structures consisting of multiple non-linear
transformations. In this technique, an observation can be represented as a set of edges,
regions of particular shapes, and many other forms. These representations ease the
task of face recognition or facial expression recognition, weed detection crop quality,
yield prediction, agricultural production systems, yield prediction, disease detection,
etc. Deep learning is a handy tool in the analysis of a large amount of data.

Convolution Neural Network (CNN) is a deep learning-based tool that works
proficiently in image processing. It provides excellent modeling for most of the
complex processes and patterns or features recognition required in image processing.
A CNN composed of alternating layers of convolutional layers, locally connected
where every layer has the same number of filters. Down sampling (sub-sample)
layers, and the fully connected layers working as a classifier. Figure 2 shows the
overall architecture of a CNN. The blue-colored squares depict the feature maps,
and the small grey-colored squares refer to the convolution filters.

Our main aim is to build a deep convolution neural network and check its perfor-
mance versus two other Machine Learning classifiers viz., Support Vector Machine
(SVM), and K-Nearest Neighbors (k-NN) to observe the healthiness of a tea plant

Fig. 2 Convolutional neural networks architecture
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by analyzing its leaves. The proposed method will extract and identify the diseased
leaves from the given set of images.

The contribution of this paper includes the following.

• The state-of-the-art methods of tea leaf detection have been presented.
• The Convolutional Neural Network-based deep learning architecture has been

proposed to classify the tea leaf diseases.
• A detailed comparative analysis has been made against the current tea leaf

detection methods.

The remaining part of the paper is organized as follows. In Sect. 2, the literature
survey and related works are presented—the materials and proposed method to be
found in Sect. 3. The results and discussions are presented in Sect. 4. The conclusions
and future works are found in Sect. 5.

2 Related Works

Hazarika et al. [3] have reported that insects are affected tea production by an average
of 5–55% loss in yield. Oligonychus coffee (red spider mite) is one of North East
India’s most devastating pests [4]. Tea mosquito bug is also one of the destructive
pests that have caused losses of 55% of the crop loss in Africa and 11–100% loss
in Asia [5]. The tea mosquito bug also attacks other non-crop host plants, which
support their populations in the scarcity of the primary host. This behavior enables
them to breed throughout the year [6].

Ghaiwat et al. [7] described various classification techniques for plant leaf
diseases. Their classification technique involved the classification of distinct class’s
pattern based onmorphological features. Various techniques such as Artificial neural
network, Genetic Algorithm, Probabilistic Neural Network, Fuzzy logic, Principal
Component Analysis, and k-Nearest Neighbor. It is a tough practice to select a classi-
fication method since every classification methods have their own disadvantage and
advantage. This paper helps to conclude which classification method is suitable for a
particular application. One of the simplest algorithms to test classes is k-NN, but it is
very time complex for making predictions. While classifying high-dimensional data
set, Support VectorMachine (SVM) is the best available machine learning algorithm.
In SVM, quadratic optimization aids in limiting the complexity of frequency of error
and decision rule but has a disadvantage as it is hard to find the optimal parameter
for training non-linear data making. NN has the ability to tolerate noisy input but has
a hard understanding of algorithm structure.

To overcome the time complexity of k-NN and SVM-like classifiers, an edge
detection technique can be applied, which promises to reduce the amount of data to
be processed and to filter out less relevant informationwhile preserving the important
structural properties of an image. However, sometimes it becomes hard to obtain
such edges in real-life images. Ansari et al. [8] compare the various edge detection
techniques and found that the Sobel operator has better noise suppression than other
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detection techniques and gives a moderate result compared to others. Kaura et al.
[9] have presented an expert system survey to detect and diagnose the leaf diseases
by pixel by pixel comparison algorithm for comparing two images of leaf disease of
cereal. This algorithm is time complex and many times due to irregular background
conditions. The effectiveness of this algorithm is considerably reduced.

A Deep Learning (DL)-based survey has been presented by Kamilaris et al. [10].
This survey suggested that DL beat traditional approaches such as SVM and ANN.
DLmethods’ automatic feature extraction seems to bemore effective than themanual
feature extraction process through conventional approaches such as histograms, Scale
Invariant Feature Transform (SIFT), area-based techniques (ABT) GLCM, statistics,
texture, color, shape-based algorithms, and visual texture features.

In recent times, CNN has produced benchmark results in various image clas-
sifications. Jaswal et al. [11] proved that CNN is the best classifier than others.
Abdullahi et al. [12] have applied CNN for plant image recognition and classifica-
tion. They have applied different image processing techniques like support vector
machine, fuzzy logic approach, neural networks, etc. and discovered that the most
effective approach and excellent results are obtained using the DL approach of image
classification.

Most of the works have been done on some predefined databases. Not much
work has been found in the field of tea disease detection using image processing
techniques. This study proposes an improved CNN, which is the modification of
pre-trained CNN such as AlexNet and ImageNet.

3 Materials and Methodology

3.1 Sample Collection and Preparing the Dataset

Collecting an unbiased and appropriate image dataset is the first step for any image
classification analysis. Images were captured using a mobile camera of 8MP from
the Silcoorie teas estate, Silchar, Assam. Figure 3 shows the area of the site of
sample collection. A total of 117 images are found, out of which 32 are healthy
leaves, and the others belong to either of the two previously mentioned diseases
(Fig. 4). The images are then compressed and cropped to decrease the training time
and ensure that features were learned only from the region of interest. Two classes
of diseased leaves are labeled, and an extra class of healthy leaves is also added to
differentiate the healthy leaves from the diseased ones. The images taken using the
camera are normally of variable length and pixel size. These images are then resized
to 100 × 100 by the OpenCV framework. To improve the classifier’s generalization
ability, which is more advantageous to the training of the network. Four different flips
horizontal, flip vertical, left rotate 90 degrees, and right rotated 90 degrees were used
to alter the image input and improve the classification. The data augmentation of the
normal, Mosquito Bug and Red spider mite tea leaf images is shown in Figs. 5, and
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Fig. 3 Area of sample collection

6, respectively. Figures 7, 8, and 9 show some of the training images of the normal
Mosquito Bug and Red spider mite tea leaf images.
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Fig. 4 Normal tea leaf data augmentation examples a flip horizontal b flip vertical c right-rotate
90° d left-rotate 90°

Fig. 5 Mosquito bug tea leaf data augmentation examples a flip horizontal b flip vertical c right-
rotate 90° d left-rotate 90°

Fig. 6 Red spider mite tea leaf data augmentation examples a flip horizontal b flip vertical c
right-rotate 90° d left-rotate 90°

Fig. 7 Sample normal tea leaf training images
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Fig. 8 Sample mosquito bug tea leaf training images

Fig. 9 Sample red spider mite tea leaf training images

3.2 Convolutional Neural Network (CNN)

CNN is a deep learning tool best suited for processing data with a grid-like pattern
present in digital images. It is designed to divide hierarchies of features in a bottom-
up manner automatically. CNN is composed of three layers—the convolution layer,
the pooling layer, and the fully-connected layers.

3.2.1 Convolution Layer

Aconvolution layer is a basic constituent of the CNNarchitecture. It performs feature
extraction through numerous linear and non-linear functions like convolution oper-
ation and activation function. The tensor’s output at a certain point is obtained by
summing up the elementary products between the kernel and the input tensor at each
location of the tensor. This output is called a feature map. This procedure is repeated,
and multiple kernels are applied to form an arbitrary number of feature maps. These
feature maps depict different characteristics of the input tensors and are taken to be
different feature extractors.

3.2.2 Pooling Layer

Thepooling layer is the second layer ofCNN,which provides a typical downsampling
operation that decreases the in-plane feature maps’ dimensionality and reduces the
number of subsequent learnable parameters. The pooling layers do not contain any
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learnable parameter; it contains hyperparameters for pooling operations like filter
size, padding, and stride similar to convolution operations.

3.2.3 Fully Connected Layer

After the extraction of features by the convolution layers and pooling layer down-
sampling, the features like probabilities for each class of the classification tasks are
mapped by a subset of fully connected layers to the network’s final outputs. The final
fully connected layer normally has an equal number of output nodes as the number
of classes. A nonlinear function-Rectified Linear Unit follows each fully connected
layer.

3.3 Training Parameters

3.3.1 Rectified Linear Unit (ReLu)

The Rectified Linear Unit is the most frequently used activation function in deep
learning models. The function returns ‘0’ for negative input and returns the value if
the input is positive; it is presented in Eq. (1).

f (x) = max(0, x) (1)

3.3.2 Soft-Max Layer

It is an activation function that normalizes the input vector of ‘N’ real numbers,
into a probability distribution consisting of ‘N’ probabilities that sum up to ‘1’. It
is frequently used in NN, for mapping the non-normalized output of a network to a
probability distribution over predicted output classes. The soft-max function utilized
for this architecture is represented in Eq. 2.

σ(yi ) = eyi
∑N

j=1 e
yi

(2)

For i = 1, 2, 3…N and y = (y1, y2….yk) e N.
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3.3.3 Adaptive Moment Estimation (Adam)

The adaptive learning rates for each parameter are computed by a method called
Adam. It stores an exponentially decaying average of past squared gradients ‘vt’ like
a delta and RMS prop, and also keeps an account of exponentially decaying average
of past gradients ‘mt’, similar tomomentum.Adamacts like a heavy ballwith friction,
hence favors flat minima in the error surface in comparison to momentum which can
be visualized as a ball running down a slope. The decaying averages of past and past
squared gradients ‘mt’ and ‘vt’ are computed respectively found in Eqs. (3) and (4).

mt = β1mt − 1+ (1− β1)gt (3)

vt = β2vt − 1+ (1− β2)g
2
t (4)

‘mt’ and ‘vt’ are estimates of the first moment (the mean) and the second moment
(the uncentered variance) of the stochastic gradients ‘gt’ respectively and β1, β2 are
the hyperparameters function.

There are several popular frameworks for deep learning evolving recently, like
Pytorch, Tensorflow, Sonnet, Keras, etc. Out of these, Google’s Tensorflow comes
out to be the most promising framework nowadays. Its core is developed in C++,
and it uses Python to provide a convenient front-end. It is suitable for both easy
model building and powerful experimentation for research. For our work, we used
Tensorflow as the building block of the CNN architecture. The network architecture
is an improvement of the AlexNet and ImageNet structure. The time complexity of
this architecture is much better compared to the other structures. It consists of five
convolution layers, two fully connected layers. The layered architecture is described
in Table 1.

4 Results and Discussions

All the experiments were performed in Python version 3.6.5 in the Spyder Notebook
of Anaconda prompt. Themachine usedwas 64 bit, 8 GBRAM,Windows 10 Lenovo
Ideapad 330 supporting Nvidia MX 150 2 GB graphics card. As shown in Fig. 10,
the validation accuracy increases with the increase in the number of epochs. The
accuracywas initially lowwhen found for 50 epochs validation accuracywas 55.56%,
but it increased to 92.59% when found at 200 epochs. But after that increase in the
number of epochs does not have much effect on the accuracy. Records were taken
for 50,100,150, and 200 number of epochs, and the respective validation accuracies
are 55.56, 77.78, 88.89, and 92.59%.

This study has samples of two types of diseased leaves, mosquito bug and red
spider mite, and a collection of healthy leaves. So the classification is based on these
three types. The accuracy of the CNN, SVM, and k-NN classifiers in determining
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Table 1 Proposed
architecture of CNN

Layers Parameters Activation function

Input 100 × 100x3 –

Convolutional
(layer1)

Filters = 18, Kernel
size = 3 × 3

ReLu

Pooling (layer 1) Max pooling (3 × 3) –

Convolutional
(layer 2)

Filters = 27, Kernel
size = 3 × 3

ReLu

Pooling (layer 2) Max pooling (3 × 3 –

Convolutional
(layer 3)

Filters = 81, Kernel
size = 3 × 3

ReLu

Pooling (layer 3) Max pooling (3 × 3) –

Convolutional
(layer 4)

Filters = 9, Kernel
size = 3 × 3

ReLu

Pooling (layer 4) Max pooling (3 × 3) –

Convolutional
(layer 5)

Filters = 27, Kernel
size = 3 × 3

ReLu

Pooling (layer 5) Max pooling (3 × 3) –

Fully Connected
(layer 1)

243 Nodes ReLu

Fully Connected
(layer 2)

3 Neurons Softmax

Fig. 10 Validation accuracy
versus number of epochs

the tea leaves diseases is evaluated. The corresponding Error matrices were used to
calculate the classifiers’ accuracy, as described in Tables 2, 3, and 4. Tables show
that CNN works better than the classical machine learning algorithms like SVM and
k-NN in classifying the diseases. The absence of artificial feature detection in these
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Table 2 Error matrix of
k-NN

Mosquito bug Red spider
mite

Healthy leaves

Mosquito
bug

11 0 0

Red spider
mite

0 7 0

Healthy
leaves

2 0 7

Table 3 Error matrix of
SVM

Mosquito bug Red spider
mite

Healthy leaves

Mosquito
bug

10 2 0

Red spider
mite

1 7 1

Healthy
leaves

1 2 3

Table 4 Error matrix of
CNN

Mosquito bug Red spider
mite

Healthy leaves

Mosquito
bug

7 1 4

Red spider
mite

0 5 4

Healthy
leaves

0 2 4

machine learning classifiers may be a reason for low accuracy in image detection
techniques. It is a good practice to compare the achieved results with some other
works. Hence, in addition to the above algorithms, the proposed method is compared
against two previously presented algorithms, such as NN-based ensemble classifier
[10], SVM [13], presented in Table 5. From the comparison, it can be found that
CNN provides better results in tea leaf disease detection.

The classification accuracy of the proposed CNN was contrasted and recently
published LeafNet CNN [14], which is not high (Shown in Fig. 11), because of

Table 5 Comparison of the
proposed CNN architecture
results with other classical
machine learning algorithms

Methods Number of diseases classified Accuracy (%)

Proposed CNN 2 92.59

k-NN 1 91

SVM 2 91



Classification of Tea Leaf Diseases Using Convolutional Neural Network 295

88.5

89

89.5

90

90.5

91

91.5

92

92.5

93

Proposed CNN LeafNet

Accuracy(%)

Fig. 11 Comparison of the proposed CNN with previously published LeafNet

the need for the artificial selection of features. To a huge degree, the presentation
of these strategies relies upon whether examiners’ attributes are sensible. At the
same time, agents, for the most part, depend on understanding and show noteworthy
naivety when choosing features. Albeit better outcomes are gotten by utilizing arti-
ficial feature classification, these features are explicit for datasets. Results may vary
extensively if similar features are utilized to break down various data sets.

5 Conclusion

This paper presents an automatic tea leaf disease detection using image classification
techniques and found CNN one of the best in this category. The identification of
these diseases is made manual, which can consume more time or may be costly. This
automatic method is to identify and classify the diseases accurately from leaf images.
The unsupervised learning technique used in CNN captures even those patterns that
are not detected by supervised learning techniques like SVM or k-NN. In the future,
our idea is to build a mobile and web application for the farmers for early detection of
tea diseases based on this idea. AGUI application based onCNNcan be developed, as
CNN is found to be the best of the others. Pathogens like red-spider mite are present
on tea all year round, cause heavy damage, and require a good management process.
So building an appwhere the farmers can enter the affected plant leaf image can know
its category and process of control, and in this way, it will be much helpful to the
farmers. We will try to cover more endemic diseases, which will further help people
from all regions. We will try to increase the accuracy of disease detection by possible
modifications in the algorithm and increase the number of images. Hopefully, this
will be a complete tea disease control solution by the above-mentioned means and



296 S. Chakraborty et al.

will reduce the chances of the epidemic in any region and thus raise the yield of tea
and, therefore, farmers’ prosperity.
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Epileptic Seizure Classification
Using Spiking Neural Network
from EEG Signals

Irshed Hussain and Dalton Meitei Thounaojam

Abstract Epilepsy is a life-threatening and challenging neurological disorder which
results in a seizure. The seizure makes the functioning of the central nervous system
abnormal and the patient ends up with convulsions and a loss of consciousness.
Therefore, there is a need for in-depth diagnosis with high accuracy of the disease
where electroencephalogram (EEG) signals play a vital role. Spiking neural network
(SNN) is used as the classifier to classify EEG-based epileptic seizures. Due to its
computational efficiency and biological plausibility, SNN is gettingmore attention to
the classification of time-series data such as EEG signals. Although there are several
other classification methods that exist, few of them is able to work with the EEG
signals because EEG signals are generally highly variable and noisy. The SpiFoG
algorithm is used to train SNN where inputs are encoded in temporal spikes from
the feature extracted EEG signals. The dataset used in this research is the Bonn
University EEG dataset for the epileptic seizure. From this dataset, three types of
epileptic EEG signals are considered. The first is from healthy patients with open
eyes, second is from healthy patients with closed eyes, and the third is from patients
suffering from a seizure. Our proposed model outperforms state-of-the-art models.

Keywords Epileptic seizure · EEG · SpiFoG · Spiking neurons

1 Introduction

Anunexpected electrical disturbance in the central processing part of the human brain
results loss of consciousness and convulsion which is termed as the epileptic seizure
[1–3]. It is a kind of abnormality in the firing mechanism of the neurons [4], those
carries the most essential information and the tragic part is the lack of lucid informa-
tion about the root cause of the disease. According to the World Health Organisation
(WHO) data, to date, more than 50 million people are suffering worldwide from this
life-threatening disease [5]. Therefore, an automated in-depth diagnosis with high
accuracy is very essential and it is challenging also to the medical science commu-
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nity. In this scenario, electroencephalogram (EEG) comes into the picture. With the
use of EEG, it is very effective to record and analyse the brains electrical activity
[6]. EEG uses electrodes that can be non-invasive and can be set up on the scalp of
the patient to retrieve the activity of electrical pulses which play a vital role in the
recognition of epileptic seizure.

Manually, it is very difficult to detect seizures just by observing raw EEG signals
because of the highly variable, highly nonlinear and highly non-stationary property
of EEG signals [7]. Therefore, an automated detection system using an intelligent
approach such asmachine learning (ML) is important. Spiking neural network (SNN)
is a very promising and attractive approach to ML nowadays. SNN is getting more
and more attention in the field of neuroscience as well as in the field of classification
of highly nonlinear patterns. SNN is considered as the third generation of neural
network [8], which has the interesting properties such as computational efficiency
[8, 9], biological plausibility [10] and energy efficiency [10, 11]. SNN imitates the
human brain more closely and works in a different manner than that of its ancestor,
the second-generation artificial neural network (ANN). In SNN, all input and output
information is temporal rather than real-valued numbers, and thus, its characteristics
match more closely with the characteristics of brains information processing since
neuroscience proves to some extent that the brain uses temporal information rather
than average firing rate as information [12]. Although brains information encoding
is not very clear to date [11, 13], akin to most of the researchers, population coding
is used in this research as used in [14]. Since in order to work with SNN in case
of the classification task, there is a need for a proper selection of spiking neuron
model, and a supervised learning algorithm. In this paper, leaky-integrate-and-fire
(LIF) [15–17] spiking neuron model and SpiFoG learning algorithm [14] are used.
The information sending neuron pre-synaptic neuron sends the information to its
corresponding information receiver neuron post-synaptic neuron and upon receiving
the stimuliwhen the post-synaptic potential (PSP) of the post-synaptic neuron reaches
a threshold, the post-synaptic neurons fire spike.

Feature extraction is the most crucial and challenging part since it plays a vital
role in classifying patterns into their respective classes. In our proposed approach,
features are extracted from the raw EEG signal using Petrosian fractal dimension
(PFD) [18], Higuchi fractal dimension (HFD) [19], SVD entropy [20], Fisher infor-
mation [21] and detrended fluctuation analysis (DFA) [22]. The definition of all the
aforementioned features is also explained in detail in [23]. The hyper-parameters
used in our proposed model as used in SpiFoG [14] except for the range of synaptic
weights and the range of random synaptic delays. Here in this research, a mixture of
50% excitatory synapse and 50% inhibitory synapse within the range [−1, 1], and
the range for random synaptic delays is set to [1, 10]. Moreover, we have analysed
a variation in the population size. The experimental results for the proposed model
are found better than the state-of-the-art algorithms.
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The contributions of this research are:

1. Classification of EEG-based epileptic seizure using SNN and SpiFoG learning
algorithm.

2. Range of synaptic weights is changed to [−1, 1] from [−0.25, 1]. Therefore, in
this case, 50% excitatory, and 50% inhibitory neurons are present.

3. Range of random delays in the synapse is changed from [1, 6] to [1, 10] allowing
more variation in the delay time.

4. Variation of population size using SpiFoG algorithm to analyse the exploration
of the search space.

This paper is organised in sections and subsections for better clarity. Section1 dis-
cusses the background concept and novelty, and Sect. 2 summarises the state-of-
the-art followed by Sect. 3 which explains the development process of the pro-
posed approach, feature extraction and classification. The experimental results and
a detailed discussion is presented in Sect. 4 followed by the summary of the research
given in Sect. 5.

2 Related Work

From the past few years, with the advancement of cognitive science, EEG remains
one of the most attractive and popular techniques. In this section, some of the pre-
vious work on EEG-based signals is discussed. In [24, 25], Fourier transform is
successfully applied to the task of frontal EEG asymmetry and emotion. However,
the demerit of these methods is the ability to analyse the raw EEG signal in the
frequency-domain only, neither time-domain nor time–frequency-domain informa-
tion was used. In [26], EEG-based epileptic seizures were recognised with the use of
time–frequency-domain feature information discrete wavelet transform (DWT) and
classification method second-generation ANN. As DWT can extract both the time-
domain and frequency-domain information from an EEG signal, many researchers
have used this method to carry out the desired task [27, 28]. Ghosh Dastidar et al.
[29] used the SNN classification method to classify epileptic seizures from the EEG
signals. They have considered three-class classification approach one is healthy class,
the second is transition class, and remaining is the seizure class. The DWT is used as
the feature extractionmethod to extractwave information such as alpha, beta, gamma,
delta and theta. From thesewave frequencies, pre-synaptic initial input spike times are
generated and then SNN is applied to classify the patterns to their respective classes.

Although Fourier transform is not capable to provide the time-domain information
for the EEG signals, short-time Fourier transform (STFT) can do that by applying the
windowing concept. This approach is also used by many researchers to analyse EEG
signals. However, this method lacks behind when the selection of window size comes
into the picture because it uses the same size window which can be incompatible in
case of highly variable frequencies. Tzallas et al. [30] used the concept of STFT for
the recognition of epileptic seizure. In [31], to analyse EEG background activity in
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Fig. 1 Block diagram of the entire procedure followed for the development of the proposed model

Autism disease, STFT was used. In [32], Gupta et al. analysed the raw EEG-based
epileptic seizure dataset usingDWTand they have used convolutional neural network
(CNN) as the classifier.

3 Materials and Methods

In this section, the procedure followed to develop the proposed model is discussed.
Figure1 shows the block diagram of entire methodology where it is observed that
firstly real-valued features are obtained from the raw EEG signals by feature extrac-
tion method, and then those real-valued features are converted into temporal infor-
mation such as spikes. Now, upon receiving spikes, SNN produces output called
predicted output those are trained using SpiFoG [14] algorithm to produce better
output so that total loss is minimised.

3.1 Features Extraction

We have extracted five features from the raw EEG signals, namely DFA [22], HFD
[19], SVD entropy [20], Fisher information [21] and PFD [18] to produce feature
vectors f1, f2, f3, f4 and f5, respectively. Figure2a shows the behaviour of raw
EEG signals in case of a seizure patient and a healthy one where it is observed that
the individual suffering from seizure is having higher value of frequencies than the
healthy one for each of the 100 channels.

In Figs. 2b and 3a, b frequency of all 200 channels are shown for each of the
five features f1, f2, f3, f4 and f5. In Fig. 2b (top), feature vector f1 is representing
the DFA values where it is observed that the frequencies are varying much after
100 channels, those are frequencies of the seizure. Here, in Fig. 2b (bottom) feature
vector f2 represents HFD features.

In Fig. 3a (top), it is observed that SVD entropy ( f3) for the first 100 channels have
almost similar frequencies, and for the remaining 100 channels, the frequency values
of SVD entropy are also almost similar. The feature vector f4 in Fig. 3a (bottom)
which represents Fisher information is having higher frequencies for the first 100
channels. In Fig. 3b (top), it has been observed that PFD features ( f5) for the last 100
channels are having higher frequencies than that of the first 100 channels. Moreover,
labelled desired output data for the two classes healthy and seizure is shown in Fig. 3b
(bottom).
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Fig. 2 a Behaviour of raw EEG signals in case of a healthy person and a patient having a seizure
(set B and E). b Frequency of extracted feature DFA (feature f1) and HFD (feature f2) from the
raw EEG signals for all 200 channels (set B and E)

Fig. 3 (a) Frequency of extracted feature SVD entropy (feature f3) and Fisher information (feature
f4) from the raw EEG signals for all 200 channels (set B and E) (b) Frequency of extracted feature
PFD (feature f5) from the raw EEG signals for all 200 channels, and labelled desired output data
for the two classes Healthy and Seizure (set B and E)

3.2 Classification

SNN is used for classification where SpiFoG [14] algorithm is used to train the
proposed model. The neuron model LIF is used to produce spikes, and the dynamics
for a neuron j (post-synaptic) is given in Eq.1.

τmem
dUj (t)

dt
= −Uj (t − 1) +

N∑

j=1

M∑

i=1

Wi j × ψ(t − ti − Ki j ) × Rmem (1)

where dUj (t) = small change in the PSP of post-synaptic neuron j at time t , dt = time
step, Rmem = membrane resistance, τmem = membrane time constant. ψ is the double
decaying kernel function where Ki j is the random delay in the synapse having values
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within the interval [1, 10].Wi j is the synaptic strengths of synaptic weights between
neuron i and neuron j having values within the interval [−1, 1] and thus allows
a mixture of 50% excitatory and 50% inhibitory neurons in the architecture that
adds biological plausibility to the system. Our model has the topological structure
of 16:8:1 that means there are 5× 3+ 1 = 16 (5 real-valued features, 3 encoding
neurons and 1 bias neuron) pre-synaptic input neurons, 8 hidden neurons and 1 output
neuron. Single synapse model with the use of double decaying kernel is used.

4 Results and Discussion

In this section, the experimental results along with the description of dataset set A,
set B and set E are discussed.

4.1 Dataset Description

The EEG-based epilepsy seizure dataset used in this research is the popular Bonn
University dataset [33]. In the dataset, there are five different directories each having
data for 100 channels namely A, B, C, D, E. Directory A holds the EEG data for
normal person recorded with the eyes open, B holds the EEG data for normal person
recorded with the eyes closed, C holds the EEG data from the healthy brain area
although at the recording time tumour was identified, EEG data recorded from the
tumour area is placed in directory D, and directory E has the EEG data of patients
suffering from an epileptic seizure. Although there are five different types of classes,
we can easily convert this dataset into binary classification where the status of the
disease can be predicted (i.e. whether a person is suffering from an epileptic seizure or
healthy). For this, we have arranged the dataset in two different ways and performed
two binary classification task. First binary classification is between healthy with
eyes closed vs seizure (i.e. B and E), and the second binary classification is between
healthy eyes open vs seizure (i.e. A andE). Each data channel (total 100 channels) has
4097 data points sampled at 173.62 Hz yielding raw EEG signals up to the duration
of 23.59 sec.

4.2 Performance Evaluation of the Proposed Model

The performance is analysed in terms of classification accuracies namely training
accuracy and testing accuracy. In Table1, the results with the variation of population
are presented where it is observed that, the testing accuracy for population size 40
is found better in case of dataset B and E. For population size 40, 92.24% training
accuracy and 92.54% testing accuracy are achieved.
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Table 1 Performance for binary dataset B and E

Population size Classification accuracy

Training (%) Testing (%)

10 91.62 91.60

20 91.85 91.78

30 91.62 91.60

40 92.24 92.54

50 92.29 92.52

60 92.28 92.42

70 92.29 92.52

80 92.29 92.52

90 92.29 92.52

100 91.85 91.78

Table 2 Performance for binary dataset A and E

Population size Classification accuracy
Training (%) Testing (%)

40 94.36 95.77

Table 3 Performance comparison for binary dataset B and E

State-of-the-art Approach Test accuracy (%)

Ahmedt et al. [34] EEG signals (raw) + LSTM 92.50

Acharya et al. [35] EEG signals (raw) + CNN 88.70

Our proposed model SNN + SpiFoG 92.54

For set A and set E, we have experimented with our model with population size
40. In Table2, the results are presented where it shows 94.36% training accuracy and
95.77% testing accuracy. In Table3, a comparison of our proposed model is shown
with the state-of-the-art algorithms in case of set B and set E. It is clearly observed
that the proposed model outperforms state-of-the-art algorithms.

In Table4, a comparison of our proposed model is shown with the state-of-the-art
algorithms in case of set A and set E. In this case, also, the proposed model shows
very competitive results compared to the state-of-the-art algorithms.

The average training accuracies of all the population vs the number of generations
are shown in Fig. 4a for the set B and E. We have trained the model till 1000 genera-
tions but the graphs are shown only for 100 generations where the changes in training
accuracy occur to visualise more clearly. After 100 generations, the proposed model
converges towards the optimal value. Figure4b shows the behaviour of training in
case of dataset A and E when population size 40 is used.
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Table 4 Performance comparison for binary dataset A and E

State-of-the-art Approach Test accuracy (%)

Lasefr et al. [36] SVM + Energy thresholding 96.20

Ahammad et al. [37] DWT + Linear classifier 84.20

Ahmedt et al. [34] EEG signals (raw) + LSTM 97.00

Our proposed model SNN + SpiFoG 95.77

Fig. 4 a Average training accuracy for all variations in the population size using set B and E. b
Training accuracy for the population size 40 using set A and E

For the set A and set E, we have used the population size 40 since using set B
and set E it had been found that varying the size of the population does not really
improve the testing as well as training accuracy drastically.

5 Conclusion

We have explored the computational power and biological plausibility of LIF spiking
neuron and SpiFoG algorithm with the help of highly nonlinear EEG-based epileptic
seizure data. Our proposed model successfully classifies the patients suffering from
epileptic seizure from the healthy ones. The topology followed by our model is akin
to SpiFoG except for the range of synaptic weights and the range of delays in the
synapse. The SpiFoGuses randomweight initialisation range as [−0.25, 1] and range
of random delay values as [1, 6] but we have used [−1, 1] and [1, 10]. The usage
of 50% excitatory and 50% inhibitory synapse improves biological plausibility to
some extent. Moreover, a variation in the population size is carried out to analyse
the exploration of the search space.

This work can be extended to multiclass classification considering each five sets
of data individually where there will be five classes.
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Policing Android Malware Using
Object-Oriented Metrics and Machine
Learning Techniques

Anand Tirkey , Ramesh Kumar Mohapatra , and Lov Kumar

Abstract The primarymotive of amalware is to compromise and exfiltrate sensitive
user data from a system generally designed to uphold the fundamental principles of
information security, i.e., confidentiality, integrity and availability. Android being the
mostwidely usedmobile operating system is a lucrative ground formalware designers
in leveraging system flaws to gain unauthorized user information access. In order to
attenuate these issues, it is imperative to design and build robust automated tools for
effective android malware prediction. In this paper, we bring forward a novel method
for android malware detection using object-oriented software metrics and machine
learning techniques. Five thousand and seven hundred and seventy-four android apps
are collected from AndroZoo repository, then its software metrics are extracted and
aggregated using sixteen aggregation measures which forms the basis of our metrics-
based dataset. A total of three hundred and four different machine-learnedmodels are
built using various data sampling techniques, feature selection methods and machine
learning algorithms. Finally, a machine-learned model built using SVMSMOTE data
sampling technique applying significant predictor metrics (SPM) feature selection
methods over GDCG2H (conjugate gradient with Powell/Beale Restarts and two
hidden layers) machine learning algorithm, yields a better malware predictor with
area under ROC curve (AUC) value of 0.86.

Keywords Android malware detection ·Machine learning · Object-oriented
metrics

1 Introduction

Android leads the mobile OS market with a share of 86.1% and is expected to
increase to 86.5% by 2021 according to International Data Corporation (IDC, USA).
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Meanwhile, in 2019, Google reported that 42.1% of android devices run unsup-
ported versions of the OS. Internet Security Threat Report 2019 (ISTR), published
by Symantec, shows that it blocked an average of 10,573 malicious mobile apps
per day. Malware is more prevalent in apps categorized under tools (39%), lifestyle
(15%) and entertainment (7%). It also reported that one in thirty-six mobile devices
had high-risk apps installed. Nohl and Lell [11] show that security in android ecosys-
tem is further compromised by handset vendors , since they fail to provide timely
updates published monthly by Google, to their supported devices. This has created
a problem known as android OS fragmentation for Google, where majority of the
mobile devices are devoid of any OS support, which potentially exposes majority
of the end users to malware attacks. Android OS has built-in permission manage-
ment system that keeps tab of apps using different permissions, unfortunately the
intricacies of this system are too cumbersome for majority of the end users. Hence,
for a malware to gain unwanted access, the end user just has to ignorantly grant the
requested permissions as a matter of habit, without understanding the consequences.

1.1 Objective and Research Questions

The principal objective of this study is to build automated tools toward an effective
android malware detection. Another aspect of this study is also to assess the impor-
tance of object-oriented software metrics in evaluating android application packages
formalware discovery andmitigation ofmobile security risks. The following research
questions (RQ) have been put forward in order to identify, analyze and summarize
the findings of the experiment proceedings:

• RQ1: Is there an interesting and significant distinction in the performances mani-
fested by the three data sampling techniques?

• RQ2: Is there a major difference in performance manifested by the three feature
selection techniques?

• RQ3:Howdo the nineteen classifiers fare in their discriminatory power as adjudged
by accuracy and AUC metrics? Do these classifiers vary greatly in their malware
predictive performances?

2 Related Work

The malware detection methods can broadly be grouped into two categories such as
static analysis and dynamic analysis. Many authors have used static analysis such as
Ma et al. [7] use API flows as features for malware detection. They obtain applica-
tion program interface (API) information from a control flow graph retrieved from
an apk, and they use this API information to build three API datasets, capturing
different aspects of API flows. Chavan et al. [2] use android permissions requests as
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their features in malware detection using SVM and ANN. Garg and Baliyan [4] use
API and permissions requests as static features and dynamic features such as bat-
tery temperature and network traffic. Finally, they validate the effectiveness of their
model using machine learning techniques such as SVM, RIDOR, PART, MLP and
their ensembles. Yen and Sun [13] use apk source code visualization technique. They
compute term frequency-inverse document frequency (TF-IDF) of the decompiled
source code and transform that information into images, which is then fed as input to
CNN for malware analysis. Martín et al. [8] have used Markov chains and dynamic
analysis for malware classification. They have deployed DroidBox tool to gather run-
time information, and this information is transformed into first-order Markov model.
From this model, transition probabilities and state frequencies are used as input data
in deep learning algorithm, for malware classification. Saif et al. [12] use hybrid set
of features retrieved from static analysis, dynamic analysis and set of system calls
from both malware and benignware android apps. This hybrid set of features is then
used as input for malware classification in deep belief networks. Martín et al. [9]
have collected android apk malware information through the usage of 61 antivirus
softwares. They have then used this information to group android apks into mal-
ware classes using graph community algorithms and hierarchical clustering. Finally,
using these groups as their dataset, they have performed malware classification using
logistic regression and random forest machine learning algorithms.

3 Research Methodology

3.1 Metrics Extraction and Aggregation Measures

As shown in Fig. 1, initially 5774 android apps are collected from AndroZoo [1].
These android packages are decompiled into java archive format (JAR), for object-
oriented software metrics extraction using CKJM extended tool [6]. An android app
encapsulates multiple classes, and each class is represented by a tuple consisting

Fig. 1 Malware detection model
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Table 1 List of object-oriented software metrics and aggregation measures

of eighteen object-oriented software metrics as described in Table1a. Therefore,
an app is represented as (n × 18) intermediate matrix, where n represents the total
no. of classes in an android app. Finally, sixteen aggregation methods as shown
in Table1b are applied over this intermediate matrix. Hence, for each aggregation
method, an aggregated tuple of eighteen metrics is obtained. Consequently, all the
sixteen aggregated tuples are conjoined serially to form a final tuple consisting of
(16× 18 = 288) metric values. As a result, every android app is finally represented
by a tuple with two hundred and eighty-eight features that forms a tuple of the final
metrics-based dataset.

3.2 Data Sampling Techniques

Out of 5774 android samples, there are 1582 malwares. It is evident that there
is a disparity in samples for benignware and malware. This class imbalance in
a biased dataset affects the overall real-world performance in predicting classes.
Therefore, in order to mitigate the class imbalance, three different data sampling
techniques are employed such as [3] synthetic minority oversampling technique
(SMOTE), [5] borderline SMOTE (BLSMOTE) and [10] support vector machine
SMOTE (SVMSMOTE). SMOTE uses existing minority classes and interpolates
them together to form new minority samples. BLSMOTE uses borderline minority
samples in order to generate new synthetic samples, whereas SVMSMOTE employs
SVM to detect minority samples which is then used to synthesize new minority
samples. Performance of datasets obtained using these data sampling techniques is
compared against that of the unsampled original dataset (OD).

3.3 Feature Selection Techniques

As the feature space increases, so does the incurred cost and complexity of building
effectivemachine-learnedmodels. It remains a challenge, to prune irrelevant features
without affecting the loss of important information, that ultimately helps in achieving
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a trade-off between the number of selected features and overall effectiveness of
dataset. In this experiment, we use three different feature selection techniques other
than all metrics (AM) such as significant predictor metrics (SPM), univariate logistic
regression (ULR) and principal component analysis (PCA). SPM is a set of source
code metrics that are significant predictors of android malware. Initially, t-test is
applied over each source code metric, and the metrics with p-values less than 0.05
are considered that has great discriminatory potential. ULR chooses the best scoring
metrics based on various univariate statistical tests, and PCA reduces the feature
space using singular value decomposition of the data and projects it into a lower
dimensional space.

3.4 Classification Techniques

In this experiment, nineteen different classification techniques have been used
to create various machine-learned models for malware prediction, such as logis-
tic regression (LOGR), decision tree (DT), gradient descent [GD-(1H/2H/3H)]
with 1/2/3 hidden layers, gradient descent with momentum—1/2/3 hidden layers
[GDM-(1H/2H/3H)], variable learning rate gradient descent—1/2/3 hidden lay-
ers [GDLR-(1H/2H/3H)], scaled conjugate gradient—1/2/3 hidden layers [GDSG-
(1H/2H/3H)], conjugate gradient with Powell/Beale Restarts—1/2/3 hidden layers
[GDCG-(1H/2H/3H)], best training ensemble (BTE) and majority voting ensemble
methods (MVE). These techniques are used over various sampled datasets applying
different feature selection techniques. The predictive performance of these datasets
is identified and evaluated in order to select a better yielding classifier.

3.5 Performance Evaluation Metrics

The malware prediction potential of a machine-learned model is measured using
different standardized evaluation metrics such as accuracy and error rate. In this
experiment, accuracy values and error rate may not reflect the true predictive poten-
tial of a machine-learned model, since these evaluation metrics fail to encompass
imbalance and disparity of classes, existing in a dataset. Such imbalanced datasets
tend to favor the effective prediction of majority class as compared to the minority
class. Therefore, AUC evaluation metric (area under the ROC curve) is selected as
this metric is immune to changes in class distribution in a given dataset. In order to
prune any bias between the classes, a tenfold cross-validation technique is applied
while building machine-learned models.
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4 Experimental Results and Findings

Based on discussions in Sect. 3, we formulate and evaluate a null hypothesis H0:
“Machine-learned models developed using various data sampling techniques, fea-
ture selectionmethods, classification algorithms and evaluated using AUC evalua-
tionmetric, for predictingandroidmalware. It indicates no significant performance
difference when compared against machine-learned models built using original
dataset (OD)”.

4.1 Analyzing Data Sampling Techniques

In this experiment, three data sampling techniques are examined as discussed in
Sect. 3.2. Boxplots for OD, SMOTE, BLSMOTE and SVMSMOTE-based datasets,
depicting accuracy and AUC, along with its descriptive statistics are shown in
Fig. 2 and Table2a, b, respectively. It is observed from Table2b that SMOTE and
SVMSMOTE yield a higher median AUC of 0.75. Now considering these four prin-
cipal metrics-based datasets, a total of 4C2 = 6 unique pairs are possible. Analyzing
the p-value of these unique pairs at 0.05 significance level, we can reject a null
hypothesis if and only if the p-value is less than 0.05/6 = 0.00833. In Table2c, the
p-values less than 0.00833 are denoted by the symbol “•”. It can be inferred from
Table2c that datasets based on SMOTE and SVMSMOTE are similar between them-
selves and significantly different fromdatasets basedonODandBLSMOTE.Table2b
shows that SMOTE and SVMSMOTE-based datasets yield better AUC median val-
ues as compared to OD and BLSMOTE-based datasets. Therefore, SMOTE and
SVMSMOTE-based datasets are expected to outperform the rest of the datasets.

4.2 Analyzing Feature Selection Techniques

Boxplots for datasets using AM, SPM, ULR and PCA feature selection techniques,
depicting accuracy and AUC, along with its descriptive statistics are shown in Fig. 3
and Table3a, b, respectively. It is observed from Table3b that AM, SPM and ULR-

Table 2 Boxplot descriptive statistics and p-value for data sampling techniques
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Fig. 2 Boxplots for data sampling techniques

Fig. 3 Boxplots for feature selection techniques

basedmodels yield a highermedianAUCof 0.75. Now considering these four feature
selection techniques, a total of 4C2 = 6 unique pairs are possible. Analyzing the p-
value of these unique pairs at 0.05 significance level, we can reject a null hypothesis
if and only if the p-value is less than 0.05/6 = 0.00833. In Table3c, the p-values less
than 0.00833 are denoted by the symbol “•”. It can be inferred from Table3c that
datasets usingAM,SPMandULRare similar among themselves and are significantly
different from datasets using PCA. Table3b shows that datasets using AM, SPM and
ULR yield better AUCmedian values as compared to datasets using PCA. Therefore,
datasets applying AM, SPM and ULR are expected to outperform the datasets using
PCA.
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Table 3 Boxplot descriptive statistics and p-value for feature selection techniques

Fig. 4 Boxplots for classifiers

4.3 Analyzing Machine Learning Algorithms

Boxplots for datasets using various machine learning algorithms as described in
Sect. 3.4, depicting accuracy and AUC, along with its descriptive statistics are shown
in Fig. 4 and Table4a, b, respectively. It is observed from Table4b that GDCG2H
yields a bettermedian accuracy andAUCof 76.73% and 0.83, respectively. Now con-
sidering these nineteen machine learning techniques, a total of 19C2 = 171 unique
pairs are possible. Analyzing the p-value of these unique pairs at 0.05 signifi-
cance level, we can reject a null hypothesis if and only if the p-value is less than
0.05/171 = 0.00029. In Table4c, the p-values less than 0.00029 are denoted by the
symbol “•”. It can be inferred from Table4c that machine-learned models based on
GDCG2H are significantly different from other machine-learned models. Table4b
shows that machine-learnedmodels usingGDCG2H yield better AUCmedian values
as compared to other machine learning techniques. Therefore, datasets applied over
GDCG2H are expected to outperform other classification techniques.
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Table 4 Boxplot descriptive statistics and p-value for classifiers

4.4 Analyzing Machine-Learned Models

Upon examining Sects. 4.1, 4.2 and 4.3, a total of three hundred and four differ-
ent machine-learned model’s discriminating power are compared using its accuracy
and AUC values. Primarily, a better classifier is characterized by an AUC value
closer to 1.0. Consequently, it is expected that a dataset based on either SMOTE or
SVMSMOTE applying any of the feature selection techniques likeAM, SPMorULR
over GDCG2H classification technique will yield a better machine-learned model.
This expectation is observed and confirmed from Table5a, b, where SVMSMOTE-
based dataset applying SPM feature selection technique over GDCG2H machine
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Table 5 Classifier accuracy and AUC against different datasets applying various feature selection
techniques

learning algorithm yields a better accuracy and AUC value of 76.73% and 0.83,
respectively. The corresponding ROC curve is illustrated in Fig. 5, marked as 2HL.

5 Comparison of Results

RQ1: Is there an interesting and significant distinction in the performances
manifested by the three data sampling techniques? Considering the null hypothe-
sis H0 and analyzing Sect. 4.1, it is evident that out of six unique pairs, only two pairs
reject the null hypothesis and is marked by the symbol “•” in Table3c. In case, a null
hypothesis is rejected, it implies that the distinction identified between samples is
not by chance, and the observation is statistically significant. The machine-learned
models based on SMOTE and SVMSMOTE yield better AUC as compared to OD
and BLSMOTE. Therefore, SMOTE and SVMSMOTE-based models are interesting
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Fig. 5 SVMSMOTE-SPM-GDCG2H classification model’s ROC curve

and manifest significant increase in malware prediction performance as compared
against OD and BLSMOTE.

RQ2: Is there a major difference in performance manifested by the three
feature selection techniques? Considering the null hypothesis H0 and analyzing
Sect. 4.2, it is evident that out of six unique pairs, only three pairs reject the null
hypothesis and are marked by the symbol “•” in Table4c. In case a null hypothesis is
rejected, it implies that the distinction identified between samples is not by chance,
and the observation is statistically significant. The machine-learned models based on
AM, SPMandULRare similar and yield better AUCas compared to PCA. Therefore,
AM, SPM and ULR-based models are interesting and manifest significant increase
in malware prediction performance as compared against PCA.

RQ3: How do the nineteen classifiers fare in their discriminatory power as
adjudged by accuracy and AUC metrics? Do these classifiers vary greatly in
their malware predictive performances? Considering the null hypothesis H0 and
analyzing Sect. 4.3, it is evident that out of 171 unique pairs, only one hundred and
four pairs reject the null hypothesis and are marked by the symbol “•” in Table5c.
In case a null hypothesis is rejected, it implies that the distinction identified between
samples is not by chance, and the observation is statistically significant. Therefore,
the machine learning techniques are significantly different among themselves, and
GDCG2H algorithm yields a better AUC of 0.86. Hence, machine-learned models
based on GDCD2H are interesting and manifest significant increase in malware
prediction performance.
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6 Threats to Validity

In this work, one possible threat to internal validity identified is that the machine-
learned models built with android apps from a certain point in time may be effective
for malwares released within a fixed time frame (e.g., six months or so). And the
model may loose its effectiveness against new strain of malwares released beyond
this time frame. The information regarding this new strain of malwares must trickle
down from antivirus companies through Google’s VirusTotal service and finally to
AndroZoo repository. Until, this new information is not available with AndroZoo,
and it is difficult to build yet another effective machine-learned malware predictor
model.

7 Conclusion

Initially, android samples are collected over AndroZoo, which is then decompiled,
and software metrics are extracted using CKJM extended tool. For every android
app, sixteen different aggregation measures are applied over the extracted eighteen
software metrics, which becomes the metrics-based dataset to be used for malware
prediction. In order to mitigate benignware and malware sample imbalance in the
dataset, three data sampling techniques are used such as SMOTE, BLSMOTE and
SVMSMOTE. In order to reduce the feature space, three feature selection methods
are employed such as SPM, ULR and PCA. Finally, nineteen different classification
algorithms are used to build various machine-learned models. A total of three hun-
dred and four machine-learned models are evaluated using their AUC values. Con-
sequently, machine-learned model built using SVMSMOTE data sampling applying
SPMfeature selectionmethods overGDCG2Hclassification algorithmyields a better
AUC of 0.86, which exceeds the malware prediction potential against other models.
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Vascular Clog Loss Classification:
An Advanced Alzheimer’s Research
Using ConvNets

Mansimran Singh Anand, Chirag Kedia, Ambarish Moharil,
and Nikhil Sonavane

Abstract As of today, no cure has been found that can fully treat Alzheimer’s
disease. One in three people above the age of 60 die from Alzheimer’s disease or
either dementia. Alzheimer’s disease (AD) kills more people than Breast Cancer and
Prostate Cancer combined. It is predicted that, by the year 2050, the total number of
people being affected byAlzheimer’swill be around14millionworldwide.Diagnosis
of Alzheimer’s disease at early stage would help in facilitating family planning and
cost control and further reduce additional cost that might be involved in long-term
care. The purpose of this study is to classify restricted and normal flowing cranial
vessels in the brain using convolution neural networks (AlexNet, ResNet 50, 101,
152). Convolution neural networks have proven to have a robust architecture that can
be used for extracting high-level features and further assist in image recognition and
analysis. Using the AlexNet technique, we have been able to successfully classify a
video (of blood flowing in a blood vessel) as stalled or flowing with an astonishing
accuracy of 98.59%.

Keywords Alzheimer’s disease · Convolution neural network · Deep learning ·
AlexNet · ResNet

1 Introduction

Alzheimer’s disease is a neurodegenerative, irreversible, chronic brain disease that
starts slowly and progressively worsens over time, destroying the brain cells leading
to a loss of cognitive and thinking skills, which then ultimately lead to a state where
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the patient can’t even perform simple diurnal tasks [1]. The decline in understanding,
comprehension, effective communication, thinking attributes, behavioral, personality
changes is caused by this disorder [2]. As of today, there has been no cure to this
disease. Alzheimer’s disease (AD) is the most (60–80%) common form of dementia.
In 2019, the studies show that there are a total of 5.8 million people diagnosed with
AD. It is the sixth leading cause of death in the United States, and it is predicted that
by 2050, there would be approximately 14 million cases of dementia worldwide.
It has also been found that about 1 in 10 people with the age more than 65 have
been diagnosed with AD with females more likely to be a victim of this disease as
compared to males.

Dementia is not identical to the typical deterioration of cognitive abilities that
comes with aging to elderly [1]. The Normal “forgetful” elders can be abetted to
remember, but in case of AD or dementia, a person is often unaware of time or place
associatedwith an activity, and in severe cases, theymay forget to eat also ormaintain
a good hygiene. This fact is rather prescient because of the way the AD damages
the brain cells. AD is associated with cerebral cortex, which is the outer covering of
the cerebrum of the brain. The irreversible deterioration of the brain cells leads from
the formation of amyloid plague and neurofibrillary tangles. The Amyloid plagues
binds om the nerve synapses ultimately destroying themwhich results in the memory
loss which is the early symptom of AD. The Neurofibrillary tangles further damage
neurons and nerve synapses.

Early diagnosis of AD would facilitate an early treatment intervention and family
planning, as the studies have found out that if early diagnosis and treatment of AD
would ultimately lead to saving $7.9 trillion dollars annually. But the main issue here
is that diagnosis of AD is a very intense, vigorous, time-consuming, arduous task
and significantly a very costly process involving a lot of mental and physical exams,
followed by some laboratory and neurology tests, along with some neurological
imaging (using MRI or CT scans). The cost of a brain MRI could very easily range
from $500 to $1500. This cost is very unfeasible for families that are uninsured or
underinsured.

Those days are old when the data related to health care are small [3]. Due to
large growth and advancement of image acquisition devices available at the disposal
of health care experts, the data size available is quite large, which further makes it
challenging for image analysis [4]. The steady growth in the medical image and the
various modalities associated with it requires extensive efforts from medical experts
to analyze the images or videos, which could also sometime lead to human error. An
alternative approach to analyze the data available is by using machine learning and
deep learning techniques that could be used to automate and analyze the available data
[5]. The data that are available are generally in the form of images and videos. The
data in these forms are omnipresent and widespread that too in a humungous amount.
Hence, the conventional algorithms cannot be used to analyze this information as
they would take a great amount of time to process the data from head to tail and with
no guarantee that they would conclude to a result with high accuracy.

Machine Learning and Artificial Intelligence techniques have gained importance
swiftly in recent years. In various algorithms and models, these technologies have
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played a significant role in medical image processing, image interpretation, image
registration, image fusion, computer-aided diagnosis and image-guided therapy.
Image retrieval and analysis techniques of machine learning aid us in extracting
information from the images and then represent information effectively and effi-
ciently, which could further assist and facilitate doctors in diagnosing the disease
quicker and with higher accuracy and present a solution to overcome them. These
techniques also help researchers, practitioners, doctors and medical experts to under-
stand and detect various generic variations, which could ultimately lead to disease
[6]. Some of the techniques being referred here areNeural Networks (NN),KNN, and
SupportVectorMachines (SVM). Someof the deep learningmethods can also be used
such as Convolution Neural Networks (CNN), Long Short-Term Memory (LSTM),
Recurrent Neural Networks (RNN), Generative Adversarial Networks (GANs) and
Extreme learning etc. [7]. Hierarchical or structured deep learning approach is the
modern branch of machine learning, which has been developed based on intricate
and complicated algorithms, which model high-level features. These methods help
extract the abstractions from the data by using architecture similar to neural networks
but with a little more complication and convolution.

Convolution neural networks are considered to be the futuristic model when it
comes to tasks of image recognition and retrieval of information from the image [8].
The use of CNN has been employed in myriad application like facial recognition,
classification of objects and generating scene description [4]. This success of using
CNN for image analyzes can be attributed to the use of techniques that have scaled
and improved the network from a mere hundred parameters to even up to tens of
millions of parameters along with the evolution, advance and progress for deep
architectures and availability of largely annotated datasets such as ImageNet, which
can support the learning process. ImageNet is a huge group of hierarchical; annotated
and labeled data. Under these conditions, it has been found that CNN has the ability
to learn powerful features that can be used to interpret images. Encouraged by the
positive results that have been obtained it is safe to say that the use of CNN for large
scale video classification can be employed, where the model built using CNN can
not only be used to access the appearance information from a single static image but
also at the same time understand intricate temporal evolution.

The detection and classification of multiple classes from an image can be done
using different architectures available with CNN. For example ResNet [2], CaffeNet
[5], GoogLeNet [8, 9], VGGNet [10], AlexNet [6, 8, 11] used in conjugation with
GoogLeNet and NIN (Networks in Network). ResNet and AlexNet have often been
used for the purpose of image classification. It has been found that these two
approaches attain a comparatively low error and at the same time be trained on
millions of images producing a desired output quicker compared to other machine
learning algorithms.

In this work, the convolutional neural network (CNN), which is one of the Deep
Learning Network design, is used to characterize the blood flow of the cranial vessels
in an Alzheimer’s brain and creating a trained and prescient model. This work has
been done with the primary objective of building learning models specifically using
ResNet andAlexNet to effectively and efficiently detect blockage of blood flowing in
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the brain of a person and hence classifying that with having ADwith a high accuracy
of about 98.5% using models which are still under extensive research.

The inspiration of this work is to give the survey of profound deep learning-based
methods in clinical andmedical image examinations. Referring to the past work done
in this field and the future directions stated in them, this paper gives the fundamental
information and a cutting-edge approach about deep learning and specifically using
CNN architectures in the field of medical imaging for the analysis of blood flow
through the cranial vessels.

2 Approach

The objective of this paper is to propose amethodology to predict whether themarked
blood vessel in the video is flowing or stalled. In order to achieve this objective,
this paper discusses an astute methodology using transfer learning. The proposed
approach is unique and anything but banal [1]. Videos are nothing, but a collection
of frames and frames are nothing but images. Taking this fundamental concept into
account, a robust architecture was constructed. The dataset consisted of 4600 videos
of cranial vessels classified as flowing or stalled. After extracting the frames and
manual filtering of the images, a dataset of 78,675 images in total was created. If we
observe the dataset in a scrupulousmanner,wefind out that the difference between the
images as a whole is quite inconsequential. The difference between both the classes
viz. flowing and stalled can be determined only by the region outlined in these images.
So, unless and until we consider just the outlined region, the difference in both the
classes seems irrelevant. Hence, extraction of the outlined region in a particular
image becomes extremely important. As the scope of this paper is to classify the
blood flow through the marked region in an image, punctilious analysis of just the
outlined region makes perfect sense. The extraction methodology of the red outlined
region is discussed in Sect. 5 (Fig. 1).

Furthermore, once the frames were extracted from the videos, these images were
cropped to train the classifier [3]. Regions of blood flow and stalled vessels were
randomly cropped from the extracted frames. This exercise was performed to train
the classifier in a more efficient way by omitting the unnecessary parts and extracting
the necessary data from the images. This paper makes use of transfer learning and
discusses results of classification by four distinct architectures viz. [3, 7] Resnet50,
Resnet101, Resnet152 and AlexNet. Each of these architectures has been discussed
in detail in Sect. 4. The approach can be divided as follows.

2.1 Extraction of Frames

The original dataset obtained from data driven consisted of 4600 videos of stalled
and flowing cranial vessels. To analyze these videos and to classify them into these
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Fig. 1 Overview of approach

binary classes, these videos were treated as images. Frames at the rate of 20 frames
per video were extracted and stored in a directory [7]. This process was performed
using the Open Cv library available in python. Each frame encapsulates flowing and
stalled cranial vessels. The pith of the intuition behind this process was, whenever
the blood flows through a vessel, it flows in discrete packets or quanta with a minute
respite between the current flowing quanta and the incoming quanta [1]. If we extract
significant number of frames from a video, the number of frames consisting of a
luminescent quantum in case of a flowing cranial vessel would be more than the
bereft black spots present in the vascular region, which indicate a stalled flow (Fig. 2).

2.2 Detecting Marked Region in the Frames

As the objective of the paper is to classify, predict and determine the clog loss in a
cranial vessel, it makes total sense to sequester the marked region from the entire
image [1, 7]. A single extracted frame from a video consists of multiple cranial
vessels. Some of which are stalled, and some are flowing. As we intend to detect the
clog loss in the outlined region, feeding or even training the image to the classifier
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Fig. 2 Extracted Frame
from the video

Fig. 3 Detecting the marked
region

as a whole would be extremely erroneous. Hence, it is important for the algorithm to
detect the outlined region from the frames and feed it to the classifier [3]. A dedicated
approach to identify themarked red regions in the video frames has been explained in
Sect. 5 using techniques like, multiscale template matching, haar cascading and pixel
intensity detection. Using these approaches, the outlined region from the input frame
is extracted and cropped around the detected bounding box. This cropped image is
then fed to the classifier for classification and prediction of clog loss (Fig. 3).

2.3 Classification and Prediction from the Outlined

The classification of the clog loss is done on the images cropped around the marked
red region. As explained previously, an image as a whole contains a lot of data and
training a classifier on the entire image would result in false predictions. As the
images contain numerous flowing and stalled cranial vessels, it becomes arduous for
the classifier to focus and extract dedicated information from the outlined region.
So, instead of creating directories of images extracted from videos of stalled and
flowing cranial vessels, it becomes momentous to train the classifier on images of
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Fig. 4 Classified output

flowing and stalled vessels in particular. To achieve this task, manual extraction
of flowing and stalled cranial vessels was performed. The flowing cranial vessels
consist of a luminescent quantum and the stalled vessels are just isolated black spots.
Cropping out these two distinct regions and training the classifier on them gives
conspicuous results. In order to classify the input images into respective classes,
four architectures were evaluated viz. Resnet50, Resnet101, Resnet152 andAlexNet.
These architectures and their use in the approach of this paper have been scrupulously
explained in Sect. 4. This paper studies the impact of transfer learning in solving the
intricate problem of blood flow classification from videos. The results have been
tabulated in Sect. 7 for these architectures. The logic behind classification is that,
when a flowing cranial vessel is being analyzed, the maximum number of frames of
the marked region extracted from the video contain a flowing bright quantum and
some of them contain a black spot. A luminescent quantum in the marked region
indicates the presence of blood in the respective vessel and a black spot portrays a
stalled vessel. So, in the frames extracted from a flowing vessel, maximum frames
consist of the bright quantum and some consist of a black spot (captured during the
interval between the passing of current quanta of blood and the incoming quanta).
The frequency of the frames consisting a luminescent flow would be more in flowing
vessels. We pass the extracted group of frames to the classifier and classify the video
as flowing or stalled based on voting of these frames by the classifier. If maximum
frequency of prediction of frames is 1 then the outlined region is classified as a stalled
vessel and if it is 0 then it is classified as a flowing vessel. The result of each frame
is then written on the respective frame. These frames are then combined to form a
video file. The changing output printed on each frame accurately depicts when the
blood is flowing through the marked vascular region and when it is getting stalled
(Fig. 4).

3 Architecture

Image Classification consists of two major tasks viz. feature extraction and feature
classification [12]. Feature extraction has been a traditional method in computer
vision. The motive behind feature extraction is to extract high-level information
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from raw pixels. This extracted information can be further tweaked, and distinc-
tion can be made amongst the involved categories. GIST, HOG, LBP etc. are the
most widely used features from an image. The limitation that feature extraction
faces is that the extracted information cannot be modified according to the classes
present in the problem statement. It is considered as plodding method as it lacks
the versatility to tweak and manipulate the available information. The predictions
or the classification results suffer a lot due to this limitation and a proven solu-
tion to such pre-defined hardcoded methods is using feature classifier or ConvNets.
Convolutional Neural Networks take inspiration from the human brain and mimic
the entire operation a human brain performs while distinguishing and processing
visual data [12]. The perceived data (input image) are manipulated to a great extent
and a varied amount of data is extracted by a classical convolutional neural network.
Putting forward a terse explanation, convolutional neural networks consist of four
major stages viz. Convolution, Max Pooling, Flattening and Fully Connected Layer.
The input image matrix is convolved with pre-defined image kernels in the convo-
lutional layer producing several feature maps. Each kernel operation (convolution)
with the input image produces a feature map. An operation called pooling is then
performed on these feature maps [12]. The significance of pooling is to extract the
important and impactful features from the feature matrix. There can be numerous
ways to achieve the pooling operation like, sum pooling, mean pooling, max pooling
etc. Max pooling extracts the numerically maximum features from the feature maps
into pre-defined lower dimensional matrix size (for example 2 × 2). This helps in
dimensionality reduction while retaining the vital information from the image. Once
the pooling operation is performed, the features in the pool matrix are converted into
a 1-D array (Flattening) and are then fed as input vectors to the fully connected layer.

To evaluate better performances, various ConvNet architectures have been
designed [12]. Stacking convolutional layers, on one another, can be thought of as a
way to create deep networks but a generic problem of vanishing gradient arises when
a large number of layers are just stacked on one another. Several architectures have
been constructed and are widely used in a lot of problems. This paper discusses the
performances of these architectures in detecting the clog loss or classifying cranial
vessels as flowing or stalled.

3.1 Residual Neural Networks

Residual Networks have proven their performances and are one of the most accurate
architectures amongst ConvNets. Increasing depth of a convolutional neural network
should increase the accuracy or performance (if over-fitting is taken care of) is an
astute belief [12]. The problem with increased depth is that the signal that directs the
network to change the weights, arises from the end of the layers by comparing the
actual (true) data with the predicted data, becomes significantly small or “gets lost”
in the initial layers due to the increased depth. This means that only the top layers
(end) of the network undergo training, and the weights of the initial layers become
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Fig. 5 Building block of
residual learning. Source
https://arxiv.org/pdf/1512.
03385.pdf

recalcitrant. This problem is classically referred as the vanishing gradient problem.
The optimization of parameters becomes complex with increasing layers and this
leads to misclassification of the data. This is referred as the degradation problem.
Residual networks work around a solution to this problem. Residual networks consist
of non-linear stacked layers like conventional nets. The advantage of these networks
is that they define a residual mapping function F(x). These networks do not directly
map x to y with a mapping function H(x), rather a residual hypothesis is defined as

F(x) = H(x)− x (1)

H(x) = F(x)+ x (2)

It is found that the residual layerF(x) is easier and faster to converge than the direct
mapping function of the non-linear stacked layers H(x) [12]. The residual mapping
function F(x) optimizes faster than the unreferenced mapping H(x) (Fig. 5).

If an optimal identity mapping is considered, the residuals can be easily pushed
to zero, i.e. F(x) = 0 instead of fitting an identity mapping (input = output) using
a stack of non-linear layers. The architecture of the residual networks is inspired
by the structure of VGGNet and has 3 × 3 convolutional layers. In these networks,
downsampling is performed directly by the convolutional layers consisting a stride
of 2. These residual nets consist of a 1000 way fully connected layer with SoftMax
as an output function and make use of the global average pooling layers in between
them.

The cropped regions from the extracted frames were fit into these residual
networks in the following way. The cropped image was sampled into a 224 × 224
random crop with per pixel mean subtracted from it. Then this image was converted
into a 2D image by converting into grayscale and taking the mean of all the pixels.
After the convolution is performed, batch normalization is carried out before activa-
tion. The weights were randomly initialized at the beginning of the training process
[12]. Then, stochastic gradient descent (SGD) with a minibatch of 32. The model
is then trained for 25 epochs with an epoch cycle of 52 per epoch. This architec-
ture remains same for Resnet50, Resnet101 and Resnet152 used for training in this
paper for the described problem statement. Resnet 50, Resnet 101 and Resnet 152
are the deep bottleneck architectures. The results with these bottleneck architectures

https://arxiv.org/pdf/1512.03385.pdf
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Fig. 6 Architecture of different Resnets (18, 34, 101, 152) used for ImageNet. Source https://arxiv.
org/pdf/1512.03385.pdf

are not convincing and perform poorly on the dataset. This can be estimated due the
non-linearity present in the images, lack of variety, limited or same kind of features,
lesser distinctive nature and mainly due to the degradation problem of plain nets as
the same architecture yields better results in less deep AlexNet. In Resnet 50, 101
and 152 instead of the two-layered stack, a three-layered stack is used. These three
stacks are 1× 1, 3× 3 and 1× 1 convolutions in which the 3× 3 layers are used in
reducing the dimensions and 1× 1 layers are used to restore them. This leaves the 3
× 3 layer with a bottleneck of smaller input or output dimension. In Resnet 50, each
two-layer stride present in Resnet 34 is replaced by a three-layered stack or a bottle-
neck block resulting in a 50-layered residual network. Similarly, in Resnet 101 and
152, three more-layer blocks are used than Resnet 50 and Resnet 101 respectively,
to form a significantly deeper architecture [12] (Fig. 6).

3.2 AlexNet

AlexNet is less intricate in terms of architecture as compared with ResNet [13]. It can
be said to be a less-deeper or a shallow architecture as compared toResNet’s. AlexNet
consists of just five convolution layers and three fully connected layers in total eight
learned layers. The first convolution layer consists of 96 kernels of size 11 × 11 ×
3. The depth is same as that of the channels and remains constant. The convolution
layers are followed by the pooling layers, to be specific max-pooling layers. Pooling
layers as explained earlier in the paper are used to reduce the dimensionality or
downsample the width and height of the tensors. AlexNet uses a pooling window of
3 × 3 with a double stride between the adjacent windows. The activation function
used in AlexNet’s fully connected layer is the Rectified Layered Unit or the ReLU
function (Fig. 7).

https://arxiv.org/pdf/1512.03385.pdf
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Fig. 7 ReLU function

F(x) = max(0, x)

By making use of the ReLU function, AlexNet [13] was trained much faster than
the conventional saturating sigmoid function. ReLU makes the ConvNet train 25%
faster than the conventional networks. Another advantage that helped in increasing
the accuracy observed in Sect. 7 apart from the less complex architecture is the
use of dropout. On a dataset of nearly 80,000 images, AlexNet helps in reducing
the overfitting by applying a technique called dropout. The dropout method drops a
neuron with a probability of 0.5 from the network. When a neuron is considered as
dropped, its contribution to the feedforwardneural networkbecomes inconsequential.
As a result of this exercise, the training of the weights becomes more robust and
overfitting can be easily avoided. This randomized dropping of neurons makes the
architecture less intricate and contributes to achieving a higher accuracy (Fig. 8).

Fig. 8 Architecture of AlexNet. Source https://papers.nips.cc/paper/4824-imagenet-classification-
with-deep-convolutional-neural-networks.pdf

https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
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Fig. 9 Frames captured from videos

4 Dataset

The dataset has been obtained from https://www.drivendata.org/competitions/65/
clog-loss-Alzheimer’ss-research/. These videos have showcased live flow of blood
within the blood vessels in the brain. Each video has been recognized and spotted
with its “filename” followed by “.mp4”, for example 100000.mp4. These videoswere
made available by Stall Catcher’s a project by the Human Computation Institute,
based in Ithaca, New York.

The target vessel for each video has been identified by red band in each frame was
the main area of focus we had, to grab the image region out and feed it to our model.
The entire dataset of images is approximately of 6.4 GB size. Along with this, there
has been an excel provided labeling next to each video whether a particular video is
classified as flowing or stalled. The next task after downloading the dataset was to
convert the videos to images, which was done by making several frames for a video
(Fig. 9).

5 Marked Region Extraction

For each category flowing and stalled, we have made several frames respectively
for training and testing. Initially, while using the complete image for analyses, we
found that our accuracy was coming very low (approximately 50% using ResNet
and AlexNet). So, then we used various approaches to crop the images into just
the orange outline, which is the primary portion of the analysis. The most naïve
approaches involve template matching and Haar cascade. Both the methods do not

https://www.drivendata.org/competitions/65/clog-loss-Alzheimer'ss-research/
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Fig. 10 Boundaries
generated from template
matching technique

give the accurate area in the red region so we developed our own method to do so
(Mathematical Approach).

5.1 Template Matching

This is the method in which we try to match the feature in the experimental image
with the cropped sample. The cropped sample crossed the experimental image.
The area with the highest number of hits is chosen, and the result is shown with
the rectangle box. The main difficulties due to which this method was giving
inaccurate result because there was greater number of hits in the region outside the
red area with the area which was inside the cropped image.hence the all the method
of template matching ‘cv2.TM_CCOEFF’, ‘cv2.TM_CCOEFF_NORMED’,
‘cv2.TM_CCORR’, ‘cv2.TM_CCORR_NORMED’, ‘cv2.TM_SQDIFF’,
‘cv2.TM_SQDIFF_NORMED’ with ‘cv2.TM_CCOEFF_NORMED’ giving
the closest result (Fig. 10).

5.2 Haar Cascade

Haar cascade is the most famous and among the most accurate method that can
be used for detecting shape-based features. The steps involving in this method are
clearly defined a document from Auckland university. The first method involves
collection of positive samples, which involves the red bounded area and the negative
background. Then we have to create a vector of positive image followed by training
the classifier. The results we get from the haar classifier involved many false regions
being classified in an image. The main reason of failure is matching of similar region
inside the bounded region with the rest of area (Fig. 11).
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Fig. 11 Boundaries
generated using Haar
Cascade

Fig. 12 Boundaries
generated from mathematical
approach (pixel intensity
extraction)

5.3 Mathematical Approach (Pixel Intensity Extraction)

This approach involves finding the red color in the image. A range of color that falls
in the bandwidth of the red region is checked fastidiously through the image and the
coordinates are recorded. The lowest x and y coordinates and highest x and y are
noted. Using these coordinated, we draw the diagonal of rectangle and so we get the
region bounded by the rectangle box. Accuracy of this result is 100% as the image
has only red color in the boundary. These coordinates are further used and marked
in the original image. This region is further cropped out using the coordinates of
top left and bottom right points in the rectangle and it is ready to be fed the model
(Fig. 12).

6 Results

Asdiscussed above, this paper proposes amethodology to predictwhether themarked
blood vessel in the video is flowing or stalled, which in turn helps us in predicting
whether a person is suffering from Alzheimer’s or not. The dataset consisted of 4600
videos of cranial vessels classified as flowing or stalled. After extracting the frames
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and manual filtering of the images, a dataset of 78,675 images in total was created.
This paper makes use of transfer learning and discusses the results of classification
by four distinct architectures viz. Resnet50, Resnet101, Resnet152 and AlexNet. But
out of these architectures, AlexNet architecture’s performance was found to be the
best. The following figures will give you an idea about its performance (Figs. 13, 14,
15, 16 and 17; Table 1).

Fig. 13 Accuracy on the dataset

Fig. 14 Training loss on the dataset
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Fig. 15 Testing loss on the dataset

Fig. 16 Training loss and accuracy on dataset: Resnet 50

So, the dataset contained 4600 videos of cranial vessels classified as flowing or
stalled. After extracting the frames and manual filtering of the images, a dataset
of 78,675 images in total were created. The following is the Confusion Matrix for
AlexNet (Table 2).
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Fig. 17 Training loss and accuracy on dataset: Resnet 101

Table 1 Architecture accuracies and losses comparison

Architecture Training accuracy
(%)

Training loss (%) Validation accuracy
(%)

Validation loss (%)

ResNet 50 89.50 69.32 52.22 69.28

ResNet 101 89.72 69.34 50.51 69.35

ResNet 152 87.46 69.32 72.90 69.31

AlexNet 99.48 10.42 98.57 4.41

Table 2 AlexNet confusion
matrix

Predicted positive Predicted negative

Actual positive 50,471 631

Actual negative 949 27,174

7 Conclusion

As discussed above, the convolutional neural network (CNN), which is one of the
Deep Learning Network designs, is used to characterize the blood blow in cranial
vessels in anAlzheimer’s brain and to create a trained and prescientmodel. This work
has been done with the prime objective of building learningmodels specifically using
ResNet and AlexNet to effectively and efficiently detect blockage of blood flowing
in the brain of a person. The dataset included 4600 videos of cranial vessels clas-
sified as flowing or stalled. After extracting the frames and manual filtering of the
images, a dataset of 78,675 images in total was created. After getting our frames,
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which comprise to form the video itself, we extracted only out area of interest which
gave us maximum information about the blood stream flow. Four different archi-
tectures, namely, were tested on the same dataset. Resnet50, Resnet101, Resnet152
and AlexNet. After trying out the same dataset on these architectures, AlexNet was
seen to give the best performance with a huge accuracy of 98.57%. Not only the
accuracy is high, but the losses are low as well. The AlexNet model helped hugely
in predicting accurately a person affected by Alzheimer’s.
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Challenges and Risks Associated
with Public Key Infrastructure

Muskaan, Sarvesh Tanwar, and Sunny Singh

Abstract Computer networks have been sufferers of the attacker even when it was
considered as an inception. First, it was firewalls, later point interruption location
frameworks, after that VPNs, and now certification authorities (CAs) and Public
Key Infrastructure (PKI). Public Key Cryptography (PKC) is a system that enables
gatherings to convey safely using public and private key sets. PKC-based correspon-
dences can be both credible and mystery, despite the fact that the public keys are
made generally known and accessible. This paper gives a short layout of the funda-
mental ideas and principles associated with the activity of a PKI including issues,
for example, how a PKI works, its qualities and what issues should be tended to
before the utilization of PKI turns out to be increasing across the board and likewise
quickly takes a glance at the diverse zones to which PKI can be connected to take
care of the existing issues and inspects a scope of current reactions and difficulties.
It attempts to contemplate a portion of those inquiries after examined and a present
writing survey regarding the matter. We demonstrate the challenges and risks related
with PKI, contrary to a basic conviction that public key authentications and accred-
itation administrations can be showcased freely from applications and application
conditions.

Keywords Certificate practice statement (CPS) · Certificate revocation list (CRL) ·
Certificate signing request (CSR) · Certification authority (CA) · Public key
cryptography (PKC) · Public key infrastructure (PKI) · Symmetric encryption (SE)

1 Introduction

The Internet is rapidly turning into the biggest commercial center, permitting trade
and business between gatherings who are physically removed and do not have any
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Fig. 1 Working of symmetric encryption

acquaintance with one another. Security must be usable by people extending from
non-specialized clients to specialists and framework overseers. Besides, frameworks
must be usable while looking after security. Without usable security, there is even-
tually no powerful security [1]. In many business associations, the parties need to
build up some trust on one another [2], by accepting references from confided in
delegates.

Cryptography is tied with encoding and unscrambling information. With encryp-
tion, you convert a plain content into an arbitrary exhibit of bytes. Decoding is
the contrary procedure; you convert the arbitrary cluster of bytes into a plain text.
Encrypting any bit of plain content needs a key to do the activity and furthermore,
the unscrambling procedure needs a key to change over encoded information into a
plain content. A key is the controller of the encryption procedure that is utilized by
a calculation. Asymmetric encryption utilizes one key to encode and another key to
unscramble your information, and these two diverse keys are scientifically identified
with one another. One of these keys is public and can be utilized by everybody. The
other key is private and it ought to be utilized distinctly by you and never imparted
to anybody (Fig. 1).

Below depicted Fig. 2 shows the asymmetric encryption using different key pair
sets.

2 Public Key Infrastructure

A Public Key Infrastructure (PKI) is an arrangement of advances that help the foun-
dation of electronic trust between depending parties. In light of the idea of Public Key
Cryptography (PKC), the innovation has so far turned out to be a powerful stage for
secure interchanges including secure electronic business on the Internet and some-
where else, including banking systems. Each customer is most likely going to have
different keys that require lifecycle the board. For example, customers usually have
something like one key pair for each ensured application (for instance email, work
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Fig. 2 Working of asymmetric encryption

territory record encryption, VPN). For PKC towork effectively on an expansive scale
more often than not requires the foundation of a PKI. At a center of PKI is a confided
in specialist, ordinarily alluded to a CA, which authenticates the legitimacy of the
public keys of supporters. It does as such by marking these keys to frame an infor-
mation structure known as a public key authentication. The public keys would then
be able to be traded electronically and checked for uprightness utilizing the public
key of the affirming CA, which should initially be gotten by a dependable strategy.
Figure 3 depicts an architecture of the PKI.

Fig. 3 Architecture of the PKI
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3 Components of PKI

To develop trust in the PKI one can, form a CPS, which is a report one makes, which
delineates the PKI setup, how you work it and the essential and approach for issuing
confirmations. Figure 4 represents the components of PKI.

i. Certification Authorities

The Certification Authority or CA is the administration, which is in charge of issuing
and renouncing declarations. This could simply be a straightforward setup with
a couple (yet incredible) contents utilizing an opensource authentication toolbox,
OpenSSL and a bundled arrangement, for example, Microsoft Certificate Services
[3].

ii. Private and public keys

A key pair, i.e., a private and public key are associated with each driven assistance. A
public key is added to an approval. As the name induces, this information is open to
the globe to see, or possibly to the general population that will use the statement. The
private key is the accessory to the open key and is private to the substance (individual
or a PC gadget) that will use the validation. Only the private key can unscramble it
when the data are mixed with the open key. Once again, when data are mixed with
the private key, the open key can unwind the information or data.

iii. Enrollment of certificates

The public key can be embedded in a validation request that is sent to the certification
specialist at the time when the general public and private key pair has been produced.
For example, the name thatwill be consolidated into the validation could be used close

Fig. 4 Components of the PKI
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to the confirmation request. This would be the site’s name for an SSL confirmation,
e.g. secure.networklore.com. Regardless of how the CSR can be incorporated, it
is necessary for the CA to make sense of which information is kept and which
information will be incorporated by the CA paying little attention to what has been
fused into the CSR. A few CAs will neglect all in the request and mainly maintain
the public key, while others will require certain areas to organize the CA’s demands.

iv. Digital certificates

It will integrate the public key along with other statement information when the CA
has given an approval. Together with the private key, a client could now use the
authentication to decode the information sent to the client, or scramble information
that can be unscrambled by others and thus confirmed with the approval itself.

4 Related Work

The key knowledge that builds secure frameworks expects consideration regarding
ease of use returns about four decades. Saltzer and Schroeder [4, 5] distinguished
“mental agreeableness” as a key standard essential for keeping up a safe processing
condition. Morris and Thompson [6] noticed that PDP-11 [7] Unix clients regularly
picked passwords that were effectively speculated, leaving their records public to
settle. Karat [8] demonstrated that adjustments to an inward IBM security applica-
tion dependent on customary ease of use inquire about brought about significantly
expanded client execution and security.

Today, most of the total populace are clients of email and Internet-based life [9].
Early expectations that individuals who grew up submerged with data and inter-
changes innovation (ICT) would by one way or another comprehend it as “com-
puterized locals” [10] have been appeared to be to a great extent unwarranted. For
instance, Kurkovsky and Syta [11] overviewed more than 330 youngsters matured
18–25 who had grown up with the innovation and found that, despite the fact that
they knew about protection and security dangers that they looked because of utilizing
cell phones, the larger part did not take specialized measures to ensure themselves.
Albeit 80% of the overview respondents knew that telephones could be bolted with a
PIN, just 29% utilized PIN locks. Information security is the difficult issue of today
that contacts numerous territories including PCs and communication. Present-day
digital security assaults have sincerely performed with the effects of the clients.
Cryptography is one such system to make sure that the validation, confidentiality,
accessibility, secrecy and recognizable proof of client information can be kept up just
as security and protection of information can be given to the client. The cryptography
methods and different calculations are utilized to give the required security to the
applications [12].

The cryptographic methods portrayed to this point depend on a common key
between two gatherings, otherwise called Symmetric encryption (SE). SE is the most
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seasoned and understoodmethod. It utilizes amystery key that can be a number,word,
or arbitrary letters. Every one of the gatherings, the sender, and collector need the key
in their ownership. There is an issue with the idea of a mystery key [13]. Having the
information of this mystery key can decode the message. As messages can start from
any of the sources in the Internet, having the capacity to build up the uprightness of
these messages through components, for example, message confirmation codes and
advanced marks is vital, yet dependent on the foundation of keys between number of
hubs a dealingwith these pair-wise keys between rapidly ends up unmanageable. Key
administration on a worldwide scale requires public key cryptography. The PKI [14]
handles the demands for public keys starting from different nodes. PKI is discussed
in more detail in the next section.

5 Risks Associated with PKI

Since security programming cannot generally settle on the right choice for the benefit
of clients, clients are routinely compelled to know about security and protection
issues and to settle on choices for themselves. Furthermore, they have to deal with
the protection and security of their own data, shared on a consistently developing
arrangement of internet, portable, and distributed computing stages, against dangers
that 10 years back were less obvious.

i. Risks Associated with CA

There is a hazard from an uncertain utilization of “trust.” A CA is regularly charac-
terized as “believed.” Who gave the specialist the right to permit such approvals to
CA?Who trusted it? CA can complete an eminent activity of composing a nitty gritty
Certificate Practice Statement, or CPS—each of those we have perused disavow all
risk and meaning to the testament—and after that work superbly following that CPS,
but that does not mean you can rely on your request for approval [15].

ii. Risks of PKI User

In any CA-based scheme, one of the most severe hazards is with your own one-of-
a-kind private control key. How would one can ensure the key? You in all likelihood
do not claim a safe figuring framework with physical access controls, protecting,
air divider, organize security, and different insurances; client stores the private key
on an ordinary PC. There, it is liable to assault by infections and different noxious
projects. Regardless of whether your private key is sheltered on clients PC, is his/her
PC in a bolted room, with video reconnaissance, If it is secured by a secret phrase,
how hard is it to figure that secret key? On the off chance that your key is put away
on a brilliant card, how assault safe is the card? In the event that it is put away in
a genuinely assault safe gadget, can a contaminated driving PC get the dependable
gadget to sign something you did not expect to sign?
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iii. Risks of Verifying Agents

There is no privileged insight to secure in this way. Nevertheless, it utilizes at least
one government “root” keys. On the off chance that the assailant can add his own
public key to that rundown, he can issue his own one-of-a-kind validations at that
point, which will be handled unambiguously like the authentic revelations.

iv. Risk of Certificate Practices

How do you figure important lifetime? Does the vendor use a year because that’s
normal? A key has a lifetime of cryptography. It also has a lifetime of burglary as
an aspect of the subsystem’s helplessness putting it back, the rate of implementation
of physical and scheme, the allure of the manner to an aggressor, and so on. From
these, the likelihood of key loss can be processed as an element of time and use. Is
that calculation done by the vendor?What is the probability edge used to think about
an invalid key?

v. Whom to trust?

Security is a chain; it is as strong as the weakest link. Security is based on count-
less links and not all of them are cryptographic. It includes individuals. Does the
framework help those individuals, confound them or simply overlook them? Does it
depend improperly on the genuine quality of individuals? PC frameworks.

vi. How to differential Identities?

Certificates usually associate a public key with a name, but few people speak about
how important that affiliation is. Imagine receiving the testament from Robinson
[16]. You may only understand by and by John Robinson, but what amount do you
understand about theCA?Howwouldyou see if the authenticationof your companion
is the testament you received from John Robinson?

vii. Who secures the Keys?

With your own unique personal stamping key, one of the most severe hazards in any
CA-based scheme. How could you secure it? You almost definitely do not ensure a
sheltered figuring structure with physical access controls, TEMPEST ensuring safety
for the "air divider" orchestra, and various protections; your private key is stored on
a normal PC. There, illnesses and unique threatening ventures are forced to ambush
[17, 18].

Viii. Does CA Cares about end User?

Does a validation request believe about the client or is it just about cryptography [19]?
A prevalent client, for instance, settles on a choice to shop with a specified SSL-
verifiedweb page topic towhat appears on that page. The affirmation has not emerged
and has no connection whatsoever with what appears. SSL [20] safety is not capable
of controlling or even reacting to the Web page’s substance, only its DNS address.
In regards to anything the client sees, the corporate name does not appear differently
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and there are some web pages whose underwriting is for an organization that encour-
ages networks, not for the organization whose logo appears on the website shown.
Customers can not sort this company and cannot be dependent on it.

6 Reasons of PKI Failure

In this section, we will recognize various reasons that may prompt late PKI failures.

Technical reasons: The specialized purposes behind the PKI disappointment all have
to do with the way that a PKI is more required than one might suspect at first sight
in building up and working it.

Complexity: The subsequent information structures utilized by calculations, for
example, X.509[x] [21] are non-instinctive and for human per users not extremely
important. They are additionally relatively difficult to examine (via robotized
preparing of information). For instance, this is as opposed to PGP [22] authenti-
cations. Later on, declarations dependent on XML/JSON might be an intriguing
option.

Certificatemanagement: The executive of certificate is amind-boggling and testing
task, and numerous things can turn out badly [23]. From a progressively specialized
perspective, the most testing errand of testament to the board is likely the disavowal
of authentications. Public key sets, for instance, should be produced productively
and safely. This should be possible halfway or in a decentralized way.

Cross-certification: Once in a while people have contended in the past that CAs can
cross-certify each other to framemulti-CAPKIs [24]. In any case, cross-accreditation
requires fairness (or if nothing else entirely equivalent) of the relating CPSs. Tragi-
cally, practically speaking, cross-certification isn’t working.Normally, CSPs contend
that the confirmation administrations they give are superior to contender’s benefits
and are along these lines unfit to cross-certify them [25].

Economic reasons: Thefinancial reasons for PKI dissatisfaction [26] are inextricably
linked to the fact that establishing and running a PKI is an expensive undertaking,
and it is difficult to charge customers for services not just when the customer receives
his first confirmation.

7 Conclusion

While assaulting a product framework is just as troublesome all things considered
to acquire powerlessness to abuse, the security quality of that framework is propor-
tionate to the market cost of such a defenselessness. This paper has inspected a
scope of specialized, infrastructural, operational and the board issues related with
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the utilization of PKI. PKI is still in its earliest stages but then numerous associa-
tions have just started sending authentication empowered applications and founda-
tions. PKI is a promising security innovation and whenever utilized appropriately,
organizations and associations can profit by it. However, given the complex nature
of the framework required to execute and support a public PKI framework, setting
up PKI-enabled apps for certain industry groups is to be done by the industries
themselves. Additionally, public key cryptography as a rule, and advanced marks
and public key-based key foundation systems are essentially excessively important
than not to be utilized practically speaking. Indeed, there is not really any option in
contrast to the utilization of computerized marks to give non-disavowal benefits on
a substantial scale. By tending to the issues portrayed above, associations ought to
have the capacity to exploit this new and noteworthy innovation. Another expansion
could be the plan of another authority calculation to choose the request to look in
changed stores and to improve the check if an endorsement is disavowed.
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Mathematical Information Retrieval
Using Formula2Vec Approach

Pankaj Dadure, Partha Pakray, and Sivaji Bandyopadhyay

Abstract Searching for the needed information involves finding relevant informa-
tion with respect to the user’s entered query which is varying from the basic database
search space to the sophisticated web search levels. The theoretical and practical
research in mathematical information retrieval (MIR) is ultimately based on for-
mula representation and indexing which have been elaborated over a period of time.
However, the main aim of the retrieval system is not to retrieve the more number of
search, rather to retrieve the highly useful and relevant search which holds the poten-
tial to satisfy the user’s need. The word2vec approach has achieved the remarkable
performance in the textual knowledge representation. Motivated from this, we have
proposed the formula2vec approach which learns the vector representations of math-
ematical formulas. The proposed formula2vec approach has been tested on the math
stack exchange corpus of ARQMath-2020, and the obtained search results depict
their proficiency.

Keywords Formula searching · Formula2Vec embedding · Indexing · Cosine
similarity

1 Introduction

Information retrieval (IR) is a subfield of natural language processing (NLP) which
aims to retrieve the needed information from the collection of documents. The gen-
eral IR system takes the user’s query as an input, works on the similarity estimation,
and based on that returns the rank of relevant documents. For student or researcher,
it is quite difficult to understand the unfamiliar mathematical equation while reading
the scientific documents. In such cases, a math-based search engine is helpful for
them to search the related information and to understand the unfamiliar mathemati-
cal equation. In IR system, the user query depicts the information need, and system
should retrieve the relevant articles for the same. The retrieval of needed informa-
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tion is mostly depended on the terms present in user query. The more appropriate
term leads to more relevant search. For students who have very little knowledge of
mathematical concept, it is very difficult for them to form the math/text-based query
which holds the complete version of needed information. Even after students take
efforts to form the text/math query, they might not probably get the absolute results
from the conventional or the math search engines, while retrieval of mathematical
information is beneficial for numerous applications such as plagiarism detection,
math recommendation system, and math notation analysis.

In the early stage of research,most of the formula retrieval approaches are based on
tf-idf model; however, the tf-idf approach is not able to consider the syntactic as well
as semantic structure of formula. For instance, the formulas x2 and2x are syntactically
and semantically diverse. Therefore, the designing ofMIR approaches is still an open
problem. In the process ofMIR, the user query plays a vital rolewhichwhen subjected
to guide the searcher module to enhance the quality of result. The well-formed query
assists the system in formulating a better search, by appending additional weights to
the initial search query. In this paper,we have implemented the formula2vec approach
which learns the vector representations of mathematical formulas. For similarity
estimation, cosine similarity has used. The proposed formula2vec approach has been
tested on the math stack exchange corpus of ARQMath-2020.

The paper is structured as follows: Sect. 2 describes priorworks in domain ofMIR.
Section3 provides detailed description about the system architecture. Section4 given
the detailed account of dataset. Section5 describes the experimental results of pro-
posed approach and their comparative analysis. Section6 concludes with summary
and directions of further research and developments.

2 Related Work

The prior research works have aimed to design the formula representation and index-
ing technique to deal with the obstacles of MIR. The enlarging research in science,
engineering, and technology produces the number of documents which contains
mathematical formulas filled with text. To perform the semantic search of formula,
the formula retrieval system requires the more meaningful information to conduct
the semantic search operation. For instance, AnnoMathTeX—a recommender sys-
tem [12]—performed the formula annotation by appointing the text to identifiers.
In variable typing approach [13], the mathematical text sentence assigned a specific
type to each variable. Over the past few decades, a growing number of significant
mathematical findings have needed human effort and computer support. A informa-
tion model for “doing mathematics” suggests that the people need to integrate four
aspects very effectively: inferentiality, computation, tabulation, and narration around
a well-organized core of mathematical understanding are a central contribution [2].
The supremacy of deep learning neural network in task of information retrieval
motivates the researchers to incorporate it in mathematical information retrieval. For
example, the LSTM neural network-based approach [10] for the retrieval of math
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information formulates the entailment between the formula-based user query and
formulas contained in scientific documents. The similarity estimation between the
formula-based user query and information contained scientific documents is a sig-
nificant milestone to perform the effective searching. For example, the evaluation
of cosine similarity between the formulas leads to considerable search results [3].
To analyze the characteristic of natural language and mathematical language, the
approach of “symbol2vec” method [6] is to learn the vector representations of for-
mula symbols. For formula2vec transformation, the distributed memory model of
paragraph vectors (PV-DM) has used, which can learn distributed representations of
formulae. For similarity calculation, cosine similarity has employed. The systematic
frequency distributions analysis of formulas from the scientific corpus furnish the
fitness function of variety of applications [8]. For instance, the extended zbMATH’s
search engine [8] uses the mBM25 score for relevant expression extraction and the
numerous filter for faceted search.

The cross-aspect retrieval approach [1] aims to store information in aspect-specific
database. Consequently, it incorporates the binary queries from developed aspect-
specific query representation and is spread by a query compiler into the respective
indices. The query language allows the variables to be shared among aspects-specific
sub-queries and non-trivial joints.Motivated from the concept of formula embedding
and term-document matrix, the variable-size formula embedding is an approach [4]
where the formula is converted into the variable-size vector, in which each bit of
the vector represents their occurrence and corresponds to their position in BPIT. In
order to convey ideas of scientific articles, both mathematics and text information are
important content. Motivated from the contextual relationship of scientific text and
mathematical equations, TopicEq approach [14] uses the mixture of latent topic and
RNN for the creation of correlated model. The natural premises selection approach
[5] acquired the supporting meanings and hypotheses which are suitable for pro-
ducing informal mathematical evidence for a particular argument. To evaluate the
performance of this approach, NL-PS data has been created which consists 20,401
different articles of definitions, lemmas, corollaries, and theorems.

3 Corpus Description

In order to comprehensively understand the essence and source of the data such as
what the data is, the structure in which the data is displayed, the license to which
data is obtained, how it was created, and who created it. The dataset used in this
work is built by the ARQMath CLEF-20201 organizer where the posts are extracted
from the knowledge sharing platform, i.e., math stack exchange (MSE). The math
stack exchange of ARQMath-2020 dataset contains 28,320,920 formulas derived
from the question, answer, and comment posts of MSE. The formulas in the dataset

1 https://www.cs.rit.edu/dprl/ARQMath/.

https://www.cs.rit.edu/dprl/ARQMath/
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Table 1 Math stack exchange of ARQMath-2020 corpus [15]

Corpus Math stack exchange of ARQMath-2020

Type Formula

Formats LATE X

Size 1.5 GB

No. of formulas 28,320,920

No. of test queries 10

are represented in L ATE X , presentation MathML, and content MathML format. For
our work, we have used only the L ATE X format, and to test the proficiency of the
proposed approach, ten formula-based query is used (Table1).

4 Methodology

4.1 Prepocessing

4.1.1 Lower Casing

Formulas like A2 + B2 and a2 + b2 have same syntactic and semantic meaning, but
when not converted to the lower case, those two are represented as two different
formulas in the vector space model.2 To handle this, we have converted all formulas
into the lower case.

4.2 Formula2Vec Model

The neural networkmodel for textual information retrieval uses the various deep neu-
ral networks techniques to recogniz the entailment between the words or sequence of
words.Motivated from the existingword2vecmodel,weproposed the “formula2vec”-
based MIR approach. Word2vec was developed by Tomas Mikolov [7], which uses
the framework of the deep learning to get a distributed representation of the word
in semantic space [9]. The term similarity can be determined by cosine similar-
ity, Euclidean distance, with a given vector in a multiple dimension scale. Word2vec
encodes word with the higher frequency terms in the Huffman tree and triggers fewer
hidden layers, thereby efficiently reducing machine complexity. Word2vec benefits
from high training performance and rich semanticization that can be used for clump-
ing and for synonymous searching. Word2vec renders a distributed representation
of the word using either the continuous skip-gram or the continuous bag-of-words

2 https://thehelloworldprogram.com/python/python-string-methods/.

https://thehelloworldprogram.com/python/python-string-methods/
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Table 2 Search results with similarity score

Formula query Similar formula Similarity score

bf (c) − af (a) f (b) − f (a) 0.899768629

�(n) = 40 φ(n) = 0 0.900011919

e3�i/2 eiπ
2
3 0.807504931

f : B → R
m x ∈ R

m 0.531128185

10−10 10−350 0.904112597

(CBOW) model. The network is trained to rebuild the meaning of the words so that
the words in the corpus share the same meaning and make the words semantically
closer to each other. The current term is forecasted in the CBOW architecture with
its surrounding term, and the surrounding words are expected in skip-grams with the
current word. CBOW is quicker than skip-gram, but skip-gram performs better for
uncommon terms better. The word2vec model is used with hierarchical softmax or
negative samples where hierarchical softmax is best for unique phrases, and for fre-
quent terms, negative sampling is easier. In this work, we take the skip-gram design.
The sample of retrieval search results with similarity score is shown in Table2.

4.3 Similarity

To estimate the similarity between the index formulas and user’s entered formula, the
cosine similarity is taken into the consideration. The cosine similarity is used to com-
pare the similarity between the documents/text data, and based on that, it provides
the ranking to the documents with respect to user’s entered query [3]. Mathemati-
cally, it measures the cosine of the angle between two vectors projected in a multi-
dimensional space [11]. In this work, the two vectors containing the embeddings of
the formulas and formula-based user’s entered query are compared. Let x and y be
two vectors for comparison. Using the cosine measure as a similarity function,

cos(x, y) = x · y
‖x‖ · ‖y‖ =

∑n−1
i=0 xi · yi

√∑n−1
i=1 (xi )2 ×

√∑n−1
i=1 (yi )2

(1)

where ‖x‖ is the Euclidean norm of vector x=(x1, x2, . . ., xn), defined as
x12 + x22 ||+ · · · +xn2. Conceptually, it is the length of the vector. Similarly, ‖y‖ is the
Euclidean norm of vector y. The measure computes the cosine of the angle between
vectors x and y. A cosine value of 0 indicates that the two vectors have really no cor-
relation with each other and hold the 90 ◦C angle. The nearer the cosine function to 1,
the lower the angle and the higher the vector match. The cosine similarity is useful,
because even though the two identical formulas are very distant due to their size from
the Euclidean, they still have a closer angle. The angle is lower, the resemblance is
higher.
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Table 3 Retrieved search results for ten formula-based query

Formula query Retrieved formula

5133 mod 8 55
33
mod 100, 5288 mod 577, mod104, 512 �≡ 1 mod 25, 11 ≡ 1 mod 5,

49307 mod 713, 33
27
mod 40, 5350 mod 701, and 13k ≡ 1 (mod 10),

7� mod 5

(1+ i
√
3)

1
2 −2(1 + i

√
3), z4 = −1/2(1 + i
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3, 1
2 (−√

3 + i), (i + √
2)4,

(i + √
2)2, (1 + i

√
3)8

n=n1n2 . . . nk+1 X1 + X2 + · · · + Xn = 1, Yn = X1 + X2 + · · · + Xn ,
Sn = X1 + · · · + Xn , Fn+1 = . . . , X = X1 + X2 + · · · + Xn ,
Z = Y1 + · · · + Yn , Yn = X1 + · · · + Xn , Z = Y1 + Y2 + · · · + Yn ,
1 + 2 + 3 + · · · + n = Fn , a = 1 =⇒ b = 2

1√−1
= √−1 = 2

4−√
12
, =

√
2−√

3
2 , ψ = 1−√

5
2 , = − 1

2
1√
100

, = 9−4
√
3

3 , − 1
2
√
2−2

= − 1
0 ,

2
√
2−1
4 =

√
2
2 − 1

4 , ψ = 1−√
5

2 , R = 1√−K
, cos 108 = 1−√

5
4

limx→∞ an limn→∞ an �= 0, limn→∞(−1)n , limn→∞ an ≤ x , lim
n→∞ xn = a,

limn→∞ bn = 1, limx→∞ an , limn→∞ an = limn→∞ bn = 0, lim
x→∞ an ,

limx→∞ bn = b, limn→∞an = x

f ([a, b])=c(a, b) f (A) ⊂ f ([a, b]), [a, b] ⊂ [ f (a), f (b)], [a, b] ∩ [ f (a), f (b)] = ∅,
f (X) ⊂ [a, b], [ f (b), f (a)] ⊂ f ([a, b]), f ([a, b]), f (c) ∈ f ([a, b]),
f : [a, b] → [a, b]

f (x) = x + 1
x f (x) = x + 16

x , f (x) = x
1+x , f (x) = 1

1+cos(x) , f (x) = 1 + 1
x ,

f (x) = x+2
x , g(x) = 2

x−1 , f (x) = 1 + 1
x , f (x) = 2

3 , f (x) = sec x
1+tan x ,

f (x + 1) = x+1
x+3

(−1)(−1)=1 (4 − 1)(3 − 1) = 2, 18 · (69 − 18) = 3 mod 61,
6! − (6! − 4!3!) = 4!3! = 144, = 1 − (1 − �(0.15416023)),
ln(2) = ln(1 − (−1)), 11(85 − 84) = 11, 15 = 3 · 5 · (−1) · (−1),
P(−1) = 0, 25 − 2(8) = 9, f (x) = −x + 2, [−1, 1]

pn = 1
2 Pn+1

n−n0
p =

⌊
n
p

⌋
,
⌊
n
p

⌋
= n−n0

p , pn = 2
n − 1, pn = 500−n

500 = 1 − n
500 ,

p2 = 1
n−1 , p0 = 1 − αp

1−p , p2 = 1 − p1 = n − 1

n
, p2n−1 = 1

2n−1 ,

pn = 5
6 pn − 1

6 pn−2, p3 = n−2
n−1

n−3
n−1

1
n−1

a2 + b2 = c2 + d2 a3 + b3 + c3 = d3, a2 + ab + b2 = c2 + cd + d2, a2 + b2 = c2,
a2 + b2 + c2 + d2 = 3, a2 + b2 + c2 + d2 = 12, a2 + b2 + c2 = d2,
a2 + b2 = c2 + d2, ab2 + 1 = c2 + d2, a2 + b2 + c2 + d2 = 1,
c2 + 7d2 = a2 + 7b2

5 Experimental Results

We applied the formula2vec approach on the complete MSE corpus of ARQMath-
2020 dataset. For experiment, we have set following parameters3: sg=0 (using
the continuous bag-of-words model), hs=0 (no hierarchical softmax), negative=10

3 https://radimrehurek.com/gensim/models/word2vec.html#gensim.models.word2vec.Word2Vec.

https://radimrehurek.com/gensim/models/word2vec.html#gensim.models.word2vec.Word2Vec
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(using negative sampling), size=128 (the dimensionality of the vectors), min-
count=1 (ignore formula or entity tokens with total frequency lower than 10), win-
dow=3 (the maximum distance between the current and predicted formula).

To measure the embedding accuracy based on query such as which formula is the
most similar to

√
x the same sense (permutation of k objects chosen from n distinct

objects) as Pn
k is similar to n Pk , i.e., the semantic-syntactic word relationship testor,

simply, formula analogy test. The preliminary experiment results of “formula2vec”
revealed the several characteristics of mathematical formulae, which indicated that
the natural language embedding technologies are potentially useful for formula
embedding task. The results for the ten formula-based query is shown in Table3.
The natural language embedding approach has ability to handle the mathematical
representation and preserve their syntactic meaning.

6 Conclusion and Future Scope

In this paper, we have investigated the formula2vec model which learned the dis-
tributed representation of the formula. The neural network representation techniques
have the ability to provide promising representational structure for mathematical for-
mulas. The obtained search results have shown that the formula2vec model is able
to preserve the meaning of the mathematical formulas.

The several semantic representations of the mathematical formulas contribute to
the frailty of most of the existing systems. So in the future, the recursive neural net-
work will adopt to effectively capture ambiguity of several semantic representations
of the formula.
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Analysis of Cryptocurrency Mining
in Gaming Consoles

E. Shanmuga Skandh Vinayak, N. Bhalaji, and Xiao-Zhi Gao

Abstract Ever since the invention of the bitcoin cryptocurrency in the year 2009,
many blockchain ledgers have been initiated by several parties, offering over 1600
different types of cryptocurrencies all around the world by them. This increase in
popularity has not only moved the masses toward performing trade using these cur-
rencies but also start earning them through mining with sophisticated computing
hardware. In this article, an analysis is performed to estimate the performance and
the profitability of mainstream gaming consoles, developed by the Sony Entertain-
ment Company and Microsoft Corporation when subjected to mine five different
types of cryptocurrencies (Bitcoin, Bitcoin Cash, Dogecoin, Litecoin, Dash). The
article also provides real-time test results on the mining performance and profitabil-
ity of the consoles under study. Although the Microsoft Corporation consoles can
provide amonthly profit of 0.00096 and 0.00319%of the initial investment, an overall
net loss of over 80% of the initial investment is observed in all the consoles.

Keywords Analysis · Cryptocurrency · Mining · Gaming consoles ·
Performance · Profitability

1 Introduction

The Bitcoin cryptocurrency has been increasingly gaining popularity since its initial
release on January 3, 2009. Due to the immense hike in face value from | 43,247.83
to | 360,055.02 of Bitcoin by the year 2016 [1], the popularity peaked subsequently
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and has been growing ever since. According to Statista, Bitcoin is the most valued
cryptocurrencywith a face value of | 731,424 in the year 2020. This gain in popularity
ignited trade to be carried out using this newly accepted currency as a secure source
of payment between two organizations over the Internet, without any third-party lia-
bility. The population that performs trades using the cryptocurrency extended the use
of the same by also starting to earn them. This is done using cryptocurrency mining.
Due to the immense success of Bitcoin in its trade and mining pools, many inde-
pendent and organizational parties have started to introduce their cryptocurrency by
maintaining a public ledger, with over 1600 different types of cryptocurrencies being
used worldwide. With such an increase in the number of cryptocurrencies exchange
available, the miners have started to mine them all over the world by combining their
computing capacity to formmining pools. Out of thesemined currencies, the Litecoin
and the Bitcoin are mined in a majority in the Asia-Pacific subcontinents totalling
up to 52 and 44% of the total mining pool population by the year 2018, according to
Statista [2]. By the year 2020, the size of the Bitcoin blockchain has grown to a size
of 280 gigabytes [3] and a length of 535 million [4]. These observations show that
mining cryptocurrency can be highly profitable with the right investment in suitable
hardware. Out of the hardware considered for mining, the least sought out by the
users is the current mainstream gaming consoles due to their closed systems.

The gaming sector has been an ever-expanding and everimproving industry since
the early 1960s. With exceptional significance in the improvement of hardware used
in the gaming consoles, the gaming systems have improved in performance and
efficiency. With the global gaming console market generating a revenue of | 596,430
crores in the year 2020 [5], the popularity in the use of gaming consoles is at its peak.
Hence, in this article, an analysis is performed to examine the viability of gaming
consoles in mining operations and to examine whether they are capable of producing
a profit, as the major use of these consoles by the users is only gaming and home
entertainment.

2 Cryptocurrency Mining

Cryptocurrency mining is the process of obtaining cryptocurrency incentives for the
successful validation of any transaction occurring in the target network. The network
consists of a digital ledger known as the blockchain, that stores these transactions
once they are successfully validated by the peers present in them. The validation
operation refers to the calculation of each transaction’s fingerprint (hash) and check-
ing if it matches with the target fingerprint. The digital transaction records and the
hash of the previous block are hashed along with a number only used once (nonce)
and are propagated in the network to the users to be validated. The operation of
determining the nonce and hashing them redundantly to obtain the hash that matches
the target hash is known as mining. If a user is successful in determining the nonce
before any other participant, then that user is incentivized with a certain amount of
cryptocurrency based on the amount of work done by the peer. Based on the diffi-
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culty, i.e., the difficulty to solve for the hash, the incentive amount of the currency
varies. Because the solving of the hash algorithm is a tedious and repetitive process,
computing power is utilized. Based on the user’s hardware capability, the speed with
which the hashes are calculated varies. The speed with which the hardware compo-
nent can calculate these hashes is called the hash rate; i.e., higher the hash rate, better
is the performance and profit. Since a stand-alone system may not be able to provide
the hashing power to solve a single block, peers in a network form a combined unit
of computation to solve each block. This is known as a mining pool. The incentive
to each user is assigned based on the amount of computational power contributed to
solving the block.

3 Related Works

James Clay et al. in their work “A Power Analysis of Cryptocurrency Mining: A
MobileDevice Perspective” [8] analyze the impact of cryptocurrencymining systems
on the power consumption of mobile devices. In their work, the authors analyze the
ill effects of JavaScript-based web browser mining of websites such as CoinHive on
mobile devices. The authors analyze the power consumption and the network usage
of mobile devices, that is utilized by CoinHive to mine their network as an alternative
for targeted advertisement. The authors show the impact of these mining operations
on a low-powered device such as a mobile phone and how it can ultimately decrease
its battery life. Similar to the approach of the author’s work, this proposed experi-
ment focuses on measuring the profitability of the mining operation in low-powered
devices (locked gaming consoles that do not use extensive hashing peripherals to
mine) and observing the impact of the performances of the native computation unit
in solving block hashes. In the article “Goldstrike™1: CoinTerra’s First Generation
Cryptocurrency Mining Processor for Bitcoin” [9], the authors Javed Barkatullah
et al. analyze the performance and efficiency of the newly designed Goldstrike™1
processor for Bitcoin mining. The processor is analyzed based on the power con-
sumption efficiency during the mining process and its hash rate for a unit of power
consumed. The architecture of the processor is studied to analyze and compare the
hashing power and the power efficiency of the processor to application-specific inte-
grated circuit (ASIC) miners. Similar to the mentioned work, this article analyzes
the architecture of the low-powered processor in mainstream gaming consoles for
performance and profitability. Authors S. G. Iyer et al. in their study “GPU and
CPU Accelerated Mining of Cryptocurrencies and their Financial Analysis” [10]
analyze and compare the performance and the profitability of central processing unit
(CPU)-based and graphics processing unit (GPU)-based mining. In their study, it
is evident that the hash rate of the CPU or the GPU is majorly dependent on the
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hashing algorithm of the cryptocurrency mined. Their work also reveals that GPU
the is dominant option in a mining system, as it is able to produce 103 times the hash
rate of the CPU for the Ethereum cryptocurrency. Since their study was performed
on Intel® CPU processor, this proposing study is aimed at analyzing the performance
and the profitability of the Advanced Micro Devices, Inc. (AMD®) CPUs.

4 Experimental Analysis

In this article, we assess the usability of four mainstream gaming consoles, in mining
cryptocurrency. The four consoles are, the PlayStation 4™, released onNovember 15,
2013 (USA) and the PlayStation 4 Pro™, released on November 10, 2016, developed
by the Sony Computer Entertainment and the Xbox One™, released on November
22, 2013 (USA) and the Xbox One X™, released on November 7, 2017, developed
by the Microsoft Corporation.

These consoles are selected based on the popularity of use in the overall gaming
industry and their possession of the most sophisticated hardware in the console
industry so far. According to Statista, over 112 million PlayStation 4 units and over
46 million Xbox One units have been installed and used all over the world, in the
year 2019 [6].

The ultimate goal of estimating whether a gaming console can be used to mine
cryptocurrencies and produce a profit (return on investment) is based on the following
factors.

1. Price and Specifications.
2. Cryptocurrency to be mined.
3. Hash Rate.
4. Power Consumption.
5. Lifespan.

4.1 Price and Specifications

The price and the specifications of the console are one of the most preliminary
aspects to be considered before selecting a console, as it plays an important role in
determining the profit that the console produces on the invested capital. Although
selecting the cheapest console appears to be the most prominent option, selecting the
console based on the specifications that would comparatively produce the highest
profit in a short time duration is essential. Tables 1, 2 and 3 describe the price (at the
time of writing this article) in rupees (|) and the specification of the consoles under
study.
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Table 1 Console price

Console Price (|)
PlayStation 4 25,555

PlayStation 4 Pro 31,500

Xbox One 25,075

Xbox One X 41,999

Table 2 Console specifications

Console CPU Clock rate (GHz) Memory (RAM)

PlayStation 4 x86-64 1.6 8 (DDR5)

AMD Jaguar (8 cores)

PlayStation 4 Pro x86-64 2.13 8 (DDR5)

AMD Jaguar (8 cores)

Xbox One x86-64 1.75 8 (DDR3)

Graphics Core Next
(GCN)

2 AMD

Jaguar (8 cores)

Xbox One X x86-64 2.3 12 (DDR5)

GCN

4 AMD Jaguar (8
cores)

Table 3 Console properties

Console Power consumption (W) Max. temperature (◦C)
PlayStation 4 165 5–35

PlayStation 4 Pro 310 5–35

Xbox One 120 15.5–48.9

Xbox One X 180 15.5–62.0

The specifications of the console that only aid in the cryptocurrency mining process
are analyzed and specified in the following tables and sections; i.e., the internal
memory, DVD drive, and I/O port specifications of the consoles are not analyzed.

One of the most significant components that enable profitable and worthwhile
mining operations in a non-ASIC mining rig is the GPU. Although the GPU in
the gaming consoles in this study has significantly improved when compared to its
predecessor consoles (PlayStation 3 and Xbox 360), such as the use of DirectX-12
graphics in the Xbox One X consoles, unlike the predecessor consoles, these gaming
consoles are locked by their respective manufacturing companies and cannot be
hacked or modified to utilize the GPU directly. This prevents the GPU from being
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used directly by a non-licensed third-party application. Although the PlayStation
consoles possess the ability to install homebrew applications in its platform, no third-
party mining application that can harness the GPU is available at the time of writing
this article. This not only forces the console to an application lessmining environment
but also performs CPU mining. CPU mining is proven to be significantly lower in
efficiency and profit when compared to GPU mining. The CPU core is capable of
executing 4 32-bit instructions per clock (using a 128-bit SSE instruction) or 8 via
AdvancedVector Extensions (AVX) (256-Bit), whereas aGPU like RadeonHD5970
is capable of executing 3200 32-bit instructions per clock (using 3200 ALUs). The
difference in their architectures allows us to understand that, although a multi-core
CPU has a higher clock-rate allocated for each core, the GPU is superior in efficiency
when performing redundant operations such as mining. Although the PlayStation 4
and PlayStation 4 Pro possess 1.84 and 4.20 Tera Floating Points (TFLOPS) AMD
Radeon™GPUs, respectively, and the Xbox One and the Xbox One X possess 1.31
and 6.0 TFLOPS, respectively; they are unavailable for the utilization in these non-
licensed mining operations.

Out of the configurations considered, the RAM specification can be considered as
the least significant parameter in the analysis of mining performance. This is because
all the consoles under study possess 8 times (12 for Xbox One X) the RAM require-
ment for any cryptocurrency to be mined. But this is also analyzed in this article,
as the Operating System (OS) of the console depends on the RAM to optimize ker-
nel operations that are performed along with the multi-threaded mining operations.
The Orbis OS v7.51 (at the time of writing this article) of PlayStation 4 and the
PlayStation 4 Pro is a Unix-based FreeBSD operating system that is highly capa-
ble of internal RAM optimization. This shows that the console may not freeze or
crash due to a shortage of memory if the mining operation succeeds. But unlike the
PlayStation consoles, the Xbox One and Xbox One X consoles possess a Windows
10, initially Windows 8 core as its operating system along with a modified version
of the Hyper-Viridian hypervisor. This utilization of the hypervisor in the Xbox One
consoles allows the consoles to be superior to the PlayStation consoles during the
mining operation. Hyper-V implements and isolates virtual machine partition (log-
ical unit of isolation, supported by the hypervisor, in which each guest operating
system executes) that it creates in x86-64 Windows machines. The Hyper-V is capa-
ble of hardware accelerating the address translation of Guest Virtual Address-spaces,
by using second-level address translation provided by the CPU (EPT), on AMD. The
mining interface utilizes the child partition to perform a hypervisor-based hashing
operation. The Hyper-V utilizes the simultaneous multithreading (SMT) technique
that allows the processor’s resources to be shared by separate, independent threads.
SMT generally offers a modest performance boost to most workloads by paralleliz-
ing computations when possible, thereby increasing instruction throughput. This
allows the Xbox One and Xbox One X consoles to perform multi-threaded mining,
bottlenecked by the hashing capacity of the CPU.
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4.2 Cryptocurrency

The cryptocurrency is the reward incentivized to the miner for verifying the trans-
action. Although an exchange face value is available for each cryptocurrency, with
which government-regulated money can be obtained, the difficulty to obtain a sub-
stantial amount of cryptocurrency varies within each cryptocurrency. For this exper-
iment, the console is subjected to mine five cryptocurrencies. The difficulty and the
price of each cryptocurrency (at the time of writing this article) are given in Tables
4 and 5.

The difficulty rates are dependent on the consensus protocol the cryptocurrencies
follow and the volume of participants of the network. Depending on the consensus
rules and the size of the network, the difficulty range of the nonce varies, which is
directly proportional to the amount and the value of the incentive obtained from the
mining operation. The miners are rewarded with the cryptocurrency obtained from
the fee the transaction initiators pay to the network (Table 6).

Table 4 Cryptocurrency difficulties

Cryptocurrency Difficulty

Bitcoin core 13,732,352,106,018.00

Bitcoin cash 363,666,388,375.33

Doge coin 2,644,822.07

Lite coin 8,671,505.36

Dash 156,499,539.48

Table 5 Cryptocurrency prices

Cryptocurrency Price (|)
Bitcoin core 731,424

Bitcoin cash 19,377.89

Doge coin 0.19

Lite coin 3547.17

Dash 5930.85

Table 6 Cryptocurrency consensus protocol

Cryptocurrency Consensus protocol

Bitcoin core Proof-of-work

Bitcoin cash Proof-of-work

Doge coin Proof-of-work

Lite coin Proof-of-work

Dash Proof-of-work
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All the cryptocurrency mined for the purpose of this experiment follows the proof-
of-work consensus protocol, that awards the participants of the network, based on
the amount of computational resources contributed in solving the block hash. The
architecture that follows describes the proof-of-work consensus and the pipeline of
block verification in the network (Fig. 1).

4.3 Hash Rate

The hash rate of a mining rig is the most important aspect to be considered in
calculating the profitability of the mining operation using the system under study.
Any mining hardware is classified based on the rate at which hashes are calculated
by them. The unit with which the hash rate is measured in hashes/second (H/s). The
higher order of the unit is extended as kilo (103) hashes/second (kH/s), mega (106)
hashes/second (MH/s), giga (109) hashes/second (GH/s), tera (1012) hashes/second
(TH/s), etc.

In this section, the expected and the actual hash rate of the consoles based on
their CPU architecture is analyzed. Since the hash rate of the AMD x86-64 Jaguar
processors is unavailable at the time ofwriting this article, the architecture of theCPU
can be taken as a base consideration to be compared with the architecture of similar
AMD CPUs to bring about an approximate hash rate for the consoles. But, unlike
the other AMDCPUs available, the sole purpose of the Jaguar CPU is to provide low

Fig. 1 Proof-of-work architecture
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power accelerated processing unit (APU) for the I/Odevices. The cat-line of theAMD
processor that has AMD’s Bobcat APU as the predecessor of the Jaguar APU, which
exhibits 22% fewer instructions per cycle (IPC), like the Jaguar APU, it also does not
possess a hash rate benchmark due to low power operation expected by it. One of the
processors closest in comparison is the x86-64 Atom processor developed by Intel
Corporation. The benchmark hash rate of Intel’s Atom is 146.72H/s for the XMR
- RandomX (XMRig) algorithm. Although a direct comparison can be considered,
Intel’sAtom is superior in termsof performancedue to theCPUconfigured to perform
various tasks in a fully-fledged computer, whereas the AMD Jaguar in the gaming
consoles is required to only render video and synchronize I/O operations. Hence, the
AMD Jaguar of the PlayStation 4 and Xbox One is expected to perform significantly
lower, with amuch lower hash rate for the same algorithm. However, with an increase
in performance of the AMD Jaguar APUs in the PlayStation 4 Pro and the Xbox One
X consoles, the computing capacity of the video render is compared to the Core
i5-3570K, developed by Intel corporation which has a base clock rate of 3.40GHz
boosted to 3.80GHz. Although they are benchmarked to have similar performances
in video rendering capability, they can have highly different performances in mining
with the AMD Jaguar being much inferior. The hash rate of the Core i5-3570K
processor is benchmarked as 1319.65H/s for the XMRig algorithm. Similarly, the
expected hash rate and performance of the PlayStation 4 Pro and the Xbox One X are
expected to be significantly lower. For this experiment, the hash rate of the gaming
consoles is observed by mining each of the five cryptocurrencies for a duration of
24h. Unfortunately, the PlayStation 4was unable to start themining operation for any
of the cryptocurrency. Hence, the average/net hash and income of the PlayStation
4 are considered as 0. Similarly, the PlayStation 4 Pro was unable to mine any
cryptocurrency blockchain other than Dash. Figures 2, 3, and 4 show the observed
hash rates for a 24h duration in each console.

4.4 Power Consumption

The only factor that determines whether the net mining operation would result in a
profit or a loss is the power consumption cost of the consoles. The mining operation
would result in a profit if the power consumption cost is less than the amount of equity
earned in cryptocurrency, else it would result in a loss. Referring to Table 3, the power
consumption values for each console are considered and the net consumption cost
is calculated in this section. Table7 shows the power consumption cost for each
console, considering the user is under a domestic bimonthly tariff electricity billing
system.

This cost comparison is further analyzed in the results section by determining
whether a return on investment is possible with these gaming console with a consid-
eration of the calculated life span.
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Fig. 2 PlayStation 4 Pro hash rate

Fig. 3 Xbox One hash rate

4.5 Life Span

In this section, the functional working life span of the gaming consoles under study is
analyzed and estimated based on the user reviews. This data is analyzed to estimate
if the consoles can turn a profit before becoming faulty. Considering the average
working temperature of the consoles, Table 8 shows the life span (prime working
condition) of each console.
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Fig. 4 Xbox One X hash rate

Table 7 Power consumption cost

Console Power
consumed/month
(kWh)

Cost/month (|) Cost/year (|)

PlayStation 4 118.8 51.0 18,615

PlayStation 4 Pro 223.2 291.0 1,06,215

Xbox One 86.4 0.0 0.0

Xbox One X 129.6 66.0 24,090

Table 8 Console life span

Console Avg. life span

PlayStation 4 7

PlayStation 4 Pro 9 (considered)

Xbox One 5

Xbox One X 10 (considered)

Although these data are from users who primarily use the consoles for gaming, an
estimate of half the duration is considered as the life span of the consoles when
mining.

5 Results

Neither of the PlayStation consoles nor the Xbox consoles supports third-party cryp-
tocurrency mining applications. To tackle this, a concept known as web mining is
used. Web mining is a technology that utilizes a JavaScript-based interface between
the host and the website to exchange mining information. Instead of the conven-
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Fig. 5 Bitcoin Cash mining in Xbox One X

tional application-based mining that involved the maintenance of the cryptocurrency
blockchain in the local system, the website only uses the hashing power of the host
system to solve the blockchain and award the user’s account with cryptocurrency
based on the work done by the console. All the consoles under study possess native
web browsers and support Wi-Fi standard IEEE 802.11 a/b/g/n/ac and an Ethernet
speed of at least 100 Mbps. These requirements are sufficient to perform browser
mining, as the block size is only 1 MB. Since web mining only allows the consoles
to mine as a stand-alone system, the profitability of pool mining cannot be expected
from this solution.

The website CoinPot [7] is used to mine cryptocurrency using the CPU of the
host system. The website provides a user interface to configure the parameters of the
mining such as CPU usage limit, thread limit. The website configurations are set to
utilize high CPU usage and 1 thread per CPU core (Fig. 5). As the cryptocurrencies
are mined, the obtained rewards are subsequently deposited to the account’s crypto
wallet.

The following tables show the summary of expected profit/loss from the consoles
whenmined using them. All the income calculations are based on the currency values
mentioned in Table 5. Since these values are subjected to change, the following
calculations provide an approximate estimation.
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5.1 PlayStation 4

Life span expectancy—3.5years. The Profit/Loss estimation of PlayStation 4 is
elaborated in Table 9.

5.2 PlayStation 4 Pro

Life span expectancy—4.5years. The Profit/Loss estimation of PlayStation 4 Pro is
elaborated in Table 10.

5.3 Xbox One

Life span expectancy—2.5years. The Profit/Loss estimation of Xbox One is elabo-
rated in Table 11.

Table 9 PlayStation 4 profit/loss estimation

Crypto
currency

Monthly
income (|)

Monthly profit
(|)

Monthly
outcome
(profit/loss)

Net profit (|) Net outcome
(profit/loss)

Bitcoin core 0 0 NA −25,555 Loss

Bitcoin cash 0 0 NA −25,555 Loss

Doge coin 0 0 NA −25,555 Loss

Lite coin 0 0 NA −25,555 Loss

Dash 0 0 NA −25,555 Loss

Monthly profit = monthly income − power consumption amount
Net profit = console price − income gained in the life span

Table 10 PlayStation 4 Pro profit/loss estimation

Crypto
currency

Monthly
income (|)

Monthly profit
(|)

Monthly
outcome
(profit/loss)

Net profit (|) Net outcome
(profit/loss)

Bitcoin core 0 0 NA −31,500 Loss

Bitcoin cash 0 0 NA −31,500 Loss

Doge coin 0 0 NA −31,500 Loss

Lite coin 0 0 NA −31,500 Loss

Dash 29.9 −261.100 Loss −45,596 Loss

Monthly profit = monthly income − power consumption amount
Net profit = console price − income gained in the life span
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Table 11 Xbox One profit/loss estimation

Crypto
currency

Monthly
income (|)

Monthly profit
(|)

Monthly
outcome
(profit/loss)

Net profit (|) Net outcome
(profit/loss)

Bitcoin core 0.0087 0.0087 Profit −25,075 Loss

Bitcoin cash 1.9377 1.9377 Profit −25,070 Loss

Doge coin 0.5254 0.5254 Profit −25,060 Loss

Lite coin 20.0365 20.0365 Profit −24,473 Loss

Dash 0.3903 0.3903 Profit −25,063 Loss

Monthly profit = monthly income − power consumption amount
Net profit = console price − income gained in the life span

5.4 Xbox One X

Life span expectancy—5 years. The Profit/Loss estimation of Xbox One X is elab-
orated in Table 12.
From these observations, it can be seen that the Xbox One and the Xbox One X
(for Lite Coin) console can provide a monthly profit. But when considering the life
span expectancy of the consoles, all the gaming consoles provide only a loss to the
investment. These gaming consoles are expected to only perform in their area of
expertise, gaming. These losses can also be accounted for by their closed system-on-
chips (SOCs) that only allow the utilization of the CPU rather than a combination of
their CPU and GPU.

6 Conclusion

In this article, the performance ofmainstream gaming consoles is tested and analyzed
for cryptocurrency blockchain mining. The article also provides an analysis of the

Table 12 Xbox One X profit/loss estimation

Crypto
currency

Monthly
income (|)

Monthly profit
(|)

Monthly
outcome
(profit/loss)

Net profit (|) Net outcome
(profit/loss)

Bitcoin core 1.4262 −64.5371 Loss −45,839 Loss

Bitcoin cash 5.1902 −60.8098 Loss −45,648 Loss

Doge coin 2.0234 −63.9765 Loss −45,837 Loss

Lite coin 200.100 134.1484 Profit −33,950 Loss

Dash 2.1646 −63.8353 Loss −45,829 Loss

Monthly profit = monthly income − power consumption amount
Net profit = console price − income gained in the life span
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approximate estimate of profit that can be expected from mining using the consoles.
From the conducted experiment, the following conclusions can be drawn.

1. The gaming consoles are extremely poor performers when utilized to mine cryp-
tocurrency.

2. The gaming console will ultimately produce a loss of the initial invested capital
by a large margin.

3. This low performance and efficiency are characterized by the inability of the
gaming consoles to utilize the GPU present in them to mine effectively.

4. The PlayStation 4 and the PlayStation 4 Pro consoles produce a loss of the initial
as well as the periodic (electricity cost) investment.

5. If the initial investment is not considered, then the Xbox consoles produce a small
margin monthly profit.

6. The Xbox One console produces its highest profit of approximately | 20 every
month and the Xbox One X produces its only and the highest profit of approxi-
mately | 134.

7 Limitations

Although this article proposes an approximate estimate of the profits and losses,
they are highly susceptible to change. This is because cryptocurrency exchange rates
are highly correlated with the popularity among the masses that mine the particular
cryptocurrency. This could result in the investment of time and money on the mining
operation for a particular currency, only to produce a futile result with a minimal
amount of low-value exchange rate. Another assumption made in this article is that
the consoles are to perform mining operation every hour of every day. This could
contradict the practicality of carrying out such an operation, considering external
influencing factors such as electricity outage, overheating, system crash, and defec-
tive console.

8 Future Works

At the time of writing this article, the Sony Entertainment Company and Microsoft
Corporation have already confirmed the future release of their next-generation gam-
ing consoles, named PlayStation 5 and Xbox Series X. These consoles are expected
to have extremely high gaming performances. Although they would be undoubt-
edly futile cryptocurrency miners, it is expected that they would perform better than
the current consoles. Even though the Xbox consoles cannot be fully used to bring
about better mining performance, the existence of homebrew in the PlayStation plat-
form could be utilized in developing software that can take advantage of the highly
sophisticated GPU present in them.
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Component Species Prediction of Birds
with Song Spectrum Features Using
Machine Learning

M. Shyamala Devi , P. Swathi, Ayesha Jahangir, A Ravindra Reddy,
Mannem Prudhvinadh, and M. Naga Sai Tharun

Abstract The purpose of maintaining the ecological balance in the environment is
much essential for the proper maintenance of the earth’s properties. Birds are the
wonderful world creation that directly connects with the atmosphere that performs
conservation monitoring of the earth’s features. To address this problem, this paper
has the following contribution toward bird species prediction. Firstly, the bird’s song
numeric dataset with 16,626 rows and 172 feature components from theUCImachine
repository is subjected to data preprocessing. Secondly, the raw dataset is applied to
all the classifiers to analyze the performance metrics before and after feature scaling.
Thirdly, the data is reduced by PCA reduction analysis with 100, 75, and 50 compo-
nents and then fitted to all the classifiers to analyze the performance metrics before
and after feature scaling. Fourthly, the data is reduced by LDA reduction analysis
with 100, 75, and 50 components and then fitted to all the classifiers to analyze the
performance metrics before and after feature scaling. Experimental results show that
the Bagging classifier has achieved an accuracy of 98%, random forest with 96%,
and logistic with 96% for the raw dataset. After reducing the raw dataset with PCA,
the random forest classifier retains 96% accuracy for 100, 75, and 50 component
reduction. Similarly, the LDA reduced the dataset with 100, 75, and 50 components
and attained 96% accuracy for the logistic regression classifier.

Keywords Machine learning · Classifier · PCA · LDA · Accuracy

1 Introduction

The species of birds can be identified from the song spectrum details of the birds. The
exact classification tools for the bird’s species prediction still remain a challenging
issue in addition to noise-robustness and scalability. Machine learning can be used
toward the prediction of the bird’s species along with dimensionality reduction to
handle the high-dimensional data. Several projects are in progress for automatic
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bird species recognition based on bird vocalization. Bird sounds are presented and
tested through various configurations and hyperparameters. The machine learning
framework offers tools for translating annotations into datasets that can be used to
train a computer to identify a bird’s species.

2 Literature Review

Automatic bird species recognition is done by using the bird’s sound that performs
feature extraction from a signal. The 13-dimensional vector representing the given
frame is calculated for each frame. The interspecific success of 81.2% has been
reached [1]. To properly differentiate and compare the RGB spectrograms and
grayscale spectrograms, the lower layers should be trained on grayscale images [2].
Themachine learningmodel was inconsistent in identifying classes that were closely
related to each other due to close resemblance in their feature list like pigeon and dove
[3]. The use of short audio segments with high amplitude outperforms the use of the
complete audio records in the species identification task [4]. Textures of syllables
in audio spectrograms have noticeable discerning capabilities among bird species
and these are used for bird species classification [5, 6]. Classifiers are used to auto-
mate the classification of reptiles and other water species [7]. Acoustic modeling for
recognition of bird species from audio field recordings is decomposed into isolated
segments, corresponding to detected sinusoids. Each segment is represented by a
sequence of the frequency and normalized magnitude values of the sinusoid [8].

A handy tool as birdwatchers to admire the beauty of birds, it developed a deep
learning platform to assist users in recognizing 27 species of birds [9]. An automatic
bird identification system is required for offshore wind farms in Finland. Radar is
used to detect flying birds, but external details are needed for real identification [10].
A convolutional neural network-based deep learning approach was used for bird
song classification [11]. A Gaussian mixture model was used for bird classification
based on their sound patterns [12]. Ensemble learning along with the coefficient may
result in the best accuracy [13]. A deep learning neural network technique is used
for identifying bird species with normal accuracy [14]. The distinction between the
birds and other species can be done by an automated segmentation algorithm using
neural networks [15].

.
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3 Our Contributions

3.1 Architectural Flow

This paper has the following contributions toward predicting the bird’s species with
the overall workflow shown in Fig. 1.

i. Firstly, the bird’s song numeric dataset with 16,626 rows and 172 feature
components from the UCI machine repository is subjected to data prepro-
cessing.

ii. Secondly, the raw dataset is applied to all the classifiers to analyze the
performance metrics before and after feature scaling.

iii. Thirdly, the data is reduced by PCA with 100, 75, and 50 components and then
fitted to all the classifiers to analyze the performance metrics before and after
feature scaling.

iv. Fourthly, the data is reduced by LDA with 100, 75, and 50 components and
then fitted to all the classifiers to analyze the performance metrics before and
after feature scaling.

Fig. 1 Overall architecture
flow of the work

Birds Species Prediction

Birds Song numeric Data Set 

Partition of dependent and independent 

Data Analysis

Feature Scaling 

PCA 

Analysis of Precision, Recall, FScore, and Accuracy  

LDA 

Fitting to all the Classifiers 
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Fig. 2 Birds species dataset information and bird species analysis

4 Implementation Setup

4.1 Dataset Exploratory Analysis

The bird’s song numeric dataset with 16,626 rows and 172 feature components
from the UCI machine repository is subjected to data preprocessing. The dataset
information is shown in Fig. 2. The python scripting language is coded in Spyder
editorwithAnaconda navigator for implementation. The analysis of the bird’s species
in the dataset is shown in Fig. 2.

5 Results and Discussion

The data is reduced by principal component analysis, and component-wise relation
with the explained variance for 100, 75, and 50 components is shown in Fig. 3. The
birds species are shown in Fig. 3.

The raw dataset is subjected to all the classifiers, like logistic regression, K-nearest
neighbor, kernel support vector machine, decision tree, random forest, gradient
boosting, AdaBoost, Ridge, RidgeCV, SGD classifier, passive-aggressive, and the
Bagging classifier, and the performance metrics is analyzed before and after feature
scaling. The scaled and non-scaled performance analyses of all the classifiers are
shown in Figs. 4 and 5.

The scaled and non-scaled performance analyses of the principal component anal-
ysis of reduced dataset with 100 components of all the classifiers are shown in Figs. 6
and 7.
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Fig. 3 Component-wise versus cumulative explained variance of PCA and birds species

The scaled and non-scaled performance analyses of the principal component anal-
ysis of reduced dataset with 75 components of all the classifiers are shown in Figs. 8
and 9.

The scaled and non-scaled performance analyses of the principal component anal-
ysis of reduced dataset with 50 components of all the classifiers are shown in Figs. 10
and 11.

The scaled and non-scaled performance analyses of the linear discriminant anal-
ysis reduced the dataset with 100 components of all the classifiers are shown in
Figs. 12 and 13.

The scaled and non-scaled performance analyses of the linear discriminant anal-
ysis of reduced dataset with 75 components of all the classifiers are shown in Figs. 14
and 15.

The scaled and non-scaled performance analyses of the linear discriminant anal-
ysis of reduced dataset with 50 components of all the classifiers are shown in Figs. 16
and 17.
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Fig. 4 Non-scaled performance metrics of classifiers without dimensionality reduction

Fig. 5 Scaled performance metrics of classifiers without dimensionality reduction
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Fig. 6 Non-scaled performance metrics of PCA with 100 components

6 Conclusion

This paper attempts to predict the bird’s species classification based on the song spec-
trum features. Since the dataset has 172 features, the accuracy is analyzed by fitting
the classifiers with the raw dataset. An attempt is made to examine whether the same
accuracy can be retained even after reducing the dimension of the dataset with the
principal component analysis and linear discriminant analysis. Experimental results
show that the Bagging classifier has achieved an accuracy of 98%, random forest
with 96%, logistic with 96% for the raw dataset. After reducing the raw dataset with
PCA, the random forest classifier retains 96% accuracy for 100, 75, and 50 compo-
nent reduction. Similarly, the LDA-reduced dataset with 100, 75, and 50 components
attains a 96% accuracy for logistic regression classifier.
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Fig. 7 Scaled performance metrics of PCA with 100 components
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Fig. 8 Non-scaled performance metrics of PCA with 75 components
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Fig. 9 Scaled performance metrics of PCA with 75 components
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Fig. 10 Non-scaled performance metrics of PCA with 50 components
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Fig. 11 Scaled performance metrics of PCA with 50 components
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Fig. 12 Non-scaled performance metrics of LDA with 100 components
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Fig. 13 Scaled performance metrics of LDA with 100 components
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Fig.14 Non-scaled performance metrics of LDA with 75 components
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Fig. 15 Scaled performance metrics of LDA with 75 components
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Fig. 16 Non-scaled performance metrics of LDA with 50 components
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Fig. 17 Scaled performance metrics of LDA with 50 components
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P2P Traffic Identification Using Machine
Learning and Feature Selection
Techniques

Md. Sarfaraj Alam Ansari, Kunwar Pal, Mahesh Chandra Govil,
Prajjval Govil, and Adarsh Srivastava

Abstract Classification of Internet traffic based on its applications is significantly
important for better network management. The existing approaches for P2P traffic
identification are port-based, payload-based, behaviour-based, and heuristic-based.
In the present scenario, the method based on intrinsic techniques is not efficient
to classify Internet traffic due to the use of dynamic port numbers, masquerading
techniques and low accuracy. Therefore, the research is moved to the development of
hybrid approaches. In this paper, hybrid approaches are proposed for the classification
of Internet traffic into P2P and non-P2P traffic. The proposed approaches usemachine
learning algorithms with feature selection techniques such as analysis of variance
and principal component analysis. Port-based labelling of data is used for the training
of classifiers in the proposed system. The proposed approaches are investigated on
standard UNIBS dataset, and the simulation and modelling are performed in python
environment. The comparative study of the proposed hybrid approaches shows that
random forest with ANOVA outperforms other approaches presented in this paper,
resulting in 96.06% accuracy. The proposed approach provides better accuracy as
compared to earlier reported similar approaches in the literature.
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Machine learning
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1 Introduction

The Internet can be considered as the system of various interconnected networks. Its
enormous growth over the years has made the sharing of data like text, audio or video
easier and has lead to an increase in network traffic. The traditional client–server
system was efficient for multimedia services; however, over the time, an unprece-
dented increase in content streaming has forced the research community to look for a
more efficient solution. The inception of P2P network can be attributed as a solution
to various problems in traditional client–server models like congestion, scalability,
bandwidth limitation and poor QoS [1, 2]. In the past few years, the popularity of P2P
network has raised rapidly because it is robust, scalable, cost-effective and accurate.
Further, resource sharing is also one of the major achievements in P2P networks
which have contributed to its efficiency and power, satisfying QoS parameters [3]. In
P2P network, the content sharing among peers has also resulted in symmetric flow
of traffic [4]. Increment of users increases the services delivered by P2P networks
unlike in client–server system where increment of users’ resulting in the decrement
of network performances [5]. The performance of the P2P network predominantly
depends on the overlay construction [6–8] scheduling scheme [9, 10] and selfish
peer [11]. An enormous amount of work on overlay and scheduling scheme has been
already done [12–14].

The popularity and usage of P2P applications are increasing day by day due to
its inherent advantages mentioned above. The P2P applications dominate over the
Internet as compared to other protocol applications such as HTTP, FTP and SMTP.
Presently nearly 70% of the Internet traffic is P2P and consumes a major portion
of bandwidth [15]. Service providers have the policies to maintain service quality
that are not sufficient to control P2P system traffic effectively. The Internet traffic
characterization achieved a research temperament due to the need of provisioning
and planning of network capacity, service quality of applications, fault analysis,
anomaly detection, billing, etc. A fair distribution of bandwidth among P2P and
other applications is necessary for QoS [16, 17]. It motivated us to review the liter-
ature and concluded that the classification of Internet traffic is one of the important
requirements.

Many methods have been proposed for Internet traffic classification such as port-
based, payload-based, statistics or behaviour-based and heuristics-based which are
mainstream approaches. Traditionally, the port-based techniques are used to classify
Internet traffic based on well-known port numbers, due to the ease of deployment.
The application like DNS or SMTP uses specific ports statically and therefore yields
high accuracy. Moore and Papagiannaki [18] reveal that 30–70% of traffic generated
by P2P applications uses random port numbers and masquerading techniques that
make port-based identification difficult. Park et al. [19] highlighted an important fact
that although it provides low classification accuracy, this method is still relevant in
the Internet backbone due to its scalability and minimal computational overheads.
Hence, the port-based approach plays a determining role to give a direction when
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combined with other methods to make a hybrid approach for identifying the P2P
traffic.

It is observed that all the techniques have their own limitations.A study of payload-
based method reveals that it suffers from high computational overhead and user pri-
vacy issues. The applications which have similar behaviour are difficult to analyse
with the behavioural-based approach. In case of statistical-based method, the numer-
ical attributes do not always provide high-quality training data. Thus, integration of
different techniques may provide the desired accuracy and this has led us to explore
hybrid methods.

The paper is structured as follows: a brief literature survey on the related work is
presented in Sect. 2. Section3 describes the proposed framework, the methodology
involved and the dataset used for the Internet traffic classification. Section4 covers
the experimental setup and performance evaluation. Finally, Sect. 5 put the necessary
concluding remarks based on evaluated results and its’ future research directions.

2 Related Works

This section provides a brief overview of hybrid approaches used for P2P traffic iden-
tification. The port-based technique [18, 20] as discussed earlier is simple to use. The
purely port-based traffic classification techniques have become less effective due to
the increase of dynamic port number usage, masquerading and encryption techniques
[21]. However, Jefferey et al. [22] have advocated that port-based techniques are still
useful and can provide better results. The present trend in the research community
is to use hybrid approaches that combine various techniques from different domains
such as machine learning [23–26], genetic algorithm and neural network [27] with
intrinsic port-based, payload-based and behavioural-based methods.

Jefferey et al. [22] demonstrated that the AutoClass classifier outperformed the
Naive Bayes and accuracy achieved was 91.19%. Yan et al. [23] also used ML-
based techniques and accuracy reported on the UNIBS dataset is 93.9%. Raahemi
et al. [24] used the very fast decision tree (CVFDT) ML technique and obtained
95% accuracy. They collected their own dataset and determined the performance
for every 10,000 examples. The labelling of the training set was done using the
port-based technique. In [27], the author used genetic algorithm and neural network
for traffic identification and claimed to achieve 96% accuracy on their own dataset
consisting of 32,767 sample records. They also labelled the dataset based on default
port numbers of popular P2P applications.

Draper-Gil et al. [25] considered time-related features of captured VPN traffic
and used C4.5 and KNN for classification. Results have shown that the time-related
features are a good choice and it achieves more than 80% accuracy. However, C4.5
performed better for encrypted traffic characterization. Further, Saber et al. [26]
proposed a similar approach but used PCA for feature selection and classify the
combined over and under-sampling of data set of VPN and non-VPN using SVM.
The proposed approach resulted in accuracies of 95.6%, 93.9%, 94.9% while taking
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the flow time-outs of 30s, 60s and 120s, respectively. It demonstrated that PCA
improved the efficiency. However, the reported efficiency was higher for shorter
flows. Junior et al. [28] proposed another ML-based approach using ANOVA as a
feature selection technique. They achieved P2P classification accuracy of 90%.

In this paper, hybrid approaches are proposed to categorize Internet traffic by lever-
aging the advantages of various methods discussed above. The proposed approaches
are a hybridisation of port-basedmethods, feature selection techniques andMLAlgo-
rithms. The salient contribution of this research work is as follows:

• Service port numbers are extracted from the datasets which collected by running
P2P applications and prepared a comprehensive list of port numbers (≈ 22,000)
to label the training dataset.

• Data preprocessing and features extraction were performed.
• Various feature subsets were selected using ANOVA and PCA.
• Quantitative analysis has been done by combining the five ML algorithms with
ANOVA and PCA to yield different hybrid approaches.

• Critical assessment is done by comparing the similar works mentioned in the
literature.

3 Methodology

An overview of the proposed methodology is demonstrated by Fig. 1. The main
objective of our proposal is to explore a hybrid approach to achieve high accuracy. The
methodology contains data collection, preprocessing, feature extraction, labelling,
feature selection and ML algorithm are presented systematically in the framework.

3.1 Data Collection

A sample dataset has been collected for the extraction of service port numbers. The
sample dataset is collected by running dedicated P2P applications which include
BitTorrent, YuppTV, PPTV, BBC, Funshion, Vuze, tubi, Miro, Skype, AajTak,
QQplayer, iQIYI, µTorrent, Hotstar, Tribler, YouTube and Gnutella. The National
Institute of Technology Sikkim ICT infrastructure was used. The institute provided
more than 10 public IP addresses to collect the traces. Private IP addresses are also
being used when we captured the data from the peers at the Computer Network
Laboratory of the Institute. Wireshark is used to collect the sample dataset and
saved it as PcapNG file. Desktop PCs with the processor @3.20GHz in Windows
environment were used for the purpose. The collected dataset was analysed, and a
list of P2P ports was prepared to be used for labelling of training data.

However, for the sake of comparative analysis, the popular dataset UN I BS was
obtained from the author [29, 30]. The UN I BS dataset was generated from work-
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Fig. 1 Framework for proposed methodology

stations located at the University of Brescia (UNIBS) in Italy in September and
October 2009. Tcpdump is used to capture these traces which include the classes,
such as Web, Mail, P2P, SKYPE and others. Details of UNIBS traces are mentioned
in Table1. This dataset is used in ourwork to determine the performances of proposed
approaches.

3.2 Preprocessing of Data and Feature Extraction

Preprocessing of data is an important task as it handles and filters the input data by
removing redundant, duplicate, irrelevant and/or noisy features to create a set of pat-
terns. Python scripts werewritten for the preprocessing of data and feature extraction.
In preprocessing, flow information is determined from the collected raw data. A flow
consists of many packets with the same source IP address, destination IP address,
protocol, source port and destination port. Since network link adopts bidirectional
communication between source and destination. The packets in a flow are divided
into uplink and downlink packets. The next important task is the feature extraction

Table 1 Details of UN I BS datasets

Dataset Data size

unibs20090930.anon 317 MB

unibs20091001.anon 236 MB

unibs20091002.anon 1.94 GB
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Table 2 List of extracted traffic features from the UNIBS datasets

Feature No. Feature name Description

1 Src_ip Source IP address

2 Dst_ip Destination IP address

3 Protocol Transaction protocol (TCP,
UDP)

4 Src_port Source port address

5 Dst_Port Destination port address

6 Flow_count Nos. of times a particular flows
appears

7 Flow_size Total sent or received data by a
particular flow

8 Pkt_size_of_first_flow Size of a packet when it
appears first in a flow

9 Flow_duration Total flow duration

10 Flow_inter_arrival_time Inter arrival time of flows

for identifying the network traffic. The python code was written, and the features
were extracted as given in Table2. A snapshot of the obtained features/attributes
from the flow after preprocessing is also given in Fig. 2.

3.3 Feature Selection Techniques

Machine learning in generally works on a large and concise dataset. But using data
of huge dimensionality has various pitfalls among which the major one is the curse
of dimensionality [31]. It increases the computation time, makes data preprocessing
and exploratory data analysis (EDA) more convoluted. This is due to the presence
of redundant features in the dataset and inconsistencies in the features. Techniques

Fig. 2 Snapshot of a sample data set after preprocessing in csv format



P2P Traffic Identification Using Machine Learning … 399

are required to filter out significant features needed for training purposes. There are
various approaches available for the purpose such as chi square test, analysis of
variance (ANOVA), principal component analysis (PCA), evolutionary algorithms
such as genetic algorithms (GAs) and particle swarm optimization (PSO). In this
work, ANOVA and PCA are considered as feature selection techniques.

3.4 Machine Learning Algorithms

Machine learning algorithms are extensively used in almost all domains and so in
network traffic identification. In this research work, the proposed approach also
makes use of ML techniques to improve the efficiency of P2P traffic identification. A
large number ofML algorithms are available in the literature. However, in the present
work we have used decision tree (DT), random forest (RF), naive Bayes (NB), K-
nearest neighbour (KNN), support vector machine (SVM). These techniques are
rewritten to comply with our simulation environment. Here the implementation was
done using python. A comparative analysis of the hybrid approaches designed has
been done to determine the best solution among all. The performance evaluation
parameters used are precision, recall, f1-score and accuracy. Details are discussed in
Sect. 4.

3.5 Port Analysis and Labelling the Data

A training data set is essentially required in ML-based approaches. In the proposed
approaches to identify the P2P traffic, the labelling of training data is carried out
based on the port number. As revealed from the literature survey, the port-based
approaches are better suited for data labelling due to ease of implementation and
high accuracy. The process of port analysis and labelling the dataset is presented
graphically through Fig. 3 for ease of understanding.

For labelling the training datasets, a list of known P2P port numbers is prepared
considering both source and destination port. The list includes well-known, regis-
tered, ephemeral ports. The list prepared from our own collected dataset was further
extended by including the port numbers gathered from the literature [3, 27, 34–36]
which are used in similar research. The list of port numbers prepared by us is very
large as compared to the list used by other researchers. The extracted port numbers in
the prepared list are more than 22,000 and are not possible to report here. Therefore,
a glimpse of the port number list is given in Tables3 and 4.

Further, while extracting the port numbers, it is observed that the service port
numberswere repeating inmultiple P2P applications due to dynamic port assignment.
However, in preparing the list of port numbers, it was ensured that it belongs to P2P
traffic as we have only run P2P applications while collecting the sample dataset.
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Fig. 3 Ports analyses and labelling the data

Table 3 Port numbers used by popular P2P applications

P2P applications Port numbers

BitTorrent 6881–6889

Edonkey (eMule, xMule) 2323, 3306, 4242, 4500, 4501, 4661–4674,
4677, 4678, 4711, 4712, 7778

Gnutella 6346, 6347

FastTrack 1214, 1215, 1331, 1337, 1683, 4329

DirectConnect (DC++) 411, 412, 1364–1383, 4702, 4703, 4662

Napster (File Navigator, WinMx) 5555, 6666, 6677, 6688, 6699–6701, 6257

Freenet 19114, 8081

Blubster 41,170-41,350

GoBoogy 5335

HotLine 5500–5503

ICQ 5190

IRC 7000, 7514, 6667

XMPP 5222, 5269

SoulSeek 2234, 5534

QNext 5235–5237

Based on port numbers, the UNIBS dataset has labelled into two classes P2P and
non-P2P.

4 Performance Evaluation

To carry out simulations and comparative analysis, the datasets were converted into
CSV files. The flow-based features were extracted by using the codes written in
Python. The simulation was done on GPU (4 Cores), with processor@3.80GHz
and 64 GB Memory. To get a better feature subset, ANOVA and PCA have been
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Table 4 Port numbers extracted from the sample dataset which was collected by running P2P
applications

P2P applications Port numbers

Skype 57,290, 56,091, 41,900, 55,303, 61,976,
62,015, 45,220, 59,774, 16,130, 10,131,
34,625, 25,406, 8999, 35,133, …

Funshion 64,018, 1153, 48,413, 52,347, 38,859, 56,481,
13,257, 29,560, 48,403, 4501, 61,651, 54,289,
44,403, 29,471, 60,308, …

Miro 50,542–50,544, 53,778–53,785, 61,969,
61,970, 50,545, 53,791, 51,549, 51,556,
50,527, 37,385, 51,579, 50,528, …

BitTorrent 40,283, 23,791, 57,605, 34,923, 51,084,
62,383, 55,300–55,308, 34,319, 37,192,
41,011, 45,177, 6771, 41,843 …

Tubi 50,366, 50,367, 50,932, 50,582, 50,587,
50,933–50,939, 50,596, 50,597, 50,604, …

PPTV 50,299, 50,300–50,310, 50,073, 50,072, 5041,
…

YuppTV 56,213–56,224, 55,795, 56,000, 55,711, …

AajTak 50,975–50,978, 64,116, 64,117, 50,979,
50,980–50,984, 55,548, 55,549, 50,809, …

YouTube 54,980, 54,979, 50,762, 50,763–50,767,
53,026, 50,768–50,771, 61,049, 61,082, …

Vuze 13,398, 50,614, 57,208, 57,211, 57,212,
57,214, 57,215, 57,218, 57,263, 57,369,
57,126, 57,232, 59,794, 27,175, …

BBC 52,310, 52,311–52,315, 61,196, 33,419,
63,738, 18,340, 39,701, 56,727, 49,183,
50,270, 19,702, …

Hotstar 50,489, 50,490–50,495, 50,769, 61,046,
61,079, 61,090, 63,803, 63,802, 50,496,
50,497, …

Tribler 1130, 35,140, 53,736, 35,190, 35,175, 51,122,
9206, 35,120, 35,130, 51,044, 35,080, 58,476,
2105, 24,934, 24,935, …

Gnutella 63,432, 59,650, 6602, 6791, 50,088, 9216,
47,655, 15,398, 39,961, 6312, 11,553, 10,381,
17,983, 55,088, 9812, …

iQIYI 50,486–50,488, 50,568, 50,481, 50,569,
50,528–50,530, 50,570, 50,571, 50,475,
50,505, 50,428, 50,533, …
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implemented. The ML techniques import the selected feature subset for identifying
P2P traffic from the given dataset. The proposed hybrid techniques were evaluated
based on the following performance matrices [32].

• True Positive (T+): The instances belongs to P2P class, and it is classified cor-
rectly.

• True Negative (T−): Instances correctly classified as non-P2P.
• False Positive (F+): Number of P2P that are classified as the non-P2P.
• False Negative (F−): Number of non-P2P that are classified as the P2P.

The metrics based on the above are used for evaluation of performance of classifiers
and are defined below:

• Accuracy: It measures the capability of classifier to identify positive and negative
cases. The overall accuracy of a classifier is estimated by dividing the total correctly
classified positives and negatives by the total number of samples.

Accuracy = T+ + T−

T+ + T− + F+ + F− (1)

It is difficult to evaluate the performance of the classifier based on accuracy only
if the dataset is imbalanced and has large no of (+)ve and (–)ve cases. In that case,
the importance is given to the more popular evaluation metrices. Hence, recall and
precision are also commonly used [33] metrics for evaluating classifiers. Details as
follows:

• Recall: It is the true positive rate of a classifier which is estimated by the ratio
of the correctly classified positives upon the total positive count. Therefore, recall
represents the percentage of overall positive cases present in the dataset. Recall is
also called sensitivity [24].

Recall = T+

T+ + F− (2)

• Precision: It is the false positive rate or false alarm rate of a classifier which is
estimated by the ratio of incorrectly classified negatives by the total negatives.

Precision = T+

T+ + F+ (3)

• F1-score: This is the harmonicmeanof precision and recall. It is used as a statistical
measure to rate performance.

F1-score = 2 × Precision × Recall

Precision + Recall
(4)
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4.1 Results and Discussion

Table5 lists the values of precision, recall, f1-score and accuracy obtained after
extensive simulation. The performance analysis of the ANOVA and PCA technique
and different machine learning algorithms were done and discussed below.

When simulation run for two features, the ANOVA selects Source Port and Flow
Duration. The accuracy of DT, RF and KNN is more than 91%, whereas accuracy
of naive Bayes and SVM ranges from 88 to 89%. In case of PCA, the accuracy
ranges between 87 and 92% for all the classifier. The RF with ANOVA outperform
other classifiers, and accuracy achieved is 93.66%. Similarly, when we consider
three attributes, the ANOVA picked up the Source Port, Flow Duration and Flow
Inter Arrival Time. The DT, RF and NBwith ANOVA have provided the better result
92.71%, 93.64% and 87.92%, respectively, whereas KNN and SVM furnished the
enhanced accuracy of 92.52% and 89.63% for PCA when considered three features.

The simulation was also carried out for four, five and six features also. The results
are mentioned in Table5. It can be observed that almost all the cases ANOVA outper-
form the PCA. When comparing ML approaches, the RF performs better among all
the classifier used in the present research work. It can also be inferred from Table5
that the accuracy of RF and DT is comparably higher for four and more features.
The maximum accuracy achieved is more than 96% for random forest and ANOVA
combination, and the selected features are Source Port, Destination Port, FlowCount,
First Packet Size of Flow, Flow Duration and Flow Inter Arrival Time. It was tested
further for more number of features but as accuracy was low, hence, not reported. For
ease of understanding, Figs. 4 and 5 have been drawn and represented the comparison
among the classifier in terms of accuracy of P2P traffic identification with different
feature subset.

The result obtained in the proposed approach to classify P2P traffic is compared
with the similar approaches as reported above. Our proposed approach has achieved
accuracymore than 96% usingANOVA feature selection technique and RF classifier.
Yan et al. [23] have achieved 93.9% flow accuracy on same UNIBS dataset and
approach used based on flow behaviour. The accuracy achieved by Jeffrey et al. [22]
91.70% on AUCK-IV sub-dataset and with limited port numbers. Saber et al. [26]
have claimed the accuracy of 93.9%and 94.9%when it takes the flow time-outs of 60s
and 120s by using PCA feature selection technique and SVM classifier. Mohammadi
et al. [27] have claimed a similar accuracy on his dataset but the approaches used
are based on genetic algorithm and KNN classifier on a comparably small dataset.
The above comparative analysis reveals that the proposed approaches outperform
the reported similar hybrid approaches. It is also noted that the feature selection
techniques contributed to enhance the performance of the proposed model.

In the present work, we consider around 20 P2P application and collected more
than 22000 number of service port from the captured traces. Further, the list was
extended by collecting more registered port from the literature for labelling the
training dataset. We feel that the list prepared may be extended to achieve better
accuracy.
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Table 5 Results: considering UNIBS (unibs20091001) dataset
ML
techniques

Precision Recall F1-score Accuracy

ANOVA PCA ANOVA PCA ANOVA PCA ANOVA PCA

Feature selected: 02 Feature’s name: Src_Port and Flow_duration

Decision
Tree

93 90 93 90 93 90 92.85 89.85

Random
Forest

93 91 94 92 94 92 93.66 91.83

Naive
Bayes

85 83 88 87 85 84 88.17 87.49

KNN 91 91 92 92 91 92 91.69 91.77

SVM 88 89 89 89 86 86 89.11 89.29

Feature selected:03 Feature’s name: Src_Port, Flow_IAT and
Flow_duration

Decision
Tree

93 92 93 92 93 92 92.71 91.59

Random
Forest

93 93 94 93 93 93 93.64 93.23

Naive
Bayes

85 83 88 87 85 84 87.92 87.49

KNN 90 92 91 93 90 92 90.65 92.52

SVM 88 89 89 90 87 87 89.34 89.63

Feature selected:04 Feature’s name: Src_Port, Dst_Port, Flow_duration and
Flow_IAT

Decision
Tree

95 93 95 93 96 93 95.45 93.12

Random
Forest

96 94 96 94 96 94 95.79 94.43

Naive
Bayes

85 83 88 87 85 84 87.97 87.48

KNN 95 93 94 93 95 93 94.50 93.29

SVM 89 89 90 90 89 87 90.49 89.83

Feature selected:05 Feature’s name: Src_Port, Dst_Port, Flow_duration,
First_Pkt_Size_in_flow and Flow_IAT

Decision
Tree

95 93 95 93 95 93 95.44 93.22

Random
Forest

96 94 96 95 96 94 95.92 94.55

Naive
Bayes

85 82 88 86 85 84 87.98 85.82

KNN 94 93 94 94 94 93 94.33 93.53

SVM 90 89 91 90 89 88 90.78 90.42

Feature selected:06 Feature’s name: Src_Port, Dst_Port, flow_count,
First_Pkt_Size_in_flow, Flow_duration and Flow_IAT

Decision
Tree

95 93 95 93 95 93 95.31 93.17

Random
Forest

96 94 96 95 96 95 96.06 94.62

Naive
Bayes

85 82 88 86 85 84 87.91 85.56

KNN 94 93 94 94 94 93 94.49 93.57

SVM 90 90 91 91 89 89 90.79 90.56
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Fig. 4 Comparison of accuracy obtained with the different number of features selected using
ANOVA and classified by DT, RF, NV, KNN and SVM on UNIBS dataset

Fig. 5 Comparison of accuracy obtained with the different number of features selected using PCA
and classified by DT, RF, NV, KNN and SVM on UNIBS dataset

5 Conclusion and Future Direction of Work

To improve network performance and traffic management, the traffic identifica-
tion is required. In this work, we have studied the effect of feature selection and
machine learning techniques for the identification of P2P traffic and proposed hybrid
approaches by amalgamating port-based, feature selection and machine learning
techniques. Port-based approach is used to label the dataset, the ANOVA and PCA
assisted in selection of the best feature subset among all extracted features. The
five ML techniques are combined with ANOVA and PCA to yield different hybrid
approaches. The extensive simulation is performed to compare all the approaches
developed using different combinations. The results have been analysed, and it is
concluded that the random forest classifier with ANOVA outperforms the other pro-
posed approaches and similar approaches reported in the literature. The maximum
accuracy achieved is more than 96% of accuracy to correctly identify the P2P traffic.
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During the execution of this work, it is realized that simply identifying P2P traffic
may not be sufficient, the need for fine-grained classification may emerge in near
future. A generic approach may also need to be developed which can identify the
new applications as well as existing P2P applications so that network traffic can be
managed in a better way. Further, the study can be extended towards other hybrid
approaches to classify P2P traffic and address the challenges of P2P applications
such as selfish peer, botnet and the flash crowd.
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Spotted Hyena Optimization (SHO)
Algorithm-Based Novel Control
Approach for Buck DC–DC
Converter-Fed PMBLDC Motor

Deepak Paliwal and Dhanesh Kumar Sambariya

Abstract In this study, we implemented an SHO algorithm-based PI controller
design for a buckDC–DC converter fed by a PMBLDCmotor. This studywas carried
out using the new control system using current multiplier control. In the traditional
system, the PMBLDC motor was operated using two loop mechanisms; first for the
control of the converter and second for the control of rpm. In this study, first, we
designed the DC-link control of the motor and removed two control loops and the
mechanism subjected to lower total harmonic distortions. In addition to improving
the power quality and speed control of the motor, we proposed the SHO algorithm to
optimize PI controllers in the inner loop and outer loop for the buck converter. The
problem is considered as multi-objective optimization resolved using the weighted
sum technique. All results obtained have been performed using MATLAB-16b.

Keywords Buck converter · PI controller · Permanent magnet brushless DC
motor · Spotted hyena optimization algorithm

1 Introduction

Over the last few years, the growing complexity of real-world problems has given
rise to the need for superior evolutionary algorithms. They were used to achieve the
best possible strategies for real-life engineering issues [1–3]. They became more
popular because of their effectiveness and difficulty relative to other established
classical methods [4, 5]. The motivation behind this work is the application potential
of nature-inspired electrical drives.

Higher efficiency, lower maintenance and broad speed range are the key aspects
of the PMBLDC engine that make it the most suitable drive for low and medium-
power applications in the industry [6]. PMBLDC engines have a broad spectrum
of applications opportunities such as electrical vehicles [7, 8], aviation [9], home
appliances [10], health care [11], robotic systems [12] and renewable power [13, 14].
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The buck converter is a DC–DC switching converter that converts output voltage
to lower than the input voltage. The name of the step-down converter comes from the
fact that the input voltage is lower than the input voltage like a step-down transformer
[15, 16].

Generally, the PMBLDC motor drive is integrated into a single-phase AC supply
through the diode bridge rectifier for low and medium power applications, which
decreases its operating costs [17–19]. This configuration draws the pulsed input
current from the AC mains, which induces higher THD and low power factor. So
power factor correction converters are used to solve this problem [20, 21].

There are two PFC converter control modes, namely current multiplier control
and voltage follower control. The voltage follower control mode is lacking due to
the disadvantage of higher current stress on the switches of the converters [18, 22].

In this study, we used the SHO algorithm [23] to optimize the PI controller to
accomplish THD reduction and speed control of the PMBLDCmotor as an objective
function based on the weighted sum technique for solving multi-objective optimiza-
tion [24, 25]. The traditional control using a two-loop control is shown in Fig. 1 and
the planned work shall be outlined as shown in Fig. 2. The article is organized into
five sections. The problem formulation is shown in Sect. 2. Section 3 presents the
controller design and SHO algorithm. All the results are shown in Sect. 4. At last,
the article conclusion is provided in Sect. 5 followed by references.

Fig. 1 Conventional control scheme of buck PFC-fed PMBLDC motor
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Fig. 2 Proposed control scheme of buck PFC converter-fed PMBLDC motor

2 Problem Formulation

2.1 Mathematical Modelling of Buck Converter

When switch S is “ON”, the diode acts in reverse bias and the current flows through
the inductor as shown in Fig. 3a. When switch S is “OFF” the diode work in the
forward bias mode as shown in Fig. 3b. In this work, the values of parameters are as
follows: Lo = 2 µH, Co = 1500 µF and filter C f = 7.5 µF.

Fig. 3 Operation of buck converter (a) when switch S is “ON” and (b) when switch S is “OFF”
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Vo = D.Vin (1)

Lo = Vo(1 − D)/(�ILo). fs (2)

Co = (1 − D)/(8Lo f
2
s )(�VCo/Vo) (3)

2.2 Mathematical Modelling of VSI-Fed PMBLDC Motor

Themodelling of PMBLDCmotor can be represented as a set of differential equations
as follows:

pix = (vx − ix .R − ex )

(Ls + M)
(4)

pωr = (P/2)(Te − Tl − B.ωr )

(J )
(5)

pθ = ωr (6)

ex = Kb. fx (θ).ωr (7)

fa(θ) = 1 f or 0 < θ < 2π/3
fa(θ) = 1{(6/π)(π − θ)} − 1 f or2π/3 < θ < π

fa(θ) = −1 f or π < θ < 5π/3
fa(θ) = {(6/π)(π − θ)} + 1 f or 5π/3 < θ < 2π

(8)

where p = differential operator (d/dt), ix = current in phase x , Ls = self-
inductance / phase, R = resistance ofmotorwinding / phase, P = number of poles,ωr

=motor speed in radian / second, J = inertia, Tl = load torque, Te = electromagnetic
torque, ex = back emf as a function of θ , fx (θ) = function of rotor position..

3 Controller Design and Algorithm

3.1 Objective Function

The objective function is based on the weighted-sum technique for solving multi-
objective optimization as a single objective function. In this method, each objective
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function is assigned aweight on a priority basis and at last, each objective is combined
to make a single objective function. For this work, equal weight is assigned to every
objective.

JMinimize =
i=2∑

i=1

wi .|Ji |

= w1.J1 + w2.J2

= 0.5J1
100

+ 0.5J2

= 0.5(

√
I 2rms − I 2o − I 21 rms

I1 rms
) + 0.5 I SEDC link Error

= 0.5(T HD)% + 0.5
∫ Tsim

0

∣∣V ∗
dc(t) − Vdc(t)

∣∣2.dt

Subjected T o : w1 + w2 = 1

0 ≤ T HD ≤ 3%

0 ≤ V ∗
dc − Vdc ≤ 50

(9)

3.2 Spotted Hyena Optimization (SHO) Algorithm

The spotted hyena optimization (SHO) algorithm ismotivated by the social hierarchy
of spotted hyenas and their hunting behaviour. Collaborative clusters can help to
ensure successful cooperation among spotted hyenas. The superiority of the SHO
algorithm shows 29 benchmark functions in terms of exploration and exploitation.
The steps are shown in Fig. 4. In the following steps, the simulation of SHO can be
represented by:

• Encircling the prey
• Hunting
• Attacking the prey (exploitation)
• Search for the prey(exploration)

Encircling prey
At this time, target prey is the better option for mathematically modelling the

social hierarchy of spotted hyenas. The other quest agents can resume updating their
positions until the best search has been decided.

The following equations represent the mathematical model of this behaviour:

−→
Sh =

∣∣∣
−→
B .

−→
Ff (y) − −−→

F(y)
∣∣∣ (10)
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Fig. 4 “2D” representation of spotted hyena for attacking prey

−→
F (y + 1) = −→

F f (y) − −→
E .

−→
S h (11)

−→
B = 2.r

−→
d 1 (12)

−→
E = 2

−→
h .r

−→
d 2 − −→

h (13)

−→
h = 5 − (I ter. ∗ (5/MaxI ter.)) (14)

where−→
S h = distance between the prey and spotted hyena, y = current iteration,

−→
B

and
−→
E = coefficient vectors,

−→
F f = position vector of prey,

−→
F = position vector of

spotted hyena,
−→
h = linearly decreased from 5 to 0.

As shown in Fig. 4, the spotted hyena (P, Q) will update its location towards the
prey location (P∗, Q∗) by changing the value of the vector

−→
B

−→
E .

Hunting
It is assumed that the best search agent has information about the position of prey.

The following equations mathematically describe the behaviour of spotted hyenas
as follows:
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−→
S h =

∣∣∣
−→
B.

−→
Fh − −→

F k

∣∣∣ (15)

−→
F k = −→

F h − −→
E .

−→
S h (16)

−→
T h = −→

F k + −→
F k+1 + · · · + −→

F k+N (17)

N = countnos(
−→
F h,

−→
F h+1 . . . (

−→
F h + H)) (18)

−→
F h = location of first best-spotted hyena,

−→
F k = location of other spotted hyenas.

N = number of hyenas,
−→
H = random vector in [0.5, 1,

−→
T h = Group of N number

of best solutions, nos= the number of solutions and count all search agent solutions,
after addition with

−→
H .

Attacking prey (exploitation)
To strike the target, the arithmetic formulation is as follows:

−→
F (y + 1) =

−→
T h

N
(19)

−→
F (y + 1) saves and updates the best solution and changes all search agents

location according to the best search agent.
Search for prey (exploration)−→
E > 1 helps the spotted hyenas to shift away from the prey.

−→
E < 1 pushes

the spotted hyena unit to attack the prey. Here
−→
B > 1 is considered to avoid local

optima (Fig. 5).

4 Simulation Results

The simulation results are shown in Figs. 6, 7, 8, 9 and 10. To evaluate the perfor-
mance of the SHO swarm-optimized controller, the results are compared with the
conventional PI controller-based proposed scheme. Figure 6 shows the dynamic
performance of drive for DC-link voltage. It shows that the SHO-PI-based drive
has less time to settle the desired output voltage of the converter. Figure 7 shows
the response of drive for unit step input to speed. The SHO-PI controller-based
system has a lower settling time and lower overshoot compared to the conventional
PI controller-based drive in Fig. 8. Figure 9 shows the THD values of the proposed
schemes. The THD results are compared in the table. At last, Fig. 10 shows the fitness
cost of the objective function and shows the qualitative performance of the algorithm
for solving the objective function in terms of exploration and exploitation. Table 1
shows the controller gain values of the inner loop control and outer loop control of
the proposed scheme. The THD values of proposed schemes are compared with the
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Fig. 5 Flowchart of SHO algorithm

scheme available in the literature in Table 2. In Table 3 dynamic performance of the
proposed schemes is compared. Table 4 shows the parametric setting of the algorithm
used to propose work.

5 Conclusion

This work proposed DC-link control of the PMBLDC motor and its optimal control
using the SHO algorithm. In this work, we reduced the input current THD and
achieved speed control of themotor by improving its dynamic performance compared
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Fig. 6 Dynamic performance of DC-link voltage

Fig. 7 Unit step response of speed for buck converter-fed PMBLDC motor

Fig. 8 THD spectrum of PI controller with DC-link control-based proposed scheme
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Fig. 9 THD spectrum of SHO-PI controller with DC-link control-based proposed scheme

Fig. 10 Fitness graph of SHO algorithm for the proposed scheme

Table 1 Controller gain values

Inner loop control parameters Outer loop control parameters

Controller Kp, ILC Ki, ILC Kp, OLC Ki, OLC

SHO-PI controller 1.988 1.965 0.721 1.413

Convt.-PI controller NA NA 0.185 1.85
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Table 2 THD analysis of
various schemes

Scheme Input current THD %

SHO-PI with DC-link (Proposed) 2.40%

Conventional PI with DC-link
(Proposed)

4.27%

Conventional PI without DC-link
control [6]

10.55%

Table 3 Comparative performance analysis of proposed schemes

Controller Dynamic response of DC-link
voltage (s)

Speed control indices

Settling Time (S) Overshoot %

SHO-PI with DC-link
(Proposed)

0.0390 0.0699 4.363%

Conventional PI with DC-link
(Proposed)

0.0691 0.0951 8.727%

Table 4 Parametric setting
of SHO algorithm

Algorithm Parameter Value

Spotted hyena optimization
(SHO)
algorithm

Search agents 40

Control parameter
−→
h [5,0]

Constant
−→
M [0.5,1]

Generations 100

to the system available in the literature. The findings indicate the feasibility of the
proposed framework scheme. The work can be extended using hybrid algorithms as
a future scope.

Appendix

Rated power= 1500W, rated voltage= 400 V, rated speed= 1500 rpm, rated torque
= 10 Nm, resistance = 2.8 �/phase, inductance = 5.21 × 10−3 H/phase, switching
frequency = 20 kHz, back-emf constant = 1.23 V sec/radian.
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Abstract The topic of class inequalities and class integration has been a signif-
icant problem in supervised learning. To optimize cost function, most supervised
learning algorithms presume that the classes being considered are a similar cardi-
nality and that supposition does not matter to imbalanced datasets in the case of sub-
optimal classification results. Consequently, various methods have been proposed
that correct imbalanced datasets such as under-sampling, over-sampling, ensemble-
based methodologies, and cost-sensitive learning. However, the lack of informa-
tion triggers the under-sampling and over-sampling to endure higher runtime and
potential overfitting. Also, there is a disadvantage for a cost-sensitive method to
handle insufficiently specified costs. To solve this issue, a new hybrid HUSCSL-
Boost framework has been proposed to manipulate imbalanced data through three
key steps: data cleaning, data balancing, and cost accumulation. HUSCSLBoost
uses Tomek-Link algorithms for eliminating noise data in the first stage and then
creates several balanced subsets applying the random under-sampling. Finally, the
CSLBoost method involves each balance subsets like any boost iteration, such as
RUSBoost. The inclusion of a cost concept into the value update calculation for
each case is based on its hardness to minimize the lack of information introduced
by undertaking tests. HUSCSBoost was applied to 27 imbalanced datasets, and the
outcome is considerably better than the current best-performing RUSBoost method.

Keywords Class imbalance · Sampling · Boosting · Cost-sensitive learning ·
RUSBoost
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1 Introduction

Data imbalance is a classified problemwhere the distribution of classeswithin groups
is not consistent [1]. Current machine learning algorithms, including decision tree
[2], SVM [3], ANN [4], random forests [5], and also extreme multi-label classifica-
tion algorithms [6] perform sub-optimal data-balance quality. Many of the real-life
challenges are imbalanced, like detection by credit card theft [7], facial recognition
[8], medical diagnostic [9], and in industrial applications such as the Boeing produc-
tion line [10] where supervised learning is used. These less faults will be assessed,
as they can lead towards catastrophic effects for a single defective component. When
these problems occur, a framework needs to be established to evaluate the infor-
mation mismatch problem and adequately resolve the issue. This is why researchers
have built different ways that allow current classifiers to deal with classification tasks
that demonstrate class imbalance [11].

We can classify these approaches into sampling techniques, ensemble-based
methods, and cost-sensitive strategies. The sampling techniques can maximize the
quantity of minority (over-sampling) and perhaps decrease the rate of quantities of
the dominant component class (under-sampling) to such a degree that the proportion
of divergences decreases and preparation data is more balanced [11]. Cost-sensitive
approaches supply the minority with high loss or damage suffered and label exam-
ples that are further inserted into the cost mechanism of the underlying classifier to
reduce [11]. Integrating such expense concepts reduces the prejudice of the classi-
fiers toward the ruling class and puts a stronger emphasis on the proper learning of
the meaning of the minority [12]. Approaches such as Bagging [13] and Boosting
[14] utilize several baseline classifying instances and incorporate their information
to foresee the explanatory variables. Data collection strategies or costing measures
are incorporated into community approaches to tackling social inequalities, which
have been very successful [15, 16]. But still, the above methods implemented either
sampling or cost-effective steps to minimize the impact of class imbalances and
became the target of either information loss or unequal distribution of costs.

This article suggests the hybrid under-sampling approach to counter class imbal-
ancewith the cost-sensitive learning process (HUSCSLBoost). To remove conflicting
datasets, we first use Tomek-Link and construct a range of stable categories using
RUS. Then use the cost-sensitive learning boosting method (CSLBoost) to separate
the majority and minority class instances mostly from raw data and to organize the
class label instances toward k clusters using the k-mean grouping [16], and to obtain
the average values of each balanced subset. Nevertheless, the values would differen-
tiate between stable, boundary, and external examples of the majority and minority
groups and come up with the requisite fundamental classes to a more precise reflec-
tion of either the majority or the minority values. Our proposed model’s reliability is
shown to increase the outcomes of 27 imbalanced datasets comparedwithRUSBoost.

The rest of this article is organized as follows. Section 2 establishes the foundation
for our analysis and reasoning, Sect. 3 introduces the methodology, and experimental
results are summarized in Sect. 4. Finally, in Sect. 5, we conclude.
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2 Literature Review

Over the past period, sampling techniques, bagging, and boosting-based ensemble
approaches, and cost-sensitive learning techniques were used to handle imbalanced
binary classification problems [17, 18]. Sun et al. [19] suggested an ensemble strategy
to resolve binary-class disparity issues by turning an imbalanced binary learning
mechanism into several balanced learning processes. This framework splits majority
class instances into many classes, where every other section has a comparable rate of
samples of the minority group. There were various standardized datasets generated
here. Any balanced dataset was then used to construct a binary classifier. After this,
such binary classifiers have been combined to form an ensemble classifier to classify
additional data.

Chawla et al. [20] suggested themethodology of over-sampling called the SMOTE
algorithm. Over-sampling of a minority class is carried out by creating simulated
minority class instances rather than over-sampling. Instead of data space recruiting
nearest neighbors, SMOTE made simulated samples by operating on a function
space. Their findings found that the addition of over-sampling and sub-sampling was
optimal for the receiver operating characteristic (ROC) area. Estabrooks et al. [21]
recommended merging the method of over-sampling with under-sampling. SMOTE-
Tomek is a hybrid type SMOTE (Synthetic Minority Oversampling Technique) and
Tomek-Link [1]. SMOTE-ENN is the alternative solution to the combination of
SMOTE and ENN (nearest neighbors, published) [1].

Seiffert et al. [15] suggested RUSBoost for imbalance detection. For every
AdaBoost repetition, RUSBoost implements random under-sampling [14]. However,
in the face of imbalanced datasets too, RUSBoost can suffer knowledge loss. The
random portion of under-sampling [22] is why several majority class instances are
discarded in each iteration. Sun et al. proposed three approaches for optimizing the
classification of AdaC1, AdaC2, and Imbalancing Data Sets [12] AdaC3, based on
the cost-sensitive analysis. These methods assign a higher expense to minority class
cases. If an indication of a minority class is mislabeled, the value may be greater
than the misclassified majority class case. In comparison, when a minority sample is
categorized properly, it is lighter in value than a correctly identified majority. Thus, a
sufficient understanding of minority instances becomes more relevant in the teaching
cycle of AdaBoost to reduce the effect of gender discrimination. As a result, adequate
minority schooling stresses the teaching phase of AdaBoost to minimize the conse-
quences of class imbalance. Most of these methods assign equivalent costs to many
other instances with the same form in terms of the imbalance ratio between groups.
The local features of the data points are not taken into consideration.

Many researchers incorporated locality information in their methodology in
several recent initiatives to treat unbalanced datasets. There is a proposal of an
over-sample strategy for ADASYN [21], which would take note of the rate of
major group samples in existing minority samples along with generating additional
analytic tests for those with more major neighbors so that the learning protocol
for the more complicated minority instances can be based on. Blaszczynski et al.



426 K. Md. Hasib et al.

suggested regional-and-over-all balanced bagging [23] to have nearby specifics for
the majority of situations by way of UnderBagging. In this approach, the amount of
issues is less minor; the bagging variants are more commonly picked in their imme-
diate region samples from synthetic minorities using only safe minority instances.
Bunkhumpornpat et al. suggested Secure-Level-SMOTE [24], and his model gener-
ates instances from syntheticminorities utilizing only safeminority bodies. Han et al.
proposed that [25] BorderlineSMOTE uses just border minority bodies to construct
synthesized minorities. For the minority instances, Napierala et al. used locality
specifics to identify them as open, small, uncommon, and external [26]. Both of
these methods note that minority and majority locality specifics are essential and can
be included in the learning process of imbalanced classifications.

3 Proposed Model and Methodology

Throughout this segment, we have introduced an under-sampling-based ensemble
solution (HUSCSLBoost) to reduce the effects of data induced by under-sampling
and solve class imbalances known as HUSCSLBoost (hybrid under-sampling and
cost-responsive methods of learning).

3.1 Data Cleaning

Data cleaning is a method to remove corrupt or distorted info when the majority
and minority group’s circumstances intersect [1]. The Tomek-Links algorithm scans
those instance pairs because it excludes data from each pair in the majority class.
This algorithm aims to clarify minority–majority boundaries. Tomek-Links was used
as a data cleaning tool to delete noisy data [27] (Fig. 1).

3.2 Data Balancing

After using Tomek-Links, we generated several balance subsets without replacing a
majority class sample with random under-sampling (RUS). The majority of samples
have been split across many bags so that they are equivalent to minority samples
utilizing a non-substituted sampling method.
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Fig. 1 The proposed model (HUSCSLBoost) for handling imbalanced data

3.3 Cost Accumulation

In this approach, the CSLBoost method (pseudocode II) checks the Extra_Value
Allocation specified classes in pseudocode I until the iteration is boosted. Misclas-
sified Value++ and Classified Value-- are returned by this process to decrease and
raise. Misclassified Value++ is used for misclassified instances during the iteration
under analysis within the exponential rate of the value-update method. Thus Clas-
sified Value−− is added for correctly classified instances. As a consequence, when
misclassified, the value of cases with larger divisional value++ will quickly rise,
and when correctly classified, the value−− of cases with more contentious values
will decrease. The hyperparameter optimization determines the parameter K. These
descriptive surveys are then combined to create equivalent datasets of instances of
the minority population.
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The CSLBoost approach considers a collection of algorithmic decision trees and
classifies additional samples using any tree vote. In the beginning, any sample is
initialized along with the same value, 1/q, where q is the cumulative amount of
samples of training. The values of the samples become balanced as per the form
in which they have been made. If an instance has been identified right, the value is
such, or if it has been misclassified, the value is expanded. The value of a sample
reveals how hard it can be to explain. For measurement of the sample error rate Ti,
in Eq. 2, we count the values of the incorrect instances as Qi. If you misclassify a
case, err(Ui) is one. If not, err(Ui) is negative (where Ui is properly labeled). If an
instance correctly classifies Ui in ith iteration, its value will be multiplied by error
(Ti)/1 - error (Ti). The values of all instances are then uniform (including wrongly
labeled instances). We subtract it for normalizing the value from several old values
separated by the number of new values. As a consequence, it is the values of the
misclassified samples. If the Model Ti error rate is 0.5, we abandon Ti and remove
a new generation Qi subdata package.
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Our proposed model integrates an innovative approach to sampling and cost-
sensitive learning. CSLBoost also determines themajority of cases by the distribution
of value. The majority and minority groups greatly overlap, sometimes with rather
unequaled datasets [28]. Substantial numbers of undefined and unusual pluralities
that increase their risk of misclassification may be discarded. By tracking the bulk
of these cases by value, CSLBoost overcomes this issue and focuses more on their
learning. This is its specific function to mitigate the loss of information after cleaning
noisy data and to create a variety of balanced subsets.
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4 Experiment Setup

4.1 Datasets and Experimental Setup

We have been utilizing 27 binary imbalanced datasets of a specific imbalance ratio
(IR) and are open to the public on the UCI / LIBSVM / repository [29]. There are
also datasets on [30] accessible.

4.2 Evaluation Metrics in Imbalance Domain

For machine learning algorithms, predictive precision is usually known as the tool of
evaluation. The collection of the right measurement criteria plays a significant role
in the issue of data imbalances. Positive and negative class samples from a given
classifier are seen in the uncertainty matrix.

Accuracy = TP+ TN

TP+ FP+ TN+ FN
(1)

ErrorRate = FP+ FN

TP+ FP+ TN+ FN
(2)

Recall or Sensitivity : TPrate = TP

TP+ FN
(3)

Specifivity : TNrate = TN

FP+ TN
(4)

FPrate = FP

FP+ TN
(5)

FNrate = FN

TP+ FN
(6)

Positive Predicted Value : Precision = TP

TP+ FP
(7)

The receiver operating characteristics (ROC) graph is one of the most common
metrics used to measure the utility of classification over unbalanced results. AUC
describes the results of learning algorithms by one amount and is not minority class
discrimination. The method of constructing ROC space is to map the TPrate (Y-axis)
to the FP rate (X-axis) on a two-dimensional diagram. To measure the AUC, we need
to get the graphic area as follows:
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AUC = 1+ TPrate− FPrate

2
(8)

The classifier allows some mistakes in identifying groups when the AUROC is
smaller than 1. The misclassified meaning is lower if AUROC is equivalent to 1 [31].

4.3 Results and Comparison

We correlated the proposed HUSCSLBoost method’s efficiency with RUSBoost
using 27 imbalanced datasets with differing imbalance ratios; 20 times for each
research protocol, the average cost estimate result was obtained 10 times the cross-
validation of each data collection. The average value results for accuracy, recall, and
f1 are shown in Tables 1 and 2. Again, RUSBoost only generates one stable subclass
by taking sample sizes from the majority class, even though there is a number of
stable system subset (randomlywithout replacement).We also found that the unequal
datasets were noisy or skewed, so the Tomek-Link algorithm was initially used to
wipe up the noisy data. From Tables 1 and 2, we see that our suggested approach
(HUSCSLBoost) has outperformed the RUSBoost approach in 72 cases out of 135
instances following implementation in the 27 benchmark datasets.

5 Conclusion

Class inequality is prominent in many problems related to real-world classifica-
tion. In this paper, we develop an ensemble approach that is cost-effective similar to
RUSBoost. Still, the resulting loss of knowledge is not being affected, and the outputs
are satisfactory to date. Several models using tenfold cross-validation are performed
to equate test outcomes with other existing approaches and obtain optimal results on
a particular performance assessment parameter. While comparing with the popular
under-sampling-based ensemble method RUSBoost, our model provides a better
result in most cases. HUSCSLBoost is cost-effective, defines a standard cost distri-
bution system, fails to enforce any false framework, and considers external problems
like low minority networks and group overlap. Yet we did not use the feature selec-
tion approach for datasets with large imbalances. In the future, we have an idea to
collaborate with other cost allocation systems and strive to minimize runtime by
enhancing our HUSCSLBoost model’s performance.
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Table 1 Average cost calculation and AV results of RUSBoost

Dataset IR RUSBoost

tenfold

Cost calculation Accuracy Recall Precision F1 Score

ecoli 8:6:1 0.8488 0.9643 0.9643 0.9626 0.9630

optical_digits 9.1:1 0.9326 0.9915 0.9915 0.9915 0.9913

satimage 9.3:1 0.8528 0.8912 0.8912 0.9031 0.8406

pen_digits 9.4:1 0.9532 0.9989 0.9989 0.9989 0.9989

abalone 9.7:1 0.8754 0.8909 0.8909 0.7937 0.8395

sick_euthyroid 9.8:1 0.9564 0.9153 0.9153 0.8378 0.8748

spectrometer 11:1 0.9258 0.9474 0.9474 0.9397 0.9378

car_eval_34 12:1 0.9724 0.9815 0.9815 0.9811 0.9812

isolet 12:1 0.9466 0.9882 0.9882 0.9880 0.9881

us_crime 12:1 0.8310 0.9359 0.9359 0.9300 0.9196

yeast_ml8 13:1 0.5386 0.9207 0.9207 0.8476 0.8826

scene 13:1 0.7630 0.9053 0.9053 0.8196 0.8603

libras_move 14:1 0.8035 0.9778 0.9778 0.9783 0.9757

thyroid_sick 15:1 0.9485 0.9321 0.9321 0.8689 0.8994

coil_2000 16:1 0.6583 0.9434 0.9434 0.8900 0.9159

arrhythmia 17:1 0.6415 0.9454 0.9454 0.8938 0.9189

solar_flare_m0 19:1 0.6415 0.9454 0.9454 0.8938 0.9189

oil 22:1 0.7533 0.9532 0.9532 0.9086 0.9303

car_eval_4 26:1 0.9747 0.9931 0.9931 0.9931 0.9927

wine_quality 26:1 0.7598 0.9461 0.9461 0.8951 0.9199

letter_img 26:1 0.9706 0.9944 0.9944 0.9944 0.9942

yeast_me2 28:1 0.8994 0.9704 0.9704 0.9416 0.9557

webpage 33:1 0.9094 0.9879 0.9879 0.9875 0.9867

ozone_level 34:1 0.7979 0.9700 0.9700 0.9410 0.9553

mammography 42:1 0.8789 0.9839 0.9839 0.9817 0.9818

protein_homo 111:1 0.9424 0.9949 0.9949 0.9949 0.9939

abalone_19 130:1 0.7510 0.9904 0.9904 0.9810 0.9857
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Table 2 Average cost calculation and AV results of HUSCSLBoost

Dataset IR HUSCSLBoost

tenfold

Cost calculation Accuracy Recall Precision F1 Score

ecoli 8:6:1 0.9995 0.9642 0.9642 0.9626 0.9630

optical_digits 9.1:1 0.9823 0.9914 0.9915 0.9915 0.9913

satimage 9.3:1 0.9973 0.8906 0.8906 0.7932 0.8391

pen_digits 9.4:1 0.9999 0.9993 0.9993 0.9993 0.9993

abalone 9.7:1 0.9898 0.8910 0.8910 0.7937 0.8401

sick_euthyroid 9.8:1 0.9630 0.9153 0.9153 0.8378 0.8748

spectrometer 11:1 0.9860 0.9474 0.9474 0.9397 0.9378

car_eval_34 12:1 0.9773 0.9815 0.9815 0.9811 0.9812

isolet 12:1 0.9858 0.9867 0.9867 0.9864 0.9865

us_crime 12:1 0.9425 0.9379 0.9379 0.9328 0.9229

yeast_ml8 13:1 0.7799 0.9207 0.9207 0.8476 0.8826

scene 13:1 0.8869 0.9053 0.9053 0.8196 0.8603

libras_move 14:1 0.9988 0.9778 0.9778 0.9783 0.9757

thyroid_sick 15:1 0.9689 0.9321 0.9321 0.8689 0.8994

coil_2000 16:1 0.9717 0.9434 0.9434 0.8900 0.9159

arrhythmia 17:1 0.9944 0.9469 0.9469 0.8966 0.9211

solar_flare_m0 19:1 0.9572 0.9454 0.9454 0.8938 0.9189

oil 22:1 0.9346 0.9532 0.9532 0.9086 0.9303

car_eval_4 26:1 0.9997 0.9931 0.9931 0.9931 0.9927

wine_quality 26:1 0.9989 0.9461 0.9461 0.8952 0.9201

letter_img 26:1 0.9999 0.9948 0.9948 0.9948 0.9946

yeast_me2 28:1 0.9410 0.9704 0.9704 0.9416 0.9558

webpage 33:1 0.9490 0.9879 0.9879 0.9875 0.9867

ozone_level 34:1 0.9557 0.9700 0.9700 0.9410 0.9553

mammography 42:1 0.9205 0.9840 0.9840 0.99817 0.9818

protein_homo 111:1 0.9409 0.9949 0.9949 09,949 0.9939

abalone_19 130:1 0.9998 0.9904 0.9904 0.9810 0.9857

Bold significance denotes like the proposed method, HUSCSLBoost outperformed the RUSBoost
method in 72 cases out of 135
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Analyzing the Errors in Channel Sensing
and Negotiation in Cognitive Radio
H-CRAN

Annesha Das , Asaduzzaman , and Ashim Dey

Abstract A heterogeneous cloud radio access network with low power nodes has
emerged as an attractive cost-effective solution to the problem of enormous growth
in data over the cellular network. Ever-increasing low power nodes such as femto-
cells in macrocell’s coverage area for indoor communication cause severe cross-tier
interference to the umbrella macrocell network. One of the promising paradigms to
avoid this interference is cognitive radio-enabled heterogeneous cloud radio access
network architecture. In this paper, two mechanisms, channel sensing and channel
negotiation, for allocating channels to femtocell users have been proposed suitable
for this architecture. After identifying an idle slot by channel sensing, a femtocell
user requests the base station pool for free channel suggestions and senses the listed
channels later. Femtocell user equipment does not wait for the next slot to sense
another channel on identifying an occupied channel in a slot. Two and three types
of error in sensing and negotiation, respectively, have been defined. Poisson traffic
model is developed for generating macrouser traffic. Throughput has been analyzed
by varying macrouser arrival rate, the number of femtocell users, the average service
time of macrouser, and sensing time considering the errors in sensing and negotiation
mechanisms. Simulation results have shown that the maximum throughput for error-
free sensing and negotiation in case of lowmacrouser traffic is 27Mbps. A difference
of 10 Mbps between maximum throughput without any error and throughput with
sensing and negotiation errors is also observed.
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1 Introduction

The necessity for high-speed and high-quality data applications is growing rapidly
in the fifth-generation (5G) cellular network along with a massive increase in capital
expenditures and energy consumption [1, 2]. As an optimistic technique to meet
the phenomenal rise in mobile data traffic, heterogeneous networks (HetNets) have
drawn great interest. Service providers are turning to HetNets consisting of cells
of different sizes (femto, pico, micro, and macro) to support ubiquitous coverage,
high data rates, and a satisfactory level of quality of service (QoS) [3]. The small
cells aka low power nodes (LPN, e.g., femtocell, picocell, etc.) can reduce the load of
immensely growing wireless data traffic frommacrocells and prolong the battery life
of devices. However, too dense deployment of LPNs in the macrocell area will create
acute cross-tier and intra-tier interferences reducing performance gains of HetNets.

Meanwhile, for achieving better energy efficiency (EE) and spectral efficiency
(EE) across cellular networks, cloud radio access network (C-RAN) has emerged
as a major breakthrough [2]. In a usual C-RAN, the traditional base station (BS) is
divided into a base station unit (BSU), which is located in the cloud, and an antenna
unit (AU), which is located at the cell site. AUs communicate with BSU through a
wired (e.g., optical fiber)/wireless (e.g., millimeter-wave) front-haul network. BSUs
are clustered in a centralized location from where they can manage the AUs and it is
shared by different cell sites. In C-RAN, centralized processing of baseband signal
is carried out in the base station unit (BSU) pool, while radio frequency functions
are allotted in AUs [4]. Specifically, C-RANs can decrease the expense of deploying
base stations because service providers only have to establish new AUs and append
them to the centralized BSU pool to extend the network coverage [2].

Combining the hierarchical structure of HetNets to increase spectrum reuse and
the advantages of C-RAN to centrally control networks at lower cost, heterogeneous
cloud radio access networks (H-CRANs), as shown in Fig. 1, are proposed to further
enhance network performance [5]. The main incentive of H-CRAN is to mitigate
interference and simplify LPNs by attaching them to centralized signal processing
clouds through high-speed front-haul connections [6]. To provide extended capacity
and coverage, AUs can be installed on every floor of a building. By reducing the
number of BSUs in ultra-dense HetNets, C-RAN decreases the power and energy
consumption in HetNets [4].

According to surveys, data traffic up to 70% and voice traffic up to 50% come from
indoor locations [7]. But at indoors, path loss, shadowing, and wall penetration can
deteriorate QoS greatly. Femtocells in H-CRAN are low cost and easily deployable
solution for overcoming indoor communication barriers. But too many co-channel
deployment of femtocells will create severe interference to macrocells if there is no
proper frequency planning for femtocells. Although the intra-tier interference among
AUs can be reduced by centralized cooperative processing in the BSU pool of H-
CRAN, the cross-tier interference between femtocell AU (FAU) and macrocell AU
(MAU) is still a major impediment to fully utilize the potentials of H-CRANs [5].

Considering this, the main contributions of this paper are:
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Fig. 1 Heterogeneous cloud radio access network (H-CRAN) (BSU: base station unit, MAU:
macrocell antenna unit, FAU: femtocell antenna unit)

• To develop CR-based channel sensing and channel negotiation mechanism for
femtocells users’ spectrum allocation.

• To define the errors in channel sensing and negotiation mechanism and analyze
the effect of those errors on throughput varying different metrics.

The remaining of this paper is outlined as follows: Related works are discussed in
Sect. 2. The proposed CR-based interference mitigation scheme including system
requirements, channel sensing, and negotiation process is described in Sect. 3. Errors
in sensing and negotiation are introduced in Sect. 4. Results obtained by varying
different metrics in the presence and absence of sensing and negotiation errors are
presented in Sect. 5, and finally, the paper is concluded in Sect. 6.

2 Related Literature

Numerous studies have proposed many solutions for mitigating the interference
problem. In [8], a detailed survey of various interference management issues for 5G
networks has been presented considering inter-cell interference, HetNets, D2D, coor-
dinated scheduling, and coordinated multi-point (CoMP). It has been stated that the
use of static or dynamic interference cancellation approacheswith improved resource
allocation can lessen interferences in high-density HetNets. The CoMP transmission
and reception have been presented for alleviating co-channel inter-cell interference
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of cell edge users [4, 6]. In joint CoMP transmission, several AUs constitute a coor-
dinated AU cluster and assist the users jointly. But CoMP has few drawbacks in
practical networks as its performance demotes with increasing density of LPNs.
Studies in [1, 6] have proposed a cloud computing-based cooperative radio resource
management (CC-CRRM) approach in which all AUs in H-CRAN are connected to a
dedicated entity that is responsible for centralized radio resource allocation.WithCC-
CRRM, AUs can share radio resources among them and the cross-tier interference
between femtocells and macrocell can be minimized. The difficulty with both CoMP
and CC-CRRM is in handling a huge amount of data regarding traffic demands and
channel state information (CSI). Authors in [9] have proposed to include strict and
soft fractional frequency reuse (FFR) in 5GHetNets to obtain lower inter-channel and
intra-channel interference. They have divided the whole-cell coverage area into the
center and edge parts. Users of these parts are differentiated by comparing measured
signal to interference and noise ratio (SINR) with a threshold. Results have shown
that strict and soft FFR outperform without FFR scenarios in terms of throughput
and outage probability.

In none of these techniques, user equipment (UE) is aware of the channel state
and radio resource demands of other users sharing the radio network which reduces
the efficiency of radio resource utilization. Deployment of cognitive radio (CR) in
orthogonal frequency division multiple access-based (OFDMA) femtocell network
as described in [10] canoptimize networkperformancebymaximizing capacity, facil-
itating sub-carrier selection, and mitigating interference in dense HetNets scenario.
In [5], the authors have proposed a CR-based cooperation framework to reduce inter-
tier interference in H-CRAN where FAU acts as a relay for multiple macrocell users
(MUs) and gets MUs’ fraction of time slot as a reward. Cooperative FAU-MU pairs
are selected by a two-sided cooperator selection algorithm. This algorithm depends
on the preference list of MUs and FAUs based on transmission rates and assigned
resources ofMUs. In [7], non-orthogonalmultiple access (NOMA)with 5G cognitive
femtocell has been investigated. In the power domain NOMA, more than one user
can share at the same time, frequency, and code at different power levels. The authors
have proposed a pairing algorithm between strong andweak users and a channel allo-
cation algorithm based on the difference in channel gain and distance from femtocell
base station. A higher sum rate for femtocell users (FUs) is achieved as compared to
conventional OMA and CR-OMA. The authors in [11] have proposed a CR-based
overlay interference mitigation strategy for femtocells in H-CRAN, which includes
sensing, negotiation, data transmission, and acknowledgment. They have used the
femtocell network architecture studied in [12].

In this study, we use CR technology based on overlay spectrum access to oppor-
tunistically utilize the unused spectrum of the macro network without interfering
with it. Using time-slotted OMA transmission, FUs’ secondary access to the unused
spectrum involves detecting idle slots which are accomplished by channel sensing
and channel negotiation as in [11, 12]. In [11, 12], FUs stop sensing for idle slots
in the current slot duration and wait for the next slot when they detect that slot is
not present in the list given by the femtocell base station unit (FBSU) in the channel
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negotiation process. Different from this in our study, FUs continue sensing in the
current slot duration.

In most of the articles stated above, simulations have been accomplished with the
assumption of perfect spectrum sensing. In practical cognitive wireless networks,
perfect sensing is immensely tough to achieve [13–16]. Sensing errors have been
investigated in [12–16]. Mostly these errors are spectrum-sensing errors based on
miss detection and false alarm probabilities. These errors can exacerbate the co-
channel interference in the macro-femto network and degrade the performance of
MUs which is not intended. So, these errors must be investigated to fully utilize the
addition of CR in H-CRAN architecture. In our study, FUs’ performance is analyzed
taking into account errors both in channel sensing and negotiation process. Errors in
channel sensing happen in the first process of identifying an idle channel for FU’s
transmission. Similarly, errors in channel negotiation happen in the final process
of getting transmission opportunity. Errors in channel sensing and negotiation are
described later in Sect. 4.

3 Proposed CR-Based Interference Mitigation Scheme

3.1 System Requirements

In H-CRAN, FAU and FBSU are separated. FBSUs are centralized in the BSU pool.
As FUs use the same channels used by MUs in co-channel deployment causing
co-channel or cross-tier interference, cognitive radio is introduced in the femtocell
network. For this, a spectrum sensing (SS) engine is added to the FAU at the cell site
which is capable of identifying the frequency channel in use and those available for
transmission [11]. Also, the central BSU pool has a cognitive radio engine so that
the SS engine in FAU can send channel information to the BSU pool. As the BSU
pool will have an overall view about spectrum usage, it can allocate any free channel
to the FUs from its umbrella macrocell.

Any FU device must be cognitive radio-enabled so that it can sense its umbrella
macrocell’s licensed spectrum to identify spatiotemporally available frequency chan-
nels. Here, MUs are primary users and FUs are secondary users. MUs will get higher
priority in occupying free channels. MAU will provide voice service to all users
whether they are in femtocell or macrocell. But it will provide data-oriented services
to MU only. On the other hand, only FU will get data-oriented secondary services.
FU will always act as a secondary user always in case of accessing data services to
avoid any unwanted interference to MU. If any user comes in the range of femtocell,
he will act as a FU.

OFDMA time-slotted transmission is considered here. Radio spectrum is divided
into equal portions called channels, and the duration in every channel is partitioned
into time slots also called bursts.Adefinite number of slots comprise a frame as shown
in Fig. 2. FUs will sense channels in each time slot before using them for secondary
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Fig. 2 Primary and secondary transmissions in different slots of a frame (MU: macrocell user, FU:
femtocell user)

access for a certain sensing time. To access idle slot for transmission without inter-
rupting MU, FU devices are proposed to follow two mechanisms: channel sensing
first and then channel negotiation.

3.2 Channel Sensing

Whenever a FUneeds a data-oriented service, the channel sensing process is activated
as shown in the flowchart of Fig. 3. At first, CR-enabled FU equipment will search
for free channels not occupied by MU at the beginning of a slot of a frame. It does
this so that it can send a request to the FBSU in the BSU pool by using the idle slot
for initiating channel negotiation. On each slot, it senses all channels one by one. If
it finds a channel to be busy, it senses the next channel. It carries on sensing until a
free channel is found or it finds that all channels are occupied on that slot. In the first
case, after identifying an idle slot in any channel, the channel negotiation process
is initiated. In the second case, if FU equipment sees that all channels are busy, it

Fig. 3 Channel sensing
mechanism
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waits for the next slot to start channel sensing again. Channel sensing process flow
is inspired by the works in [11, 12].

3.3 Channel Negotiation

At the beginning of channel negotiation as shown in the flowchart of Fig. 4, FU
sends a request to FBSU in the BSU pool through FAU using the idle slot identified
by channel sensing. It sends a request asking for information about which channels
are occupied and which channels are idle. In response to this request, the BSU
sends information on which channels are not occupied by MU and suggests a list

Fig. 4 Channel negotiation mechanism
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of available channels to be sensed later. The FU device then senses the channels
from the list sent by BSU one by one. It senses again to ensure that there are no
transmissions from any MU or FU. If it finds an idle channel from the list sent by
BSU, it starts transmitting data using that channel and one slot is added to the total
number of idle slots observed by FU.

On a slot duration, FU is considered to be able to start using only one channel but
it can use multiple slots on different channels at a time. If no channel is available on
the list given by BSU, it waits for the next slot and resends the request if any channel
is found idle by the channel sensing process. Once FU occupies a channel, he can
use the channel forever unless there is any transmission from MU on that channel.
While a FU is using a channel, if any MU begins transmission, FU then immediately
releases the channel. While using a channel, FU keeps on checking MU activity to
avoid any interference, and also it gets notified by BSU through FAU if any MU
transmission is found.

4 Errors in Channel Sensing and Negotiation

Spectrum sensing performance is generally measured by the probability of miss
detection and false alarm. The probability of false alarm refers to the probability
that the secondary user decides a channel is busy when it is idle actually and the
probability of miss detection refers to the probability that the secondary user decides
a channel is idle when the primary user transmission is actually present there [12–
16]. Thus, FU’s device can identify a busy slot as a free slot or identify a free slot as
a busy slot or also may not get the correct response from BSU which will result in
errors in sensing and negotiation mechanism. The performance of the two proposed
mechanisms is evaluated considering these errors.

4.1 Errors in Channel Sensing

Errors in sensing occur when FU senses channels for sending a request to BSU.
In channel sensing, two types of error can occur which are false alarm and miss
detection.

• False Alarm. It indicates the situation when a channel is idle, i.e., no MU is
using that channel but FU equipment detects that the channel is occupied by
someone. This error decreases the number of idle slots observed by FU as well as
the utilization of idle slots and also degrades throughput.

• Miss Detection. It indicates the situation when MU or FU is transmitting on a
channel but FU equipment detects that the channel is idle. As a result, FU tries
to send a request to BSU using that channel causing collision or interference to
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the user using that channel. When miss detection occurs on a slot duration, it is
counted as a collision, not an idle slot.

4.2 Errors in Channel Negotiation

Channel negotiation errors occur when the list of idle channels is sent by BSU and
FU senses channels one after another from the list. For analyzing negotiation error,
errors in these steps are taken into account separately. In channel negotiation, three
errors can occur which are as follows:

• Getting False Response from FBS. Sometimes, it may happen that there are
available channels. FU sends a request to FBSU in the BSU pool for a list of free
channels for secondary access but BSU may not respond and may not send the
list of available channels due to the heavy load of requests.

• False Alarm. False alarm in channel negotiation occurs when FU identifies an
idle channel as a busy channel while sensing the list of available channels sent by
BSU.

• Miss Detection.Miss detection in channel negotiation occurs when FU identifies
a busy channel as an idle channel while sensing the list of channels sent by BSU.

5 Performance Analysis

For performance analysis of the proposed CR-based sensing and negotiation, a
random traffic generation model is developed in MATLAB where MU’s arrival on
each slot follows Poisson distribution andMU’s service time or holding time follows
an exponential distribution. Throughput or network throughput is the measure of
successful data transfer within a time duration through a communication channel.
Here, FUs’ throughput is calculated based on the number of idle slots that they
get to use for secondary transmission in the presence and absence of errors. After
assigning channels to MU, idle slots for secondary transmission are identified by
channel sensing and channel negotiation mechanisms as described earlier. While
identifying idle slots, the probability of miss detection and false alarm are taken
into account for analyzing channel sensing errors while the probability of getting a
false response, miss detection, and false alarm are considered for analyzing channel
negotiation errors. For error-free reliable sensing and negotiation, values of these
error probabilities are considered as zero. These values are taken from Table 1 in
[12] except probability of getting a false response whose value is taken as 0.20. FUs
equally share a total of 16 channels of bandwidth (W ) of 2000 kHz. In all the cases
of calculating throughput, signal-to-noise ratio (SNR) has been kept at 10 dB. The
number of slots per frame (D) is taken as 8. The average number of idle slots observed
by a FU per frame (I) is given by
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Table 1 Input sets 1 and 2

Parameter Input set 1 Input set 2

Slot duration (ms) 10 10

Sensing time (µs) 50 50

Macrouser arrival rate 1 2

Average service time of macrouser (ms) 120 120

I = Total idle slots observed

Number of femtocell user× Number of frames
(1)

Using Shannon bound for throughput calculation, the femtocell user throughput
(T ) in bits per second (bps) is given by [11, 12]

T = ηsense
I

D
×W log2(1+ SN R) (2)

Here, W is applied in Hz and ηsense is sensing efficiency, which is given by [11,
12]

ηsense = 1− Sensing time

Slot duration
(3)

To analyze the effect of MU arrival rate on throughput, the input sets 1 and 2 of
Table 1 are used and the number of FU is increased from 1 to 12. Figure 5 shows
that maximum of 27 and 5.2 Mbps throughput is achieved for MU arrival rate of
1 and 2, respectively. In the case of error-free sensing and negotiation, the average
data rate is 7.47 Mbps for MU arrival rate of 1, and 1.58 Mbps for the arrival rate

Fig. 5 Throughput in terms of number of FU for macrouser arrival rate of (a) 1 and (b) 2
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of 2, as shown in Fig. 5a, b, respectively. The average data rate is lower in case of
errors in both mechanisms. Throughput does not vary much when the number of FU
is greater than 10. Throughput is higher when the number of FU is less than 6. It is
because when the number of FU is greater than 6, there remains only a small number
of idle slots for each FU. Every user observes less number of idle slots for secondary
transmission when the number of FU increases. Thus, throughput degrades.

Input sets in Table 2 are considered to analyze the effect of the average service
time of MU on the throughput of FU. As shown in Fig. 6, for error-free sensing
and negotiation, the maximum data rate is 16.44 Mbps for an arrival rate of 1, and
6.87 Mbps for an arrival rate of 2. For erroneous sensing, the maximum data rate of
16 Mbps for an arrival rate of 1 and 6.43 Mbps for an arrival rate of 2 is observed.
For erroneous sensing and negotiation mechanism, the maximum data rate is 14.63
Mbps for an arrival rate of 1 (Fig. 6a) and 4.89Mbps for an arrival rate of 2 (Fig. 6b).
In both Fig. 6a, b, the throughput sharply degrades as the average service time of
MU is increased. Because the channels remain occupied for a longer duration when
MU’s service time increases, thus the chances of identifying idle slots for secondary
transmission also decrease which contributes to the fall of throughput of FU. Due to
sensing error, about 3% fall and due to sensing and negotiation error, about 11% fall
in throughput is observed.

Table 2 Input sets 3 and 4

Parameter Input set 3 Input set 4

Slot duration (ms) 10 10

Sensing time (µs) 50 50

Macrouser arrival rate 1 2

Number of femtocell user 4 4

Fig. 6 Throughput in terms of average service time of MU for MU arrival rate of (a) 1 and (b) 2
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Table 3 Input sets 5, 6, 7, and 8

Parameter Input Set 5 Input Set 6 Input Set 7 Input Set 8

Slot duration (ms) 10 10 10 10

Sensing time (µs) 25 50 250 500

Probability of false alarm 0.73 0.63 0.34 0.21

Average service time of macrouser (ms) 120 120 120 120

Macrouser arrival rate 1 1 1 1

To analyze the effect of sensing time on FU’s throughput, input sets in Table 3
are considered. The probability of false alarm decreases with an increase in sensing
time. The number of FUs is varied from 1 to 12 as a femtocell can support 4–16
users. The throughput observed by a FU due to sensing error for input sets 5, 6, and
7 and due to sensing and negotiation error for input sets 5, 6, and 8 is plotted in
Fig. 7a, b, respectively. Maximum of 27 and 23 Mbps throughput is achieved for FU
in case of sensing errors and both errors, respectively, for greater sensing time as
shown in Fig. 7. Throughput falls as an average number of idle slots identification
decreases when sensing time decreases and the probability of false alarm increases.
This happens because the more the probability of false alarm, the more chances the
FUs do not get idle slots for secondary transmission even if idle slots are available.
It means that the rate of identifying idle slots decreases as sensing time decreases.

There is not much difference in throughput for any sensing time whether only
sensing error occurs (Fig. 7a) or both errors (Fig. 7b) when the number of FU is
greater than 6 because only a few idle slots are left idle then. A higher number of
idle slots is observed when the number of FU is less than 6. As the number of FU

Fig. 7 Throughput in terms of number of FUs due to (a) sensing errors for input sets 5, 6, 7, and
(b) sensing and negotiation errors for input sets 5, 6, and 8
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increases, less idle slots are left for secondary transmission for each FU, and thus
throughput degrades.

Inmechanisms proposed in [11, 12], in channel negotiation after getting a response
from BSU with the list of available channels, FUs have to wait for the next slot on
identifying that the current channel is unavailable in the list sent by BSU. So although
there are available channels, FU cannot use them for transmission till the next slot.
In our proposed mechanisms, in channel negotiation FU senses channels one by
one from the list sent by BSU pool immediately after getting the response from the
pool. Even if the channel used for requesting BSU pool is not present in the list,
FU does not need to wait for the start of the next slot to sense another channel.
Thus utilization of idle slots increases. Usually, for Rayleigh fading channels, 25–50
microseconds (µs) sensing time is necessary to sense a channel of 200 kHz [17]. In
most of our analysis, 2000 kHz bandwidth is used because in cloud RAN, extremely
high-frequencybandwidth canbe exploited [11]. 250–500microseconds (µs) sensing
time is enough to sense a channel of 2000 kHz.

For sensing one channel in a slot duration of 10 ms (ms):

Percentage (% ) of sensing time = 250× 10−6

10× 10−3
× 100 = 2.5

In the case of our proposed mechanisms, FU has to sense all the 16 channels in a
slot duration in the worst case. For sensing 16 channels in a slot duration of 10 ms
(ms)

Percentage (% ) of sensing time = 2.5× 16 = 40

So, 60%of a slot duration is left for transmission, whereas 97.5%of a slot duration
is left for transmission if one channel has to be sensed. But this problem does not
affect the throughput of FU much because once channel negotiation is successful
and transmission starts, FU does not have to sense all channels in every slot duration
and the list of channels always contain less than 16 channels. Also, the throughput
does not vary significantly with an increase in sensing time when the number of FU
is greater than 6.

6 Conclusion

In this work, we have proposed a CR-based two-step process comprising channel
sensing and channel negotiation to get idle slots for FUs’ secondary transmission
without hampering the QoS of MUs. The impact of errors in these mechanisms
has been investigated by comparing throughput considering two kinds of error in
channel sensing and three kinds of error in channel negotiation. Simulation results
have shown that around 27 Mbps of maximum throughput can be achieved by
using proposed mechanisms in H-CRAN femtocell. The addition of CR in H-CRAN
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reduces the possibility of interference between macro and femto networks in the
case of co-channel deployment of femtocells. And the responsibilities of the central-
ized BBU pool are reduced because femtocell devices with spectrum sensing engine
can autonomously detect free channels for transmission and hence simplify spec-
trum management. But errors in sensing and negotiation must be controlled as they
can greatly affect the performance of FUs causing about 10 Mbps fall in maximum
throughput.

References

1. PengM, Li Y, Zhao Z,Wang C (2015) System architecture and key technologies for 5G hetero-
geneous cloud radio access networks. IEEE Netw 29:6–14. https://doi.org/10.1109/MNET.
2015.7064897

2. Peng M, Sun Y, Li X, Mao Z, Wang C (2016) Recent advances in cloud radio access networks:
system architectures, key techniques, and open issues. IEEE Commun Surv Tutorials 18:2282–
2308. https://doi.org/10.1109/comst.2016.2548658

3. Al-Turjman F, Ever E, Zahmatkesh H (2019) Small cells in the forthcoming 5G/IoT: traffic
modelling and deployment overview. IEEE Commun Surv Tutorials 21:28–65. https://doi.org/
10.1109/COMST.2018.2864779

4. Zhang H, Jiang C, Cheng J, Leung V (2015) Cooperative interference mitigation and handover
management for heterogeneous cloud small cell networks. IEEE Wirel Commun 22:92–99.
https://doi.org/10.1109/MWC.2015.7143331

5. Tang Y, Yang P, Wu W, Mark J (2019) Cooperation-Based interference mitigation in hetero-
geneous cloud radio access networks. In: ICC 2019—2019 IEEE international conference on
communications (ICC). IEEE, Shanghai, pp 1–6. https://doi.org/10.1109/ICC.2019.8761280

6. Peng M, Li Y, Jiang J, Li J, Wang C (2014) Heterogeneous cloud radio access networks: a new
perspective for enhancing spectral and energy efficiencies. IEEE Wirel Commun 21:126–135.
https://doi.org/10.1109/mwc.2014.7000980

7. Budhiraja I, Tyagi S, Tanwar S, Kumar N, Guizani M (2018) CR-NOMA based interference
mitigation scheme for 5G femtocells users. In: 2018 IEEE global communications conference
(GLOBECOM). IEEE, Abu Dhabi, pp 1–6. https://doi.org/10.1109/GLOCOM.2018.8647354

8. Qamar F, Hindia M, Dimyati K, Noordin K, Amiri I (2019) Interference management issues
for the future 5G network: a review. Telecommun Syst 71:627–643. https://doi.org/10.1007/
s11235-019-00578-4

9. Sahu G, Pawar S (2020) An approach to reduce interference using FFR in heterogeneous
network. SN Comput Sci 1. https://doi.org/10.1007/s42979-020-0092-y

10. Ghosh J, JayakodyD,QaraqeM (2018) Downlink capacity of OFDMA-CR based 5G femtocell
networks. Phys Commun 29:329–335. https://doi.org/10.1016/j.phycom.2018.04.016

11. Meerja K, Shami A, Refaey A (2015) Hailing cloud empowered radio access networks. IEEE
Wirel Commun 22:122–129. https://doi.org/10.1109/MWC.2015.7054727

12. Meerja K, Ho P,Wu B, Yu H (2013) Media access protocol for a coexisting cognitive femtocell
network. Comput Netw 57:2961–2975. https://doi.org/10.1016/j.comnet.2013.06.017

13. Zhang H, Jiang C, Mao X, Chen H (2016) Interference-Limited resource optimization in
cognitive femtocells with fairness and imperfect spectrum sensing. IEEE Trans Veh Technol
65:1761–1771. https://doi.org/10.1109/TVT.2015.2405538

14. Kumar A, Thakur P, Pandit S, Singh G (2019) Analysis of optimal threshold selection for
spectrum sensing in a cognitive radio network: an energy detection approach. Wireless Netw
25:3917–3931. https://doi.org/10.1007/s11276-018-01927-y

15. Zhang H, Nie Y, Cheng J, LeungV, Nallanathan A (2017) Sensing time optimization and power
control for energy efficient cognitive small cell with imperfect hybrid spectrum sensing. IEEE
Trans Wireless Commun 16:730–743. https://doi.org/10.1109/TWC.2016.2628821

https://doi.org/10.1109/MNET.2015.7064897
https://doi.org/10.1109/comst.2016.2548658
https://doi.org/10.1109/COMST.2018.2864779
https://doi.org/10.1109/MWC.2015.7143331
https://doi.org/10.1109/ICC.2019.8761280
https://doi.org/10.1109/mwc.2014.7000980
https://doi.org/10.1109/GLOCOM.2018.8647354
https://doi.org/10.1007/s11235-019-00578-4
https://doi.org/10.1007/s42979-020-0092-y
https://doi.org/10.1016/j.phycom.2018.04.016
https://doi.org/10.1109/MWC.2015.7054727
https://doi.org/10.1016/j.comnet.2013.06.017
https://doi.org/10.1109/TVT.2015.2405538
https://doi.org/10.1007/s11276-018-01927-y
https://doi.org/10.1109/TWC.2016.2628821


Analyzing the Errors in Channel Sensing … 451

16. Wang W, Yang H (2018) Effect of imperfect spectrum sensing on slotted secondary transmis-
sion: energy efficiency and queuing performance. IEEE Trans Cognitive Commun Networking
4:764–772. https://doi.org/10.1109/TCCN.2018.2874457

17. GhasemiA, Sousa, ES (2005)Collaborative spectrum sensing for opportunistic access in fading
environments. In: First IEEE international symposium on new frontiers in dynamic spectrum
access networks. DySPAN 2005. IEEE, Baltimore, pp. 131–136. https://doi.org/10.1109/DYS
PAN.2005.1542627

https://doi.org/10.1109/TCCN.2018.2874457
https://doi.org/10.1109/DYSPAN.2005.1542627


A New Fairness Model Based on User’s
Objective for Multi-user Multi-processor
Online Scheduling Problem

Debasis Dwibedy and Rakesh Mohanty

Abstract In multi-user multi-processor online scheduling, resources are shared
among competing users, and fairness is considered to be a major performance crite-
rion for resource allocation by the scheduler. Fairness ensures equality of resource
sharing among the users. According to our knowledge, fairness based on the user’s
objective has neither been thoroughly explored nor a formal model has been well-
defined in the literature. In this article, we propose a new fairness model for Multi-
user Multi-processor Online Scheduling Problem (MUMPOSP). We introduce and
formally define quantitative fairness measures for an online scheduling algorithm
based on optimization of makespan as an user’s objective. Furthermore, we define
unfairness and absolute fairness for an online scheduling algorithm. Lower bound
results are shown for absolute fairness in a scheduling framework of equal length
jobs. We show that our proposed fairness model can also measure algorithmic fair-
ness by considering well-known optimality criteria such as sum of completion times,
weighted sum of completion times and sum of flow times.

Keywords Multi-user system · Scheduling · Makespan · Performance measure ·
Fairness

1 Introduction

Fairness is an important performance criterion for a scheduler. Particularly, in multi-
user systems, where several users compete for a set of resources (e.g., processor,
memory) in order to achieve their objectives, the scheduler must guarantee fairness
with respect to allocation of resources and user’s objective. Though fairness has been
studied based on resource allocation policies in the literature, there is less attention
to devise a quantitative well-defined measure of fairness based on user’s objectives.

User’s objective as a fairness parameter has beenmotivated from the prevalent use
of Web servers in client–server networking, grids and clusters in high-performance
computing (HPC). Edge nodes in edge computing, service-oriented systems (SoS)
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and supercomputers [1]. Unlike the traditional computing systems such as personal
computer, the SoS supports multiple users. The users compete for system’s resources
for execution of their respective jobs. The most popular cluster schedulerMAUI [2]
and the well-known BOINC platform [3] deal with a number of competing users,
where each user submits a set of jobs simultaneously and desires minimum time of
completion (makespan) for its submissions. A non-trivial challenge for the scheduler
is to schedule jobs of multiple users in such a way that each user obtains its desired
makespan.

Multi-user Multi-processor Online Scheduling Problem (MUMPOSP)

• Inputs: We are given a set M = {M1, M2, . . . , Mm} ofm identical processors and
a set of n jobs, where m ≥ 2 and n >>> m. Let Ur represents a user, where
1 ≤ r ≤ k and Jr is the sequence of jobs requested by user Ur , where Jr =
(Jri |1 ≤ i ≤ nr ) such that J = ⋃k

r=1 J
r ,

∑k
r=1 nr = n and J x ∩ J y = φ, where

x �= y and 1 ≤ x, y ≤ k. The processing time of job Jri is pri , where pri ≥ 1.
• Output: A schedule (S) in which makespan for each Ur is denoted by Cr

max =
max{cri |1 ≤ i ≤ nr }, where cri is the completion time of job Jri• Objective: Minimization of Cr

max, ∀Ur .
• Constraint: The scheduler can receive a batch of at most r jobs at any time step,
and the jobs must be irrevocably scheduled before the arrival of next batch of jobs,
where 1 ≤ r ≤ k.

• Assumption: Jobs are independent and are requested from k parallel users, where
k ≥ 2.

Illustration of MUMPOSP. For simplicity and basic understanding of the readers,
we illustrate an instance of MUMPOSP for scheduling of n jobs that are submitted
by k users in Fig. 1. Here, {M1, M2, . . . , Mm} represent m identical machines and
〈U1,U2, . . . ,Uk−1,Uk〉 denote job sequences for k users, where each user has n

k
number of jobs. Jobs are submitted in batches online, where a batch is constructed
after receiving exactly one job from each user (as long as a user has an unscheduled
job). A batch consists of at least one job. Therefore, we have at least 1 batch, where
k = n and at most n − k + 1 batches, where any one of the users Ur has nr =
n − k + 1, and remaining users have exactly one job each. Each Ur seeks to obtain
a minimum value for its makespan (Cr

max) as the output, rather than the overall
makespan (Cmax) of the system. Hence, it is indispensable for the scheduler to be fair
while optimizing the Cr

max, ∀Ur .

Representation of MUMPOSP. By following general framework α|β|γ of Graham
et al. [4], we represent MUMPOSP as MUMPOSP(k, Pm |Cr

max), where Pm denotes
m identical machines and k represents number of users.

Perspectives of Fairness. Fairness has been considered and studied as a major per-
formance criterion for scheduling algorithms in multi-user systems [5, 6] from two
perspectives such as allocation of resources to the users and user’s objective. Fair-
ness of an algorithmwith respect to resource allocation guarantees uniform allocation
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Fig. 1 Illustration of MUMPOSP for k users with equal number of jobs

of resources to the competing users [7]. The resources to be shared are application-
dependent. For example, in client-server networking, the resources such as link band-
width, network delay and specific time quantum can be shared [8, 9], whereas in case
of HPC systems, the resources such as processors, memory and time slices can be
shared [10, 11].

Algorithmic fairness based on user’s objective is evaluated by the objective values
achieved for respective users. An equality in the obtained objective values for a user
ensures fairness of a scheduling algorithm. It is important for a fairness measure
to define the equality for quantifying gap of an achieved objective value from the
defined equality.

Related Work. Fairness as a quantitative performance measure based on resource
allocation was studied by Jain et al. [7]. A set of properties for an ideal fairness
measure was defined, and a fairness index F(x)was proposed for resource allocation
schemes. F(x) is defined as follows: if any scheduling algorithm assigns resources
to k competing users such that r th user gets an allocation of xr . Then,

F(x) = (
∑k

r=1 xr )
2

∑k
r=1 xr

2
, where xr ≥ 0.

The value of F(x) is bounded between 0 and 1 to show percentage of fairness
and discrimination of a resource allocation scheme for each user. Fairness based
on sharing of resources such as processors, memory, system clock and system bus
in multi-programmed multi-user system was well studied in [10–12]. Some recent
works on fairness in scheduling online jobs on multi-user systems can be found in
[13, 14]. To the best of our knowledge, fairness of online scheduling algorithms based
on user’s objective has not been exhaustively studied and explored the literature.

In [15–18], stretchmatrix has been considered as a user’s objective-based fairness
measure for resource scheduling algorithms in multi-user systems. Here, Stretch
(drA) has been defined as a degradation factor in the objective value obtained by any
algorithm A for each user Ur . Let us consider V r

A be the objective value achieved
by algorithm A and V r

OPT be the optimum objective value for respective Ur . Then,
stretch has been defined as follows:
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drA = V r
A

V r
OPT

The objective of any scheduling algorithm is to incur an equal stretch for eachUr

to ensure fairness. Stretch matrix guarantees fairness based on equality in achieved
objective values. However, it fails to depict the exact value of fairness per user as
well as overall fairness of a scheduling algorithm. Stretch matrix does not capture
the discrimination of a scheduling algorithm for the deprived users. Therefore, it is
quintessential to define a formal fairness measure based on user’s objective.

Our Contributions. We propose a novel model to evaluate fairness of online algo-
rithms in theMulti-user Multi-processor Online Scheduling Problem (MUMPOSP).
We introduce and formally define quantitative fairness measures in our proposed
model by considering optimization of makespan as user’s objective. Furthermore,
we define unfairness and absolute fairness of an online scheduling algorithm. We
obtain lower bound results for the absolute fairness for a framework of m identical
machines with equal length jobs. We show that our proposed model can be served
as a framework for measuring algorithmic fairness by considering other optimality
criteria such as sum of completion times, weighted sum of completion times and
sum of flow times.

2 Our Proposed Fairness Model

We develop a new model, in which we define five quantitative measures to ensure
algorithmic fairness. Instead of considering the resource allocation at the input level,
our model considers the achieved value of user’s makespan at the output level to
determine the fairness of a scheduling algorithm. The model captures the issues
of relative and global parameters for fairness by a Fairness Index (FI). The issues
of unfairness is captured by a Discrimination Index (DI). The FI includes fairness
parameters such as Relative Fairness (RF) and Global Fairness (GF). Higher value
of any fairness parameter indicates more fair algorithm. The DI includes unfairness
measures such as User Discrimination Index (UDI), Global Discrimination Index
(GDI) and Relative Discrimination Index (RDI). Lower value of any unfairness mea-
sure indicates higher degree of fairness of the algorithm. Before defining fairness and
unfairness parameters, we illustrate our novel model and discuss the characteristics
of a good fairness model as follows.

Illustration of Our Proposed Fairness Model. We illustrate our proposed fairness
model as shown in Fig. 2. The model quantitatively defines the fairness of an online
scheduling algorithm by taking into account the makespan (Cr

max) of individual user
in theMUMPOSP setup.



A New Fairness Model Based on User’s Objective … 457

Fig. 2 A fairness model based on user’s objective

2.1 Characteristics of a Good Fairness Model

A fairness model evaluates the performance of a scheduling algorithm based on the
achieved makespan for each user. Recall that in [15–18], Stretch was considered as
a user’s objective-based fairness measure. For instance, if a scheduling algorithm A
obtainsmakespans for three users as 5, 10, and 15, respectively,where their respective
optimum makespans are 1, 5 and 10, then stretch defines the following degradation
factors for respective users: d1

A = 5, d2
A = 2, and d3

A = 1.5.
Before formally defining fairness and unfairness parameters, we present the char-

acteristics of a good fairness model as follows. A good fairness model must be:

• Finitely Bounded—The fairness of a scheduling algorithm is bounded within a
finite interval, preferably between 0 and 1 formeaningful representation of fairness
with respect to each user.

• Consistent—If any change in the scheduling policy results in different makespans
for at least one user, then the change in the fairness parameters must be reflected
for the concerned users as well as in the overall fairness of the policy.

• Independent of Input Size—It is applicable to any number of userswith any number
of jobs and machines.

• Independent of Scale. It must be able to measure fairness irrespective of units
of measurement of processing time of the jobs such as seconds or milliseconds,
microseconds or nanoseconds. The measuring unit must be uniform or inter con-
vertible.

In addition to the above-mentioned properties, we also consider relative and overall
fairness as an essential feature to develop our fairness parameters. We believe that
the model must represent relative equality among achieved objective values for the
users to show fairness of an algorithm for each user. For example, the users may
not seek equal makespan as a gesture of fairness; however, they expect from an
online scheduling algorithm to obtain an equal ratio between the desired makespan
(optimum value) to the achieved makespan for all users. The value obtained by an
algorithm for relative equality leads to relative fairness with respect to each user.
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Also, the model must show overall fairness of an algorithm with respect to all users,
which can lead to the comparison of the fairness of different scheduling policies.

2.2 Our Proposed Fairness and Unfairness Parameters

By considering the above-mentioned desirable properties, we now define formal
measures of fairness and unfairness for MUMPOSP as follows.

Let A be an online scheduling algorithm. If algorithm A schedules jobs of k
competing users on m identical processors such that r th user obtains a makespan of
Cr

A, then we define the following fairness parameters.

Definition 1 The Relative Fairness (RF) obtained by algorithm A for any user Ur

is defined as:

RF(Cr
A) = Cr

OPT

Cr
A

, where Cr
OPT =

∑nr
i=1 p

r
i

m
(1)

Corollary 1 The Relative Fairness Percentage (RFP) for any user Ur obtained by
algorithm A is defined as:

RFP(Cr
A) = RF(Cr

A) · 100 (2)

Definition 2 The Global Fairness (GF) of algorithm A for k users is defined as:

GF(CA, k) = 1

k
·

k∑

r=1

(RF(Cr
A)) (3)

Corollary 2 TheGlobal Fairness Percentage (GFP) of any algorithm A for k users
is defined as:

GFP(CA, k) = GF(CA, k) · 100 (4)

If algorithm A schedules jobs of k competing users such that r th user obtains a
makespan of Cr

A, then we define Fairness Index for algorithm A represented by
2-tuple with two parameters such as RF and GF as follows

FI(CA, k) = 〈{RF(Cr
A)|1 ≤ r ≤ k},GF(CA, k)〉 (5)

Example 1 Let us consider three departments {CSE, MAT, PHY} of a University
as three users {U1,U2,U3}, submitting jobs by MUMPOSP model to a central-
ized supercomputer (having 2 identical machines) in order to finish their respec-
tive projects at the earliest. Let us denote the job sequences of U1, U2, and U3 as
U1 = 〈J 1

1 /1, J 1
2 /2〉, U2 = 〈J 2

1 /3, J 2
2 /4〉 and U3 = 〈J 3

1 /5, J 3
2 /6〉, respectively. Sup-

pose that the supercomputer runs an online scheduling algorithm Alg that schedules
the jobs of U1, U2 and U3 and obtains C1

Alg = 11, C2
Alg = 9 and C3

Alg = 10, then we
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have, RF(C1
Alg) = 1.5

11 = 0.13 and RFP(C1
Alg) = 13%, RF(C2

Alg) = 3.5
9 = 0.38 and

RFP(C2
Alg) = 38%, RF(C3

Alg) = 5.5
10 = 0.55 and RFP(CAlg) = 55%. Therefore, we

have GF(CA, 3) = 0.35 and GFP(CA, 3) = 35%.

Definition 3 The Unfairness of algorithm A for MUMPOSP with respect to each
user Ur is defined by User Discrimination Index as:

UDIrA = 1 − RF(Cr
A) (6)

Definition 4 TheOverall Unfairness of algorithmA for k users is definedbyGlobal
Discrimination Index as:

GDI(Cr
A, k) = 1 − GF(Cr

A, k) (7)

Definition 5 The Realtive Discrimination Index (RDI) of any algorithm A for
MUMPOSP with respect to each user Ur is defined as:

RDIrA =
{
GF(Cr

A, k) − RF(Cr
A), if RF(Cr

A) < GF(Cr
A, k)

0, otherwise
(8)

If algorithm A schedules jobs of k competing users such that r th user obtains a
makespan of Cr

A, then we define Discrimination Index for algorithm A as 3-tuple
with three parameters such as UDI, GDI and RDI as follows.

DI(CA, k) = 〈 {UDIrA | 1 ≤ r ≤ k},GDI(Cr
A, k), {RDIrA|1 ≤ r ≤ k} 〉 (9)

Example 2 Let us consider algorithmA results in relative fairness forU1,U2,U3 and
U4 as 0.6, 0.6, 0.6 and 0.2 respectively. We now have GF(Cr

A, 4) = 0.5. Therefore,
UDI1A = 1 − 0.6 = 0.4, UDI2A = 1 − 0.6 = 0.4, UDI3A = 1 − 0.6 = 0.4, UDI4A =
1 − 0.2 = 0.8, GDI(Cr

A, 4) = 1 − 0.5 = 0.5 and RDI4A = 0.5 − 0.2 = 0.3.

3 Absolute Fairness and Lower Bound Results

Wedefine absolute fairness as a quantitativemeasure and provide lower bound results
of absolute fairness in generic MUMPOSP setting with equal length jobs. Let A be
an online scheduling algorithm for the setup MUMPOSP (k, Pm |Cr

max).

Definition 6 Algorithm A achieves Absolute Fairness if RF(Cr
A) is same ∀Ur ,

where 1 ≤ r ≤ k.

Lemma 1 If any algorithm A incurs RDIrA = 0, ∀Ur , then it achieves absolute fair-
ness.
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Proof If RDIrA = 0, ∀Ur , 1 ≤ r ≤ k, then by Eq. (8), we have

RF(Cr
A) ≥ GF(Cr

A, k) (10)

By Eqs. (3) and (10), we can infer that

RF(Cr
A) = GF(Cr

A, k),∀Ur .

Therefore, Lemma 1 holds true. �

Definition 7 Any Algorithm A is b-fair, if it achieves RF(Cr
A) = b for allUr , where

1 ≤ r ≤ k and 0 < b ≤ 1.

Theorem 1 Any online algorithm A achieves absolute fairness in the setup
MUMPOSP (k, P2|Cr

max) such that Cr
OPT
Cr

A
≥ 1

k , ∀Ur , where k ≥ 2 and 1 ≤ r ≤ k.

Proof Let us consider an instance of MUMPOSP (k, P|Cr
max), where k = 2. We

analyze two cases based on nr as follows.

Case1: n1 �= n2.
Case 1(a): If the first job pair (J 1

1 , J 2
1 ) is scheduled on different machines. Let us

consider the following instanceU1 : 〈J 1
2 /2, J 1

1 /1〉,U2 : 〈J 2
1 /1〉, where each job is

specified by its processing time. Assigning J 1
1 /1 and J 2

1 /1 to machines M1 and
M2, respectively, followed by the assignment of J 1

2 /2 to either of the machines
such thatC1

A = 3 andC2
A = 1, whereC1

OPT ≥ 1.5 andC2
OPT ≥ 0.5. Therefore, we

have C1
OPT

C1
A

≥ 1
2 and C2

OPT

C2
A

≥ 1
2 .

Case 1(b): If the first job pair (J 1
1 , J 2

1 ) is scheduled on the same machine. Let us
consider the following instanceU1 : 〈J 1

3 /2, J 1
2 /1, J 1

1 /1〉,U2 : 〈J 2
2 /2, J 2

1 /1〉. If the
first job pair (J 1

1 /1, J 2
1 /1) is scheduled either on machine M1 or on M2, then by

assigning the next pair of jobs (J 1
2 , J 2

2 ) to the same or different machines, followed
by the assignment of job J 1

3 /2 such that C1
A = 4 and C2

A = 3, where C1
OPT ≥ 2

and C2
OPT ≥ 1.5. Therefore, we have C1

OPT

C1
A

≥ 1
2 and C2

OPT

C2
A

≥ 1
2 .

Case 2: n1 = n2.
Case 2(a): If the first job pair (J 1

1 , J 2
1 ) is scheduled on different machines. Let us

consider the following instanceU1 : 〈J 1
3 /2, J 1

2 /1, J 1
1 /1〉,U2 : 〈J 2

3 /2, J 2
2 /2, J 2

1 /1〉.
Assigning jobs J 1

1 /1 and J 2
1 /1 to machines M1 and M2 respectively, followed

by the assignment of the subsequent jobs as shown in Fig. 3a, such that C1
A = 4

and C2
A = 5, where C1

OPT ≥ 2 and C2
OPT ≥ 2.5. Therefore, we have C1

OPT

C1
A

≥ 1
2 and

C2
OPT

C2
A

≥ 1
2 .

Case 2(b): If the first job pair (J 1
1 , J 2

1 ) is assigned to the samemachine.We consider
the same instance of Case 2(a). Assigning J 1

1 /1 and J 2
1 on either machine M1 or

on M2, followed by the assignment of the subsequent jobs as shown in Fig. 3b such

that C1
A = 4 and C2

A = 5. Therefore, we have C1
OPT

C1
A

≥ 1
2 and C2

OPT

C2
A

≥ 1
2 . �
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Fig. 3 Illustration of case 2

3.1 Results on Absolute Fairness in MUMPOSP with m
Identical Machines for Equal Length Jobs

For ease of understanding, we analyze the lower bound of absolute fairness for
any online algorithm in a generic MUMPOSP setting, where each user has equal
number of jobs, and all jobs have equal processing time of x unit, where x ≥ 1. The
objective of each user is to obtain a minimum Cr

max. We formally denote the problem
as MUMPOSP (k, Pm |pri = x |Cr

max).

Lemma 2 Let A be an online scheduling algorithm. In MUMPOSP
(k, Pm |pri =x |Cr

max) with k = b · m, algorithm A obtains Cr
A ≤ b · ∑nr

i=1 p
r
i , for each

Ur , respectively, where 1 ≤ r ≤ k, m ≥ 2 and b ≥ 1.

Proof We prove Lemma 2 by method of induction on number of jobs per user (nr )
as follows.

Induction Basis: Let us consider k = m = 2, n1 = n2 = 1 and p11 = p21 = 1.
Clearly, Cr

A = 1 ≤ b · 1 · 1, where r = 1, 2 and b ≥ 1.
InductionHypothesis: Let us consider k = b · m, nr = n

k = y, where y ≥ 1, b ≥ 1

and n = ∑k
r=1 nr .

We assume that

Cr
A ≤ b ·

nr∑

i=1

pri ≤ b · x · y (11)

Inductive Step: For nr = y + 1 with pri = x , ∀Jri . We have to show that Cr
A ≤

(y + 1) · b · x .
By Eq. (11), we have Cr

A = y · b · x with nr = y. When we add extra one job
to each user, we have by Induction Basis Cr

A = b · x · y + (b · x) = (y + 1) · b · x .
Therefore, Lemma 2 holds true. �

Lemma 3 Any algorithm A is 1
k -fair for MUMPOSP (k, Pm |pri = x |Cr

max) with k =
b · m, where m ≥ 2 and b ≥ 1.

Proof By Lemma 2, we have

Cr
A ≤ b ·

nr∑

i=1

pri ,∀Ur (12)
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We have the fair optimum bound as

Cr
OPT ≥

∑nr
i=1 p

r
i

m
, ∀Ur (13)

By Eqs. (12) and (13), we have

Cr
OPT

Cr
A

≥ 1

k
, ∀Ur . (14)

Therefore, Lemma 3 holds true. �

Lemma 4 In MUMPOSP (k, Pm |pri = x |Cr
max) with k > m, algorithm A obtains

Cr
A ≤ 	 n

m 
 · x, for each Ur respectively, where k �= m · b for b ≥ 1.

Proof The correctness of Lemma4 is shownbymethod of induction on nr as follows.
Induction Basis: Let us considerm = 2, k = 3, nr = 1 and pri = 1. Now, we have

n = nr · k = 3.
Clearly, Cr

A ≤ 2 = 	 n
2 
 · 1.

Induction Hypothesis: Let us consider nr = n
k = y, pri = x and k > m with k �=

m · b for b ≥ 1. We assume that Cr
A ≤ 	 n

m 
 · x , ∀Ur .
Inductive Step: We show that Cr

A ≤ 	 n+k
m 
 · x for nr = y + 1, ∀Ur .

By our Induction Basis, for one extra job of each user Ur , where 1 ≤ r ≤ k,
algorithm A incurs an additional time of 	 k

m 
 · x for each Ur .
Therefore, Cr

A ≤ 	 n
m 
 · x + 	 k

m 
 · x ≤ 	 n+k
m 
 · x

Thus, Lemma 4 holds true. �

Theorem 2 Any Algorithm A is 1
k -fair for MUMPOSP (k, Pm |pri = x |Cr

max), where
k ≥ m and m ≥ 2.

Proof Theorem 2 holds true by Lemma 3 for k = m · b, where b ≥ 1.
By Lemma 4, we have

Cr
A ≤ 	 n

m

 · x (15)

By Eq. (13), we have Cr
OPT ≥ n

k ·x
m .

Implies,

Cr
OPT ≥ n · x

k · m (16)

By Eqs. (14) and (15), we have

Cr
OPT

Cr
A

≥
n·x
k·m
n·x
m

≥ n · x · m
n · k · m · x ≥ 1

k
. �
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4 Fairness Measure Using Flow Time and Completion
Time as User’s Objective

We show that our proposed Fairness Index can be served as a framework for mea-
suring fairness of any algorithm based on well-known user’s objectives such as sum
of completion times (Sr ), weighted sum of completion times (Wr ) and sum of flow
times (SFr ). Selection of an user’s objective is application-dependent. For instance,
users of interactive systems require optimized value for respective flow time f r ,
where f ri of any Jri is the difference between its completion time cri and arrival time
tri . We now define relative fairness measures based on the above-mentioned user’s
objectives, respectively, by our proposed FI.

• Sum of Completion Times (Sr ): Here, the objective for eachUr is to obtain amin-
imum Sr = ∑nr

i=1 c
r
i . The relative fairness for any Ur , obtained by any algorithm

A based on Sr is defined as

RA(S
r
A) = SrOPT

SrA
, where SrOPT is the optimum value for Sr .

• Weighted Sum of Completion Times (Wr ): Here, the cri is associatedwith certain
positive weight wr

i . The objective for each Ur is to obtain a minimum Wr =∑nr
i=1 wr

i · cri . The relative fairness for any Ur obtained by algorithm A based on
Wr is defined as

RA(W
r
A) = Wr

OPT

Wr
A

where, Wr
OPT is the optimum value for Wr .

• Sum of Flow Times (SFr ): Here, each Ur wants a minimum value for respective
SFr = ∑nr

i=1 f ri , where f ∗r
i is the desired value of f ri and SFrOPT = ∑nr

i=1 f ∗r
i . The

relative fairness for any Ur obtained by algorithm A based on SFr is defined as

RA(SF
r
A) = SFrOPT

SFrA
.

5 Concluding Remarks and Scope of Future Work

In this work, we make an attempt to address the non-trivial research challenge of
defining a new fairness model with quantitative measures of algorithmic fairness
for Multi-user Multi-processor Online Scheduling Problem (MUMPOSP) based on
user’s objective. We formally presented the MUMPOSP setting with an illustration
followed by a discussion on perspectives of fairness in MUMPOSP. We have pro-
posed a new fairness model and have defined five quantitative measures to ensure
algorithmic fairness by considering minimization of makespan as the user objective.
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Lower bound results on absolute fairness of an online scheduling algorithm have
been shown in MUMPOSP setup with equal length jobs. We have shown how our
proposed fairness measure can be served as a framework for measuring algorithmic
fairness based on well-known user’s objectives such as sum of completion times,
weighted sum of completion times and sum of flow times.

Scope of Future Work. We assumed a ideal theoretical bound for Cr
OPT. It is still

open to explore a realistic bound for Cr
OPT. A non-trivial challenge is to compare the

fairness of any two online scheduling algorithms A and B, when global fairness of
algorithms A and B are same, whereas relative fairness of A is more than that of
B for some users or vice-versa. In this scenario, it is interesting to make a trade-off
by considering the number of users and individual relative fairness for each user to
compare the fairness of two different algorithms.
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Att-PyNet: An Attention Pyramidal
Feature Network for Hand Gesture
Recognition

Gopa Bhaumik, Monu Verma, Mahesh Chandra Govil,
and Santosh Kumar Vipparthi

Abstract This paper proposes a novel deep networkAtt-PyNet: an attention pyrami-
dal feature network for hand gesture recognition. The proposed Att-PyNet comprises
three feature streams: multi-scale feature extractor (MSFE), attention pyramid mod-
ule, and locally connected (LC) layer. TheMSFE is introduced to enrich the proposed
Att-PyNet model with features of macro- and micro-edges by learning the comple-
mentary features of multi-receptive fields. The attention pyramid module is designed
to carry forward the high-level features to the lower layer by maintaining the dis-
tinctive quality. The locally connected layer is adopted to enhance the discriminative
capability of the proposed network by preserving the pertinent context informa-
tion. The Att-PyNet is a computationally effective model as it holds very less 565K
parameters than state-of-the-art models and can be easily deployed in a resource-
constrained platform. The effectiveness of the proposed Att-PyNet is evaluated on
three standard datasets: MUGD, Triesch, and ASL FingerSpelling. The quantitative
and qualitative results validate that Att-PyNet outperforms the state-of-the-art hand
gesture approaches.

Keywords Att-PyNet ·Multi-scale feature extractor · Attention pyramid
module · Locally connected · Hand gesture

1 Introduction

Computing technology greatly streamlined communication between man and com-
puter via unprecedented advances in programming. But till date, these advances
are only limited to direct explicit communication. Non-verbal communication, a
major part of human interactions, has also received significant traction in the field of
human–computer interaction. Human–computer interaction finds its use in variety
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of applications such as entertainment, gaming control, or communication in contact-
less environments. Extensive research has been done in the area of human–computer
interaction, a field which practitioners believe will bring the next iterations of tech-
nological advancements. When computers are able to comprehend human words or
even thoughts—the application possibilities are numerous. An important subset of
the aforesaid research work is human–computer interaction by way of hand gesture
recognition (HGR)—an alternative to input devices like mouse and keyboard. Hand
gestures are one of the most common body language forms used for interaction
and communication. Hand gesture recognition can be categorized in multiple ways
based on observable features and acquisition techniques [1]. Depending on spatial
and temporal relationships, gestures can be classified either as static or dynamic. In
static hand gestures, the position of the hand remains fixed while in dynamic the
position of hand changes continuously with respect to time. Based on the acquisition
technique, HGR can be classified either as sensor-based or vision-based approaches.s
The sensor-based approach uses gloves, gyroscope, accelerometer, etc., to capture the
motion and orientation of the hand gesture whereas vision-based approach captures
gesture images using camera, webcam, etc. In a sensor-based approach, the users are
required to wear devices like gloves that make the process resource-intensive. But
vision-based approach overcomes this limitation of the hardware.

In the past decades, several papers exploit handcrafted feature descriptors like
LBP [2], HOG [3], and EXTRA [4] for HGR. However, these techniques involve
intensive computation and are not fully robust. They are designed for specific tasks
and are highly influenced by environmental conditions such as illumination variation
and noise. Furthermore, with the introduction of a deep learning approach—the per-
formance of the HGR system is increased as compared to the existing handcrafted
feature extraction techniques [5–7]. The multiple layers in the deep learning tech-
niques extract high-level features, which boost the efficiency of the HGR system.
This has resulted in the extensive development of deep learning approaches for HGR.

Recently, researchers are increasingly employing convolutional neural networks
for detection and recognition of human hand gestures. Yamashita et al. [5] develop
a bottom-up structured deep convolutional neural network (CNN) for localization
and classification by comprising a special layer for binary image extraction. The
binary layer is introduced to ignore the background complexity and illumination
changes. The identification of the hand region is the primary task in a vision-based
hand gesture recognition system. Due to the cluttered background and illumination
variation, it is difficult to extract the exact hand region from an image. Therefore,
to solve this issue, Paul et al. [6] propose an HGR model by incorporating depth
thresholding and histogram thresholding for hand segmentation. Zhang et al. [8]
propose a two-stage hand gesture recognition system. In the first stage, hand key
points are localized using convolutional pose machine, and in the second stage, fuzzy
Gaussian mixture models are used to classify hand gestures. Hu et al. [9] design a
hand gesture recognition system based on deep learning approach that controls flights
of unmanned aerial vehicles (UAV). Neethu et al. [7] employ connected component
analysis to segment the figure tips from the hand region. The segmented hand regions
are then classified usingCNNnetworks.Huang et al. [10] use skin color segmentation
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Fig. 1 Feature response generated by the Att-PyNet

for hand region extraction from hand gesture videos and classification is done using
pyramidal pooling and attentionmechanism, respectively. Nguyen et al. [11] propose
a neural network based on symmetric positive definite (SPD) manifold learning
for skeletal hand gesture recognition. The architecture uses spatial and temporal
Gaussian aggregation of the joint features. Nuzzi et al. [12] develop a smart hand
gesture recognition system for collaborative robots that use a faster R-CNN object
detector to track the hands in RGB image. Wu et al. [13] propose a double channel
CNN that processes both hand gesture and hand edge images in dual-stream mode.
Pinto et al. [14] propose CNN-based classifier for static hand gesture recognition.
The input gestures are preprocessed before the gestures are fed to the classifier. The
preprocessing steps include morphological filtering, contour generation, polygonal
approximation, and segmentation for better feature extraction.

Motivated by the existing CNN-based networks, we design a robust and portable
Att-PyNet: an attention pyramidal feature network by introducing three units: multi-
scale feature extractionmodule (MSFE), attention pyramidmodule, and LC layer, for
precise hand gesture recognition. The main contribution of this paper is summarized
as follows:

• An end-to-end Att-PyNet: An attention pyramidal feature network is proposed for
hand gesture recognition. The Att-PyNet model consists of three feature encoding
streams: MSFE, attention pyramid module, and LC layer.

• The MSFE is introduced to extract coarse and minute level edges by encoding
multiple receptive fields and enhancing the learnability of the network.

• The proposed attention pyramidmodule is designed to endure high-quality features
from high-level layers to low-level layers using a stack of multi-scale filters.

• The multi-scale receptive fields utilized in the network capture coarse to fine-
grained features that are effective for discrimination.

• The LC layers are adopted in the proposed Att-PyNet to capture dominant features
from the local neighborhood using local filters.

• Att-PyNet is a lightweight network as it has fewer trainable parameters, which
also reduces the computational complexity of the HGR models.

The Att-PyNet is validated on three standard datasets: MUGD [15], Triesch [16],
and ASL FingerSpelling [17] in person-dependent and person-independent setup.
The experimental results and analysis demonstrate that Att-PyNet achieves better
performance compared to the state-of-the-art approaches (Fig. 2).
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Fig. 2 Detailed workflow of the proposed network architecture for hand gesture recognition

2 Proposed Network

The existing literature indicates the strong capabilities of handcrafted feature-based
approaches. However, these approaches are less robust and lack generalization. With
the introduction of deep learning approaches, there is a significant improvement in the
performance of the recognition system. Though the existing CNN-based approaches
extract high-level features and are robust in scale variance, pyramid representation
of features seems to achieve promising results as generic feature extractors [18].
Inspired by the literature, we designed Att-PyNet: an attention pyramidal feature
network for efficient hand gesture recognition.

2.1 Attention Pyramidal Feature Network (Att-PyNet)

The proposed Att-PyNet comprises of three feature encoding streams: multi-scale
feature extraction module (MSFE), attention pyramid module, and LC layer to learn
the significant features for HGR as shown in Fig. 1.

2.1.1 Multi-scale Feature Extraction Module (MSFE)

The aim of designing MSFE is to extract the predominant features such as the fin-
gertip, palm line, and shape which act as a differentiator to identify hand gestures
and enhances the discriminability of the proposed Att-PyNet. The MSFE incorpo-
rated laterally connected multi-scale convolutional layers with a size of 1× 1, 3× 3,
and 5× 5 to capture the multi-receptive fields. The resultant multi-receptive fields
encoded macro- and micro-level edge information of hand gestures. Furthermore,
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laterally connected response feature maps are integrated to preserve the complemen-
tary features of multi-receptive fields. The complementary features allow proposed
Att-PyNet to learn the fine edges extracted from different scales and boosts the per-
formance of the network. Let h(x, y) be an input image and ς

d, f, f
s represents the

Conv function where d is the depth channels with kernel size ( f × f ), s is the stride.
The output feature map of the MSFE ( fr ) is calculated by Eq.1

f dr = [ςd,1,1
1 (h(x, y)) + ς

d,3,3
1 (h(x, y)) + ς

d,5,5
1 (h(x, y))] (1)

2.1.2 Attention Pyramid Module

The attention pyramid module is introduced to maintain the feature quality from
high-level layers to deep layers as features are diminished at lower layers due to
repetitive operations. Therefore, the attention pyramid module enriches the lower
layers features and plays a vital role in performance improvement of Att-PyNet The
attention pyramid module consists of three stacks convolution layers with multi-
scale receptive fields: 1× 1, 3× 3, 5× 5, and depth channels 96, 64, 32, respectively.
Retaining the same image size across the network requires high computing resources.
To evade this, the attention pyramidmodule downsamples the featuremaps by a scale
of 2 at a proper interval and extracts meaningful information. The response of the
attention pyramid module (pr ) is calculated using Eq.2.

pr = ς
32,5,5
1 {ς64,3,3

1 (ς
96,1,1
1 ( f dr ))} (2)

2.1.3 Locally Connected Layer

Typically, a locally connected (LC) layer increases the number of parameters in a
network. Considering the size of the datasets, Att-PyNet employs only two locally
connected layers. Unlike Conv layer, a locally connected layer uses a different set
of filters at every pixel position in an image. Figure3 represents the structures of
a locally connected layer and standard convolution layer where the different col-
ored lines in Fig. 3a denotes different set of filters and the same colored lines in
Fig. 3b represent same set of filters. LC layer learns the local transformations of
input feature when similar features present themselves differently in other locations.
Thus, LC layer preserves the fine-grained features of the local region of the hand
pose that plays a vital role in efficient hand gesture recognition. Mathematically, a
locally connected layer can be represented by Eq.3

yl =
∑

wi xi + b, i ε receptive field (3)

where w stands for weights, x represents the input to the network, and b is the bias.
The configuration of the proposed network is presented in Table1. Thus, for a given
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Fig. 3 Diagrammatic representation of a locally connected layer without weight sharing b convo-
lution layer with shared weight

input image h(x, y), the output of the proposed Att-PyNet can be calculated using
Eqs. 4–5.

Attout = FC256[ξ 32,1,1
s ( f 32r (x1))] (4)

x1 = Pr (ξ
32,1,1
1 (Pr ( f

16
r (h(x, y))))) (5)

ξ
d, f, f
s represents the Conv function where d is the depth channels with kernel size

( f × f ), s represents stride.

3 Experimental Results and Analysis

The proposed network is investigated on three benchmark datasets, in both person-
dependent (PD) and person-independent (PI) setup. The qualitative and quantita-
tive analyses clearly demonstrate the effectiveness of Att-PyNet as compared to the
existing state-of-the-art approaches. In addition, the computational complexity of
the proposed network is evaluated and discussed in this section.

3.1 Datasets

The experiment is conducted on three challenging datasets: Massey University ges-
ture (MUGD) dataset, ASL fingerspelling (FS), and Jochen Triesch Static Hand
Posture Database (Triesch). MUGD consists of 36 different postures performed by
five different individuals (Part-1, Part-2, Part-3, Part-4, Part-5) captured in different
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Table 1 Configuration of the proposed Att-PyNet

Layers Filter Output Parameters

Input image – 128×128 –

Conv 1.1 1×1 128×128×16 64

Conv 1.2 3×3 128×128×16 448

Conv 1.3 5×5 128×128×16 1216

Add – 128×128×16 –

Block 1 Conv 2 1×1 128×128×96 1632

Maxpooling 2×2 64×64×96 –

Conv 3 3×3 64×64×64 55360

Maxpooling 2×2 32×32×64 –

Conv 4 5×5 32×32×32 51,232

Maxpooling 2×2 16×16×32 –

Locally Connected Layer 1×1 16×16×32 270,336

Block 2 Conv 5 1×1 16×16×96 3168

Maxpooling 2×2 8×8×96 –

Conv 6 3×3 8×8×64 55,360

Maxpooling 2×2 4×4×64 –

Conv 7 5×5 4×4×32 51232

Maxpooling 2×2 2×2×32 –

Conv 8 1×1 2×2×32 1056

Conv 9 3×3 2×2×32 9248

Conv 10 5×5 2×2×32 25,632

Add – 2×2×32 –

Locally connected layer 1×1 2×2×32 4224

Fully connected layer-1 – 256 33,024

Fully connected layer-2 – 10 2570

Total 565,802

directions under illumination variations. FS dataset comprises of 24 static alphabets
performed by five individuals against a complex background. The Triesch dataset
contains 10 postures performed by 24 persons against light, dark, and complex back-
ground. In this paper, we have considered Triesch datasets with light and dark back-
grounds to validate the effectiveness of the proposed Att-PyNet model under illumi-
nation variations.

3.2 Quantitative Analysis

The efficiency of the proposed Att-PyNet is measured in terms of accuracy and
F1-score in PD and PI setup. The comparative analysis of the accuracy and F1-score
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of proposed Att-PyNet with the existing approaches: MobileNet [19], MobileNetV2
[20], ResNet50 [21], InceptionResNet [22], NasNetMobile [23], InceptionV3 [24],
HandGes [25],DeepGestures [26] are presented inTables 2 and3.Att-PyNet achieves
2.73%, 19.73%, 3.56%, 4.62%, 10%, 51%, 70.89% gain in accuracy as compared to
MobileNet, MobileNetV2, ResNet50, Incep-ResNet, NasNetMobile, InceptionV3,
HandGes on MUGD (Part-1), 14.06%, 2.61%, 43.61%, 57.73% as compared to
MobileNetV2, NasNetMobile, InceptionV3, HandGes on MUGD (Part-2) in PD
setup. Further, the proposed network yields 5.28%, 6.39%, 18.47%, 25.14%, 63.19%,
64.03%, 89.86%, 0.14%; 0.7%, 10.28%, 14.45%, 33.89%, 65.98%, 66.12%, 91.12%,
3.62%; 40.83%, 35.97%, 18.02%, 15.97%, 34.72%, 58.89%, 78.61%, 6.94%; 6.1%,
36.59%, 19.76%, 16.34%, 20.73%, 15.12%, 54.63%, 65.85%; 7.5%, 38.0%, 13.75%,
22.25%, 11.50%, 14.0%, 59.0%, 55.50% gain on MUGD (Part-3), MUGD (Part-4),
MUGD (Part-5), Triesch(L), Triesch(D) as compared to MobileNet, MobileNetV2,
ResNet50, Incep-ResNet, NasNetMobile, InceptionV3, HandGes, DeepGestures,
respectively. InASLfingerspelling dataset,Att-PyNet gains 29.18%, 6.45%, 17.03%,
13.07%, 17.08%, 28.17%, 3.06% accuracy compared to MobileNetV2, ResNet50,
Incep-ResNet, NasNetMobile, InceptionV3, HandGes, DeepGestures, respectively.
Furthermore, in PI setup, Att-PyNet is investigated on MUGD dataset and found to
gain 0.25%, 1.22%, 27.17%, 8.33%, 40.06%, 53.22% more accuracy compared to
MobileNet, MobileNetV2, Incep-ResNet, NasNetMobile, InceptionV3, HandGes,
respectively. Thus, it is evident from the quantitative analysis that the proposed Att-
PyNet achieves better performance compared to existing approaches.

Table 2 Comparison of accuracy on MUGD, Triesch and ASL finger spelling datasets

Accuracy (%)

SD SI

Networks MUGD Triesch FS MUGD

Part-1 Part-2 Part-3 Part-4 Part-5 L D

MobileNet [19] 77.83 77.39 88.19 93.61 41.53 75.12 65.75 98.78 73.25

MobileNetV2
[20]

60.83 55.72 87.08 84.03 46.39 44.63 35.25 70.20 72.28

ResNet50 [21] 77.00 71.38 75.00 79.86 64.34 61.46 59.50 92.93 74.42

Incep-ResNet
[22]

75.94 74.83 68.33 60.42 66.39 64.88 51.00 82.35 46.33

NasNetMobile
[23]

70.56 67.17 30.28 28.33 47.64 60.49 61.75 86.31 65.17

InceptionV3 [24] 29.56 26.17 29.44 28.19 23.47 66.10 59.25 82.30 33.44

HandGes [25] 09.67 12.05 03.61 03.19 03.75 26.59 14.25 71.21 20.28

DeepGestures
[26]

81.50 76.56 93.33 90.69 75.42 15.37 17.75 96.32 74.78

Att-PyNet 80.56 69.78 93.47 94.31 82.36 81.22 73.25 99.38 73.50
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Table 3 Comparison of F1-score on MUGD, Triesch, and ASL fingerspelling datasets

F1-score (%)

SD SI

Networks MUGD Triesch FS MUGD

Part-1 Part-2 Part-3 Part-4 Part-5 L D

MobileNet [19] 76.95 76.31 87.98 93.47 38.61 75.17 64.91 98.78 71.63

MobileNetV2
[20]

59.49 53.07 87.03 83.86 44.91 43.44 35.79 70.26 70.53

ResNet50 [21] 76.53 69.70 74.83 79.61 63.11 60.84 58.49 92.94 73.03

Incep-ResNet
[22]

73.96 72.52 73.00 64.68 68.32 64.75 50.31 82.29 45.02

NasNetMobile
[23]

69.72 65.30 27.91 27.74 46.77 58.68 60.67 87.40 62.25

InceptionV3 [24] 33.66 26.65 31.88 29.91 24.29 65.78 58.09 82.33 31.33

HandGes [25] 05.49 08.70 01.13 00.71 00.10 20.18 10.40 70.20 12.93

DeepGestures
[26]

86.54 74.77 92.87 90.51 74.62 11.53 13.14 96.32 71.15

Att-PyNet 79.35 66.76 92.90 94.05 80.88 81.06 72.76 99.37 71.46

Fig. 4 Comparison of the feature response generated by the MobileNet, MobileNetV2, ResNet50,
InceptionResNet, NasNetMobile, InceptionV3, HandGes, DeepGestures andAtt-PyNet onMUGD,
ASL Fingerspelling and Triesch (light and dark background) datasets

3.3 Qualitative Analysis

The qualitative representation of Att-PyNet with the existing networks over the three
standard datasets:MUGD, ASL fingerspelling, and Triesch is demonstrated in Fig. 4.
The comparison of the feature response of various gestures clearly shows that the
proposed network preserves the most significant edges of hand postures that are
responsible for describing the distinctive features between different hand postures
for effective hand gesture recognition.
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Table 4 Comparison of computational complexity of Att-PyNet with the existing networks

Networks # parameters # memory # inference time

MobileNet [19] 5M 36.5 MB 8.26s

MobileNetV2 [20] 3.5M 24.4 MB 15.26s

Resnet-50 [21] 31M 208.4 MB 18.17s

Incep-ResNet [22] 4M 40.5 MB 60.93s

NasNetMobile [23] 4.8M 41.7 MB 10.55s

InceptionV3 [24] 22M 179.3 MB 17.64s

HandGes [25] 16K 252 KB 1.57s

DeepGestures [26] 11K 128KB 1.43s

Att-PyNet 565K 2.25 MB 5.11 s

In the table,M representsmillions,K represents thousands,MBrepresentsmegabytes,KB represents
kilobytes, S represents seconds

3.4 Computational Complexity

Att-PyNet is a lightweight network with a minimum of 565K trainable parameters,
which are less compared to MobileNet, MobileNetV2, ResNet50, InceptionResNet,
NasNetMobile, InceptionV3, HandGes, and DeepGestures. The design structure of
Att-PyNet allows the network to be implemented in a limited resource environment
and is computationally efficient. Moreover, Att-PyNet allocates only 2.25 MBmem-
ory. The comparison of parameters, memory occupied, and the inference time of
Att-PyNet with the existing approaches are presented in Table4.

4 Conclusion

A lightweight end-to-end network named as Att-PyNet: An attention pyramidal fea-
ture network is proposed in this paper. The proposedAtt-PyNet extracts rich semantic
pyramidal features for hand gesture recognition by introducing three streams:MSFE,
attention pyramid module, and LC layer. The MSFE is proposed to extract the local
and global features from the multi-receptive fields. Therefore, the MSFE preserves
the dominant edge variations of the hand region at the different scale level that
enhances the discriminative ability of the network. Further, the attention pyramid
module is introduced to carry forward the significant edge information from initial
layers to downstream layers and maintain the feature quality in lower layers. The LC
layer is embedded to encode the dominant features of the local neighborhood. More-
over, the proposed Att-PyNet is a memory and computationally efficient model as
requires 565k parameters. The effectiveness of the proposed Att-PyNet is validated
on three standard datasets. The experimental results show the effectiveness of the
network compared to the existing approaches.
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Electroencephalogram-based Cognitive
Load Classification During Mental
Arithmetic Task

Aman Anand Rai and Mitul Kumar Ahirwal

Abstract Cognitive load alsoknownasmentalworkload is oneof themost important
factors in the field of psychology tomeasure human performance duringmental tasks.
In this paper, classification of subjects has been done as a good and bad counter while
performing mental arithmetic. Mathematical calculations evoke mental workload in
the subjects. The concept of mental workload is used with electroencephalogram
(EEG) signals for classification. EEG signal recordings are used to access the mental
state of the subject by performing feature extraction. Several time domain features are
extracted and classified through different classifiers. This initial study successfully
classifies subjects in the said classes with 80% accuracy.

Keywords Cognitive load · EEG signals ·Mental arithmetic task

1 Introduction

In general, the cognitive load (CL) is a quantitative measure of the amount of mental
effort required to complete a task [1]. In many fields such as educational program
evaluation, driver health review, analysis of themental state of pilots and airline traffic
dispatchers, CL assessment is required [2]. This will also be helpful to measure the
mental fatigue or stress because of the continuous workload on employees. The
CL must be optimal for any specific task to do correctly. If the CL exceeds its
optimal limit, it can lead to mental fatigue. Measurement of CL is the first step
in the process of maintaining optimal CL. It can be measured in different ways
[3], and traditional measure is a manual questionnaire process, which is not a very
accurate and reliable measure. In this several questions about the mental status are
answered by a person and based on answers some rating is calculated. It can also
be measured using physiological signals like EEG, electrocardiogram (ECG) signal,
and eye movement tracking [4–7].

EEG signal is the measure of brain activity as electrical voltages changes due to
synaptic excitations of the dendrites. EEG signal frequency spectrum varies from
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0.5 to 35 Hz. Delta frequency band (δ: less than 4 Hz), theta frequency band (θ:
from 4 to 8 Hz), alpha frequency band (α: from 8 to 15 Hz), beta frequency band
(β: from 15 to 32 Hz), and gamma frequency band (γ : greater than 32 Hz) are the
five conventional frequency bands of EEG signal. It is the best method to measure
CL because it reflects the actual status of the brain. EEG signal recording is also the
cheapest option as compared to other brain imaging methods. But EEG has some
limitations as it can get easily affected by artifacts or noises from eye movements,
heartbeat, and breathing movements. These artifacts can be easily removed by signal
processing methods [7, 8].

Several studies have been conducted for mental workload assessment using EEG
signal [9]. Mental workload and CL detection through EEG signals were used in
various fields like driver mental state measurement and educational tasks [10–14].
Multimedia education is in trend but multimedia resources with non-optimal CL
can hamper the learning of students. Reduction in extraneous and intrinsic CL and
increasing germane CL can increase the learning outcome of students [11]. Mental
fatigue while driving can lead to road accidents and finding optimal CL can help
in reducing accidents. In [12], a study was performed to find CL while driving and
multitasking to find optimal CL. Mathematical cognitive task and visual search task
are performed during lane changing in a driving simulator by subjects. Driver fatigue
is classified by EEG signals in [13]. Eye movements also have been used for finding
CLwhile driving task [14]. Following the same track of research, an attempt has been
made to classify mental arithmetic task performance with the help of EEG signals.

In this study, an EEG signal dataset has been taken that includes EEG recordings
duringmental tasks [15]. This mental task is mental arithmetic for mathematic calcu-
lation (serial subtraction). Subjects performing this task were labeled as good and
bad counters based on their performance, and the same is to be classified by EEG
signal. The challenges associated with this study are the skewed dataset and feature
selection. Under-sampling is used to overcome the skewness of the dataset and six
features are extracted to make a comparison among them. The novelty of this study
is the use of a unique dataset of its type, and this study is the first attempt in which
classification of good and bad counters is performed through EEG.

The organization of the rest of the paper is as follows: In Sect. 2, methodology
with four subparts that includes details about dataset, feature extraction, classification
methods, andmetrics for performance evaluation are given. Section 3 is reportedwith
results and analysis. Conclusions are provided in Sect. 4.

2 Methodology

2.1 Dataset Description

The dataset consists of EEG signals recorded by a device having 23 electrodes; the
device name is Neurocom Monopolar EEG 23-channel system [15]. The anterior
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frontal, frontal, central, parietal, occipital, and temporal are the locations over which
electrodes are placed for data collection. For positioning the electrodes, the inter-
national 10/20 electrode placement scheme is followed. The sampling frequency is
500 Hz. The recordings include two segments which are artifact-free EEG signals of
3-min duration in the state of rest and 1-min duration while performing a mathemat-
ical task. Data of 36 participants were collected. Each subject (participant) is labeled
as good counter (GC) or bad counter (BC) based on the subtraction task performed
by them. In this study, out of 23 channels and 36 participants, only 19 channels and
20 participants’ data are used for classification. EEG signal of 1-min duration is used
for feature extractionwhich is corresponding to themental calculation of subtraction.
The subjects are classified into GC and BC classes based on these extracted features.

2.2 Feature Extraction

The following time-domain statistical features have been calculated.

Mean (F1): Mean value of all EEG samples, as given in Eq. (1):

μX = 1

N

N∑

n=1

X(n), (1)

where μX is the mean of the EEG signal represented as X. N is the total number of
samples.

Standard Deviation (F2): Standard deviation of EEG samples, as given in Eq. (2):

σX =
√√√√ 1

N

N∑

n=1

(X(n) − μX )2, (2)

where σX is the standard deviation and μX is the mean of the EEG signal.

First Difference Mean (F3): This is the mean of difference of two consecutive
samples, as given in Eq. (3):

δX = 1

N − 1

N−1∑

n=1

X(n + 1) − X(n), (3)

where δX is the mean of the first difference of EEG signal.

Second Difference (F4): This is the mean of difference of (n+ 2)th and nth sample,
given in Eq. (4):
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γX = 1

N − 2

N−2∑

n=1

X(n + 2) − X(n), (4)

where γX is the mean of the second difference of EEG signal.

NormalizedFirstDifference (F5): This is themean of the normalizedfirst difference
of EEG signal, as given in Eq. (5):

δX = 1

N − 1

N−1∑

n=1

X(n + 1) − X(n), (5)

where δX is the mean of normalized first difference of EEG signal, and X(n) is the
normalized signal and calculated as X(n) = X(n)−μX

σX
.

Normalized Second Difference (F6): This is the mean of normalized second
difference of EEG signal, as given in Eq. (6):

γX = 1

N − 2

N−2∑

n=1

X(n + 2) − X(n), (6)

where γX is the mean of normalized second difference of EEG signal.

2.3 Classification

In this study, six classifiers for classifying the EEG signal into GC and BC classes
have been implemented. These classifiers are discussed below.

Gaussian Naïve Bayes (GNB): It is a type of probabilistic classifier based on the
Bayes’ theorem. It works on the supervised learning approach. The features are
assumed to be independent of each other and have equal weightage which makes the
classifier naïve.

Decision Tree (DT): The decision tree uses decision rules derived from the data
features for learning and predicting the class. It classifies the samples by decision-
making based on some parameter on each node from root to leaf, with the leaf node
predicting the class. In this model, the criteria for decision-making is the Gini index.

StochasticGradientDescentClassifier (SGD): In this classifier, a regularized linear
classifier is implemented using a stochastic gradient descent algorithm. The loss
function is used to train the model. The data samples are shuffled after each epoch.
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Logistic Regression (LR): It is the simplest supervised learning classifier and is
based on the sigmoid function. It is a linear classification model. Regularization is
used to reduce overfitting. L2 regularization also known as ridge regularization is
used in this classifier.

Support Vector Classifier (SVC): Support vector classifier separates the classes
based on maximal margin hyperplane. This hyperplane is the decision boundary
between two classes. The regularization parameter is set to 1 and the kernel function
used is the radial basis function.

Artificial Neural Network (ANN): A simple multilayer perceptron model is used
here, which consists of output layer, single hidden layer, and output layer. In the
hidden layer five nodes are present. Rectified linear unit (ReLU) is used as an acti-
vation function along with Adam as an optimizer for the neural network. The neural
networks with 5, 10, and 15 nodes in the hidden layer were tried for classification,
out of which the neural network with five nodes gives better performance.

2.4 Performance Measures

For measuring the performance of classifiers, several parameters such as accuracy
(ACC), precision (PR), recall (RC), and F1-score (F1S) are calculated. Five-fold
cross-validation is applied. The dataset has an equal number of samples in each
class. These measures are calculated by finding the value of true positive (TP), true
negative (TN), false positive (FP), and false negative (FN). The formulas used for
these performance measures are given in Eqs. (7)–(10):

ACC = TP+ TN

TP+ TN+ FP+ FN
, (7)

PR = TP

TP+ FP
, (8)

RC = TP

TP+ FN
, (9)

F1S = 2×
(
RC× PR

RC+ PR

)
. (10)
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3 Results and Analysis

The results obtained after performing the features extraction and classification are
listed inTable 1. It is observed from the results that the normalizedfirst differencewith
the decision tree classifier gives the best performance.The average of the performance
measures is calculated with respect to classifiers as well as features. The average
performance is shown as bar charts in Figs. 1 and 2. Figure 1 shows the comparative
analysis of different classifiers based on the average of the performance measures,
while Fig. 2 compares the different features. The average accuracy is best for the
logistic regression classifier, as shown in Fig. 1. While in terms of features, the
normalized first difference gives the best performance, as shown in Fig. 2.

Table 1 Performance measure for different features and classifiers

Features Classifiers ACC (%) PR (%) RC (%) F1S (%)

Mean (F1) GNB 35.00 16.70 20.00 18.00

DT 25.00 13.30 20.00 16.00

SGD 65.00 70.00 70.00 67.30

LR 55.00 36.70 40.00 38.00

SVC 45.00 26.70 50.00 34.70

ANN 55.00 60.00 70.00 60.67

Standard deviation (F2) GNB 60.00 56.70 70.00 58.70

DT 50.00 40.00 50.00 43.30

SGD 45.00 36.70 60.00 44.70

LR 45.00 40.00 50.00 43.30

SVC 45.00 40.00 40.00 36.70

ANN 50.00 20.00 30.00 24.00

First difference (F3) GNB 60.00 56.70 60.00 55.30

DT 70.00 70.00 60.00 63.30

SGD 50.00 30.00 60.00 40.00

LR 75.00 70.00 90.00 78.00

SVC 70.00 73.00 70.00 69.30

ANN 50.00 50.00 100.00 66.00

Second difference (F4) GNB 65.00 66.70 70.00 65.30

DT 65.00 63.30 60.00 59.30

SGD 50.00 30.00 60.00 40.00

LR 75.00 70.00 90.00 78.00

SVC 65.00 63.30 60.00 59.30

(continued)
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Table 1 (continued)

Features Classifiers ACC (%) PR (%) RC (%) F1S (%)

ANN 50.00 50.00 100.00 66.00

Normalized first difference (F5) GNB 65.00 66.70 70.00 65.30

DT 80.00 83.30 80.00 79.30

SGD 50.00 30.00 60.00 40.00

LR 65.00 46.70 50.00 45.30

SVC 70.00 73.30 70.00 69.30

ANN 50.00 50.00 100.00 66.00

Normalized second difference (F6) GNB 60.00 46.70 60.00 52.00

DT 55.00 40.00 50.00 43.30

SGD 50.00 30.00 60.00 40.00

LR 75.00 70.00 90.00 78.00

SVC 70.00 70.00 60.00 63.30

ANN 50.00 50.00 100.00 66.00

The bold signifies the value with the best result. Out of all the comparative study the best overall
value is highlighted using bold

Fig. 1 Average accuracy of different classifiers
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Fig. 2 Average accuracy of different features

4 Conclusions

In this study, the classification of subjects has been done as good counter and bad
counter through their EEG signals recorded at the time of doing subtraction of
numbers (a type of mathematical calculation) in their mind. For this, six statis-
tical features are extracted for EEG signals. For classification six classifiers are used.
Among all the features normalized first difference is found as the best feature with all
classifiers with an average accuracy of 63.33% and average F1-score of 60.87%. The
best classifier is logistic regression with an average accuracy of 65% and an average
F1-score of 60.10% with all features. The highest accuracy of 80% is achieved by
the combination of normalized first different and decision tree classifier. To further
improve the accuracy and different performance measures, a complex feature extrac-
tion process can be used for signals in the time domain as well as in the frequency
domain.
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Sniffing Android Malware Using Deep
Learning

Anand Tirkey , Ramesh Kumar Mohapatra , and Lov Kumar

Abstract Android malware classification problem seems to have been solved with
published AUC and F1 scores up to 0.99 or is it a facade, hiding an inherent problem?
In this paper, we bring forward a novel method of recognising android malware using
object-oriented software metrics-based dataset and deep learning. We realise that the
real-world android malware is a minority class and its distribution according to 2017
Google’s android security report, and Miller et al. [17] is estimated to be about 8–
12%. The malware distribution in our dataset of 93K samples spanning over three
years is around 10.9%. In this study, four data-samplingmethods, six feature selection
techniques and five deep learning networks with varying hidden layers are used over
the imbalanced dataset of 93K samples. A total of 120 different machine-learned
models are developed, and its classification potential is compared using area under
ROC curve (AUC) metric. Finally, a machine-learned model obtained using upscale
sampling (USD) data-sampling method applying significant set of metrics (SGM)
feature selection technique over deep learning network with two hidden layers (DL2)
yields a better AUC value of 0.893681.

Keywords Android malware detection · Machine learning · Object-oriented
metrics

1 Introduction

Android OS market share in 2020 has been 85.4% and is expected to grow to 86.0%
in 2021, according to International Data Corporation (IDC, USA). Currently, there
are more than 2.5 billion active android devices and it is expected that another 1.5
billion units will be shipped by 2022 according to reports by Statista. Google’s own
2019 statistics reveal that 42.1% of android devices running legacy OS versions are
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no longer supported. For the supported OS versions, Google publishes monthly OS
updateswhich are then customised by the handset vendors for their respective android
devices. Nohl et al. [18] argue that handset manufacturers act as a bottleneck for
timely updating the android devices. Most device manufacturers prioritise software
updates towards their flagship phones over the budget-friendly ones, which is a
major part of the total sales. This disparity in receiving updates has caused the
problem of OS fragmentation in android ecosystem. Google has introduced “Project
Treble” that focuses on streamlining the process of customising software updates
for handset manufacturers. Finally, it depends upon the mobile vendor whether they
choose to push updates to all of its devices. Hence, zero-day exploits can affect
millions of vulnerable devices because of android OS fragmentation. Google’s built-
in application permissions manage the allowed application permissions for the end-
users meanwhile play protect regularly checks for malicious applications installed
using Google Play Store. However, most of the end-users seldom understand the
consequences of granting suspicious applications requesting critical permissions.
Therefore, end-user privacy and security are always at risk either due to zero-day
exploits or naively granting of critical permissions.

The rest of the paper is organised as follows. Section2 discusses the related work.
Section3 describes the how the android application samples were selected for pro-
cessing. Section4 presents the methods used to obtain object-oriented metrics-based
dataset and subsequently to create models using this dataset. Section5 discusses the
model’s performance and interesting experimental observations. Section6 addresses
the research questions. Section7 discusses possible threats to validity. Section8 con-
cludes the experiment and describes future work.

1.1 Objectives and Research Questions

The main objective of this study is to assess the importance of object-oriented soft-
ware metrics, for android malware recognition. The following research questions
(RQ) have been designed in order to identify, analyse and summarise the findings of
the experiment proceedings:

• RQ1: Is there an interesting and significant distinction in the performances mani-
fested by the four data-sampling techniques?

• RQ2: Is there a major difference in performance manifested by the six feature
selection techniques?

• RQ3: How do the five classifiers fare in their discriminatory power as adjudged
by AUC metrics? Do these classifiers vary greatly in their malware predictive
performances?

• RQ4:Does increasing the hidden layers in deep learning, affect themalware recog-
nition potential?
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2 Related Work

Malware classification techniques are categorised into dynamic analysis and static
analysis.

2.1 Static Analysis

In static analysis android application in reverse engineered and needful features are
extracted such as permissions and API/system call sequence. Even though static
analysis provides larger code coverage, malware programmers can employ encryp-
tion, obfuscation or polymorphic techniques in order to evade detection and analysis.
We will be using static analysis in this experiment as it has less overhead costs as
compared to dynamic analysis with comparable detection potential. Appice et al. [4]
use permissions, api calls and network addresses as its features and classify using
clustering and classification approach. Pektaş and Acarman [21] use opcode code
sequence as its features and use deep neural networks for malware classification.
Ding et al. [8] converts android apk into its bytecode file, and then it is transformed
into a two-dimensional bytecode matrix which is used over CNN in order to recog-
nise malware. Protsenko and Müller [22], Yermia et al. [27], Fan et al. [10], Tirkey
et al. [26], Cen et al. [6], Arp et al. [5], Aafer et al. [1] are the malware detection
solutions based on static analysis approach.

2.2 Dynamic Analysis

In dynamic analysis, android application is run in an android emulator, where the
runtime behaviour of the applications is logged and is used as features. Alzaylaee et
al. [3] use real devices to collect application behavioural information, and they have
a dynamic stateful input generation approach based on deep learning. Millar et al.
[16] use deep learning discriminative adversarial network (DAN) that classifies both
obfuscated and unobfuscated, either benign or malware applications. They use three
features datasets such as raw opcodes, permissions and API calls. Pektas et al. [20]
uses API call graphs, which is transformed into a low-dimensional feature vector
using graph embedding. Then deep neural network (DNN) is deployed to uncover
malicious patterns. Surendran et al. [25] uses API calls, permissions and system
calls as features and then uses tree augmented naive Bayes (TAN) to detect android
malware.

The difficulty in detecting android malwares has driven the researchers towards
exploring machine learning algorithms with promising malware discovery speed
and automation. Shabtai et al. [24], Yermia et al. [27], Arp et al. [5], Dini et al.
[9], Peiravian and Zhu [19], Rasthofer et al. [23] are the machine learning solutions
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that attempts to detect zero-day android malware. Deep learning is now emerging
as promising technique for effective android malware detection as can be seen since
Yuan et al. [28] proposed Droid-Sec which was one of the first to deploy deep
learning over features extracted both from static analysis and dynamic analysis with
200 features that yielded an accuracy of 96.5% over 250 malware and 250 benign
applications, Yuan et al. [29] proposed DroidDetector that analysed 20,000 benign
and 1760 malware applications with an accuracy of 96.76%, Hou et al. [12] pro-
posed Deep4MalDroid that extracts linux system calls using genymotion emulator,
it yielded an accuracy of 93.68% over 1500 malware and 1500 benign applications
and Hou et al. [13] proposed AutoDroid which extracts API calls and uses deep
belief networks (DBN) yielding an accuracy of 95.98% based on experiments on
2500 malware and 2500 benign applications.

The aforementioned research works based on static and dynamic analysis fail to
consider the ground truth, that android malware is a minority class in android ecosys-
tem, and hence, this study takes into consideration this limitation while carrying out
the experiments.

3 Experimental Dataset

We have obtained all the android application samples from Androzoo [2], archiving
more than 12million android application between 2010 andmid-2020. TheAndrozoo
dataset tuple is of the format (sha256, sha1, md5, dex date, apk size, pkg name,
vercode, vt detection, vt scan date, dex size, markets). Every android application
within androzoo contains the metadata of VirusTotal service, especially the android
package name (pkg name), package version (vercode), package date (dex date),
VirusTotal scan date (vt scan date) and total number of antivirus companies that have
tagged the android package (vt detection). Androzoo regularly updates its repository
by crawling through the android marketplaces such as Google Play Store, Anzhi,
AppChina amongst others. We choose this repository because of its colossal size and
application availability for any period in time.

3.1 Benignware and Malware

Every android application in androzoo has a metadata “p” (vt detection metadata)
that stores the number of antivirus that reported the particular application as a mal-
ware. For any benign application p = 0 and for a malware, we considered p ≥ 4,
considering Miller et al. [17] suggestions for a reliable ground truth. Around 13%
of the Androzoo applications are grayware (0 < p < 4), which are left out from our
datasets as these can either be a benign application or a malware, which can affect
the performance of machine learning algorithms.
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3.2 Selecting and Collecting Applications

Initially, we chose to collect and process a considerable number of applications for
everymonth starting from January 2014. Due to time and space constraint required in
processing the android applications,we limited the android application collection and
processing till December 2016. Finally, a total of ninety-three thousand five hundred
and forty-two android samples were collected and processed. In accordance with the
2017Google Security report andMartina et al. [15], the androidmalware distribution
can safely be assumed to be around 8–12%. In this study, the overall malware average
is around 10%, whereas most of the month-wise android malware distribution is in
between 8 and 12%. Miller et al. [17] state that the antivirus detections stabilise
after approximately one year. Hence, we can affirm that the dataset is mature and
represents the ground truth. The benign application andmalware were collected from
January 2014 to December 2016.

4 Research Methodology

The process of malware detection is shown in Fig. 1. The first step in creating a
metrics-based dataset is acquiring considerable samples of android application pack-
ages (apks). Since these packages are basically compiled and archived Java class
files, decompilation of apk into Java source code is necessary before analysing the
extracted source code. The source code artefacts are then analysed, and Chidamber
and Kemerer JavaMetrics (CKJM) are obtained for each of the android applications.
Then, aggregation methods are applied over these metrics which finally gives a tuple
for each of the android applications for the metrics-based dataset. After the metrics-
based dataset is built, it is then checked for sample imbalance between malware and
benign classes. These imbalances are countered using four data-sampling techniques
such as all sampling, random sampling, downscale sampling and upscale sampling.
Since the datasets contain large number of features, six feature selection methods
such as all metrics (AM), significant metrics (SGM), cross-correlation (CCR), prin-
cipal component analysis (PCA), gini index (GINI) and information gain (INFOG)
are deployed in order to obtain the smallest possible features that do not affect the per-
formance of the dataset. These sampled datasets are then normalised using min-max
normalisation, so that the values of the features are scaled between 0 and 1. Finally,
five different deep neural networks are designed so as to build the models using the
available datasets, the performance of each model is evaluated using AUC metric.

4.1 Object-Oriented Metrics Extraction and Aggregation

Initially, ninety-three thousand five hundred and forty-two android applications are
collected using Androzoo [2] as described in Sect. 3. These android applications are
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Fig. 1 Malware classification model

decompiled into Java source codes using dex2jar tool [11]. These Java artefacts are
further processed in CKJM extended tool [14], and the respective eighteen object-
oriented source code metrics are obtained as described in Table1. Since an android
application is composed of multiple classes and the CKJM extended tool provides
metrics for every class, we obtain a (n × 18) feature vector for every application,
where n represents the total number of classes the respective android application
contains. Each aggregationmethod transforms a (n × 18)matrix into (1 × 18)vector.
Since we have a total of ten aggregation methods as described in Table2, we finally
obtain ten different (1 × 18) vectors, which are merged together to form (1 × 180)
feature vector. Hence, every android application is represented by (1 × 180) tuple in
the metrics-based dataset as illustrated in Fig. 1.

Table 1 Object-oriented metrics

Measure of
aggregation (MOA)

Depth of inheritance
(DIT)

Efferent coupling (Ce) Average method
complexity (AMC)

LCOM3 afferent
coupling (Ca)

Response for class
(RFC)

Measure of functional
abstraction (MFA)

Coupling between
objects (CBO)

Number of children in
tree (NOC)

Inheritance coupling
(IC)

Coupling between
methods (CBM)

Lack of cohesion in
methods (LCOM)

Number of public
methods (NPM)

Cohesion among
methods of class
(CAM)

Weighted methods per
class (WMC)

Lines of code (LOC) Data access metric
(DAM)

Table 2 Aggregation measures

Min Max Mean

Standard deviation Variance Skew

First quartile Second quartile Third quartile

Kurtosis
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4.2 Data-Sampling Techniques

Out ninety-three thousand five hundred and forty-two android samples, it is observed
that there are eighty-four thousand three hundred and fifty-seven benign applications
and nine-thousand one-hundred and eighty-five malware applications. This disparity
in benign and malware samples affects the real-world performance of machine-
learned models, and hence, three data-sampling techniques, i.e., random sampling,
upscale sampling and downscale sampling, are employed using SMOTE [7] analysis
to overcome this class imbalance. Random sampling technique selects the samples
from both the classes with equal probability, the dataset obtained using this tech-
nique is termed as random sampled dataset (RSD). Downscale sampling technique
samples the greater-population class so as to equally balance with that of the lesser-
population class, the dataset obtained using this technique is termed as downscale
sampled dataset (DSD). Upscale sampling technique generates new samples so as
to equally balance the lesser-population class with that of the greater-population
class, the dataset obtained using this technique is termed as upscale sampled dataset
(USD). Performance of classifiers using these sampling techniques is compared with
unsampled original dataset (ORGD).

4.3 Feature Selection Techniques

Selectingminimum number of featuresmeanwhile preventing classifier performance
deterioration is desirables both in terms of reduced computation overhead and model
complexity. Hence, six different feature selection techniques are used such as all
metrics (AM), significant set of metrics (SGM), cross-correlation analysis (CCR),
principal component analysis (PCA), gini index (GINI), information gain (INFOG).
SGM is the set of source code metrics that are better predictors of malware, which is
obtained by applying t-test over each source codemetric and themetric having values
less than 0.05 are selected. In CCR feature selection technique, when two features are
closely correlated, then one feature is dropped and the features with low correlation
in selected. PCA feature selection technique uses singular value decomposition of the
data which projects the data into a lesser-dimensional space. GINI feature selection
technique uses GINI ranking for choosing the best features. INFOG feature selection
technique uses Shannon’s entropy and chooses those features that maximise the
overall information gain.

4.4 Classification Techniques

Five deep learning models with 2, 3, 4, 5 and 6 hidden layers, denoted as DL2, DL3,
DL4, DL5 and DL6, respectively, with tenfold cross-validation, have been used in
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Fig. 2 Deep learning models

order to classify malware as illustrated in Fig. 2. Deep neural network has been used
in keras with dropout parameter = 0.2. The hidden layers normally contain 180 input
and output nodes when used with original dataset (ORGD), whereas upon using the
dataset with reduced features, the number of nodes in the hidden layers are adjusted
accordingly. The discriminatory power of thesemodels is evaluated in order to choose
the best classifier.

4.5 Performance Evaluation Metrics

Since we are dealing with a highly imbalanced dataset, choosing accuracy as the
performance metric will not suffice as it fails to show the classifying potential of the
minority classes. Whereas area under the ROC curve (AUC) performance metric is
robust against class imbalance in a dataset. Hereafter, AUC metric is preferred over
accuracy as the performance metric for all machine-learned models.

5 Experimental Results and Findings

Based on discussions in Sect. 4, we formulate and evaluate a null hypothesis H0 :
“Machine-learned models composed using various data-sampling techniques, fea-
ture selection methods, classification algorithms and evaluated using AUC metric.
Indicates no appreciable performance gainwhen compared againstmachine-learned
models built using original dataset (ORGD)”.
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5.1 Analysing Data-Sampling Techniques

In this experiment, three data-sampling techniques have been used as discussed
in Sect. 4.2. Box-plots for ORGD, RSD, DSD and USD are shown in Fig. 3, their
respective box-plot descriptive statistics, and p-values are shown in Table3a, b and c,
respectively. From Table3a, it is observed that upscale sampled dataset (USD) yields
a higher AUC value of 0.890398. Now, considering the four primary metrics-based
dataset, a total of 4C2 = 6 unique pairs are possible. Analysing these six unique pairs
at 0.05 significance level, we can reject null hypothesis H0 if and only if the p-value is
less than 0.05/6 = 0.0083. In Table3c, p-values less than 0.0083 are marked as “T”;
otherwise, it ismarked as “F”. It can be deduced fromTable3c, thatORGD- andRSD-
based datasets are similar amongst themselves and are significantly different from
DSD- and USD-based datasets. Table3a shows that USD-based datasets yield better
AUC median values as compared to ORGD-, RSD- and DSD-datasets. Therefore,
USD-based machine-learned models are expected to outperform the rest.
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Fig. 3 Box-plots for data-sampling techniques

Table 3 Box-plot descriptive statistics and p-value for data-sampling techniques

Min Max Mean Median Q1 Q3

ORGD 0.501471 0.524371 0.511288 0.50985 0.505442 0.517415

RSD 0.485473 0.5293 0.506899 0.508599 0.503565 0.511221

DSD 0.480115 0.51614 0.499436 0.49917 0.495848 0.50316

USD 0.5 0.893681 0.86235 0.890398 0.887995 0.892064

(a) AUC

Min Max Mean Median Q1 Q3

ORGD 90.1972 90.1972 90.1972 90.1972 90.1972 90.1972

RSD 49.7006 51.9053 50.53892 50.54435 49.755 51.0887

DSD 52.2569 53.6239 53.1098 53.2499 52.7986 53.495

USD 49.9875 88.9875 84.83667 88.81875 85.65 88.9687

(b) Accuracy

ORGD RSD DSD USD

ORGD F T T

RSD T T

DSD T

USD

(c) p-value
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5.2 Analysing Feature Selection Methods

Six different feature selection methods have been used as discussed in Sect. 4.3.
Box-plots for AM, SGM, CCR, PCA, GINI and INFOG are shown in Fig. 4, and
their respective box-plot descriptive statistics and p-values are shown in Table4a,
b and c, respectively. Now, considering the six feature selection methods, a total
of 6C2 = 15 unique pairs are possible. Analysing these fifteen unique pairs at 0.05
significance level, we can reject null hypothesis H0 if and only if the p-value is
less than 0.05/15 = 0.0033. In Table4c, p-values less than 0.0033 is marked as “T”
otherwise it is marked as “F”. It can be deduced from Table4c, that all datasets are
similar amongst themselves and are not significantly different from each other. From
Table4a, it is observed that SGM-, PCA- and INFOG-based models perform at par
with each other, yielding similar AUC values. Therefore, machine-learned models
employing SGM, PCA and INFOG are expected to outperform the rest.
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Fig. 4 Box-plots for feature selection techniques

Table 4 Box-plot descriptive statistics and p-value for feature selection techniques

Min Max Mean Median Q1 Q3

AM 0.500845 0.893545 0.602697 0.508187 0.502569 0.702811

SGM 0.496917 0.893681 0.602972 0.510707 0.503424 0.702056

CCR 0.489793 0.891791 0.598791 0.505636 0.499708 0.699537

PCA 0.480115 0.887995 0.580083 0.516086 0.506663 0.533761

GINI 0.495298 0.890368 0.581032 0.50876 0.499116 0.511024

INFOG 0.493203 0.891936 0.604386 0.517143 0.500319 0.706324

(a) AUC

Min Max Mean Median Q1 Q3

AM 49.8911 90.1972 70.77958 71.27445 52.19155 89.58925

SGM 49.7278 90.1972 70.35982 67.27365 52.32615 89.59235

CCR 49.7006 90.1972 70.39757 70.4617 51.57755 89.58925

PCA 49.7006 90.1972 67.37579 53.52565 52.3212 87.97045

GINI 49.755 90.1972 68.79169 53.34025 51.2929 89.57675

INFOG 49.7006 90.1972 70.31945 68.8881 52.29825 89.51735

(b) Accuracy

AM SGM CCR PCA GINI INFOG

AM F F F F F
SGM F F F F
CCR F F F
PCA F F
GINI F
INFOG

(c) p-value
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5.3 Analysing Machine Learning Algorithms

Five different deep learning models have been used as discussed in Sect. 4.4. Box-
plots for DL2, DL3, DL4, DL5 and DL6 used over all data-sampling techniques are
shown in Fig. 5, their respective box-plot descriptive statistics are shown in Table5a
and b, respectively. Similarly, Box-plots forDL2,DL3,DL4,DL5 andDL6were used
only over upscaled sampling technique are shown in Fig. 6, and their respective box-
plot descriptive statistics and p-values are shown in Table6a, b and c, respectively.
Upon observing and comparing Figs. 5 and 6, it is observed that upscaled sampling
technique performs the best for deep learning algorithms. Now, considering the five
deep learning models, a total of 5C2 = 10 unique pairs are possible. Analysing these
ten unique pairs at 0.05 significance level, we can reject null hypothesis H0 if and only
if the p-value is less than 0.05/10 = 0.005. In Table VII(c), p-values less than 0.005
is marked as “T” otherwise it is marked as “F” . It can be deduced from Table6c, that
all datasets are similar amongst themselves and are not significantly different from
each other. From Table6a, it is observed that DL2- and DL6-based machine-learned
models perform at par with each other, yielding similar AUC values. Therefore,
machine-learned models employing either DL2, DL6 are expected to outperform the
rest.
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Fig. 5 Box-plots for classifiers (all sampling techniques)

Table 5 Box-plot descriptive statistics for classifiers (all sampling techniques)

Min Max Mean Median Q1 Q3

DL2 0.480115 0.893681 0.599783 0.510964 0.502259 0.671869

DL3 0.493132 0.893665 0.602404 0.509771 0.504424 0.699148

DL4 0.495298 0.89222 0.60276 0.509215 0.505106 0.704476

DL5 0.489162 0.891302 0.599157 0.503473 0.499924 0.698465

DL6 0.485473 0.892785 0.570863 0.509142 0.5 0.52127

(a) AUC

Min Max Mean Median Q1 Q3

DL2 50.2994 90.1972 69.99449 63.99205 51.834 89.58295

DL3 49.7278 90.1972 70.29124 68.21625 51.79245 89.58925

DL4 49.7006 90.1972 70.58106 69.6838 52.0811 89.58925

DL5 49.7006 90.1972 69.95559 67.33815 51.76455 89.57675

DL6 49.7006 90.1972 67.53086 53.52565 51.184 89.59235

(b) Accuracy
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Fig. 6 Box-plots for classifiers (upscaled sampling only)

Table 6 Box-plot descriptive statistics for classifiers (upscaled sampling only)

Min Max Mean Median Q1 Q3

DL2 0.814438 0.893681 0.87806 0.891005 0.884737 0.893497

DL3 0.875126 0.893665 0.889013 0.890686 0.890368 0.893545

DL4 0.887995 0.89222 0.890127 0.890024 0.888436 0.892064

DL5 0.875718 0.891302 0.88677 0.888473 0.887619 0.889034

DL6 0.5 0.892785 0.76778 0.89159 0.538222 0.892491

(a) AUC

Min Max Mean Median Q1 Q3

DL2 74.4375 88.9687 85.875 88.61875 85.65 88.9563

DL3 82.9375 88.9813 87.14583 88.85 84.2812 88.975

DL4 85.7437 88.9813 88.35833 88.8875 88.6687 88.9813

DL5 81.1813 88.9563 86.44063 88.875 81.8312 88.925

DL6 49.9875 88.9875 76.36355 88.3375 53.5563 88.975

(b) Accuracy

DL2 DL3 DL4 DL5 DL6

DL2 F F F F

DL3 F F F

DL4 F F

DL5 F

DL6

(c) p-value

5.4 Analysing Machine-Learned Models

Upon analysing Sects. 5.1, 5.2 and 5.3, a total of one-hundred and twenty different
machine-learned model’s classifying power is evaluated using their respective AUC
metric.Hence, it is expected that a upscaled sampling dataset (USD) applying any one
of SGM, PCA, INFOG feature selectionmethods, modelled using either DL2 or DL6
classifier, will yield a better machine-learned model. This expectation is observed
and confirmed from Table7a and b, where USD-based dataset applying SGM feature
selection technique over DL2 classifier, yields a better AUC of 0.893681.

6 Comparison of Results

Table8 shows the comparison of the proposed work with previous works.
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Table 7 Box-plot descriptive statistics for machine-learned models

DL2 DL3 DL4 DL5 DL6

ORGD

AM 0.503081 0.51432 0.502057 0.501471 0.507297

SGM 0.515441 0.504309 0.509419 0.50338 0.505442

CCR 0.509812 0.504817 0.506744 0.502412 0.51004

PCA 0.517891 0.516032 0.509946 0.517415 0.518168

GINI 0.508681 0.509451 0.509011 0.509888 0.510266

INFOG 0.522146 0.52317 0.520956 0.521212 0.524371

RSD

AM 0.509997 0.508554 0.511221 0.50782 0.509445

SGM 0.510146 0.514315 0.512162 0.515162 0.511267

CCR 0.499567 0.506454 0.506887 0.499848 0.495228

PCA 0.5293 0.504489 0.508836 0.489162 0.485473

GINI 0.511782 0.508528 0.508643 0.503565 0.508838

INFOG 0.513329 0.510091 0.506872 0.5 0.5

DSD

AM 0.501437 0.504358 0.500845 0.501543 0.507594

SGM 0.496917 0.499069 0.503468 0.499271 0.498646

CCR 0.50377 0.493132 0.50031 0.494484 0.489793

PCA 0.480115 0.511091 0.509653 0.496455 0.51614

GINI 0.495848 0.498232 0.495298 0.495426 0.49603

INFOG 0.497168 0.493203 0.50316 0.500637 0.5

USD

AM 0.893497 0.893545 0.892064 0.891302 0.892491

SGM 0.893681 0.893665 0.89222 0.88867 0.892785

CCR 0.891791 0.89083 0.88962 0.889034 0.891243

PCA 0.814438 0.875126 0.887995 0.875718 0.538222

GINI 0.884737 0.890368 0.888436 0.887619 0.5

INFOG 0.890218 0.890542 0.890428 0.888276 0.891936

(a) AUC

DL2 DL3 DL4 DL5 DL6

ORGD

AM 90.1972 90.1972 90.1972 90.1972 90.1972

SGM 90.1972 90.1972 90.1972 90.1972 90.1972

CCR 90.1972 90.1972 90.1972 90.1972 90.1972

PCA 90.1972 90.1972 90.1972 90.1972 90.1972

GINI 90.1972 90.1972 90.1972 90.1972 90.1972

INFOG 90.1972 90.1972 90.1972 90.1972 90.1972

RSD

AM 50.3538 51.1976 50.8438 49.8911 50.4899

SGM 50.5171 49.7278 51.9053 51.1432 51.0887

CCR 50.8982 50.4355 49.755 49.7006 50.5716

PCA 50.2994 51.2248 49.7006 49.7006 49.7006

GINI 51.3065 51.0887 51.0615 49.755 51.2793

INFOG 51.3337 50.7893 51.0071 49.7006 49.7006

DSD

AM 53.1855 53.237 53.6239 53.3402 53.6239

SGM 52.8243 53.0307 52.7728 53.366 52.747

CCR 52.3343 52.3601 52.2569 52.3859 52.3859

PCA 53.4176 53.495 53.495 53.495 53.495

GINI 53.5466 52.8501 52.9275 53.1339 52.7986

INFOG 53.4176 53.495 53.2628 53.495 53.495

USD

AM 88.9563 88.9813 88.9813 88.925 88.975

SGM 88.9687 88.975 88.975 81.1813 88.9875
CCR 88.6 88.85 88.9813 88.9125 88.5375

PCA 74.4375 82.9375 85.7437 81.8312 53.5563

GINI 88.6375 88.85 88.6687 88.9563 49.9875

INFOG 85.65 84.2812 88.8 88.8375 88.1375

(b) Accuracy

Table 8 Comparison

Ref Features Used Samples Accuracy F-Measure AUC

Proposed Object Oriented Metrics 93,542 88.99% – 0.893

Alzaylaee et al. [3] (2020) Permissions, API 31,125 98.5% 0.9956 –

Ding et al. [8] (2020) Bytecode 4,962 95.1% – –

Miller et al. [16] (2020) raw opcodes, permissions, API calls 68,880 – 0.973 –

Pektas et al. [20] API call graph 58,139 98.86% 0.9865 –

RQ1: Is there an interesting and significant distinction in the performances
manifested by the four data-sampling techniques?

Considering the null hypothesis H0 and analysing Sect. 5.1, it is observed that out
of a total of six pairs, five pairs reject the null hypothesis and are marked by “T” in
Table3c. In case, a null hypothesis is rejected, it implies that the distinction identified
between samples isn’t by chance and the observation is statistically significant. Upon
observing Table3a, it is evident that themachine-learnedmodels based onUSD yield
better AUC as compared to others. Therefore, USD-based models are interesting and
manifest significant malware prediction potential as compared against ORGD, RSD
and DSD.
RQ2: Is there a major difference in performance manifested by the six feature
selection techniques?

Considering the null hypothesis H0 and analysing Sect. 5.2, it is observed that all
of the fifteen pairs, accept the null hypothesis and is marked by “F” in Table4c. In
case, a null hypothesis is accepted, it implies that the feature selection techniques
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are similar amongst themselves and are not statistically significant. Upon observing
Table4a, it is evident that out of the six feature selection methods, SGM, PCA and
INFOG perform at par with each other with almost similar AUC metric. Hence,
SGM-, PCA- and INFOG-based models outperform AM-, CCR- and GINI-based
models.
RQ3: How do the five classifiers fare in their discriminatory power as adjudged
by AUC metrics ? Do these classifiers vary greatly in their malware predictive
performances?

Considering the null hypothesis H0 and analysing Sect. 5.3, it is observed that all
of the ten pairs, accept the null hypothesis and is marked by “F” in Table6c. In case,
a null hypothesis is accepted, it implies that the classification techniques are similar
amongst themselves and are not statistically significant. Upon observing Table6a, it
is evident that out of the five classification methods, DL2 and DL6 perform at par
with each other with almost similar AUC metric. Hence, models applying DL2 and
DL6 marginally outperform DL3-, DL4- and DL5-based models.
RQ4: Does increasing the hidden layers in deep learning, affect the malware
recognition potential?

Upon observing Table6a and Fig. 6, it is evident that the malware recognition
potential varies meagerly. Hence, increasing the number of hidden layers does not
contribute in higher predictive performance of machine-learned models.

7 Threats to Validity

Thiswork depends upon the positivemalware cases as declared byVirusTotal service.
Hence, any false-positive case will be difficult to assess and handle if it isn’t properly
addressed by VirusTotal. Another possible threat is that, according to Miller et al.
[17], it takes about a year for an application metadata to stabilise with VirusTotal
and consequently with Androzoo. Hence, updating the machine-learned model for a
recently discoveredmalware becomes difficult. Thismay render themachine-learned
model useless against new strain or family of malware.

8 Conclusion and Future Work

In order to build a dataset that replicates the ground truth, it was established using
2017 Google’s android security report andMiller et al. [17] that android malware is a
minority class and it can be safely assumed that the distribution of android malware
is in between 8 and 12%. For this experiment, we considered an overall malware
distribution of 10–11% in our dataset spanning three years, whereas most of month-
wise data have malware distribution between 8 and 12%. Data from January 2014 to
December 2016 was collected from Androzoo [2] and is decompiled into its respec-
tive Java source code using dex2jar tool. These java artefacts are then processed
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further using CKJM extended tool [11] in order to extract object-oriented software
metrics. These software metrics are then aggregated using ten aggregation measures
such as min, max, mean, Q1, Q2, Q3, standard deviation, variance, skew and kurtosis
which ismerged together to form a (1 × 180) dimensional vector, that forms the tuple
of ourmetrics-based dataset. Then various data-sampling techniques are employed to
mitigate the class imbalance present in the original dataset such as random sampling,
downscale sampling and upscale sampling. Box plot descriptive statistics for data-
sampling techniques points out that USD outperforms other data-sampling methods.
After new datasets are sampled using the original dataset, it is desirable to reduce
the total number of features in order to reduce training time, prevent model over-
fitting, lower the model complexity and lessen computational overheads. A total of
six different feature selection techniques are used such as all metrics (AM), signifi-
cant metrics (SGM), cross-correlation analysis (CCR), principal component analysis
(PCA), gini index (GINI) and information gain (INFOG). Box-plot descriptive statis-
tics for feature selection techniques point that, SGM, PCA and INFOG performs at
par with each other. Subsequently, the feature-reduced dataset is then normalised
using min-max normalisation, that transforms all the feature values in between 0 and
1. This normalised dataset is then used over different deep learning models, and the
respective model’s performance evaluation is done using AUCmetric. A total of five
deep learning models are used such as DL2 (2 hidden layers), DL3 (3 hidden layers),
DL4 (4 hidden layers), DL5 (5 hidden layers) and DL6 (6 hidden layers). Box-plot
descriptive statistics for classifiers point out that DL2 and DL6 perform at par with
each other as compared to other techniques. Finally, a model using USD sampled
dataset applying SGM feature selection technique over DL2 performs better yielding
an AUC of 0.893681.

This work is a binary classification problem, where all families of malware are
merged into one class. In future, malware classification into different malware fam-
ilies will be considered.
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Vertical Fusion: A Distributed Learning
Approach for Vertically Partitioned Data

Anirudh Kasturi, Ameya Salankar, Sharath S. Chandra,
and Chittaranjan Hota

Abstract Over the last couple of years, distributed learning has gained tremendous
focus primarily because of the exponential rise in the computing capabilities of
handheld devices and their ability to generate enormous data. However, the majority
of the existing distributed learning algorithms focus on horizontally partitioned data,
where each client has a subset of the entire data containing all the features and their
corresponding labels. In this paper, we present a communication-efficient approach
to learn from data that is partitioned vertically, i.e., each client holds a subset of the
dataset’s attributes. The proposed algorithm tries to find the distributions of each
feature residing on the client, and the server trains a global model on the sample
data generated from these distributions. Our experiments on multiple datasets show
that the proposed approach can achieve accuracies similar to that of a centralized
learning setup without transmitting the actual data to the server and using only one
communication round.

Keywords Fusion learning · Federated learning · Vertically partitioned data ·
Distributed learning

1 Introduction

Machine learning has played a significant role in numerous applications because of
its ability to derive meaningful information and observations from vast data spanning
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across different domains such as traffic, health care and recommendation systems.
A machine learning model is typically trained over a distributed data group that
can be accessed by one or more data providers. While distributed algorithms have
been developed to speed up the training, the training data itself is still collected and
centrally stored in a data center. These algorithms can briefly be divided into two
groups, hori zontal and vertical, based on how the data is partitioned. In a horizon-
tally partitioned scenario, data is split horizontally and distributed across multiple
nodes such that all nodes share the same set of features. Majority of the currently
available distributed learning algorithms have been proposed on horizontally parti-
tioned data [2, 7, 12]. In contrast to horizontal partitioning, communication-efficient
learning strategies designed for vertically partitioned are much lower. The vertically
partitioned data paradigm is especially difficult for distributed data processing in an
IoT environment where feature data is spread across multiple clients. This data needs
to be combined to gain some meaningful insights. With the current increase in smart
devices, especially in IoT, research in distributed learning algorithms for vertically
partitioned data has picked up pace. Some of such uses cases include predicting
the final quality of a product in the early stages of production using different pro-
cess parameters and measurements at different production stages [10], prediction of
traffic flow from various sensor devices located at different places [15], diagnosing
patients health from different data sources such as fitness tracker devices, diet mon-
itoring apps, and blood sample data. All the above-mentioned use cases require data
to be transferred to a central server for processing. This leads to high communication
costs and serious privacy concerns, especially when healthcare data is involved. The
relationship between accuracies and communications costs is still a concern, and
open research questions still exist. The key issue is how communication-efficient
algorithms can be built while retaining adequate accuracies. To summarize, any ver-
tically partitioned algorithm needs to address the following two problems:

• Reduce the amount of data that is transferred to a central server from the clients
and achieve similar accuracies in comparison with a centralized framework.

• Preserve the privacy of the user while building a distributed model.

To address the above two challenges, we propose a novel vertical f usion algo-
rithm that computes the distributions of each feature located at the clients. A central
server generates sample points from these parameters and trains a global model on
these sample points. We show that our approach achieves similar accuracies to that
of a centralized framework and, at the same time, reduces the amount of data trans-
mitted over the network as only the distribution parameters are passed to the server.
This, in turn, addresses the privacy concerns of sensitive data at the clients as the
actual data is not transferred.

The main challenge with distributed learning in a vertically partitioned scenario
is that each client will not have enough information to predict the target variable.
They would only contain only a subset of all the features. In some of the earlier
works, although not communication efficient, they try to process the data locally at
the clients, and the new values are merged with the help of a central coordinator. The
works presented in [13, 18] have used support vector machines (SVMs) where the
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kernel matrices are communicated and have shown that the global kernel matrix is
separable. In [18], each client calculates its local kernel matrix, which is transmitted
to the central server. The server trains a centralized SVM on the full kernel matrix,
and this approach can preserve privacy since the original data is not revealed. Another
method proposed by [6] uses random projections. This helps in reducing the feature
set, which is transmitted to the clients.

Authors in [1] have tried to combine SVMfor vertically partitioned datawith alter-
nating direction method of multipliers (ADMM) framework. They have introduced
an additional variable to solve the ADMM and have shown that the computation
of this variable can be split at the component level. This means that each part of
the variable can be calculated independently of each other. Some of the other works
involved running a logistic regressionmodel in which one node contains the features,
whereas the other has the labels [16]. A linear regression model was built on verti-
cally partitioned data using a hybrid multi-party computation [5]. Recent works by
[14] proposed a privacy-preserving machine learning approach using secret sharing,
garbled circuits and oblivious transfer.

More recent approaches involved merging of local predictions and have proved to
bemore communication efficient as only theweight vector is transmitted to the server.
One such strategy was to train the primal SVM problem using stochastic gradient
descent (SGD), where the global model is learned by combining the predictions of
individual clients. Another more interesting work in this direction for horizontally
partitioned data was presented in [9], where each client trains a model locally, and
the model weights are averaged with the help of a central server. Authors in [11, 17]
have tried to leverage this idea and implement a variation of this for the vertically
partitioned data scenario.

2 Preliminaries

In this section, we provide a brief overview on fusion learning which forms the
building block for our proposed approach.

2.1 Fusion Learning

In our earlier work, we have proposed the fusion learning algorithm [8] that tries to
learn a global model by sending distribution parameters alongwithmodel parameters
to a central server. The major advantage of such an approach over other approaches
such as federated learning [9] is that the number of communication rounds required
to learn the global model is reduced to just one, thereby greatly reducing the overall
communication overhead involved when compared with most of the other distributed
learning approaches. In this technique, all clients train a local model on the locally
available data and obtain themodel parameters, θ . Alongwith this, they also compute
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the distributions of each feature ψ . This is done by first calculating the probability
values (p-values) using K-S [3] test on the feature data against each distribution in
the initial set, and the maximum out of these is chosen since it denotes the best
fit. Once the distribution is chosen for each feature, the parameters corresponding
to these features are sent to a central server along with the model parameters. The
central node generates sample points from the inputs received from each client, and
the labels are computed using the model weights, thus forming a global dataset.
Once these points are generated, a new global machine learning model is trained on
this data. The global parameters are now sent back to all the clients. This approach
brings down the number of communication rounds to just one as compared to the
other existing distributed learning algorithms.

3 Proposed Approach

In our current work, we propose a vertical fusion algorithm that can address the
challenge of learning from vertically partitioned data using our previously proposed
fusion learning algorithm [8]. In a vertically partitioned distributed environment,
features of the dataset are split across different clients. Consider a scenario as shown
in Fig. 1, where the total number of features (m) is split between three nodes. Node 1
has i features, node 2 has j features, and node 3 has k features wherem = i + j + k.
The central server tries to learn a global model from the clients who, instead of
transmitting their data, send only the distribution parameters.

(a) Node 1 with ’i ’ features. (b) Node 2 with ’j ’ features. (c) Node 3 with ’k ’ features.

(d) Total data with ’m’ features.

Fig. 1 Vertical partition of a dataset with m features divided into three different nodes
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Algorithm 1 Vertical FL
1: At Client:
2: for i ∈ {1 to K }∀ f eatures do
3: for j ∈ {1 to S }∀ distributions do
4: Compute p − value (p j ) using K-S test
5: end for
6: ψi = max (p1,...,p1)
7: end for
8: Transmit �
1: At Server:
2: //train the model on the local data
3: for p ∈ {1 to P }∀ epochs do
4: for d ∈ {1 to n }∀ N do
5: θ p+1 = θ p − η∇L(θ p)

6: where θ = weight vector, η = learning rate,
7: L = Emperical loss function
8: end for
9: end for
10: for i ∈ {1 to C }∀ clients do
11: for f ∈ {1 to F }∀ f eatures do
12: Generate D f from ψ f
13: end for
14: end for

15: Dx =
C⋃

i=1

F⋃

f =1
D f

16: Dy = F(Dx , θ) //compute labels for the above data
17: for p ∈ {1 to P }∀ epochs do
18: for d ∈ {1 to S }∀ Ds do
19: θ p+1 = θ p − η∇L(θ p)

20: end for
21: end for

It is essential that in any vertically partitioned scenario, some data is needed at
the server side in order to predict any global event. In the first step of our approach,
a machine learning model is trained on the locally available data at the server. Next,
each node computes the distribution of each feature. For example, node 1 computes
the distributions for the features 1 to i represented by the set ψ1 to ψi , node 2 repre-
sents the distribution set ψ1 to ψ j , and node 3 represents ψ1 to ψk . The distributions
of each feature are computed using the fusion algorithm, as illustrated in Sect. 2.1.
These distribution parameters from each client are sent to a central server. Sample
points are generated by the server using these parameters, i.e., from the parameters
received from node 1, and it generates points D1 to Di where Di indicates data
points for feature i . Similarly, sample points are generated for the remaining fea-
tures received frommultiple clients. The sample data across multiple features is now
merged vertically. The predicted values for this sample data are calculated using the
weights from the model generated by the server. This combined dataset helps us
in creating a sample repository of data using the distributions of each feature from
every client, as shown in Fig. 1d. The final step includes training a machine learning
model on this new sample dataset at the server, as explained in Algorithm 1.
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Table 1 Dataset description that shows the instance count, number of features and distribution of
each feature

Dataset Instances Features Distributions

Credit Card 30000 24 22 - Normal, 1 - Beta, 1 - Erlang

Audit 777 26
2 - lognorm, 1 - Maxwell, 1- Weibull-max, 1 - Wald, 1 - Normal, 3- Genextreme,
1 - Powerlaw, 10 - Logistic, 1 - Beta, 1 - Paretto, 1 - Weibull-min, 2 - lomax,1 - Chi

Breast Cancer 45211 9 1 - Exponweib, 4 - Cosine, 1 - Beta,1 - Erlang, 1 - Wald, 1 - Normal

Gender Voice 45211 20
1 - Normal, 1 - Logistic,4 - Beta, 4 - Genextreme, 4 - Exponweib, 1 - Weibul-max,

1 - Weibul-min,1 - Chi, 1 - Lognorm, 2 - Rdist

EEG Eye State 14980 14 10- Cauchy, 4 - Logistic

Wine Quality 4898 9 1 - Logistic, 4 - Lognorm, 1 - Beta,1 - Erlang, 1 - Wald, 1 - Normal

Activity Recognition 75128 8 1 - Genextreme, 1 - Cauchy, 6 - Normal

Avila 20867 10 5 - Cauchy, 3 - Logistic, 1 - Exponweib, 1 - Normal

Table 2 Comparison of accuracies between vertical fusion learning and central learning

Vertical fusion Central learning

Credit card 73.3 81.4

Audit 89.1 98.1

Breast cancer 97.1 97.8

Gender voice 95.4 97.7

EEG eye state 62.31 83.41

Wine quality 52.1 54.6

Activity recognition 90.1 97.8

Avila 55.8 72.6

4 Experimental Results

Our experimental settings, datasets on which the experiments were carried out and
the comparison of the results obtained using vertical fusion with those from a cen-
tral learning setup are presented in this section. We also present certain trade-offs
associated with this approach.
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4.1 Experimental Settings

The setup consists of a simple client-server model where the number of clients is set
to four. The datasets that are used for the experiments are credit card, audit, breast
cancer, gender voice, EEG eye state, wine quality, activity recognition and Avila
datasets. These are available at [4]. The number of features and instances of these
datasets is summarized in Table1. All the features of each dataset have been split
uniformly across four clients. We have used a total of 25 distributions to compare
and find the distribution of each feature. The overall feature distributions for the four
datasets have also been summarized in Table1. It is important to note that the division
of the number of features across multiple clients is independent of the number of
clients involved in the learning process as the purpose of the clients is to only find
the distributions of each feature. We use a simple two-layered multi-layer perceptron
at the server where each hidden layer contains ten hidden nodes to train the locally
available data. Once the model parameters, θ , are computed, the server generates
sample points using the distribution parameters from each feature. These points are
merged vertically, and themodel parameters (θ) are used to find the labels of this new
sample dataset. A machine learning model with the same configuration, as described
above, is now used to train the combined dataset (Fig. 2).

4.2 Results

All previously proposed solutions on vertically partitioned data either had the clients
transmit their data to the server or frequently update their local model parameters,
both of which are not communication efficient. Our approach sends only the distri-
bution parameters, which is only a fraction of data compared to either the weight
vector or the total data. It is also interesting to note that our approach needs only one
round of communication to the server.

The accuracies achieved through our proposed model are summarized in Table2.
We have compared our accuracies with a central setup, where the data from each
client is transmitted to a central server. A major drawback with the central approach
is the large amount of information each client has to transfer and, at the same time,
raises some serious privacy concerns when sensitive data is moved across the net-
work. As we can observe fromTable2, the accuracy obtained from the vertical fusion
algorithm is compared with those from a centralized approach with a minimal drop
of 2̃% inaccuracies. The vertical fusion approach achieves 97.1% and 95.4%, 52.1%
accuracy, whereas the centralized approach achieves 97.8%, 97.7% and 54.6% accu-
racy on breast cancer, gender voice and wine quality datasets where the difference is
less than 2%. In credit card, audit and activity recognition datasets, we see the drop
in accuracy to be less than 10%. And finally, in EEG eye state prediction and Avila
datasets, the difference in accuracies is higher than 10%. This difference in accuracy
can be attributed to the quality of the data generated by the server from the client’s
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distributions. These accuracies can be further improved if clients can determine the
distribution of each feature more accurately by considering more number of distri-
butions in the initial setup. It would also be interesting to see how the accuracy varies
when the number of points generated at the server increases.

5 Conclusion and Future Work

The goal of this paper is to reduce the amount of data transferred between clients and
a server in order to learn a global model in a vertically partitioned scenario. We have
shown that instead of transferring the actual data, we can transmit the distributions of
each feature from each client, and the server is able to achieve similar accuracies to
that of a central learningmethod by training themodel on the sample points generated
from these distributions. The current work is still in its nascent stage, and learning
in vertically partitioned scenarios still poses some very challenging issues such as
leakage of client information through the feature distributions, analysis of more
intricate datasets, non-independent features and non-stationary feature distributions.
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FedPeer: A Peer-to-Peer Learning
Framework Using Federated Learning

Anirudh Kasturi, Raviteja Sivaraju, and Chittaranjan Hota

Abstract The computing power of personal devices has increased in the recent past,
and the large amount of data is being generated by these devices. Owning to security
concerns, research is currently done on training machine learning models locally on
these devices. In order to train a global model, two different approaches have been
proposed in the recent past. One, inwhich themodels trained on the devices are aggre-
gated at a central location, and the aggregatedmodel is transmitted back to the devices
and the other, where devices communicate the models among themselves without
the need of a central server. Both these approaches have their own share of advan-
tages and short comings. In this paper, we propose FedPeer a new decentralized
machine learning approach where the nodes are clustered based on confidence level
of predicting the data. The higher confident nodes form a federated cluster, whereas
the remaining nodes participate in a peer-to-peer decentralized learning along with
a representative from the federated cluster. Our experiments show that this approach
is proved to have a faster convergence rate and lower communication overhead when
compared to the either a federated approach or a complete peer-to-peer method.

Keywords Distributed machine learning · Federated learning · Decentralized
learning

1 Introduction

Current smart devices are generating large amounts of data both from users and the
environment using of the help of underlying sensors [4]. Learning from this data
without transferring it to a central server has become one of the major challenges of
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distributed learning. Federated learning [5, 8], a recent advancement in distributed
learning, has gained tremendous attention in the machine learning community as
it was able to solve one of major challenges of distributed learning, i.e., learning
without transferring actual data from the clients node to a central server. One of
major challenges of this approach is the dependency on a centralized entity [7].
To overcome this problem, researchers have proposed the idea of a decentralized
framework where there is no dependency on a centralized system. Instead, the nodes
communicate among themselves and update their models in a distributed fashion. By
exchanging themodels, all peers develop a globalmodel in collaboration. This avoids
the bottleneck on the central entity in large networks and also provides security to the
private data as an intruder cannot have a global model at any point of communication.
Decentralized framework has great potential in an IoT environment. Although this
model fares better than the federated approach in certain aspects, it brings up the
challenge of network overhead as there will be more packets that will be transmitted
during model exchange.

In this paper, we propose a hybrid framework where we combine the benefits of
both federated learning approach and the decentralized framework where we group
nodeswith higher confidencevalue into a federated cluster. The remainingnodes form
a decentralized setup and exchange models. In such a framework, a representative
from the federated cluster interacts with the other nodes from the decentralized setup
helping in faster convergence.

2 Related Work

A recent and a seminal work in the area of distributedmachine learningwas proposed
by [8]. Their approach has found wide acceptance in a number of applications. The
objective function formulated by them is:

min
w∈Rd

f (w) where f (w)
def= 1

n

n∑

i=1

fi (w)

which is the average of loss functions from various clients. These losses can be mean
squared errors loss (liner regression), logistic loss function (logistic loss), hinge loss
(SVM), etc. Each fi (w) refers to the loss function of agent “i”. The central entity
keeps track of all the agent’s loss function and helps the each agent to minimize the
global loss function locally.

Contrary to the federated setup where a central server is needed, a decentralized
model does not need a central server. All the agents can learn a global model by peer-
to-peer communication. Many solutions have been proposed to solve the problem of
fully decentralized learning and optimization. Reference [9] proposed an approach
where the goal is to minimize the summation of convex optimization functions of all
the agents in the network. Another research in this direction was proposed by Ref.
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[2] where agents communicate with their neighbors using the gossip protocol. The
objective function is a pairwise objective function, i.e., the goal is to minimize the
objective function formed with each neighbor. This method is useful for developing
a common model for cluster of users who have similar interests. Pairwise objective
function is defined as follows:

min
θ

1

n2

∑

1≤i, j≤n

f (θ; xi , x j )

where i, j are two agents which are neighbors. Every agent pairs with its neighbor
and keeps updating θ , and toward the end, all neighbors have a common model.
Authors in [1] proposed a model which is not only decentralized, but they also give
importance for the agents to learn a personalized model.

Though all the above-mentioned works succeed in training a global model in
a decentralized fashion, personalization of models is not achieved completely as
all the agents learn a single global model. Our approach tries to improve over these
methods by defining an objective function with a trade-off parameter that can control
the extent up to which each agent learns the global model and at the same does not
loose its personalization. This is more common in scenarios where certain agents
have more data and some with less data. Learning a global model might compromise
the personalization of agents with higher data.

3 Problem Formulation and Algorithm

3.1 Proposed Loss Function

We assume that there are n agents in the network. Each agent has a set of data points
Di = xi , yi such that 1 ≤ j ≤ mi , and all agents have p features. The goal of each
agent is to learn model θi ∈ Rp. The local loss function for each agent can be defined
as l(θ; xi , yi ). This is a convex loss function in θi . In a classification problem, we
can take the logistic loss function as:

θ loc
i ∈ argmin

θ∈Rp

[ 1

mi

m∑

j=1

l(θ; x j
i , y

j
i ) + λθ2

]

The above function is the general form of the local loss function along with the
regularization term. If every agent tries to learn on its own, then the goal would be to
minimize this function, but as this is the collaborative model, we need a different loss
function that would meet the need of collaborative learning. The new loss function
can be formed by:
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QL(θ) = 1

2

n∑

i< j

Wi j‖|θi − θ j |‖2 + μ

n∑

i=1

Dii ciLi (θi ; Si )

where θ is stack of all parameters of all the agents in the network, i.e., θ =
[θ1; θ2; θ3...θn]. Wi j is the weightage given to the relation between two agents. If
two agents are similar, then Wi j = 1, else Wi j = 0. Similarity of the agents can
be computed by taking the nearest neighbors or using cosinesimilari t y between
the agents. The loss function can be viewed as the summation of global loss and
local loss.Wi j‖θi − θ j‖2 minimizes the squared error between the parameters of the
agents in pairwise manner. It implies that all agents will try to learn the same model.
The right-hand side of summation part is purely local loss function. ci is known as
the confidence factor of the agent. This is dependent on the number of data points
present on each agent. A higher number indicates a greater confidence factor, and
its value lies between 0 and 1, i.e., 0 < ci < 1. Di is the normalization factor with
Dii = ∑

Wi j where 1.μ is the hyperparameter which is responsible for the trade-off
between learning a global model or local model at each agent. If μ is very high, then
in the loss function, preference is given to the local loss function that implies agent
tends to learn local model. If μ is less, then preference is given to the global loss
function, and agent learns the global model. μ is important because it allows less
confident agents to learn from their neighbors, and at same time, confident agent’s
model is not disturbed by other agents.

3.2 Minimization Algorithm

Decentralized coordinate descent algorithm is used to minimize the loss function
introduced in the previous section. This algorithm allows agents to learn the model
in a decentralizedmanner. Initialization step:At t = 0, all the agents’ local parameters
are initialized to some arbitrary values. The algorithm performs two steps:

• Update Step: Agent i updates its θi (t + 1) based on the parameters θ j (t) received
from its neighbors.

θi (t + 1) = θi (t) − (1/Li )[∇QL(θi (t)]

The above step is similar to the gradient descent step. 1/Li can be interpreted as
learning rate, and it is multiplied by the gradient of the global loss function. After
calculating gradient, the equation turns out to be as:

(1 − α)θi (t) + α
( ∑

j∈N〉

Wii Diiθ j (t) − μci∇L〉(θi (t); Si )
)

where α = 1

(1 + μci L loc
i )

and 0 < α ≤ 1
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• Broadcasting step: After updating its local parameters, agent i broadcasts its new
parameters to its neighborhood.

Algorithm 1 FedPeer Learning
1: Federated Update:
2: for i ∈ {1 to C }∀ clients do
3: for e ∈ {1 to E }∀ epochs do

θe = θe − η∇L(θe)

where θ = weight vector, η = learning rate, Le = Loss

4: end for
5: transfer model parameters to representative node
6: end for

1: Decentralized Update:
2: for i ∈ {1 to C }∀ clients do
3: for e ∈ {1 to E }∀ epochs do

θe = θe − η∇L(θe)

4: end for
5: transfer model parameters to other nodes
6: end for

In the above steps, we can see that minimization of the loss function is occurring
in collaboration with all the agents. If ci value is more, then α value decreases. So
clearly, the agent tends to learn its model based on the local loss function. If ci value
is less, the value increases which in turn makes the agent to drift away from the
parameter values that would satisfy the local loss function, i.e., they try to learn the
global model.

4 Proposed Approach

In the above decentralized algorithm, it has been observed that by modifying the
algorithm, we can reduce the number of broadcasting messages among the nodes.
We have seen that after updating step, each node broadcasts its updated value to
its neighborhood. This step unnecessarily increases the message overhead in the
network.We can avoid this by using the concept of federated learning. Decentralized
learning eliminates the need of central server which is required in the federated
learning which may lead to bottleneck at the server, but federated learning does
not have the problem of broadcast messages. We come up with a solution which
incorporates the advantages in both the federated learning and decentralized learning.
In federated learning, group of clients interacts with a central server. These clients
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can be computationally powerful handheld devices or IoT devices. Based on the
local data, they compute a local model. These local models are given to the central
server. Central server performs aggregation of these models and develops a new
global model. This global model is again given to clients, and they personalize these
models by running SGD or any other optimization algorithm with their local data.
This process continues till they converge. In decentralized learning, there is no central
entity. All the devices communicate among each other and develop a global model.
In these approaches, any new node will tend to learn and benefit from the global
models. Even if they do not have sufficient data with them, they learn a reasonably
good model. It has been observed that nodes with lesser data need to participate
in the decentralized model more actively than the nodes which already have good
amount of data. Because with the increase in data confidence of nodes increases,
they tend to rely on their local model more than global model. By exploiting this
observation, a newmethod of learning is proposed in order to reduce the broadcasting
overhead. Based on the confidence of the nodes, clusters are formed. Nodes with
higher confidence are formed into one cluster, and remaining lower-confidence nodes
remain as it is in the network. We implement federated learning among the nodes
in cluster. One of the nodes in this cluster is selected at random which collects the
models of other nodes and aggregates them. This selected node participates in the
decentralized learning. The size of clusters should be small as the capacity of nodes
will be limited to perform aggregation of several models. With this modification,
we are able to achieve lesser convergence time and also lesser number of broadcast
messages.

As we can see from Fig. 1, the nodes on the left participate in federated learning
and nodes on the right perform a decentralized training. The node in the center is the
representative node. In federated learning, each client transfers its model parameter
to the representative node.Any polling algorithm can be used to choose a node among
confident nodes which act as the representative of those nodes. This representative

Fig. 1 Architectural diagram of a FedPeer learning system
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node aggregates the model parameters and transfers them back to the clients. In the
case of the decentralized training, every client transfers its model to every other node
in the group as it involves broadcasting.

5 Experimental Results

In this section, we present our results along with the experimental settings we have
used to achieve them.

5.1 Experimental Settings

We have experimented this approach on three different datasets for a classification
problem. We have used two datasets MNIST [6] and Adult Income [3] along with
synthetically generated dataset. The statistics of these datasets are summarized in
Table 1. The MNIST database of handwritten digits has a training set of 42,000
examples. It is a subset of a larger set available from NIST. The digits have been
size-normalized and centered in a fixed-size image. Each example is an image of
handwritten digits. Each image is of 28 × 28 pixel resolution. We have applied PCA
on this dataset to reduce the number of features to 100 as 75% variance is retained
by these 100 features. From the dataset, 16,000 data points are taken as the test data.
Remaining data is split into the nine nodes each node having 7000, 3000, 4000, 50,
6000, 4000, 30, 20 and 40 points, respectively. Corresponding confidence factors for
these nodes are 1, 0.4, 0.5, 0, 0.8, 0.5, 0, 0, 0. c1 = 1 c2 = 0.4. For the Adult dataset,
we have used one-hot encoding to vectorize the categorical features resulting in a
total of 95 features. A similar breakdown of data points has been done on the other
two datasets.

5.2 Performance Metrics

The two metrics we have considered to compare our approach with a decentralized
model are the total time taken to achieve the accuracy and the number of messages
transferred between clients during the process.

5.3 Results

The overall results have been summarized in Table 2. We compare the total time
taken, number of messages transferred and the accuracy of our proposed approach
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Table 1 Dataset description

Dataset Instances Features After PCA

MNIST 60,000 784 100

Adult income 48,842 95 95

Synthetic 30,000 20 20

Table 2 Total time taken and accuracy with hybrid fusion, fusion and federated learning

Decentralized FedPeer

Datasets Time (s) Acc (%) # of Msg Time (s) Acc (%) # of Msg

MNIST 602 73 9000 210 72.4 3000

Adult income 101 77.4 9000 53 77.1 3000

Synthetic 730 77 9000 259 76.2 3000

to a decentralized framework. We can observe that the FedPeer achieves similar
accuracy when compared to a decentralized model but taking significantly lesser
time and communication bandwidth. In a decentralized approach with 10 clients,
the number of messages exchanged per epoch is 90, and at 100 epochs, this number
stands at 9000, whereas in the proposed approach, only 5 clients participate in the
decentralized training which brings down the number of messages exchanged to
2000. Since the remaining 5 clients participate in a federated learning model, the
messages exchanged in this approach stand at 1000 as each client only talks to the
server and vice versa. The total number of messages in this hybrid approach will,
hence, be 3000 which is less than fifty percent of a decentralized model. The lesser
communication between nodes has a significant impact on the amount of time taken
to converge to the given accuracy. As we can see from Table 2, FedPeer takes nearly
half the time when compared to a decentralized algorithm.

6 Conclusion

This paper shows that a hybrid model that uses both a federated and a decentralized
setup yields much better results compared to a stand-alone decentralized framework.
We have demonstrated that our proposed approach significantly reduces both the
amount of time and the number of messages transmitted across the network. It is
important to note that this method will perform similarly to a decentralized approach
if all the nodes have no significant data points.
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Weighted Road Network Distance-Based
Data Caching Policy for Spatio-Temporal
Data in Mobile Environment

N. Ilayaraja, J. Sherin, J. Sandra, and F. Mary Magdalene Jane

Abstract Mobile users expect context-aware spatio-temporal data while they use
location-based services. Caching data at the mobile client reduces execution time
and improves the performance of the services. An efficient cache replacement policy
is considered important to retain the useful items and evict the others from the
cache. This paper proposes a cache replacement policy considering the spatial and
temporal factors for eviction. Network distance is considered as an important eviction
parameter along with the properties of points of interest which are dynamic. The
simulation results by varying the query interval, moving interval, and cache size are
presented to verify that the proposed policy outperforms the existing FAR and PAID
cache replacement policies.

Keywords Data Cachingcaching · Cache Replacementreplacement · Network
Voronoivoronoi

1 Introduction

The demand for location-based services is increasing as the number of wireless
users grows exponentially. Location-based spatial query processing offers real-time
location information [1]. Existing studies [2–10] have investigated how to process the
spatio-temporal queries in road networks by determining the shortest road network
distance between points of interest. The main goal is to reduce latency and increase
data availability.

Nearest neighbor query (NNQ) resultswith respect to amoving query point largely
focus on techniques that utilize pre-computed network distances of the road network.
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Network Voronoi diagram (NVD) index structure is one of the important techniques
for representing the road network [5–7, 11–14].

Data caching has proven tominimize latency and access costs and hence the cache
replacement policy has to be efficient [3, 6, 15]. The existing cache replacement
policies such as the temporal factors are considered for eviction in policies like least
recently used LRU-k [14] that take into account the temporal factors, whereas the
policy furthest away replacement (FAR) considers the spatial properties. The spatial
and temporal properties are applied for eviction by the policy probability area inverse
distance (PAID).

Euclidean distance has been used by the previous policies as a measure, whereas
this work considers the road network connectivity and applies network distance. The
shortest distance depends on the connectivity of the road network rather than the
Euclidean [6].

In the proposed work, a new caching policy is derived on road network distance
while answering nearest neighbor queries with modifications in spatial parameters.
This paper proposes a weighted network distance-based cache replacement policy
(WIND-CP) which considers the network distance between the client and a point
of interest, POI service opening time (e.g., the time when a restaurant is open for
service), the weighted density of the valid scope and weights on the road network
direction and access frequency of the POI item. A ratio of the number of queries
generated to the number of queries answered from cache is the cache hit ratio (CHR)
which is the performance metric. Data availability is improved and access cost is
reduced when the CHR is high.

The rest of the paper is organized as follows: In Sect. 2, we present the problem
statement and related work in the spatial query processing in road network; Sect. 3
describes the proposed system design and terminologies used; Sect. 4 describes the
system implementation; Sect. 5 shows the efficiency of proposed cache policy and
extensive performance analysis; and finally, Sect. 6 concludes with future research
directions.

2 Literature Survey and Model Description

Range Query and NNQ search are very popular location-dependent queries in LDIS
to provide location-related POIs [10, 16]. Depending on how to measure the distance
between query point and interest point, the NNQs are categorized as Euclidean
distance NNQ and road network distance NNQ.

Studies have been carried out onNNand kNNqueries and the algorithms proposed
applied Euclidean spaces, the major setback being not applicable to road networks.
Hence, these algorithms are not suitable for returning the right object to the user
by approximating the exact distance between the user query point and the interest
point’s location. The authors of [17] proposed a spatial network database (SNDB)
that generates a search region for every generator point that grows from the client
location. References [2, 10] also identified a solution for the kNN queries in SNDB.
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Finally, [5, 6, 9] identified a novel approach to efficiently address NN and kNN
queries in SNDB based on the NVD. Reference [7] also identified the solution for
processing continuous NNQ in the road networks on the air indexing.

Most of the existing location-dependent query processing techniques rely on
client/server architecture in the context of location-based services (LBS). A client
can raise an NN query to search for any of the interesting points/events for his need
from his mobile device while on move.

When certain POI is searched by category in the maps, getting results that are
very far from the current user’s location will not be of much use. The main aim of
the search is to obtain a POI that is very near to his location specified.

Even if there are POIs very close to the given location using Euclidean distance,
the accessibility becomes ambiguous to the new user. The term closest may refer
to the Euclidean distance between the two points or the shortest road route. If the
Euclidean distance is considered, POI may appear closer, but the direct path may not
be accessible using a motor vehicle for the user. Hence, by choosing a POI which is
closer in terms of Euclidean distance, a path that is the closest may not be chosen.

For example, in the above scenario, a user is searching for the nearest hospital
for his emergency need at query location “Q”, as shown in Fig. 1. Three hospitals
(A, B, and C) are located, which are closer to the user’s query location. By using the
Euclidean distance, we identify that the closest POI from the user’s location “Q” is
Hospital A (ED1) and Hospital B (ED2), whereas in terms of the road network, the
distance to the Hospital A (AD1) is longer than the distance to the Hospital B (AD2)
from query location “Q” as there is no appropriate route along the median distance.
In this proposed work, in order to provide a more accurate distance to the POI,
road network is to be implemented considering the factors such as traffic condition,
number of signals/junctions, tollgates, etc., which will add additional time taken to
reach the POI. For example, two road networks of unequal lengths have traffic on the
longer route considerably less than the traffic on the shorter route. If the longer route
is taken, the time to reach the POI will be shorter and vice versa. Thus by assuming

Fig. 1 Scenario representation using the road network
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the factors mentioned above, the optimal route is the route that takes the least amount
of time to reach the POI is identified.

In addition to the above factors, the operating time of POI is also considered
significantly. For example, the working hours of the hospital POIs (A, B, and C) are
from 09:00 to 20:00, 21:00, 22:00, respectively. The query time by the user is 19:40,
suggesting Hospital A as an option using Euclidean distance is not appropriate. It
is imperative to provide options B and C to become valuable to the user. Hospital
B is suggested as the nearest hospital to the user upon road network. Further, if the
conditions such as traffic and operating hours of the Hospital B have an impact on
user’s reaching time, he can avail the service of the Hospital C as an additional result
to his query. In order to minimize the time consumption to send another query and
receive the required results, by implementing this option in the proposed work, the
user is not required to send another query to search for the nearest hospital.

3 Assumptions and Terminologies

The assumptions and terminologies used for modeling the proposed work are
described in this section. Service area refers to the geographical coverage area, and
item value is an instance of the item that is valid for a service area.

3.1 Valid Scope

Voronoi diagram is a partition of a plane into regions where each region has a gener-
ator point (POI) and all points in one region are closer to the respective point than
to any other [5, 6, 18, 19]. Spatial networks (e.g., road networks) can be modeled as
weighted graphs where the nodes of the graph represent road intersections or points
of interest and the edges connecting the nodes represent the roads. The weights can
be the distances between nodes or they can be the time it takes to travel between the
nodes.We define valid scope as the network region inwhich a data item value is valid.
When spatial networks are modeled as graphs, the valid scope can be represented as
a subgraph. The valid scopes are generated using NVDs.

3.2 Network Distance

The least-cost distance from the position of a client (P) to a point of interest (Pi) is
called the network distance. When the mobile client requests a location-dependent
service, we assume that the user can choose the shortest/least-cost path from his
current position to the POI object. The POI object which is far away from the user
either in his direction of motion or in inverse direction will have a lower chance of
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using it in near future. This implies that a POI object with a higher network distance
would be more probable for eviction.

3.3 Network Density

On road networks, the client has a higher chance of remaining in a regionwith densely
connected roads and a larger area for a longer time than a region with a smaller area
and sparsely connected roads as discussed by [20, 21]. They argued that the density
of a valid scope has an impact on the access probabilities for different data values and
the distances between roads and their degree of connectivity should be considered.
The weighted network density (WD) is computed for every valid scope (network
Voronoi cell) as defined by [20, 21] as follows:

WD = 2 · ∑
wi

n(n − 1)
(1)

where wi represents the weight of each edge in the graph and n is the number of
vertices in the graph.

4 Experimental Design

The proposed methods have been implemented systematically by calculating the
cache replacement score for stale POI objects, estimated travel time to reach the POI
object, and an access probability of POI type.

4.1 Proposed Replacement Policy

A cache replacement policy should choose an item with low access frequency, less
network density, and longer network distance for eviction also considering the oper-
ating time of the POI object. The replacement of data items from the cache is done
based on a cost function. The cost function in the policy (WIND-CP) of a data value
j of an item is defined by

Ci, j = Pi × WD(Vi, j ) × A

Nd(Vi, j )
(2)

where WD is the weighted network density of the valid scope V, Nd is the network
distance between the client’s current position and the POI object considered, Pi is the
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access frequency, andA is the temporal validity of the POI object (difference between
the current time and service closing time of the POI object). This policy will evict
the data with a lesser cost during each replacement. The policy would choose the
data with less access frequency, less network density, and greater network distance
for eviction.

4.2 Shortest Distance and Estimated Travel Time Calculation

In this work, Dijkstra’s algorithm is applied to find the least cost path from a single
source to a single destination. The computational costs are ignored because they
are considered pre-processing costs. Figure 2 represents graph notation of the road
network with the three hospital POI objects, namely A, B, and C.

A road network is modeled as a graphG (<V,E > ) that represents a road network.
The graph node depicts a road intersection or junction, and the edge is the road
between any two junctions. The network distance is represented as the weights of
the edges. An NNQ on the road network, given a node Q and a dataset of clinics
distributed on the nodes V, finds a clinic that is closest to the node Q with respect
to network distance. The various weights like distance, average speed, and traffic
condition are listed in Table 1. They can be used to compute the estimated travel
time to reach the nearest clinic.

For the calculation of the estimated travel time from the query point “Q” to the
POI object, the factor “traffic condition” is considered. Each route has an optimal
average speed and based on that the time taken to cover the distance is calculated and
the travel time is taken as the optimal time. The traffic condition is taken as “low”,
“moderate”, and “heavy” according to the road chosen and the time of journey.
Each traffic condition is given a percentage weight, and the optimal time obtained is
multiplied by the percentage weights to get the actual time taken to reach the desired
result.

Consider an identified route with a finite number of edges, then

Fig. 2 Graph representation of road network (G) with hospital POI objects
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Table 1 Weights of road network G

Edge Connects vertices Weight of edge in
terms of distance
(km)

Optimal average
speed of the edge

Traffic condition of
the edge

e1 v1, v2 3 50 Medium

e2 v2, v3 1 50 Heavy

e3 v3, v4 1.5 50 Heavy

e4 v4, v5 0.75 40 Low

e5 v3, v6 0.75 40 Low

e6 v2, v7 4 50 Heavy

e7 v7, v8 1.5 40 Low

Estimated Travel Time =
∑

i

di
oi

∗ tci (3)

where
i denotes the subscript of the edges in the identified route,
di is the distance of the ith edge,
oi is the optimum average speed of the ith edge,
tci is the traffic condition of the ith edge.
Consider Table 2 which contains route information to reach the POI (A, B, and C)

from the user location Q.
The estimated travel time is calculated using the values taken from Tables 1 and 2

to reach each POI (A, B, and C ). The weights for traffic condition are given, namely
low (10% of the optimal average time), medium (20% of the optimal average time),
and heavy (30%of the optimal average time). The estimated travel time from location
“Q” to Hospital A, B, and C are approximately 13, 7 and 20 min, respectively.

Let the user query time be 19:40, the closest POI using the road network is B
and the operating time of B is (9:00–21:00). The user has enough time to utilize
the service of the B. For some of the POI categories, servicing time is the major
constraint. If the time difference between the current time of the query issued and
the closing time of the POI object is lesser, then the resultant POI object is not in
use for the user. In that case, thus going to B and then searching for another nearest
hospital in the new location would waste his valuable time. This can be avoided by
considering the operating time of the POI objects as listed in Table 3 and adjusting
the results such that the user will have ample time for being serviced. Hence, when

Table 2 Route to POI (A, B,
and C) from location Q

POI Route to POI

A {e1, e6, e7}

B {e1, e2, e5}

C {e1, e2, e3, e4}
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Table 3 Operating time of
POI

POI Opening time of POI (h) Closing time of POI (h)

A 09:00 20:00

B 09:00 21:00

C 09:00 22:00

C is considered, the user will have enough time for utilizing the service, which is
above the threshold value for the category hospital, so that Hospital C as an alternate
POI object along with Hospital B is returned with the remaining closing time details.

4.3 Access Frequency Calculation

The access frequency is derived by applying the exponential agingmethod. For every
item, running frequency (Pi) and the item’s last access time (tlast, i) are maintained.
The current time is denoted by tcurrent and α is the weighing factor to represent the
recent access. The running frequency is set to zero and updated by applying the
formula [22, 23]:

Pi = α

(tcurrent − tlast,i )
+ (1 − α)Pi (4)

5 Performance Evaluation

In this section, the proposed cache replacement policy (WIND-CP) is evaluated
against PAID and FAR using the simulation model described in [20]. The perfor-
mance is the CHR. The direction of user movement is not taken into consideration
because if the user is simply cruising or if he wants to use an emergency service like
a hospital or fuel station, he would prefer the closest one even if it is opposite to his
current direction of motion. Query interval is tested from 20 to 200s, which is the
time interval between two consecutive queries. As illustrated in Fig. 3, the perfor-
mance decreases when the query interval is increased. The new policy (WIND-CP)
shows a 22% improvement over PAID and 80% improvement over FAR.

By varying the moving intervals, the performance of the policies is studied. For
longer moving intervals t, client’s movement is less random and for smaller intervals
the movement is rather random. WIND-CP performs better than other policies for
small moving intervals where the user moves more randomly in a dense network.
Our policy ensures that items in dense and large Voronoi cells are not evicted. Our
policy behaves like PAID for largemoving intervals (Highways) where the Euclidean
distance is almost equal to the network distance. The hit ratio decreases drastically
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for a relatively longer moving interval because the client has a higher possibility of
leaving certain valid regions.

WIND-CP shows a 10% improvement over PAID and 80% improvement over
FAR in Fig. 4. The effect of cache size on the performance of replacement policies
is shown in Fig. 5. The performance of all policies improves with increased cache
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size. WIND-CP policy performs up to 14% better than PAID and 20% better than
FAR.

6 Conclusion

A new cache replacement policy WIND-CP that considers network distance and
weighted density of the valid scope of a spatial network as important factors and
operating time and access frequency as the temporal factors has been proposed.
Simulation results have shown that the new policyWIND-CP improves substantially
in performance than the existing policies FAR and PAID. Considering the determin-
istic values of network distance, traffic condition, and operating time of POI object,
the overheads of sending a new query and receiving the results for the NNQ have
been minimized. In the future, incorporating the random behavior in traffic condition
and incorporating pre-fetching or hoarding mechanism into the proposed policy for
answering NNQ may be studied.
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An Experimental Analysis for Credit
Card Fraud Detection with Imbalanced
and Machine Learning Techniques

G. Anirudh and Upasana Talukdar

Abstract Credit card fraud is a criminal misdemeanour and causes harm to banks,
persons as well as financial institutions. Hence, it is substantial to detect and pre-
vent fraudulent activities. Several significant approaches have been put forward in
the literature to detect different types of fraud cases. However, most of the exist-
ing approaches face different challenges. Among them, the class imbalance problem
is the most common. This problem consists of unequal distribution of observations
across the classes. In this study, the ratio fraudulent:non-fraudulent is very small, and
this poses a challenge for traditional classification algorithms to detect fraudulent
activities. This paper presents a rigorous experimental analysis to tackle the class
imbalance problem. The experiments were carried out in three categories: (a) exper-
iments with traditional machine learning algorithms, (b) experiments with ensemble
methods, and (c) experiments with traditional machine learning algorithms after
imbalanced data pre-processing techniques. The imbalanced data pre-processing
techniques include undersampling, oversampling, and a combination of both. The
performance of the solutions has been evaluated using five different metrics: F1-
score, precision, recall, area under precision–recall curve (AUPR), and area under
receiver operating characteristic curve (AUROC). The experimental results show
improved performance in detecting fraudulent cases.

Keywords Credit card · Fraud · Imbalanced data ·Machine learning

1 Introduction

Fraud detection is a criminal offence and concerns a large number of banks as well as
financial institutes. Different types of fraud exist as statement fraud, credit card fraud,
insurance fraud, etc. Credit card fraud can be defined as stealing the information of
a credit card to make unauthorized purchases. It is ranked top among identity thefts
and one of the common frauds. Each year, millions of credit cardholders fall victim
to fraud that costs the country’s economy.

G. Anirudh (B) · U. Talukdar
Department of Data Science and Analytics, Central University of Rajasthan, Ajmer, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. Patgiri et al. (eds.), Edge Analytics, Lecture Notes in Electrical Engineering 869,
https://doi.org/10.1007/978-981-19-0019-8_41

539

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0019-8_41&domain=pdf
https://doi.org/10.1007/978-981-19-0019-8_41


540 G. Anirudh and U. Talukdar

Several challenges exist in detecting credit card fraud cases [1–3]. The class imbal-
ance problem is one of the well-known and most critical challenge. It is defined as
having an unequal distribution of the data [4], i.e. the ratio of fraudulent transactions
is considerably smaller than the non-fraudulent ones. Such a problem poses a chal-
lenge in detecting and extracting fraudulent patterns. Because of the dominance of
one class, existing machine learning algorithms may fail to detect fraudulent cases
accurately. As a result, illegal transactions will be considered legal, causing severe
financial harm and loss to institutions as well as individuals.

There are different ways to balance the distribution of class, and some of the
common approaches are the use of cost-sensitive algorithms [5], ensemble methods
[5], and re-sampling the data [6]. With the rapid advancement in deep learning, the
use of unsupervised methods and sequence models to extract fraudulent cases has
becomemore common [7, 8]. However, the drawback of using deep learningmethods
is they are computationally expensive.

This paper presents rigorous experimentation with state-of-the-art methods to
improve the performance of detection and extraction of credit card fraudulent trans-
actions with comparatively lesser features. The experiments were categorized into
three categories: (a) experiments with traditional machine learning algorithms, (b)
experiments with ensemble machine learning algorithms and (c) experiments with
imbalanced data pre-processing techniques and traditional machine learning algo-
rithms. The performance of the solutions has been evaluated using five different met-
rics: F1-score, precision, recall, area under receiver operating characteristic curve
(AUROC), and area under precision–recall curve (AUPR).

2 Materials and Methods

2.1 Data Set Description

In this study, credit card fraud detection data set1 has been used. The data set presents
transactions made in September 2013 by European credit cardholders in two days.
It has a total of 284,807 samples with 31 features. Out of 31 features, 28 features are
principal components represented by V1, V2, . . ., and V28. Time and Amount have
not been transformed into PCA. The outcome is the target variable, takes values 0 and
1, 0 represents non-fraudulent transactions, and 1 represents fraudulent transactions.
The non-fraudulent transactions are 284,315, and fraudulent transactions are 492.
The data set is highly imbalanced, the percentage of fraudulent cases is 0.172%, and
non-fraudulent cases are 99.828%. Figure1 shows the scatter plot and the bar plot of
the credit card fraud data set employed in the study. The yellow dots in the scatter plot
represent the fraudulent cases, and the blue dots represent the non-fraudulent cases.

1 https://www.kaggle.com/mlg-ulb/creditcardfraud.

https://www.kaggle.com/mlg-ulb/creditcardfraud
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Fig. 1 Scatter plot and bar plot of the credit card fraud data set

Fig. 2 Three categories of experimentation carried out in the study

2.2 Methodology

This paper reported rigorous experimentation to tackle the class imbalance problem
and adopted various state-of-the-artmethodologies to attain better performance in the
detection and extraction of fraudulent activities. Figure2 portrays the methodology
adopted in the paper. Feature selection has been employed as a first step to identify
the most relevant features. After feature selection, the experiments were conducted
in three different categories.

1. Category 1—Experiments with traditional machine learning algorithms: In
this category, six different supervised classification algorithms are employed on
our data set that includes logistic regression (LR), Gaussian Naive Bayes (GNB),
support vectormachine (SVM), decision tree (DT), K-nearest neighbour (KNN),
and deep neural network (DNN).

2. Category 2—Experiments with ensemble machine learning algorithms: In
this category, six different ensemble machine learning algorithms are applied
that includes bagging [9], balanced bagging [10], random forest [11], AdaBoost
[12], gradient boosting Classifier [13] and XGBoost [14].
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3. Category 3—Experiments with imbalanced data pre-processing and tradi-
tional machine learning algorithms: Here, to tackle the class imbalance prob-
lem different undersampling techniques [15], oversampling techniques [15] and
a combination of both have been employed before feeding it to the traditional
machine learning algorithms. The undersampling techniques like random under-
sampling (RU), near miss-1 [16], near miss-2 [16], near miss-3 [16], Tomek
links [17], edited nearest neighbours (ENN) [18], and one-sided selection (OSS)
[19] are employed. On the other hand, oversampling techniques like random
oversampling (RO), synthetic minority oversampling technique (SMOTE) [20],
borderline SMOTE-1 [21], borderline SMOTE-2 [21], SVM-SMOTE [22], and
adaptive synthetic sampling (ADASYN) [23] are employed in the study. Besides,
a combination of different oversampling and undersampling techniques have also
been investigated using stratified fivefold cross-validation.

3 Experimental Results and Discussions

3.1 Feature Selection

The data set consists of 31 features, of which 28 features are principal components
(PCs) represented by V1, V2,. . ., and V28. The first few PCs have a higher signal-to-
noise ratio, and later PCs may be dominated by noise in the data. We experimented
with five classification algorithms for choosing the first k (k<28) PCs, using F1-
score. During our experiments, we noticed the first 7 PCs have shown 52.28% of the
variation. LR and SVM achieved the highest F1-score for the first 7 PCs while KNN,
GNB, and DT achieved the highest F1-score for the first 5 PCs (see Table1). Since
the majority of classifiers have achieved the highest F1-score for 5 PCs, we retained
the first 5 PCs with 41.54% variation. ‘Time’ and ‘Amount’ features have not been
transformed into PCA. The ‘Time’ feature denotes the seconds elapsed from the first
transaction and every other transaction. The ‘Amount’ feature denotes the transaction
amount. The range of the transaction amount in fraudulent is [0, 2125.87] and non-
fraudulent is [0, 25691.16], where 0 is the least transaction in both the cases and
maximum being respective upper bounds. We observed 99.78% (283,712 samples)
of non-fraudulent transactions lie in the range of [0, 2125]. This makes it difficult
for the model to differentiate fraudulent and non-fraudulent samples since most of
the transactions lie in the range [0, 2125]. We checked the importance of ‘Time’
and ‘Amount’ features with our base models (see Table1). We observed the majority
of the classifiers show poor performance after the inclusion of Time, Amount, and
Time+Amount with 5 PCs. This proves our intuition that both the features do not
contribute significant information.Hence,we removed them.Ourfinal data set has the
first 5 PCs and the outcome variable. We evaluated all the techniques with 0.67:0.33
as train and test split in our study.
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Table 1 Performance of traditional machine learning algorithms for the different combination of
features
Algorithm 4 PCs 5 PCs 6 PCs 7 PCs 5

PCs+Time
5 PCs+Amount 5 PCs+Time+Amount

LR 0.508 0.518 0.518 0.714 0.543 0.533 0.543

KNN(5) 0.662 0.729 0.726 0.587 0.177 0.642 0.143

GNB 0.129 0.183 0.114 0.111 0.143 0.109 0.132

SVM 0.511 0.521 0.521 0.579 0.206 0.359 0.205

DT 0.578 0.61 0.538 0.538 0.608 0.561 0.593

Table 2 F1-score and AUPR for different k value of KNN

k value F1-score AUPR

1 0.673 0.675

2 0.673 0.734

3 0.725 0.757

4 0.732 0.759

5 0.726 0.761

6 0.729 0.759

7 0.72 0.758

8 0.707 0.753

9 0.693 0.75

3.2 Category 1: Traditional Machine Learning Algorithms

We applied six supervised classification algorithms on our data set that include LR,
KNN, GNB, SVM, DT, and DNN, with class weights as 0.1 and 0.9 for class 0 and
class 1.

For the KNN, we tried with different values of k ranging from 1 to 9 (shown in
Table2), we observed that F1-score is maximum in the case of k =4, and AUPR is
maximum in the case of k =5. However, F1-scores do not vary much for k in the
range of 3–7 and similarly AUPR, so we proceeded with k =5 considering AUPR as
an evaluation metric. For DNN, we built architecture with three layers with 5, 8, and
1 units of nodes. We used rectified linear unit (ReLU) for all the layers except for
the last layer where we used the sigmoid function. We have used Adam optimizer,
the batch size is 32, and the number of epochs is 20.

The performance of different machine learning algorithms has been illustrated
in Table3. It is seen that in terms of AUROC and recall, DNN was giving better
performance, while in terms of AUPR, F1-score, and precision, KNN (5) performed
best. Based on F1-score, we observed all the models except GNB was giving bet-
ter performance. For further analysis, we did not consider GNB because of poor
performance through most of the metrics. Also, implementing DNN after applying
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Table 3 Performance of traditional machine learning algorithms

Algorithm AUROC AUPR F1-score Precision Recall

Logistic regression (LR) 0.953 0.513 0.518 0.48 0.56

K-nearest neighbour (KNN) (5) 0.883 0.759 0.726 0.92 0.6

Gaussian Naive Bayes (GNB) 0.941 0.114 0.183 0.06 0.55

Support vector machine (SVM) 0.946 0.503 0.521 0.52 0.52

Decision tree (DT) 0.794 0.613 0.611 0.64 0.59

Deep neural networks (DNN) 0.968 0.627 0.54 0.44 0.69

Table 4 Performance of ensemble methods

Algorithm AUROC AUPR F1-score Precision Recall

Bagging 0.777 0.664 0.525 0.65 0.44

Balanced bagging (BB) 0.786 0.681 0.616 0.63 0.6

Random forest (RF) 0.803 0.717 0.583 0.67 0.52

AdaBoost 0.801 0.7 0.594 0.7 0.52

Gradient boosting classi-
fier (GBC)

0.83 0.745 0.562 0.69 0.47

XGBoost 0.816 0.728 0.583 0.67 0.52

the appropriate pre-processing technique is a tedious task, consumes more time, and
computation power than LR, KNN, SVM, and DT. Hence, we did not consider DNN
for further analysis.

3.3 Category 2: Ensemble Machine Learning Algorithms

To evaluate the performance of ensemble methods on imbalanced data, this study
includes experiments with six different ensemble algorithms that include bagging,
balanced bagging (BB), random forest (RF), AdaBoost, gradient boosting classifier
(GBC), and XGBoost. The results are shown in Table4 in terms of all five evaluation
metrics. It is seen from the results that gradient boosting classifier performed best
in terms of AUROC and AUPR. Balanced bagging performed best in terms of F1-
score and recall, similarly AdaBoost in terms of precision. XGBoost attains better
performance in terms of all the evaluation metrics.
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Fig. 3 Scatter plot of the credit card data set with different undersampling techniques

3.4 Category 3: Imbalanced Data Pre-processing
and Traditional Machine Learning Algorithms

Keeping in view the aim of the paper to tackle the class imbalance problem with bet-
ter results, this category of experimentation includes the amalgamation of the imbal-
anced data pre-processing and the traditional machine learning methods. Different
undersampling and oversampling techniques are examined to pre-process the data.
The undersampling techniques like random undersampling, near miss-1, near miss-
2, near miss-3, Tomek links, edited nearest neighbours, and one-sided selection are
employed to down-sample the data. On the other hand, oversampling techniques like
random oversampling, SMOTE, borderline SMOTE-1, borderline SMOTE-2, SVM-
SMOTE, and ADASYN are applied in the study to up-sample the data. Besides, a
combination of different oversampling, and undersampling techniques has also been
investigated using stratified fivefold cross-validation. Figure3 shows the scatter plot
of the credit card fraud data set employed after employing the different undersam-
pling methods, Fig. 4 portrays the scatter plot after applying different oversampling
methods, while Fig. 5 shows the scatter plot after employing combination methods
using two features (V4 andV5). The yellow dots in the scatter plot represent the fraud
cases, and the blue dots represent the non-fraud cases. It is seen from the figure that
the ratio of fraudulent and non-fraudulent cases has improved compared to Fig. 1.
This is believed to improve the performance of machine learning algorithms.

In undersampling, the non-fraudulent cases are down-sampled to the ratio of
fraudulent cases, and the data set after undersampling results in 984 samples as the
fraudulent cases in our data are 492. In oversampling, the fraudulent cases are up-
sampled to the ratio of non-fraudulent cases, and the data set after oversampling
results in 568,630 samples as the non-fraudulent cases in our data set are 284,315.
Similarly, in combination methods, the data set is up-sampled first using oversam-
pling techniques, and then transformed data is down-sampled using undersampling
techniques. So, the number of samples will drastically increase in both cases. The
combination techniques have resulted in different sample sizes for different meth-
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Fig. 4 Scatter plot of the credit card fraud data set after applying oversampling techniques

Fig. 5 Scatter plot of different combinations of oversampling and undersampling techniques

ods like 566,365 using SMOTE+ENN, 568,628 using SMOTE+Tomek links, and
568,630 using remaining methods. The pre-processed data using undersampling is
then classified using LR, KNN, SVM, and DT.While the data is pre-processed using
oversampling, the combination methods are classified using LR, KNN, and DT. As
the literature has reported, most machine learning algorithms fail to perform on
large data sets; though they show adequate performance, they consume more time
and computation power to run the algorithm. SVM is one such algorithm that is
not suitable for large data sets [24]. Hence, for all the oversampling techniques and
combination methods, we dropped SVM.

As discussed in Sect. 3.2, GNB andDNN are not included in the study. The perfor-
mance of the aforesaid machine learning algorithms after applying undersampling,
oversampling, and the combination of both the techniques is presented in Tables5,
6, and 7.

It is seen from the results that the employment of imbalanced data pre-processing
methods improves the performance of machine learning algorithms. From Tables6
and 7, we observe that for most of the methods using different evaluation metrics, we
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Table 5 Performance of different machine learning methods with undersampling techniques

Undersampling methods ML
algorithm

AUROC AUPR F1-score Precision Recall

Random undersampling LR 0.969 0.974 0.911 0.93 0.89

KNN (5) 0.958 0.969 0.917 0.94 0.9

SVM 0.969 0.975 0.915 0.93 0.9

DT 0.917 0.94 0.918 0.92 0.92

Near miss-1 (Neigh-
bour=3)

LR 0.988 0.991 0.957 0.99 0.93

KNN (5) 0.985 0.989 0.94 0.98 0.9

SVM 0.981 0.988 0.953 0.99 0.92

DT 0.966 0.977 0.967 0.98 0.96

Near miss-2 (Neigh-
bour=3)

LR 0.958 0.958 0.912 0.92 0.91

KNN (5) 0.997 0.996 0.988 0.99 0.99

SVM 0.949 0.957 0.9 0.91 0.89

DT 0.963 0.972 0.964 0.96 0.97

Near miss-3 (Neigh-
bour=3)

LR 0.742 0.759 0.653 0.72 0.6

KNN (5) 0.767 0.836 0.73 0.77 0.69

SVM 0.743 0.767 0.637 0.75 0.55

DT 0.696 0.777 0.693 0.71 0.67

Tomek links LR 0.954 0.646 0.618 0.89 0.47

KNN (5) 0.89 0.798 0.776 0.64 0.99

SVM 0.939 0.618 0.566 0.86 0.42

DT 0.811 0.618 0.617 0.61 0.62

Edited nearest neighbour
(Neighbours=3)

LR 0.955 0.691 0.672 0.89 0.54

KNN (5) 0.906 0.854 0.815 0.99 0.69

SVM 0.945 0.691 0.633 0.9 0.49

DT 0.845 0.694 0.692 0.69 0.69

One-sided selection LR 0.968 0.681 0.634 0.9 0.49

KNN (5) 0.895 0.792 0.764 0.94 0.64

SVM 0.948 0.689 0.635 0.89 0.49

DT 0.834 0.672 0.671 0.67 0.67

were achieving 100% results. One must note that the credit card data set is extremely
imbalanced, and the fraudulent samples have increased nearly to 50% from 0.172%
after pre-processing. Naturally, with a balanced increase in both cases, any algorithm
will tend to perform as accurately as possible.
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Table 6 Performance of different machine learning methods with oversampling techniques

Oversampling
methods

ML
algorithm

AUROC AUPR F1-score Precision Recall

Random over-
sampling

LR 0.964 0.97 0.915 0.94 0.89

KNN(5) 1 1 0.999 1 1

DT 1 1 1 1 1

SMOTE LR 0.968 0.972 0.919 0.9 0.94

KNN(5) 0.998 0.998 0.994 0.99 1

DT 0.993 0.994 0.993 0.99 0.99

Borderline
SMOTE-1

LR 0.991 0.989 0.967 0.96 0.98

KNN(5) 1 1 0.99 1 1

DT 0.99 0.99 0.99 1 1

Borderline
SMOTE-2

LR 0.986 0.983 0.949 0.95 0.95

KNN(5) 0.99 0.99 0.997 1 1

DT 0.996 0.997 0.996 1 1

SVM-SMOTE LR 0.995 0.994 0.968 0.97 0.97

KNN(5) 1 1 0.99 1 1

DT 0.999 0.999 0.999 1 1

ADASYN LR 0.932 0.934 0.862 0.9 0.83

KNN(5) 0.998 0.998 0.995 0.99 1

DT 0.995 0.996 0.995 0.99 1

4 Conclusion and Future Work

Credit card fraud is a serious business problem that can cause a huge loss, to both
individual and financial institutes. Henceforth, detection and prevention of fraudulent
activities hold promise. The class imbalance problem poses a challenge in extracting
fraud cases as the ratio of fraud to legitimate cases is usually small. In such cases,
fraud transactionsmay be considered legitimatewhich poses a huge threat to financial
institutions aswell as individuals. Themain aimof this paperwas to compare different
machine learning algorithms for the detection of fraudulent transactions dealing with
the class imbalance problem. Hence, a comparison was made, and it was established
that imbalanced data pre-processing improves the performance of traditionalmachine
learning algorithms in detecting fraud cases. The performance was evaluated using
different evaluationmetrics, such asAUROC,AUPR,F1-score, recall, and precision.
Feature selection has played a vital role in achieving significant results.

Future work would include investigation with different unsupervised methods
like clustering and generative adversarial networks (GANs). Supervised methods
like hybrid models and semi-supervised methods are part of ongoing research.
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Table 7 Performance of different machine learning methods with the combination of undersam-
pling and oversampling techniques
Methods ML

algorithm
AUROC AUPR F1-score Precision Recall

SMOTE + RU LR 0.967 0.971 0.918 0.92 0.92

KNN(5) 0.998 0.998 0.996 0.99 1

DT 0.995 0.996 0.995 0.99 1

SMOTE + RU + Stratified fivefold LR 0.9202 0.9717 0.9183 0.9406 0.897

KNN(5) 0.9958 0.9983 0.9958 0.9917 1

DT 0.9957 0.9964 0.9958 0.9942 0.9974

RO + RU LR 0.964 0.97 0.915 0.94 0.89

KNN(5) 1 1 1 1 1

DT 1 1 1 1 1

RO +RU + Stratified fivefold LR 0.9202 0.9717 0.9183 0.9406 0.897

KNN(5) 0.9958 0.9983 0.9958 0.9917 1

DT 0.9958 0.9965 0.9957 0.9943 0.9973

Borderline SMOTE + RU LR 0.992 0.99 0.968 0.96 0.98

KNN(5) 1 1 0.99 1 1

DT 0.999 0.999 0.999 1 1

Borderline SMOTE + RU + Strat-
ified fivefold

LR 0.9202 0.9717 0.9183 0.9406 0.897

KNN(5) 0.9958 0.9983 0.9958 0.9917 1

DT 0.9958 0.9965 0.9957 0.9943 0.9974

RO + Tomek links LR 0.965 0.971 0.914 0.94 0.89

KNN(5) 1 1 0.99 1 1

DT 1 1 1 1 1

RO + Tomek links+ Stratified five-
fold

LR 0.9202 0.9717 0.9183 0.9406 0.897

KNN(5) 0.9958 0.9983 0.9958 0.9917 1

DT 0.9957 0.9964 0.9958 0.9942 0.9973

SMOTE + Tomek links LR 0.966 0.972 0.918 0.94 0.9

KNN(5) 0.998 0.998 0.996 0.99 1

DT 0.995 0.996 0.995 0.99 1

SMOTE + Tomek links+ Stratified
fivefold

LR 0.9202 0.9717 0.9183 0.9406 0.897

KNN(5) 0.9958 0.9983 0.9958 0.9917 1

DT 0.9957 0.9964 0.9957 0.9941 0.9974

SMOTE + ENN LR 0.967 0.972 0.919 0.94 0.9

KNN(5) 1 1 0.99 1 1

DT 0.996 0.997 0.996 0.99 1

SMOTE + ENN + Stratified five-
fold

LR 0.9202 0.9717 0.9183 0.9406 0.897

KNN(5) 0.9958 0.9983 0.9958 0.9917 1

DT 0.9958 0.9964 0.9958 0.9942 0.9973
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Outlier Detection Techniques:
A Comparative Study

Chiranjit Das, Aditya Dubey, and Akhtar Rasool

Abstract With the recently rising technologies and numerous applications, the
necessity of outlier detection is increasing drastically. Currently, a major variant
of outlier detection techniques is witnessed. These techniques played a crucial role
in the advancement of fields like medical health, MasterCard fraud, and intrusion
detection. However, it is a significant work to spot abnormal behaviours or patterns
out from sophisticated data. This paper provides a summary of the outlier detection
strategies for the high-dimensional dataset and offers a comprehensive understanding
of all basic techniques of outlier detection. This paper provides a comprehensive
summary of the ongoing work on anomaly detection techniques, particularly with
high-dimensional datasets and data with mixed attributes. The detection of outliers
from the given dataset with anomalous data is meaningful work in the area of big data
as the data is increasing exponentially every year. Specifically, this paper discusses the
current advancement in the field of anomaly detection methods and simultaneously
discusses the strengths and limitations of each outlier detection method.

Keywords Data mining · Machine learning · Outlier detection · Time-series data

1 Introduction

The termbig data is a very vital topic [1] as the number of data is created exponentially
every year. The concept of big data is particularly utilized within the industry and in
terms of technology when an institution requires to manipulate a massive volume of
data and a place to store them. The term is alleged to originate from web search
companies that wanted to handle very largely distributed kinds of loosely structured
data.

Anomaly analysis is remarkably interesting and a huge exploration field. It is
also equally important in data processing and machine learning prospect [2]. The
key objective is to interpret those sections from the dataset whose nature and design
do not adjust to conventional results. The surprising nature of the data is instances
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whose characteristics are considered different from those of the rest of the given
data and those that are irrelevant to that dataset, known as an anomaly or an outlier.
However, there is no commonly valid or any formal definition of anomaly or outlier
detection. From the past research and advancement of knowledge, an outlier can
also be described as an associate outlier, an unrelatable data, and an unbeatable
unit betting on specific application eventualities. Identifying fascinating patterns is
extremely important to several domains, like higher reasoning processes, business
automation, and data processing. For example, a comprehendible anomalous network
communication could indicate that an automatic data processing system is confronted
by some hacker, associate abnormalities dealing with ATM card could signify that
some unauthorized usage and any sudden geological abnormalities in nature may be
an indicator to any natural hazards like earthquake or tsunami, etc. Because of its
real-time nature, anomaly detection techniques have a high range of applications,
for example, various medical health facilities, ATM card scams, network-related
issues, and public education-related issues. With the advancement of the latest tech-
nologies, data generated from real-world circumstances are transforming into large
and large, not quality-wise but typically in higher dimensionality. Due to the large
dimensionality of data objects, the data are nearly equidistant from each other.

Time-series data is any data that is linked to time (real time) [3]. For example,
the stock of a company in a day may be real-time data or time-series data based on
that day. Numerous applications like demand estimation and sales predicting may
be characteristic time-series anomaly detection problems which might be solved by
processes like Holt winters. Anomaly detection helps us in fixing future needs by
estimating those concerning present data [4]. Once predicted that data value will
be used to detect anomalies by relating them with actual. Table 1 presents different
techniques with a brief description, pros and cons. There are mainly four primary
categories of outlier’s detection analysis and their comparison table is illustrated in
Table 1:

1. Neighbourhood-based model
2. Subspace-based model
3. Ensemble-based model
4. Mixed-type model.

Currently, there are several powerful and effective detection algorithms developed
to improve the scenario regarding these issues [5]. Moreover, these can be character-
ized into four major parts, that is, neighbourhood-based (e.g. K-nearest neighbour,
local outlier factor (LOF)) [6], subspace-based (e.g. out-ranking), ensembled-based
(e.g. feature bagging) [7, 8], andmixed-typemethods (e.g. outlier detection formixed
attribute datasets (ODMAD), link-based outlier and anomaly detection (LOADED))
[9, 10]. The neighbour-based outlier detection approach primarily defines the neigh-
bourhood of the provided itemset to check out the intensity of its neighbourhood
and their corresponding distances. The subspace-based detection model deals with
abnormality points by filtering the values in a subset of the dimensions that might be
offered for anomaly analysis. Unlike the other analysis approaches, ensemble-based
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Table 1 Comparisons between different detection models

Categories Example Strengths Limitations

Neighbourhood-based
model

Assign the anomaly
score of the
knowledge instance
relative to their
neighbours. Some of
the examples are
KNN, LOF, RBDA,
COF, etc

1 The nature of the
methods is
unsupervised
2 These are
completely
data-driven

1 Suffers when it comes
to high-dimensional
data
2 Complexity in the
testing phase is
significantly high

Subspace-based model The values in a subset
of the dimensions
might be offered for
anomaly analysis.
Some of the classic
examples are SOD,
OR, etc

1 Highly efficient
2 Go effective in
many cases

1 Very hard to identify
the relevant subspace
for outlier detection

Ensembled-based
model

This approach
integrates the result of
different existing
approaches, compares
them, and archives a
consensus. Some
typical examples are
FB, HiSC, etc

1 Highly reliable
2 Less
compassionate

1 Efficiency is very less
2 Difficult to opt for the
correct metadata

Mixed-type model This model is used to
construct a cohesive
model for distinctive
data variants or take
each type of data
independently. It is
represented by
LOADED, ODMAD,
etc

1 Capacity to handle
mixed data types
2 Nearly accurate

1 Related structure or
characteristic is
difficult to gather
2 The complexity of the
approach is high

models integrate the result of different existing approaches, compare between them,
and archive a consensus.

2 Detection Techniques

2.1 Neighbourhood-Based Techniques

The main idea behind these detection techniques is to identify the anomalies by
analysing the neighbourhood information of the data. Another approach is to define
the LOF as the calculation of the corresponding outlier degree, where the outlier
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score is calculated by the relative distance between the neighbourhood. Based on
techniques like LOP, every data object gives an outlier probability or commonly
called a score, which can be easily interpreted and can also be equated over the
whole dataset.

2.1.1 K-Nearest Neighbour (kNN)

In the field of outlier detection, the kNN algorithm is a very basic approach used to
classify the data based on the nearest training examples within the feature space [11].
The kNN could be a sort of distance-based anomaly detection technique. Define the
kNN outlier technique by a pointO (a, b), which is the distance between its k-nearest
neighbour Ok(ak , bk). k-distance of O is represented as

Dk(O) = √
(b − bk) + (a − ak) (1)

Now, the maximum value of Dk can be defined as n data object, and the highest
n points with the largest value of Dk magnitude are identified as the anomaly. The
two approaches to calculate the anomaly are discussed below.

Unsupervised kNN Approach. The unsupervised kNN approach shown in Fig. 1
describes that in the first step datasets with (a, b) coordinates are given as an
input, followed by defining the value of k [12]. A k-distance histogram is made by
computing all the k-distance of every data object. Then the range of the k-distance is
measured by selecting n largest k-distance. And finally followed by tracking all the
relative data points as outliers.

Semi-supervised kNN Approach. The methodology shown in Fig. 2 describes that
in the first step datasets with (a, b) coordinates are given as an input, followed by
defining the value of k where one anomalous data point is given for training purposes.
A k-distance histogram is made by computing all the k-distance of every data object.
Apply the previous algorithm on the remaining part dataset, and finally followed by
classifying all the relative outliers for each dataset.

Fig. 1 Steps of the unsupervised kNN method
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Fig. 2 Steps of the semi-supervised kNN method

Typically, the computation time of kNN is given by O(m × n) if n is the number
of training data and m is its dimensionality. Accuracy in terms of semi-supervised
approach is higher than the unsupervised approach.

2.1.2 Local Outlier Factor (LOF)

A local anomaly is introduced based on every data point by measuring the degree
of outlierness [13]. In this approach, the local outlier is set in the context of some
restricted amount of neighbourhood. LOF is a neighbourhood-based outlier detection
technique that compares the local distance variation of a data instance to its corre-
sponding neighbours [6]. The local distance variation of a data object is inversely
proportional to the mean distance to the k-nearest neighbourhood. A LOF score is
set by calculating the ratio between the mean local distance variation of neighbours
to the local distance variance of the data objects. This technique is nearly related
to density-based clustering [14]. The term local reachability density (LRD) of a
data point s is reciprocal of the mean reachability distance which depends upon the
MinPts—the nearest neighbour of s [15]. Important parameter MinPts is needed by
the LOF algorithm to show the number of closest neighbours which are used in
describing the local neighbourhood of a data:

LRDMinPts(s) = 1

/{∑
p∈NMinPts(s)

·reach − distanceMinPts(s, p)
}

NMinPts(s)
(2)

where s and p denote the two data points. Let k-distance(s) be the distance of the
data to the kth nearest neighbour. The reach-dist is required to calculate another new
idea—the LRD. We denote the set of k nearest neighbours as Nk(s). This distance is
known as reachability distance and is denoted by

reach − distanceMinPts(s, p) = max{k − distance (p), (s, p)}
{\displaystyle N_{k}(A)} (3)
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The reachability distance of the data from s to p is the true distance between two data
points. The LOF is defined by

LOFMinPts(s) =
{∑

p∈NMinPts(s)
· LRDMinPts(p)

LRDMinPts(s)

}

|NMinPts(s)| (4)

The time complexity of this approach is an order of n2, where n is the number of
training data considered. This approach is more accurate for small datasets. With a
slight increase in the size of the dataset, efficiency drops sharply.

2.1.3 Rank-Based Detection Algorithm (RBDA)

Rank-based detection algorithm (RBDA) is an algorithm that helps to track the outlier
based on common neighbours adjacent to a data instance and its neighbours [16].
To know about mutual adjacency more precisely, let us assume a data instance o ε D
and let p ε Nk(o). Nk(o) denotes a set of data nearer to o. In other words, assume a
p which is closer to instance o, as it is the nearest neighbour of o, and if the above
assumption is true then it can be said that o and p are not outliers.

Algorithm 1: RBDA technique.

Step 1: For o ε D and p ε Nk(o), compute the rank of owith all its neighbourhood
of p and assume the rank be rp (o).
Step 2: Outlierness of o is given by Ok(o) and can be represented as

Ok(o) =
∑

p∈Nk (o)
rp(o)

|Nk(o)| (5)

And for o to be considered as an outlier Ok(o) must be ‘large’.
Step 3: To quantify the ‘largeness’, assume D1 = {o ∈ D|Ok(o) ≤ Omax}. If D1

is 75% of the D, then Dmax is chosen as ‘large’.

And to normalize the Ok(o).

Xk(o) = 1

Sk

(
Ok(o) − O ′

k

)
(6)

where

O ′
k = 1

|D1|
∑

o∈D
Ok(o) (7)

S2k = 1

|D1| − 1

∑

o∈D
(Ok(o) − O ′

k)
2 (8)
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The data point o is said to be an outlier if the normalized value Xk(o) ≥ 2.5. The
time complexity of the approach is given by order of (n + nlog(n)) (where n is the
number of training data) and this approach is highly accurate as it uses rank instead
of the distance between the object.

2.2 Subspace-Based Model

Anomalous data typically shows abnormal behaviours based on one ormore features.
The high dimensional can be categorized into several low-dimensional subspaces.
The low-dimensional subspaces of the original feature set are been used by high-
dimensional anomaly analysis. Zimek et al. stated that data may have a high-
dimensional feature set, out of which only some subsets of the features comprise
useful data, while others are not that relatable to the datasets [17]. The existence of
those irrelevant data may cause the inoperability of the algorithm. Thus, determining
anomalies from a subspace of the original feature set seems to be a fascinating and
logical task. In a distributed subspace-based approach, one or more low-dimensional
and distributed kinds of subspaces are developed from a single high-dimensional
feature space of an object [18]. Due to unusual lower density, the data objects fall into
those distributed and low-dimensional subspaces. To overcome the time-consumable
problem due to whole distributed subspace, Aggarwal et al. described a new algo-
rithm where subspace development is done by considering subspace with the most
negative variance coefficient.

2.2.1 Subspace Outlier Degree

Let S(o) be a set of instances used as a reference; for instance,oand p ∈ D. Subspace
outlier degree (SOD) of data instance o concerning S(o) is given by [19]

SODS(o)(O) = distance(p,H(S(o))
∣∣νS(o)

∣∣ (9)

Where

distance(p,H(s)) =
√√√√

d∑

i=1

υS
i · (

pi ,μS
i

)2
(10)

H(s) is the subspace hyperplane. H(S(o)) is extended by S(o) which referred as a
reference object for object o ∈ D and νS(o) is denoted as a weighting vector. The
mean μs and weighting vector νs define the subspace hyperplane S(o). Thidistance
value (computed through Eq. 9) near to 0 indicates the point o is an outlier. Given an
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anomaly o, by extending subspace defining the vector νS(o) it can identify a subspace
where o is an outlier. This states that the subspace which is perpendicular to the
subspace hyperplane of S(o). Additionally, it is possible to derive an average value
point in S(o) in a given subspace. In the case of higher dimensionality, the local
outlier detection model cannot be used because of high dimensions and the distance
cannot be used to differ feature space neatly. Based on the number of common nearest
neighbours in an approach, SNN is used to calculate the similarity point. Especially,
two parameters are used in the SOD algorithm. The first one is ‘k’ which deals
with the number of nearest neighbours which are considered to calculate the shared
closest neighbour’s similarities. This is often not a critical parameter as long as it is
selected large enough to understand enough points from the equivalent generating
mechanism. And the second one is ‘l’ which specifies the size of the reference set
used. This also cannot be selected as small because of the same reason as described
above. The computation time of this approach is given by order of (n2) and its
performance increases with increasing size of dimensionality.

2.2.2 Out-Ranking

In this method of outlier detection, a subspace grouping model is computed to calcu-
late the outlier rank in the non-homogenous full-dimensional data. Out-ranking (OR)
is an approach that can handle non-homogenous aswell as full-dimensional data [20].
It computes the scoring functions to calculate outlier rank to assess the variation of
one data point from the other data points, which is the result of subspace clustering
analysis. If this model is compared with an outmoded full-dimensional clustering
algorithm like DBSCAN, there may not exist any correct result [21]. Instead, the
outcome is a set of overlapped clusters that is nearly enclosed to all the data points.
In this paper, it is focused on defining the score function because transformation
depends upon the subspace clusters. The rank of an outlier is given by computing a
score that depends upon their deviation and then they are arranged in ascending order.
A novel scoring function is adapted based on the result of the subspace clustering for
every data in the database. One positive score value is assigned by the function for
each data in the subspace. Scoring function analyses the data based on both the size
of the attribute and the size of data objects. In the initial scoring function, the cluster
range is |R| and subspace dimensionality is |D|. Now the score data object o will
be the summation of these two features and can be normalized based on maximal
cluster size cmax and the dimensionality dmax.

Size and dimensionality scoring:

score1(o) =
∑

oε(R,D)

α

( |R|
cmax

)
+ (1 − α)

( |D|
dmax

)
(11)
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And the second scoring function is density expectation scoring, which quanti-
fies the data with high density. That data with high density must be normalized by
expected density.

Density expectation scoring:

score2(o) =
∑

oε(C,S)

F̃(o) =
∑

oε(C,S)

∅s(o)

E[∅s]
(12)

where F̃(o) is the factor by which a data exceeds expectation and that is a sufficient
weight for a data score. For any determined density ∅D with expectation E[∅ D],

∅D
E[∅D] is unbiased dimensionality.

2.2.3 Adaptive Outlierness in Subspace

Muller et al. proposed amethod to detect the outlier fromagivendataset by computing
the rate of deviation based on the concept called the ranking of the data [22]. These
rates of data deviation are calculated by the selection of relevant subspace RS(p)
of an object p and given by the adaptive neighbourhood in the subspace. To derive
a relevant outlier ranking depending upon the outlierness of a high-dimensional
projection needs to define an outliernessmeasure score (p, S)which offers an adaptive
outlierness degree as the general ranking of an object if the object represents the data
point. That rankingmechanism is achieved by combining the data feature from a large
feature subset R∈ R(p). This adaptive outlier is computed by calculating the adaptive
density of data and the deviation of local data. The key issue in the approach is to
determine the static neighbourhood. As distances are incremented with an increasing
number of features, a static neighbourhood- (p, R){o|distS (p, o) ≤ υ} (where o and
p are data points) comes null. Here, the adaptive object density, as well as the local
object deviation, is discussed to explain the concept of adaptive outlierness.

Adaptive Object Density. To overcome this common issue of density evaluation in
random subspaces, an alternative approach is proposed to compute adaptive outliers
applying the concept of an adjustable neighbourhood. By incrementing the neigh-
bourhood distance υ with an increasing number of features, sparse distances of
objects are spontaneously adapted by computation of density. Therefore, a variety
of subspaces turn out to be similar and outliers calculated by density determination
can instinctively adapt the number of features. Based on the variable range υ(|R|)
an adaptive neighbourhood is defined as

N (p,R){p|distS(p, o) ≤ u|R|} (13)

The idea is to determine a variable range from the common output in subspace
estimation.
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Local Object Deviation. For quantifying outliers ranking depends on the density
deviation of the data. The density of every data must be calculated and correlate
them with local mean density (den and dev is density and deviation of the object
p). By computing the density concerning mean and standard deviation, the deviation
of the object is determined, termed as object deviation [22]. The object deviation is
given by

dev(p, R) = μ − den(p, R)

2 · σ
(14)

AdaptiveOutlierness. The anomalous nature of a data object phas to satisfy twomajor
requirements. First, it should be adaptive to high-dimensional subspaces. Second,
adaptive outliers need to deal with object deviation considering a statistical deviation
from themean.Thedensity andvariation of data in a subspaceRare defined as outliers
in that subspace.

Score(p, R) =
{

dev(p,R)

den(p,R)
, if dev(p,R)≥1

1, else (15)

The deviation of an object o concerning mean and standard deviation of the
estimated density:

The outlierness is determined by comprising both features, i.e., density and
the deviation of each instance. Low density and high deviation, both indicate the
outlierness of the object.

2.3 Ensembled-Based Model

Ensemble learning is largely explored in the field of machine learning [23]. As it
performs much better than other techniques available in this field, it is a further-
more often used technique for anomaly detection. Due to the complexity of data
in a low-dimensional subspace, it is impossible to determine all the outliers. Thus,
the hypothetical anomalies are determined by ensemble techniques, which are used
to compute various machine learning techniques. There are three basic ensembled
approaches for anomaly analysis, which are used to summarize the corresponding
outlier scores.

2.3.1 Feature Bagging

There exist two different methods for combining these outlier detection approaches.
In the general framework, the process for combining different outlier detection
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approaches yields a sequence of K iterations, and these iterations are also run corre-
spondingly for faster implementation. In each iteration n, the outlier detection regu-
lation is called and conferred with a unique set of characteristic Fi that is used to
calculate the distance. The set of characteristics Fn is likely chosen from the actual
dataset in such a way that characteristics in theFn is randomly selected from d/2 and
(d − 1) range, where d represents the number of characteristics in the actual dataset
[24]. With the selection of Nn features from Fn, the original dataset Nn features are
selected arbitrarily. There arise some limitations of combining outlier score vectors
which is conceptually somewhat like the idea of meta-search where separate rank-
ings are resultant of separate search engines and then they are merged to construct
the result that is highly associated with the given search string.

The output of each anomaly detection approach produces various types of anomaly
score vector ASn. This tends to the probability of every single data as an anomaly of
dataset S. Suppose if ASn(i) > ASn(j) then data xi has a probability greater than the
data point yj. At the end of K iterations, there exist K number of outlier score vectors
where each one is associated with a single detection approach. Then a COMBINE
function is responsible to summarize these K outlier vectors ASn into a final vector
ASfinal. It has been used to allocate the last and final probability to each data point.

The most infamous approach variants of the combining framework are the
Breadth-First approach. The second one is the cumulative sum approach. The general
framework is shown below:

Algorithm 2: General framework to combine the score:

Step 1: A set S (x1, y1)…(xi, yj), xi ε Xd by labels yj ε Yd = {C, NC} is given (xn,
corresponds to anomalies C and NC, represents the normal class. Dimensionality
is represented as d with vector X.
Step 2: Now go for the normalization of dataset S.
Step 3: For n = 1,2,3,…, K.

i. Choose the capacity of the features ⊆ Nt , uniformly distributed between
�d − 2	 and (d−1).

ii. Pick, form feature subset Fn, without replacement.
iii. On, an outlier detection approach by the feature subset Fn.
iv. ASn is the output of outlier detection approach On.
v. An outlier score factor ASn is the result of the outlier detection approach.

Step 4: A final anomaly score factor comes after combing the ASn and output.

2.3.2 High Contrast Subspace (HiCF)

This technique mainly focused on picking the highly dissimilar subspaces from the
feature space to detect the outlier based on their density. With this approach, the
primary goal is to determine the contrast of each attribute subspace. Thus, here
with this approach we only determine the score for the high contrast subspaces.
The concept behind the HiCS methodology is choosing subspace with high contrast
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statistically [25]. This procedure developed a sequence of statistical experiments.
Contrast calculation is based on these two processes, i.e., statistical experiment and
dependency comparison. It enables themeans of quality rakingof anoutlier to provide
the stage for choosing the subspace with high contrast. All the above-mentioned
outlier score functions will be affected by the loss of contrast:

score(
a) ≈ score(
b)∀ 
a, 
b ∈ Db (16)

where database Db, consisting of objects, a real-valued object vector 
a = (
a1 . . . 
aD)

with D-dimensionality, explains each object. The original data space of all presented
features is defined by a set S = {1,…, D}. A feature subset s = {s1,…, sd} ⊆ S will
be known as a D-dimensional subspace projection. This weakness of outlier rankings
of the subspace is tackled by evaluating the score calculated for lower-dimensional
subspace estimates. They merely limit the gap computation to a picked subspace S.
Thus, outlier ranking with a score(x) is often expressed as subspace score scoreS (
a).
The objective is to mix these scoreS (
a) values with many subspaces. The concluding
value of outlier ranking is calculated from the combination of those scores:

score(
a) = 1

|RS|
∑

S∈RS
scoreS(
a) (17)

This statistical way of searching method eliminates low contrast attribute
subspaces, which create a clear view between the outlier and the normal data. If
we summarize the whole approach, it can be noticed that the primary step is to find
a high contrast subspace from a set of feature subsets. The biggest problem with this
approach is that they are very expensive when it comes to computation.

2.3.3 An Unsupervised Approach to Combine Score of Outlier
Detection

The broad techniques to combine the outcome of non-homogenous anomaly detec-
tion methods in any unsupervised learning environment are: (1) the Ensemble of
Detectors with Correlated Votes (EDCV) and (2) the Ensemble of Detectors with
Variability Votes (EDVV) [26]. Mainly EDCV and EDVV are distinguished by the
calculation used to estimate the coefficients by comparing the different results of the
methods. The similarity measure is calculated in the case of EDCV using the value
called the correlation coefficient, while the dissimilarity measure is calculated in the
case of EDVV using absolute variation between outputs (MAD). An alternative box
plot method is used by both approaches to calculate the amount of outlierness votes
that every observation receives from each algorithm. Now, two completely different
procedures, i.e., EDCV uses correlation coefficient and EDVV uses absolute vari-
ation between outputs are computed to enhance the performance of the individual
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algorithms over a definite dataset. The similarity contrast measures allocate appli-
cable weights to all of the algorithms of the ensemble, giving extra influence to those
procedures whose results are similar to each other.

The correlation coefficient and MAD is used to determine the counts of simi-
larity/dissimilarity for two different approaches in the case of numerical values. Then
these counts are considered to compare the output of the different classifiers. The
above discussed two approaches are used to combine the different outlier scores but
the only difference is in the way they assign the weights to the different algorithms.
The approaches are used to calculate the statistical similarity between all other output
of outlier detection algorithms. The techniques also compare the input values and
assign some results, i.e., assign value 1 for perfectly similar values, 0 to dissimilar
values, and −1 for negatively similar values. It is also used to compute the absolute
deviation of all outputs. In the case of EDVV, MAD assigns perfectly similar scores
with the lowest values and in the case of EDCV, the correlation coefficient assigns
similar scores with the highest values.

2.4 Mixed-Type Model

Themajority of the algorithm discussed above is only capable of handling the numer-
ical dataset which causes less versatility of the algorithms. The real-world dataset
consists of both categorical and numerical values in one dataset. To handle those
data the simple and easiest approach is to normalize the numerical and treat them
like categorical values. The accuracy of the dataset may get deteriorated.

2.4.1 Link-Based Outlier and Anomaly Detection

It is a single-pass approach to detect the outlier in given datasets that comprise both
continuous and discrete attributes. LOADED [27] is an adjustable-based technique,
which will be able to compute the result for high accuracy to bound (e.g. interrup-
tion detection) the computation times. Tentative results prove the usefulness of this
approach over real-world data. LOADED delivers high accuracy detection results
and singleton reactor rates, which are much higher as compared to other approaches.
LOADED identifies the anomaly-based predefined distance-based approaches. In the
context of this approach, the primary focus is on the live real-world datasets.

To describe the approach, let us consider a dataset consisting of both numerical
and categorical attributes. A pair of independent data points is said to be linked with
one another if they are considered identical. A degree of linkage is determined for
each pair of data points. If there exist any common attribute value between a pair of
a data point, then they are linked in categorical attribute space. The strength of that
link between a pair is given by the number of the shared attribute value. A score for
an anomaly is generated by a scoring function that assigns the score to a data point
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that is inversely correlated to the summation of all the link strengths. The concept of
frequent itemset mining is efficient enough to determine this score [28].

A pair of the point is said to be linked to each other in the mixed type of data
space if they are also linked in the space of categorical data and if their progressive
attributes are stick to the joint distribution shown in the similarity matrix. A data
point that violates the above condition is termed as outliers. The strength of this
approach is that it can work very well for categorical attributes.

2.4.2 Outlier Detection for Mixed Attribute Datasets

Outlier Detection for Mixed Attribute Datasets (ODMAD) is used, for retrieving
abnormalities from data comprising both categorical and continuous attributes [28].
The approach initially determines the relevant outlier score for every data point
thinking of irregularity between the explicit values, continual values, and also the
associate relation between two rangeswithin the dataset. This approach is sub-divided
into two phases. The first phase is the categorial phase where it has to quantify the
irregularities in the categorical quantities and ensemble the values. The second phase
is the numeric phase where the whole dataset is further divided into numeric subsets
in the context of categorial quantities, to solve the issue of masking. In the initial
phase, i.e., categorial phase, the first step is to reset the categorial score by 0 value for
each result of the approach. Then the threshold is set which is the lowest acceptable
frequency. In the second phase, the value identified in the first phase is kept aside
and then it is tried to detect the outliers in the remaining data points. It is famous for
producing highly accurate results.

3 Conclusion and Future Work

It has been discussed in this paper that for all application datasets, there is no single
universally acceptable outlier detection approach. From the above-described tech-
niques, a great variety of methods exist which cover the complete explanation of
statistical, neural, and machine learning approaches for outlier detection techniques.
It is nearly impossible to go through all the techniques of outlier detection in a
single paper. This paper tries to provide the reader with an impression of covering
the range of techniques available in the field of neighbourhood-based, subspace-
based, ensembled-based, and mixed-type detection techniques. In outlier detection,
the choice of relevant degree formula that is suitable for its dataset in the context
of the appropriate distribution model, the correct attribute choice, the quantifiability,
and the complexity are very critical. The anomaly detection approaches, which are
generally suitable for a comparatively low-dimensional dataset, that help to build
the technical foundation for numerous other strategies with high-dimensional data,
have also been discussed. Also, outlier detection is a vastly developing field in data
analysis and a lot of new methods can quickly be emerging shortly. Based on their
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emergence, it can be believed that the outlier detection techniques can play a more
vital role in numerous sensible applications wherever they will be applied to.

In the near future, wewill discuss some detection techniques based on networking.
There are some broad research issues likemethodologies being used in detection (e.g.
distance-based or density-basedmethod), choice of learning schema (e.g. supervised,
semi-supervised, or unsupervised) and determination of size and dimensionality (e.g.
large or small datasets and high or low dimensionality).
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Energy-aware Application Scheduling
on DVFS-Enabled Edge Computing
with Mobile–Edge–Cloud Cooperation

Vishal Deka, Manojit Ghose, and Sukumar Nandi

Abstract With a significant increase in the compute-intensive mobile applications
in recent times, the seamless integration of the cloud platform with mobile devices
becomes essential. As a result, the mobile cloud computing (MCC) and mobile edge
computing (MEC) paradigm become prominent in today’s era. At the same time,
schedulinguser applications in these domains have also gained research attention.But
a majority of scheduling policies for the MEC environment consider offloading and
execution of tasks only between two computing platforms: (i) mobile and edge or (ii)
edge and cloud. In this paper, we consider the scheduling of a set of user applications
with partial offloading and execution of tasks in all the three layers of compute stack:
the mobile device, edge, and the cloud, to minimize the energy consumption of the
edge nodes. Our extensive simulation reveals that the proposed scheduling strategy
achieves an energy reduction up to 30% with an execution speedup up to 6% while
meeting the delay constraints of the applications.

Keywords Roadside cloud · Mobile edge computing · Energy efficient
scheduling · Partial offloading · Host energy consumption

1 Introduction

The development of mobile applications involving compute-intensive tasks such as
face recognition, natural language processing (NLP), augmented reality, etc., has
increased the demand for processing power on mobile devices (MDs) such as smart-
phones, wearable devices. Autonomous vehicleswith on-board computing units need
to compute a number of tasks to ensure the safety of passengers and pedestrianswhich
come with strict latency demands. User applications such as augmented reality are
highly latency-sensitive and any delay causes a drop in quality of service. However,
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powerful processing units come with an increasing energy consumption which is a
major concern for MDs and autonomous vehicles being powered by batteries. One
popular solution to this problem is Mobile Cloud Computing (MCC) [1, 2] which
allows an MD to offload some or all of its compute-intensive tasks to the cloud so
that battery power can be saved. This possibly even provides better response time
given the more powerful computing units available remotely.

MCC, however, comes with an overhead resulting from the data transmission
delay, i.e., uploading the task binaries, dependencies, and input data to the cloud and
downloading results after the computation has finished, due to the large geograph-
ical distance between cloud data centers and the MD. It might be the case that the
data transfer delay outweighs the benefit from computation speedup obtained from
executing tasks in the cloud. This is especially the case when autonomous vehicles
are involved where the slightest delay might have serious safety concerns. Mobile
Edge Computing (MEC) has been introduced to tackle the problem of transmission
delay by bringing computation closer to the user. MEC can be realized by installing
small clusters of machines along roads that form a roadside cloud [3] that provides
remote computing resources. Users are able to communicate with these machines
via roadside units (RSUs) using wireless communication technologies like LTE. As
these RSUs are closer to the user geographically, the communication latency is low.
The low-data transfer delay, however, comes with an associated cost. Unlike cloud
data centers, these roadside clouds are not as powerful. Therefore, the decision to
offload computation tasks must incorporate the trade-off between computation and
communications delays. Moreover, various other real-world problems are also being
addressed by the MEC platform [4].

An application is made up of various components, termed as tasks. Depending
on the characteristics of each task, it can be chosen to execute locally or remotely.
For example, a task requiring input from the user or one that requires the use of
a device sensor must be executed locally. On the other hand, a compute-intensive
task such as image processing can be executed remotely on more powerful machines
(either in the central cloud or roadside cloud or a combination of both), in that case,
the user only needs to upload the code and input image to the remote platform and
download the computation results. One can choose to offload all the tasks (full-
offloading) or only some of them (partial offloading) depending on the nature of
tasks and network constraints as data transmission delay can impose a significant
overhead. Partial offloading can be achieved by partitioning the application into two
sets of components: one to be executed locally and another to be executed remotely
[5].

A major issue in edge computing is that the compute nodes in roadside clouds are
resource-constrained. Being located outside data centers, their energy consumption
requires more attention [6]. This calls for effective task scheduling strategies to
minimize the energy consumption in these hosts. The other challenge is to find a way
to run such tasks,which arewritten formobile operating systems, in remote hostswith
desktop operating systems (Linux,Windows, etc.). This can be achieved bymeans of
emulation, virtualization, etc. A number of techniques involving remote procedure
calls, virtual machines (VM) have been developed over the years [7]. Accordingly,
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a number of scheduling strategies are also proposed using VM-based virtualization
[8, 9]. However, a full-blown traditional virtual machine comes with considerable
overhead in terms of storage and time required to boot up a full operating system. It
also incurs a significant amount of resource wastage if not managed properly [10].
Instead, container-based lightweight alternatives are becoming popular in recent time
[11]. The proposed scheduling strategy in this work can easily be implemented in
real system using these lightweight strategies. Here, we summarize the contributions
of our paper as follows:

• We present a scheduling strategy to execute a set of user applications on a MEC
environment tominimize the energy consumption of the edge hostswhile ensuring
their delay constraints.

• We consider all the three layers of the computation stack, that is, mobile device,
edge nodes, and centralized cloud server together for partial or full-offloading and
execution of user applications.

• We apply a polynomial-time algorithm to efficiently partition the user application
graphs and apply DFVS technique to edge host to reduce energy consumption
and to forward a few tasks to the central cloud system.

The rest of the paper is organized as follows. In Sect. 2, we present a brief literature
review of related works. Section 3 explains the system model, problem formulation,
and other essential components of our work. We present the scheduling strategy is
Sect. 4. Performance evaluation is presented in Sect. 5. Finally, the paper is concluded
in Sect. 6.

2 Related Work

The problem of task scheduling and resource allocation in edge computing has been
addressed with various objectives in mind latency, the energy consumption of mobile
devices/autonomous vehicles, energy consumption of the edge hosts, etc. Some
authors have also considered the pricing and revenue of service providers. Quality of
service is also considered by a couple of research. In addition to considering different
scheduling objectives, task scheduling policies also consider different kinds of appli-
cation and/or machine behaviors such as homogeneous edge nodes, heterogeneous
edge nodes, independent task sets, etc. We briefly present a few important works that
are relevant to our proposed work.

For instance, the authors of [12] focus on minimizing the execution delay of
tasks after offloading. The cases for single and multiple users have been addressed.
A branch and bound method is proposed for the single-user case and a heuristic
algorithm for the multi-user case. Zhao et al. in [13] defines an utility maximization
problem that takes into account the user’s latency requirement and price of remote
execution. Based on this, the proposed solution offloads tasks to the cloud or the edge,
but only full-offloading is considered. Wang et al. [14] formulated the scheduling



570 V. Deka et al.

problem as a stochastic problem where they scheduled the network resources on C-
RAN (cloud radio access network) and computing resources onMEC nodes to maxi-
mize the profit of the service provider. Authors in [15] designed a task distribution
and computing policy for cache-enabled fog computing networks under low-latency
and ultra-reliability constraints. They reported up to 91% reduction in computa-
tion latency with respect to the state-of-the-art work. Chiang et al. [16] designed
a scheduling policy to minimize average co-task completion time by utilizing the
resources efficiently.

A few research also target to jointly optimize latency and energy consumption
of UEs. For instance, the authors of Liu and Wang [17] propose a Q-learning-based
approach is to find an optimal offloading strategy. In Kuang and Li [18] and Tran
and Pompilli [19], the problem of jointly minimizing both latency and user’s energy
consumption have been formulated as aweighted sum of the two. Iterative algorithms
have been proposed in Kuang and Li [18] to solve the problem, while the authors
of Tran and Pompilli [19] propose a combination of convex optimization techniques
and a heuristic algorithm. These works however do not consider offloading of tasks
to both the edge and cloud simultaneously. Dinh et al. [20] considered a scenario of
offloading tasks from a single mobile device to multiple edge nodes to reduce energy
consumption of MDs and task’s execution time.

On the other hand, the following works address the issue of minimizing energy
consumption of theMEChosts. Ning et al. [6] proposes a heuristic algorithmwherein
tasks aremigrated to hosts where estimated energy consumption is below a threshold.
The authors of Ning and Dong [21] propose a deep reinforcement learning-based
approach to solve the problem. Authors of Guo et al. [22] consider all three layers
of the computation stack to maximize quality-of-service (QoS) of end-users and
presents a Lyapunov optimization-based approach. Liang et al. [23] designed a
scheduling strategy for DVFS-enabled (dynamic voltage and frequency scaling)
heterogeneous edge servers that works in two phases. In the first phase, tasks are
offloaded and in the second phase, appropriate frequency is chosen.

In ourwork,we also target tominimize the energy consumption of theMECnodes.
However, our work is different from the existing literature mainly in the following
ways: (i) we consider a set of applications generated by different users together so
as to efficiently execute them and (ii) instead of considering full-offloading (as the
majority of existing work in literature), we consider partial offloading and execution
of user tasks at all three layers: mobile device, edge, cloud while reducing the energy
consumption of the edge nodes.

3 System Model and Problem Formulation

Our system model consists of three layers: user, edge, and cloud. This is shown in
Fig. 1. The user layer consists of a set of user equipment (UEs) that can be hand-held
smart devices, wearable devices like smart glasses, or autonomous vehicles with
onboard computation units. These devices are connected to their nearest RSU via
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Fig. 1 The system architecture

a wireless network. A set of RSUs is connected to a computation facility by fiber
links. This computation facility is termed as roadside cloud or MEC hosts or edge
nodes/hosts. TheMEChosts are equippedwith computing resources to provide lower
computation latency, compared to MDs, to make up for the delay in data transfer
over a wireless link. The entire user applications may be offloaded to the MEC node
(known as full-offloading) or a part of them (known as partial-offloading) based
on parameters like the current network condition, computation power of the MDs,
permissible delay of the application, etc. If the offloaded tasks (that is, a portion
of an application) cannot be run by the roadside cloud with sufficient performance
improvement, the edge hosts may forward them to a central cloud. While forwarding
the tasks to the central cloud, the scheduler placed at the edge node ensures the
deadline constraints of the tasks. In our work, we assume that one user submits at
most one application at a time.

3.1 Application Model

An application generated by a user (mobile device, autonomous vehicles, etc., as
depicted in Fig. 1) can be represented as a directed acyclic graph (DAG), G = (V,
E). Here, V represents the set of vertices where each vertex is an indivisible task or
module and E is the set of edges or links which represents the dependency among
tasks that may be data dependency or functional dependency [24]. A module or
task can be one of the many components or functional units of an application. We
represent each task τ i as vi = {li, si}, where li is the number of CPU cycles required
by that task and si is its dataset size. The dataset of a task includes the task code,
dependencies, libraries, and static data required for its execution. For instance, in
case of a video game application, the dataset may include 3D objects, textures, etc.
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3.2 Scheduling Between Local Device and MEC Nodes

The applications generated by the mobile users can be partially or fully offloaded
to the connected MEC nodes. Thus, the scheduler needs to decide which tasks of
an application are to be executed locally and which are to be executed remotely
(offloading) on the edge nodes so as to benefit from the offloading. The application
graph is embedded with the cost of executing a task in its local device or at a remote
location [5]. For a task vi, the cost of local and remote execution is represented
by Clocand Crem, respectively. Here, C loc

i = li/ floc and C rem
i = li/ f rem, where

f loc and f rem are the local and remote processing speed. Each edge contains a weight
w(vi, vj) which represents the communication cost between two adjacent vertices (or
tasks) vi and vj in the graph. This can be written as w(vi, vj) = inp(v,vj)/B, where
inp(vi, vj) is the size of the input data from one task vi to vj and B is the available
bandwidth. The edgeweight becomes nil where two adjacent tasks are executed in the
same platform (local or remote). Thus, a cost function for executing an application
can be defined as follows.

C =
i=|V |∑

i=0

(
XiC

loc
i + (1 − Xi )C

rem
i

) +
∑

v j ,vk∈E
Xe

j,k w(v j , vk) (1)

where Xi is a binary variable such that its value is 1 if the task vi is executed locally
or 0 otherwise. Similarly, Xe

j,k = 0 if vj and vk are executed on the same platform
and 1 otherwise.

To minimize C as expressed in Eq. (1), we apply a polynomial-time algorithm,
minimum cut of phase (MCOP) [5]. The algorithm works by finding a minimum
cut of the graph such that it partitions the graph into two sets of vertices: one set to
execute locally and the other to execute remotely. Figure 2 shows an example of a

Fig. 2 An example of
application graph
partitioning
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DAG partitioned into local and remote execution sets. The vertices in red are to be
executed locally while those in blue are to be offloaded.

3.3 MEC Execution and Cost Model

After the applications are partitioned into local and remote sets, the tasks belonging
to the remote set of different applications reach the MEC hosts for their execution.
We consider discrete-time scheduling in our work. Let, at time instant t, n ready tasks,
represented by τ = {τ1, τ2, . . . , τn}, reach MEC nodes. A task becomes ready when
all of its predecessor tasks are executed. In order to execute the set of n tasks, the edge
nodes need to provide n VMs for them. We consider MEC compute nodes operate
at discrete states where each state corresponds to a voltage level, CPU frequency
[25]. Making use of dynamic voltage and frequency scaling (DVFS), the machine
changes its operating state depending on the load on the CPU and optimize its energy
consumption. The execution time of a task is given by

Ti = li
fi

(2)

where f i is the frequency at which the host runs the task τ i.
The CPU energy consumption consists of a static and a dynamic component [26].

The energy consumed by a host for running n tasks is given by

E =
i=n∑

i=0

(
Psi + A f 3i

)
Ti (3)

where Psi is the static power consumption of the host hi and A is a system parameter
which depends on the chip architecture.

3.4 Scheduling Between Edge and Cloud

The computation capacity of the MEC nodes is limited. When the number of tasks
offloaded to a MEC node increases, its power consumption also increases along with
the average execution time of the tasks. When a MEC host is not able to execute
all the tasks with sufficient performance gain (i.e., crosses a predefined threshold),
some of the tasks are forwarded to the central cloud system. The cloud hosts are
considered to be more powerful than the edge hosts and can execute the tasks in
lesser time. However, forwarding tasks to the central cloud results in transmission
delay due to data transfer via the Internet. This delay depends on the amount of data
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that is required by a task for its execution which includes the size of the task binary,
dependencies, and any other static data it requires. Let the bandwidth available for
data transfer be BMB/s (megabyte per second) and the processing speed of the cloud
host be f cc. So, the total delay in executing task τ i in the cloud is given by

Di = li
fcc

+ si
B

(4)

The partitioning procedure mentioned in Sect. 3.2 offloads tasks to only to the
remote edge platform. Some offloaded tasks may benefit more from executing in the
central cloud rather than in the edge nodes or vice versa. Once the tasks arrive at
the edge, the edge host decides whether to forward some of the tasks to the cloud
to minimize its power consumption. This offloading procedure is transparent to the
user. The user is not aware of whether a task is running in the edge or the cloud once
it is offloaded. If forwarding tasks to the cloud causes the user’s perceived remote
execution delay to increase, the user’s offloading cost as represented in Eq. (1) leads
to poor QoS. Therefore, the total delay of execution in the cloud must be less than
or equal to the worst-case delay of execution at the edge host.

3.5 Problem Formulation

The main objective in this work is to schedule a set of user applications generated
by mobile users on a MEC platform such that the energy consumption at the edge
nodes is minimized, while the delay constraints of the applications are maintained.
Let there be n tasks, τ = {τ1, τ2, . . . , τn}, reachMEC nodes at time instant t after the
applications are partitioned. For every task τ i, we need to execute the task either on the
MEC nodes or at the central cloud. Mathematically, the problem can be represented
as follows:

min
i

Z(i) =
n∑

i=0
�i Ei (5a)

subject to �i ∈ {0, 1}, (5b)

fi ≤ F, (5c)

Di ≤ Ti (5d)

where Θi determines whether to forward the task τ i to the cloud (Θi = 0) or not (Θi
=1) and F is the maximum available processing speed in the MEC host. Di and Ti
are calculated using Eqs. (4) and (2), respectively. As the task scheduling problem
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in MEC is shown to be NP-hard [19], we propose a heuristic approach to solve the
problem.

4 Proposed Scheduling Strategy

In this section, we present the Energy-aware Edge–Cloud Orchestration Strategy to
execute a set of user applications with cooperation from the mobile device, edge
nodes, and the central cloud system. The scheduler resides at the edge layer (as
demonstrated in systemarchitecture usingFig. 1) and this is invoked at a discrete-time
interval. First, we obtain the user applications which are represented as DAG. They
are partitioned using the procedure as explained in Sect. 3.2. After the applications
are partitioned, they are scheduled either on the edge nodes or in the central cloud.
We present the steps of our proposed strategy using Fig. 3.

The pseudo code of our proposed strategy is presented in Algorithm 1. Step 2 of
the algorithm states the partitioning operation. The partitioning operation outputs a
set of tasks that are to be executed at the edge nodes. Let τ be such a set of ready
tasks at a time instant t. These tasks are sorted in the increasing order of their data
size (line 5). We are assuming that each file is sent over the network sequentially
and thus the individual delay of each task accumulates as shown in line 8 of the
algorithm. Next, for each task, our policy checks whether the task’s best-case cloud
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Partition applications
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execution time of task i

in edge? 
Execute task in edge
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Fig. 3 Flowchart depicting the steps involved in the proposed approach

execution delay D
MIN

i is less than or equal to the worst-case execution time at the

edge host
(
T

MAX

i = li/ f M I N
i

)
(line 10). If this is the case, we set hard deadlines for

the tasks to be offloaded to the central cloud, so that the cloud allocates the processing

power accordingly and there is no more delay than expected
(
T

MAX

i

)
(line 11). This

ensures that the offloading device’s perceived remote cost does not change regardless
of what amount of processing power is allocated to the task by the edge host. The
forwarded tasks are removed from the task queue of the edge host (line 12). Further,
the remaining tasks are scheduled in an energy-efficient manner (line 15 to 17).

5 Performance Evaluation

In this section, we present the details about the simulation platform, experimental
parameter setup and the results with their analysis.
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Table 1 Simulation
parameters

Parameter Value

Task length 1 × 109–9 × 109 cycles

Task data size 1–50 MB

Number of cores in edge host 8,16

Bandwidth 10–100 MB/s

Set of frequencies 1.8–3.6 GHz

5.1 Simulation Environment

In order to perform our experiments, we create a discrete event-based simulation
environment using Python toolkit. The simulation platform is integrated with a task
generator and it accepts several system and application parameters, such as host
computation frequency, network bandwidth, number of cores in a host, length of
tasks, task data size, etc.We perform our experiments for awide variety of parameters
which are listed in Table 1. Each MEC host can have six operating frequencies (in
GHz) [1.8, 2.3, 2.8, 3.0, 3.2, 3.6]. The cores are automatic DVFS enabled, i.e., they
can independently change their frequencies based on the requirements. We consider
the roadside cloud to be connected to the central cloud with optical fiber links having
bandwidths ranging from 10 to 100 MB/s. The number of tasks is varied from 50 to
300.

We have taken the CloudFreq [27] scheduling policy as our baseline and the
effectiveness of our proposed strategy is evaluated by comparing the results with and
without the presence of our energy-saving policy. CloudFreq [27] is an energy-aware
scheduling policy for executing a set of tasks on DVFS-enabled cloud hosts. They do
not rely on prior knowledge of the tasks. Computation speed to the tasks is allocated
according to a pre-defined parameter θ ∈ [0, 1]. Lower values of θ ensure lower
execution time at the cost of higher energy consumption and vice versa. Given a set
of tasks alongwith their required number of CPU cycles, CloudFreq assigns each task
to a core at a certain frequency so that the processor’s overall energy consumption,
task execution time, or combination of both is minimized depending on the value of
θ. The value of θ for CloudFreq is set to 0.3 in our experiment.

5.2 Result Analysis

We measure the performance of the scheduling policies in terms of percent of
energy savings and execution speedup with respect to the baseline energy-efficient
scheduling policy CloudFreq [27]. Figure 4 shows the energy saving (in %) with
respect to the number of tasks having other randomly generated characteristics. The
percent of energy savings is obtained by (E −Enew)/E × 100, where E is the energy
consumption of the edge hosts without applying our proposed scheduling strategy,



578 V. Deka et al.

Fig. 4 Variation of %
energy savings with number
of tasks
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Fig. 5 Variation of %
execution speedup with
number of tasks
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while Enew is the energy consumption of the edge hosts with our strategy. The execu-
tion speedup is calculated in a similar manner by taking the execution times with and
without applying our proposed policy. Figure 5 shows the execution speedupwith the
number of tasks. We observed the energy savings for edge hosts are from 8 to 30%.
Although the execution speedup is not very significant, we observed a maximum 6%
improvement among the tasks running on the edge hosts after forwarding the other
tasks to the cloud. In some rare cases, we observed a drop in the execution speedup
of around 0.25% but we believe it is insignificant compared to the benefits.

As evident from Figs. 4 and 5 that with an increase in the number of tasks, the %
of energy savings as well as execution speedup fall for both 8 and 16 core machines.
This is expected as with an increasing number of tasks, the total amount of data
to be sent to the cloud also increases. This results in higher transmission delay for
each task which in turn causes a lesser number of tasks to be forwarded. Hence, it
lowers the benefits from task forwarding to the cloud. In the case of energy savings,
the results are very similar for both 8 and 16 core machines. However, in case of
execution speedup, we noticed that the speedup for 8 core machine is more than that
of a 16 core machine as the number of tasks increases. The reason behind this is that
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Fig. 6 Variation of %
energy savings with network
bandwidth
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even with a greater load, the 16 core CPU is able to benefit from its larger number
of processing elements, while 8 core machine suffers. Thus reducing the load on an
8 core machine by means of task forwarding can alleviate the problem resulting in
better speedup.

In addition to the above, we also measure the % of energy savings with respect
to the bandwidth for different number of tasks as shown using Fig. 6. It is observed
that with an increase in bandwidth, the savings increase. It also backs the previous
observations from Figs. 4 and 5 by showing the drop in gain with an increasing
number of tasks. This shows that a large number of offloading among platforms is
not very desirable especially when the network condition is poor. The occasional
anomalies in the plots (such as the dip in gain at 90 MB/s for task count 100) are due
to the randomness of the task characteristics.

6 Conclusion

In this paper, we have tackled the problem of scheduling a set of user applications
generated by mobile users, smart devices, or autonomous vehicles inMEC platforms
by means of effective cooperation among MDs, edge nodes, and the central cloud.
While doing so, we first, efficiently partition the application graph into two sets
and, subsequently, we use DFVS technique at the edge layer to decide forwarding
of tasks to the central cloud. We performed extensive simulation experiments for a
wide range of system and application parameters. The simulation results showed that
our proposed scheduling strategy reduces the energy consumption of the edge nodes
up to 30% with respect to the baseline policy. Our proposed policy also achieves a
speedup of a maximum 6%.

In the near future, we plan on focusing more on a practical implementation of
the work and also take into consideration other objectives like QoS and revenue of
service providers.
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Prediction of Heart Disease using LDL
in Edge Computing Systems

K. Anitha Kumari , M. Ananyaa, P. S. Keshini, and M. Indusha

Abstract Elevated levels of Low-Density Lipoprotein (LDL), referred to as the
“Bad cholesterol”, result in the risk of heart disease. LDL causes the buildup of
fatty deposits at the walls of arteries and blood vessels, increasing the rate of risk
of heart failure or stroke. A device named the glucometer is used to derive the
parameter Triglyceride (TGL). TGL composition is used to calculate the Very Low-
Density Lipoprotein (VLDL) level, followed by computation of the LDL level using
additional parameters such as the Total Cholesterol and High-Density Lipoprotein
(HDL). If the LDL level is less than 100 mg/dL then it is optimal. If the LDL level
is higher than 100 mh/dL, then the patient is under the risk of heart disease/stroke.
Internet of Things (IoT) and Edge computing are two developing fields in the current
web-based environment. The Smart Health care system plays a most predominant
role in the current research for the integration of IoT devices with Edge Computing.
For secure processing of patient data and test reports, two encryption schemes are
applied, namely, Gorti’s encryption scheme and Carmichael’s encryption scheme.
LDL values are computed using both the encryption schemes, analysis is performed,
and the results are compared.

Keywords Low-density lipoprotein (LDL) · Very low-density lipoprotein
(VLDL) · Internet of things (IoT) · Edge computing systems · Heart disease

1 Introduction

The glucometer is an instrument used for self-checking of blood sugar levels. With
the accessibility of various glucometers, there is a tenacious endeavor to boost the
exactness and therefore the accuracy of those glucometer readings, to coordinate
the center estimations of glucose and other parameters. The accuracy of glucometer
readings was tested in medical clinics with a lab reference strategy. An aggregate
of 105 blood tests was gathered from in-tolerant and out-persistent from our tertiary
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consideration emergency clinic. Blood tests were gathered and minded six glucome-
ters and the same biopsy was sent to the center for glucose estimation. The lab esteem
was utilized as a source of perspective for correlation. The exactness was assessed by
the ISO standards. The outcomes were assessed by Bland Altman charts, connection
coefficients, disperse plots, andClarke’s blunder network examination. The strategies
utilized for the estimation of glucose levels are comparable in both the emergency
clinic-based and out-quiet glucometers. Diabetes is an infection of metabolic where
the glucose level stays over the ordinary level for a significant period. The blood
glucose observing framework uncovered an individual type of blood glucose and
assists with recommending the best arranging of dinners, required activities, and drug
times. An m-IoT arrangement technique for noninvasive glucose level estimating on
genuine premise is proposed [1]. To measure the parameters of the glucometer, the
corresponding test strip is selected and inserted in the glucometer. A drop of the
blood sample is placed on the test strip, and the test results are obtained on the digital
panel of the glucometer, where the parameters are displayed. The parameter used to
calculate the Very Low-Density Lipoprotein (VLDL) is Triglyceride (TGL), which
is obtained as an output parameter from the glucometer. Further, the computation of
the LDL level is done using additional parameters such as the Total Cholesterol and
High-Density Lipoprotein (HDL). This paper gives an outline of the coordination of
smart Health care applications with edge computing into IoT; this includes an exami-
nation of the advantages coming about because of the coordination procedure and the
usage challenges experienced in health care systems. IoT is for the most part char-
acterized by certifiable little things, generally circulated, with constrained capacity
and preparing limit, that includes concerns in regards to dependability, performance,
security, and protection [2]. For secure storing and computational processes, the raw
parameters are encrypted, and final LDL values are computed as encrypted values.
After computation, the decryption process is carried out, followed by analysis, which
provides the final test results, wherein a patient may be diagnosed with a risk of heart
disease/stroke or the patient has healthy levels of LDL.

LDL is a smallmass composed of an external edge of lipoproteinwith a cholesterol
community [3]. Sufficient LDL levels are fundamental to secure nerves and keep up
sound cells and hormones. Nonetheless, unnecessary degrees of LDL can cause heart
stroke. Perfect LDL levels are under 100 mg/dL. The close ideal LDL run is between
100 and 129 mg/dL. The marginal high LDL extent is between 130 and 159 mg/dL.
The high LDL extent is between 160 and 189 mg/dL and high LDL ranges above
190 mg/dL. Sound cholesterol extends may rely upon the age, family ancestry, way
of life, and other hazard factors. LDL decrease may predict disease progression and
poor prognosis of COVID-19. A reduction in low-thickness lipoprotein (LDL) levels
may foresee illnessmovement and helpless guess in patientswith coronavirus ailment
2019, as indicated by study results distributed in Metabolism.COVID-19 has been
related to an expected death pace of around 2.3% [4]. The objective of the current
investigation was to survey the lipid pathophysiology in COVID-19. The review
longitudinal investigation included 21 patientswith research center affirmedCOVID-
19 admitted to Zhongnan Hospital of Wuhan University in Wuhan, China, between
January 18 and February 8, 2020. Included patients had routine blood tests performed
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before confirmation for COVID-19 (between January 9 and 17, 2020), including an
appraisal of the lipid profile. Control bunches without COVID-19 included 31 sound
people and 21 patients with constant obstructive respiratory malady who had lipid
tests acted in a similar medical clinic. When all is said in done, low LDL levels [less
than 100 mg/dL] are useful for heart wellbeing.

2 Literature Survey

2.1 Carmichael’s Hypothesis

Siddharth P. K, Pal. O, and Alam. B proposed a proficient arithmetical homomorphic
encryption plot enthusiastic about Carmichael’s hypothesis which works best for the
numbers, and it underpins activities to be performed over the encoded information
[5]. This plan unravels the problems regarding the traditional encryption plans. That
is, in conventional encryption conspires the activities do not seem to be permitted to
be performed on the scrambled information which prompts the safety problems with
delicate information. The proposed calculation is employed for a few applications
like electronic democratic, multiparty calculation, and then on. The activities related
to the Carmichael’s encryption plot is secluded number juggling in nature. Gorti’s
and Carmichael’s are the two FHE plans for encryption and examining scrambled
information to foresee whether the individual has the danger of getting a coronary
illness or not.

2.2 Homomorphic Encryption

AlMashhadi. H and Ala’a A. K proposed a good half and half homomorphic encryp-
tion procedure for picture encryption to ensure the sheltered trade of personal pictures
within the open cloud enthusiastic about the square pixel position [6]. These three
methods settle the potential issues identified with security and protection since cloud
frameworks are normally in an open area when the clients transfer and offload the
knowledge to the cloud utilizing customer gadgets. The proposed procedures require-
ment for Elgamal and EHC. The EHC strategy is extremely productive as far as
security and time since it takes the nice attributes of Elgamal thus it gives awesome
security and tiny run time executions. The disadvantage is that colossal asset and
the further room is required. Khalil Hariss et al. broke down DGHV and BVBGV
completely homomorphic encryption plans. The DGHV depends on registering over
genuine whole numbers while the opposite one depends on Lattice-based Encryption
(LWE).



586 K. A. Kumari et al.

2.3 Using Homomorphic Encryption

Naw Safrin Sattar et al. proposed a made sure about elevated photography utilizing
homomorphic encryption by considering the problem because the specialists to
encode the photographs and to transfer it on the cloud server that untrusted [7]. The
server performs the calculation on the encoded information without the knowledge
of the images utilizing NTRU conspire. After the link, the encoded result’s conveyed
to the concerned expert for decoding. The first preferred position is the utilization of
a server for usage of perceiving samples of water, sky, then forth. The confinement is
that the utilization of high circumspection for planning the zones of profoundly secret
spots utilizing pictures in the cloud. Marten van Dijk, Craig Gentry, Shai Halevi, and
Vinod Vaikuntanathan proposed an easy fairly homomorphic” encryption plot which
utilizes just rudimentary secluded math and utilize Gentry’s procedures to alter over
it into a homomorphic conspire. It simply utilizes expansion and increases over the
entire numbers as against working with perfect grids over a polynomial ring. This
system can improve the proficiency of the plan while saving the hardness of the esti-
mated gcd issue which is that the principle little bit of leeway of this plan. Santhiya
and Anitha Kumari presented work in analyzing DGHV and NTRU schemes [8].
The many disadvantages are that the safety of to a point homomorphic conspire is
diminished while finding an inexact number gcd.

3 Proposed System

3.1 Gorti’s Encryption Scheme

In 2013, Gorti et al. proposed EHC which is the Enhanced Homomorphic Cryp-
tosystem [9]. The EHC is a completely homomorphic open key encryption plot. It
utilizes expansion, increase, blended expansion, and blended duplication over the
whole numbers. The private key will haphazardly be produced for every encryption
procedure. A similar plain book does not produce the equivalent ciphertext, to keep
the interloper frombreaking the ciphertext considerably after it has a solid perception.

3.1.1 Key Generation

In a key generation, two large prime numbers ‘p’ and ‘q’ are chosen under the
constraint p > q. Following this, the public key ‘n’ is computed using the formula
[10],

p ∗ q = n. (1)
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3.1.2 Encryption

The Input message for the encryption procedure ’m” is required to be a component
of {1,0}. As the initial step of the encryption procedure, an irregular number ‘r’ is
created to make this plan non-deterministic. What’s more, the created ‘r’ esteem is
kept as a mystery [11]. Also, as the subsequent advance, the ciphertext is figured
utilizing the formula,

m + r ∗ pqmod n = C. (2)

Please try to avoid rasterized images for line-art diagrams and schemas.Whenever
possible, use vector graphics instead.

where,
p is a random integer which is kept secret,
q is a random integer which is kept secret,
n public key,
m message, and
r random parameter.

3.1.3 Decryption

In the unscrambling procedure, the first message is recovered from their separate
ciphertexts with the assistance of their private keys and afterward named as [12],

cmod p = decrypt (p,m). (3)

3.2 Carmichael’s Encryption Scheme

Carmichael’s cryptosystem is the mathematical homomorphic encryption frame-
work, which is most appropriate for positive whole numbers [13]. It is a completely
homomorphic open key encryption plot. It underpins homomorphic activities like
expansion and increases over the whole numbers. The activities associated with this
plan are a particular number of juggling in nature. The plan is probabilistic, i.e.,
encryption of a similar message relies on some randomized number which produces
distinctive code messages on each season of its encryption.
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3.2.1 Key Generation

As the initial step of the key age process, two enormous prime numbers ‘p’ and ‘q’
are picked under the condition p > q. Furthermore, as the subsequent advance, the
open key n is figured utilizing the equation,

p ∗ q = n. (2)

As the last advance the Carmichael’s capacity,

1 cm ((p − 1)(q − 1)) = λ(n). (4)

3.2.2 Encryption

The input message for the encryption procedure ‘m’; is required to be a component of
{1,0}, and it ought to fulfill the condition 0<m< n. As the initial step of the encryption
procedure, an arbitrary number r is produced to make this plan probabilistic. Also,
the created ‘r’ esteem is kept a mystery. As the subsequent advance, the ciphertext
is registered to utilize the equation [14],

M r ∗ λ(n) +1mod n2 = C, (5)

where
m—message,
n—public key, and
r—a random integer that is kept secret.

3.2.3 Decryption

In the unscrambling procedure, the first message is recovered from their ciphertexts
with the assistance of their private keys and afterward named as

cmod n = decrypt (p,m). (6)
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4 Case Study

4.1 Cholesterol

Cholesterol is a waxy, fat-like substance that is found in all the cells of a persons’
body. Body needs some cholesterol to make hormones, nutrient D, and substances
that assistwith processing nourishments [15]. Bodymakes all the cholesterol it needs.
Cholesterol is likewise found in nourishments from creature sources, for example,
egg yolks, meat, and cheddar. On the off chance that if a person have an excess
of cholesterol in blood, it can join with different substances in the blood to frame
plaque. Plaque adheres to the dividers of courses. This development of plaque is
known as atherosclerosis. It can prompt coronary vein illness, where the coronary
conduits become restricted or even blocked.

4.1.1 High-density Lipoprotein

High-density lipoprotein (HDL) is one of the five significant gatherings of lipopro-
teins [16]. Lipoproteins are intricate particles made out of different proteins that
transport every single fat atom (lipids) around the body inside the water outside
cells. They are normally made out of 80–100 proteins for each molecule (composed
by one, two, or three ApoA; more as the particles amplify getting and conveying
progressively fat atoms) and shipping up to many fat particles per molecule.

4.1.2 Low-density Lipoprotein

Low-density thickness lipoprotein (LDL) is one of the five significant gatherings
of lipoprotein that transports every fat particle around the body in the extracellular
water [17]. Lipoproteins are unpredictable particles made out of different proteins,
ordinarily 80–100 proteins for everymolecule (sorted out by a solitary apolipoprotein
B for LDL and the bigger particles). A solitary LDL molecule is around 220–275
angstroms in distance across, commonly moving 3,000–6,000 fat atoms for every
molecule, and changing in size as per the number and blend of fat particles contained
within. The lipids conveyed incorporate every single fat particle with cholesterol,
phospholipids, and TGLs predominant; measures of each fluctuating impressively.

4.1.3 Triglyceride

Triglycerides are a kind of fat (lipid) found in blood [18]. When a person eat,
body changes over any calories it does not have to utilize immediately into TGLs.
The TGLs are put away in fat cells. Afterward, hormones discharge TGLs for
vitality between meals. If a person normally eat a larger number of calories than
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adequate, especially from high-sugar nourishments, it may lead to high TGLs
(hypertriglyceridemia).

4.1.4 Very Low-density Lipoprotein

Very low-thickness lipoprotein (VLDL) cholesterol is created in the liver and
discharged into the circulation system to flexibly body tissues with a kind of fat
(TGLs) [19]. There are a few kinds of cholesterol, each composed of lipoproteins
and fats. Each kind of lipoprotein contains a blend of cholesterol, protein, and TGLs,
yet in changing sums. About the portion of a VLDL molecule composed of TGLs.
VLDL cholesterol is generally assessed as a level of a persons’ TGL esteem. A raised
VLDL cholesterol level is over 30 mg for every deciliter (0.77 millimoles/liter).

4.1.5 Heart Disease

Heart disease projects a range of conditions that deteriorate heart health. Blood vessel
diseases such as coronary heart disease, heart rhythm problems (arrhythmias), and
birth defects in heart (congenital heart defects) [20], are prominent. The LDL value
of a person directly influences the degree of a heart defect in a person. It is calculated
using the formula,

0.166 ∗ TG = VLDL (7)

(TOT − C) − HDL − VLDL = LDL (8)

where
VLDL = Very low-density lipoprotein
TOT-C = Total Cholesterol
LDL = Low density lipoprotein
HDL = High-density lipoprotein
If the calculated LDL value is more than the LDL range “100 mg/dL”, then the

person has heart disease. Effects of Heart-Disease: Side effects will shift contingent
upon the particular condition. A few conditions, for example, type 2 diabetes or
hypertension, may at first reason no indications by any means [21]. Mild side effects
of a fundamental cardiovascular issue may include: agony or weight in the chest,
which may demonstrate angina, agony or inconvenience in the arms, left shoulder,
elbows, jaw, or backwindedness, queasiness andweakness, unsteadiness or tipsiness,
cold sweats. Even though these are the most widely recognized ones, CVD can cause
side effects anyplace in the body.
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Fig. 1 Proposed system design

4.2 Proposed System Design

The work process of the proposed framework configuration has been portrayed in
Fig. 1. It incorporates the accompanying stages:

• Gathering the datasets for the plans.
• Appling EHC and Carmichael’s homomorphic encryption components for giving

protection and security of the information.
• Performing procedure on encrypted information.
• A relative investigation is made dependent on the exhibition measurements of

EHC and Carmichael’s homomorphic encryption.

4.3 Data Collection

The cholesterol dataset is gathered from the Kaggle site. With the guide of homo-
morphic encryption upon the gathered information, we accomplish secure calcula-
tion. Qualities considered are HDL [mg/dL], TG [mg/dL], and TC [mg/dL]. The
cholesterol dataset collected from [22] Kaggle is shown in Table 1.
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Table 1 Data collection ID HDL TG TC

1 58 64 168

2 61 57 154

3 55 57 225

4 78 93 202

5 72 77 238

6 57 67 162

7 75 78 161

8 43 49 195

9 61 62 210

10 58 64 165

11 51 47 206

12 44 39 142

4.4 Carmichael’s Encryption and Decryption

Gorti’s homomorphic encryption scheme is implemented for the computation of test
results in an encrypted format. The EHC encrypted dataset is shown in Table 2.

After computation, the encrypted data is decrypted using corresponding keys, and
the EHC decrypted dataset is shown in Table 3.

Table 2 EHC encrypted data

ID HDL TG TC LDL

121241 121298 121304 121408 −121140

63218 63277 63273 63370 −63132

110310 110362 110364 110532 −110146

126173 126247 126262 126371 −126060

58958 59025 59030 59191 −58799

109263 109314 109324 109419 −109163

161131 161199 161202 161285 −161051

189610 189645 189651 189797 −189458

130297 130349 130350 130498 −130149

10724 10772 10778 10879 −10617

101648 101688 101684 101843 −101489

34942 34974 34969 35072 −34838
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Table 3 EHC decrypted data

ID HDL TG TC LDL

1 58 64 168 100

2 61 57 154 84

3 55 57 225 161

4 78 93 202 109

5 72 77 238 154

6 57 67 162 94

7 75 78 161 73

8 43 49 195 144

9 61 62 210 139

10 58 64 165 97

11 51 47 206 148

12 44 39 142 92

4.5 Carmichael’s Encryption and Decryption

Carmichael’s encrypted data is shown in Table 4.
After computation, the encrypted data is decrypted using corresponding keys, and

Carmichael’s decrypted dataset is shown in Table 5.

Table 4 Carmichael encrypted data

ID HDL TG TC LDL

6560988 8015031 6798575 342073 −255429

576279 5525685 1818772 14321002 −8533572

4281171 1539406 7821204 26143277 1145604

22220110 44728363 50342498 40754281 16487893

31299655 1.18E+08 40292853 71206919 57662026

51023337 61217274 1.18E+08 2.08E+08 1.17E+08

11435443 4046205 10090881 4377338 629471

11309324 20877167 10070618 9282948 −7603317

49869656 10563471 33647847 28787349 −2.3E+07

2986711 65453777 78712046 94417072 −8739556

2.01E+08 1.51E+08 3.2E+08 46123996 2.32E+08

6697761 547092 489503 10214104 −2270877
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Table 5 Carmichael decrypted data

ID HDL TG TC LDL

1 58 64 168 100

2 61 57 154 84

3 55 57 225 161

4 78 93 202 109

5 72 77 238 154

6 57 67 162 94

7 75 78 161 73

8 43 49 195 144

9 61 62 210 139

10 58 64 165 97

11 51 47 206 148

12 44 39 142 92

4.6 Analysis of Heart-Disease

The LDL equation is applied over the encodedHDL, TG, and TC (Total Cholesterol).
The calculated LDL value is checked against the encrypted value of “100” and if the
encrypted LDL value is greater than the encrypted value of “100”, then the person is
diagnosed with heart disease, and the output is added to the database. Carmichael’s
analysis on the encrypted computed data is shown in Table 6.

Gorti’s analysis on the encrypted computed data [23] is shown in Table 7.

Table 6 EHC Analysis on encrypted data

ID HDL TG TC LDL Heart disease

1 58 64 168 100 NO

2 61 57 154 84 NO

3 55 57 225 161 YES

4 78 93 202 109 YES

5 72 77 238 154 YES

6 57 67 162 94 NO

7 75 78 161 73 NO

8 43 49 195 144 YES

9 61 62 210 139 YES

10 58 64 165 97 NO

11 51 47 206 148 YES

12 44 39 142 92 NO
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Table 7 Carmichael analysis on encrypted data

ID HDL TG TC LDL Heart disease

6560988 8015031 6798575 342073 −255429 NO

576279 5525685 1818772 14321002 −8533572 NO

4281171 1539406 7821204 26143277 1145604 YES

22220110 44728363 50342498 40754281 16487893 YES

31299655 1.18E+08 40292853 71206919 57662026 YES

51023337 61217274 1.18E+08 2.08E+08 1.17E+08 NO

11435443 4046205 10090881 4377338 629471 NO

11309324 20877167 10070618 9282948 −7603317 YES

49869656 10563471 33647847 28787349 −2.3E+07 YES

2986711 65453777 78712046 94417072 −8739556 NO

2.01E+08 1.51E+08 3.2E+08 46123996 2.32E+08 YES

6697761 547092 489503 10214104 −2270877 NO

4.7 Computational Time Analysis

The computational time is calculated in nanoseconds [24]. The computational time
analysis is shown in Table 8. The Carmichael’s encryption scheme takes more time
to encrypt than Gorti’s encryption scheme. Therefore, Gorti’s encryption scheme
proves to be more efficient than Carmichael’s encryption scheme.

The computational time comparison, taken in nanoseconds, of each row encryp-
tion time between Gorti’s scheme and Carmichael’s scheme, is shown in Fig. 2.

The computational time comparison, taken in nanoseconds, of each row decryp-
tion time between Gorti’s scheme and Carmichael’s scheme, is shown in Fig. 3.

The computational time comparison, taken in nanoseconds, of each row analysis
time on the encrypted dataset between Gorti’s scheme and Carmichael’s scheme is
shown in Fig. 4.

Table 8 Computational time
analysis

Computational time
(nanoseconds)

Gorti’s encryption
scheme

Carmichael’s
encryption scheme

Total encrypted
time

46425600 959505800

Total decrypted
time

23646501 23964500

Total analysis time
on encrypted data

107000 1090500

Total analysis time
on decrypted data

229200 546100



596 K. A. Kumari et al.

Fig. 2 Comparison of each row encryption time between Gorti’s scheme and Carmichael’s scheme

Fig. 3 Comparison of each row decryption time between Gorti’s scheme and carmichael’s scheme
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Fig. 4 Comparison of each row analysis time on the encrypted dataset between Gorti’s scheme
and Carmichael’s scheme

5 Attack Analysis

User security serves as a major threat during data processing and analysis. Adop-
tion of homomorphic encryption schemes such as the Gorti encryption scheme
and Carmichael’s encryption scheme eliminates this threat, by processing data and
computation in encrypted values. Client’s security stays a significant test, as the
specialist organization can without much of a stretch access the client’s informa-
tion. It has been indicated that completely homomorphic encryption plans may
be the ideal arrangement, as it permits one gathering to process the client’s infor-
mation homomorphically, without the need of knowing the corresponding mystery
keys. The encryption conspire is made sure against assaults, for example, plaintext
recuperation assault like picked plaintext assault and known-plaintext assault and
Indistinguishability against Chosen Ciphertext Attack (IND–CCA) [25, 26].

6 Conclusion and Future Enhancements

With the growing technological influences, it becomes essential for the secure
processing of data. Therefore, homomorphic encryption schemes are employed.
Homomorphic encryption schemes allow operations to be performed on the
encrypted data as on plaintext. The computation is carried out on the encrypted
data, hence without knowing anything of its real value. Finally, the values are
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decrypted, and the analysis is carried out. This enhances the security of data [25].
From the analysis shown above, Gorti’s encryption scheme proves more effective
than Carmichael’s encryption scheme.
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Edge Computing as an Architectural
Solution: An Umbrella Review

Ajay Bandi and Julio Ariel Hurtado

Abstract Cloud computing architecture and cloud service applications follow a cen-
tralized architecture with bottlenecks in the cloud infrastructure. This infrastructure
is significantly affected when services respond to many heterogeneous end devices
because of the limitations of bandwidth and the servers’ workload; consequently,
it introduces a high latency. The advantages of using content delivery networks are
to speed up web performance by caching web content on edge nodes near the user.
However, there are challenges with streaming data. Researchers create an interme-
diary infrastructure to store, secure, and compute end devices’ services became a
new concept called edge computing. Edge computing can leverage applications that
are sensitive to latency. However, other issues appear, such as security and deploya-
bility. This paper reviewed the literature to analyze edge computing as an architec-
tural solution and identify the underlying architectural quality attributes, tactics, and
strategies. The performance quality attribute drives the edge architecture, mainly to
reduce the latency and jitter concerns. The quality requirements are addressed by
caching, migration, and virtualization strategies. However, the solution introduces
other quality attribute concerns such as security, deployment, and scalability. This
paper is a first approach for unveiling the rationale behind edge computation from
an architectural viewpoint.
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1 Introduction

In recent days, due to massive increase in the usage of mobile devices around the
world. Several businesses rely on mobile applications to serve their customers and
develop free apps. Mobile applications are prevalent in dating, e-commerce, educa-
tion, medical, health care, recreation, transportation, social media, research, enter-
tainment, mission-critical systems, among others. The emergence for connecting
different objects through the Internet, termed as the Internet of Things (IoT), allows
the machine-to-machine communication with embedded sensors. These devices col-
lect vast amounts of data for appropriate decision making and reduce the workload
on the automation. Therefore, the exponential growth of data needs to be stored and
retrieved efficiently [2].

These applications are heterogeneous and require diverse resources. Cloud com-
puting is a desirable solution with advanced computing and communication network
technologies [5]. Cloud computing is a model for gathering physically distributed
resources such as processors, memory, bandwidth, and storage capacity to deliver
on-demand services to users [5, 13]. A cloud can provide infrastructure, platform,
and software as a service to users. Over the past decade, cloud computing deals with
large-scale storing and computing data in data centers. These data centers usually
connect with other data centers to form a data center network and provide end-user
services as a single resource. However, due to an increase in smart devices, mas-
sive growth using IoT applications and augmented virtual reality requires real-time
and quick responses based on context-awareness and location data [5]. Applications
that use streaming data has the high round-trip transmission time to and from the
cloud. Examples of streaming data are sensors that collect the continuous data of
industrial equipment, oversee the pieces of equipment’s performance, identify the
defects in advance, and automatically order a spare part. A dating app tracks the
users’ geographic location and provides partners’ recommendations based on their
profile. Similarly, online gaming apps track player–game interactions and provide
relevant promotional offers to the player.

Latency is the delay between the users’ request and the applications’ response
to that request, usually measured in milliseconds. Bandwidth is the amount of data
transmitted through the network at a given time. Throughput is the amount of the
data transferred over a certain period. Both bandwidth and throughput are measured
in bits/second. For efficient network communication, the latency must be low and
bandwidth should be high. Even though the communication within the data center
network is efficient with low latency, communication between the cloud and end-
users is challenging. Also, it lacks the context-awareness and location-awareness
of the users. The Business Insider Web site [15] estimated that the usage of IoT
devices would be more than 41 billion by 2027, up from about 8 billion in 2019.
Thus, increase the need for a 5G network [8] to companies to transmit the big data
generated by these devices to reduce the network traffic. Due to these challenges, the
communication between the cloud and end-users degrades the quality of the service
and experience.
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The communications industry introduces [8, 22] edge computing to overcome the
challenges of centralized cloud computing. Satayanarayanan et al. [18, 19] defined
edge computing as computing and storing resources at the Internet’s edge near IoT
devices. These resources are referred to as cloudlets and fog nodes (microdata cen-
ters). The Internet’s edge would decentralize the storing and processing of data from
the cloud and add amiddle tier between end devices and the original cloud datacenter.
Researchers published literature reviews [1, 4, 9, 11, 12, 16, 21, 23], in machine
learning, deep learning, IoT apps, security, and communication integrating with edge
computing. In this paper, we presented an umbrella review of edge computing from
an architectural perspective.

System architects operate with both tactics and patterns for making decisions
addressing certain quality concerns. The architecture pattern is a well-organized
strategy representing the system’s high-level structure and behavior for its require-
ments. Similarly, a tactic is a design decision or specific ideas to accomplish the
quality attributes. A group of tactics could be organized as an architectural strategy
or pattern. In this paper, we draw the quality attributes of edge computing to architec-
tural tactics and strategies. Edge computing is a decentralized architecturewith robust
storage and computing resources at the internet edge nearer to the end devices. Edge
computing is introduced mainly to achieve quality attributes such as performance
(latency, bandwidth, handling concurrent requests, accuracy), along with scalabil-
ity, deployability, security, and portability. Because edge computing as architecture
solutions lacks of a unified knowledge about the underlying rationale necessary for
analyzing and developing edge applications, servers, and services [17], we integrate
the architecture patterns and tactics [6] relatedwith edge computing in order to codify
knowledge for supporting making decisions during architectural design.

The organization of the remainder of this paper is as follows. Section2 explains
edge computing implementations and architecture tactics. Section3 illustrates the
umbrella review process. Section4 presents the detailed analysis of the results and
conclusions in the final section.

2 Related Work

This section explains the edge computing implementations of cloudlets, fog comput-
ing, and multi-access edge computing. We discussed the background of integrating
edge computing with architecture patterns and tactics.

2.1 Cloudlet

A cloudlet is a decentralized, datacenter in a box closer to the end devices connected
via the Internet. Cloudlets add a middle tier to the cloud andmobile devices and form
a three-tier architecture to provide the computing and storage resources to the end
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Fig. 1 Cloudlet

devices within one wireless hop [18, 19]. Cloudlets are rich in resources and focus on
latency-sensitive data and services that require high bandwidth sharing between a few
users. These cloudlets are self-managed, and professional attention is not required. A
cloudlet has a soft state, which means it has cache data or the data stored in another
place. An end mobile device acts as a client to the nearby cloudlet for fast end-
to-end response time. If there is no cloudlet within the closer proximity, the mobile
devicemay degrade and use cloud services and gain the performance after identifying
another cloudlet. However, cloudlet placement is challenging [18]. Zhao et al. [30]
proposed a ranking-based near-optimal algorithm placing a cloudlet to minimize the
access delay of IoT applications in a software-defined network (SDN). This ranking-
based algorithm outperforms the K-median clustering algorithm in the access delay.

The usage of cloudlets provides low latency, high bandwidth, and low jitter respon-
sive end-to-end services for the nearest mobile devices [18]. The applications using
AR/VR, speech recognition, machine learning, computer vision, natural language
processing offload the intensive computation and storage resources to the cloudlet.
The cloudlets help perform essential services during the failure of clouds due to
cyber-attacks, network jamming in cyber-wars, and physical destruction of the net-
work infrastructure due to natural disasters [18] (Fig. 1).

2.2 Fog Computing

Fog computing is a decentralized, geographically distributed computing with fog
nodes between the end devices and the cloud. A fog node is powerful in storage
resources and processing capability with any equipment including but not limited
to routers to base stations, switches, and access points to IoT devices. Fog nodes
are multiple data centers distributed geographically with the closer proximity of end
devices to offload services at the edge. For a given business, the number of fog
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Fig. 2 Fog edge computing

nodes varies from ten to hundreds. Yi et al. [27] proposed a three-layered fog node
with infrastructure, platforms and applicationswith appropriateApplication Program
Interfaces (API).

Fog computing helps analyze the latency-sensitive data at the edge rather than
sending it to the cloud to achieve comprehensive data privacy and security with low
operational costs. Cisco introduced the first fog node called IoX [22] to host multiple
applications and analyze the data generated by various end devices. Cisco IoX fog
node is heterogeneous with the business networking operating system and Linux
[22]. Figure2 shows the CISCO’s fog architecture.

2.3 Multi-access Edge Computing

Edge computing in mobile devices and networks was referred to as mobile edge
computing (MEC) by the European Telecommunications Standards Institute (ETSI)
[8]. By moving the data-intensive storage and computation power nearer to the edge,
network operators can overcome the network traffic challenges. This decentralized
architecture aggregates communication technologies for IoT devices and 5G sys-
tems to IT services to the end devices. In 2016, ETSI dropped the word mobile
from MEC and renamed it as multi-access edge computing [14], also abbreviated as
MEC.

MEC has many use case scenarios such as vehicle to any device (V2X) com-
munication, health care, retail business, AR/VR, accelerated video, caching ser-
vices, and IoT applications. MEC provides services to various stakeholders, includ-
ing Over-The-Top (OTT) players, software vendors, mobile network operators, etc.
[23]. With the massive and exponential growth in IoT applications and the data gen-
erated bymobile devices, Verizon usesMEC and 5G as critical technologies for edge
computing. With MEC’s help, users of mobile end devices can effectively use the
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Fig. 3 Multi-access edge computing

computing and storage resources.Massive bandwidth, reduced latency, reduced com-
puting power on the device, andminimization of the network traffic are the advantages
of the MEC. Figure3 is the MEC architecture of Verizon’s edge computing.

2.4 Architecture Patterns and Tactics in Edge Computing

Khan et al. [9] discussed the significance of edge computing in real-world scenarios.
They presented a new taxonomy of edge computing for cloudlets, fog nodes, and
MEC. The work compares 23 primary studies to reduce latency, maximize resource
utilization, ensure optimized privacy, strengthen security, and collect real-time data
insights. Due to the increase in the need for 5G networks and MEC, Mao et al.
[12] in their literature review focused on joint and radio computational resource
management and Mach et al. [11] on computation offloading in MEC. Ni et al.
[16], in their literature review, focused on securing fog nodes for IoT applications.
Taleb et al. [23] focused on the 5G networks, orchestration, and deployment of edge
computing. Chen and Ran [4] presented of a detailed and exhaustive deep learning
techniques review to improve edge computing performance. Sittón-Candanedo and
Casado-Vara [21] discussed the computing consortium reference architectures and
presented a proposal for tier architecture. In addition, several researchers [1, 4, 9, 11,
12, 16, 21, 23, 29] discussed open research problems, opportunities, and challenges
in edge computing. However, these studies lack the knowledge from the architecture
perspective of the edge computing systems. Architecture knowledge [6] constitutes
quality attributes, tactics, and strategies. We focus on integrating edge computing
with architecture knowledge proposed by Harrison and Avgeriou [6].



Edge Computing as an Architectural Solution … 607

• Quality attributes: are features that the system has such as reliability, security
(authenticity, confidentiality, data integrity), scalability, deployability, usability,
maintainability, and performance. Quality attributes satisfaction is along a scale,
always viewed within the specific quality scenario where there is a required out-
put to reach within particular boundaries of a system (at a specific state) facing an
input [3].

• A tactic is a design decision or the sequence of actions to accomplish a design con-
cern. Tactics are steps taken to enhance quality characteristics [3]; for instance, a
tactic is defined common and abstract services in order to improve the maintain-
ability.

• Apatterngroups several tactics positively or negatively impacting to several quality
attributes. Architecture patterns commonly describe the decomposition of mod-
ules of the system at a high and abstract level [6]. Layers, tiers, publish/subscribe
are examples of architectural patterns.

3 Methodology

Our study follows a theoretical review [24] focusing on amodel based on the concep-
tual model of Harrison and Avgeriou [6], which includes tactics, quality attributes,
and architectural patterns (strategies). Given this knowledge is scattered in the indus-
try, this paper aims to organize the architectural level to edge computing as an emer-
gent technology.

3.1 Research Goal and Research Questions

This research’s main goal is to unveil architectural concerns from secondary studies
(survey, reviews, or systematic reviews) on edge computing solutions. The main
research questions are oriented to identify architectural concerns:

• What quality attributes and related concerns are analyzed in these edge computing
solutions?

• What tactics are unveiled from these edge computing solutions?
• What strategies are used as part of these edge computing solutions?

3.2 Research Execution

First, the primary studies selected from relevant sources were used IEEE, Springer,
Elsevier, and Scopus. The research string used and adapted to each repository
was “edge computing” AND architecture* AND (tactic OR “quality attribute” OR
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pattern) AND (survey or review). Once the papers were recovered (17), the abstract
of each one was read, and duplicated works were removed, the papers were filtered,
getting nine paper after using the inclusion and exclusion criteria as follow. These
nine studies are annotated as “[Primary Study]” in the references.

• Inclusion criteria: secondary studies, edge computing, works analyzing some
architectural concerns such as quality attributes and architectural tactics, patterns,
or strategies.

• Exclusion criteria: primary studies, proposal, architectural ideas without any real
assessments.

Finally, we analyzed the nine papers to answer each research question; data col-
lected was analyzed, and the results were organized and analyzed. Each architectural
aspect was evaluated considering the knowledge body conformed by Bass et al. [3],
Harrison and Avgeriou [6], and Osses et al. [17].

4 Results and Analysis

4.1 Quality Attributes in Edge Computing

The first question related to quality attributes in edge computing shows that the main
driver is the performance. The main concern is to resolve the delay in transmission
and latency problems, particularly for latency-sensitive applications. Edge comput-
ing takes advantage of cloud computing but physically closer it to the end-user to
achieve a quicker than cloud concerning the response time [9, 18]. However, adding
an intermediary element between the devices and the cloud has consequences to other

Fig. 4 Quality attributes identified
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quality attributes. Thus, edge computing has other limitations for availability, secu-
rity, and resource management regarding mobility, context-awareness, and location-
awareness. Khan et al. [9] discussed the key specifications required to use edge
computing to address these limitations. Techniques such as dynamic billing mecha-
nism of multi-vendor systems with network parameters such as latency, bandwidth,
real-time application support, resource management, the common business design
for deployment and management, scalability to accommodate various IoT appli-
cations execute consistently on the heterogeneous resources, anticipate robust and
resilient edge computing systems over network outrages, and security with advanced
cryptography schemes [9]. The increased frequency of quality attributes taken into
account in the works is shown in Fig. 4.

Other frequent quality attributes in edge computing are scalability and deploy-
ability. It is essential to consider designing a scalable architecture to accommo-
date various IoT applications to execute consistently using heterogeneous resources.
The resource virtualization, trust-enabled technologies, and edge orchestration can
achieve scalability [9]. The usage of containers over virtual machines inMEC allows
portable run time services for mobile users [23]. Also, containers provide techniques
for quick and secure packaging and deployment to various apps across the platform
[23].

4.2 Architectural Tactics in Edge Computing

The more frequently used tactics in the literature were caching, resource manage-
ment, resource allocation, and temporary storage, as shown in Fig. 5. For instance, in
a MEC, one fundamental problem is how to balance the trade-off between the mas-
sive database and finite storage capacity when data caching is realized by a single

Fig. 5 Tactics identified



610 A. Bandi and J. A. Hurtado

Fig. 6 Strategies identified

edge server, so temporary or transient storage appears as a general design decision.
The allocation of computing resources is significantly associated with the offloaded
application that allowsparallelization or partitioning distributed to various computing
nodes. Edge computing can offload part of the workload of the cloud. Traditionally,
only the data is cached in intermediate servers, but the computations applied to the
data are cached at the edge servers in the edge computing paradigm (Fig. 6).

4.3 Architectural Strategies in Edge Computing

The most common strategies found were services (software as a service, infrastruc-
ture as a service, security as a service, etc.), virtualization, process migration, inter-
mediary, tiers, and layers. Computations as services is a strategy for migrating and
executing computations offered by a well-defined service layer, an essential strategy
for achieving the advantages of offloading tactic. The desired strategy was using an
intermediary since edge self works as an intermediary between local devices and the
cloud. This intermediary is designed typically using a tiered architecture: data cen-
ter tier (cloud), large/medium edge tier, small edge tier (for instance cloudlet), near
layer(for instance, fog), and the device layer. Dolui et al. [5] presents a three-tiered
architecture, including an upper tier, intermediary tier, and low tier.

4.4 Tactics Achieving Quality Attributes in Edge Computing

Tactics are abstract architectural decisions for resolving a specific quality attribute.
Table 1 shows as the identified tactics allow to achieve some quality attributes. The
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Table 1 Quality attribute versus tactics

Attributes
versus tactics

Caching Resource
management

Resource
allocation

Transient
storage

Computation
offloading

Performance +++ ++ ++ ++ +/−
Scalability + ++ +++ ++ –

Deployability o – −− −− +++

Security −− o o −− −−
Availability +++ ++ ++ + ++

Fig. 7 Offloading tactic taken from [10]

plus sign represents the tactic that positively affects the quality attribute. The minus
sign represents the corresponding tactic that negatively affects the quality attribute.
The number of plus orminus varies the intensity of that particular tactic to achieve the
quality attribute. The symbol ‘o’ represents that a particular tactic neither positively
nor negatively affects the quality attribute. Consider the Offloading computations
tactic scenario applying computation offload from a mobile device to a proxy [10].
When the end-user runs the search-enabled applications on their mobile devices,
the mobile application offloads the nearest proxy’s computation. Figure 7 shows
the essential components of the offloading tactic with a sequence of operations.
Offloading benefits are less disruption to the end-user and reduce delays and improve
user experience quality. Offloading has limitations as data and computations are
cloned across different processors and heterogeneous storage devices; it is a security
and privacy risk [26].
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Table 2 Tactics verses strategies

Tactics/strategies Services Migration Virtualization Intermediary Layered Tiered

Caching x x x x

Resource
management

x x x

Resource
allocation

x x x x

Transient storage x x

Computation
offloading

x x

4.5 Strategies Grouping Tactics in Edge Computing

An architectural strategy can embody several tactics. Table2 shows the identified
strategies and some identified tactics; it is not a complete view about tactics and
strategies related to edge computing, but the intention is that those can be taken as a
start point for organizing the architecture knowledge.

For instance, the migration strategy packages the computation offloading and vir-
tualization tactics. Yousafzai et al. [28] established a case study for processing com-
putational offloading for IoT mobile edge computing. They developed a framework
for seamlessly migrating a mobile device with limited resources toward a computing
infrastructure with more available resources. The framework includes components
at the user side (app migration coordinator and migration preference manager) and
components at the edge side (migration manager and admission control), as depicted
in Fig. 8. Yousafzai et al. [28] assessed the performance of this framework using stan-
dard benchmarks and specific workloads considering eight distinct intensity levels
in order to find some association between time, workload, and power savings. This
showed a significant and positive impact on the framework performance.

Computational offloading is an architectural strategy described by Sheng et al.
[20], for answering questions such as: When a specific computation requires to be
offloaded?, especially considering several closed servers satisfying the offloading
conditions; How to select the server for executing the computation, including the
virtual machine to execute the computation once the server had been executed?
To address these questions, the authors propose a computation offloading strategy
breaking into three steps:

1. Offloading decision making is about comparing the local computation with the
offloading computation. The offloading choice is in accordance with the compu-
tation concerns like performance and energy consumption.

2. Selecting an adequate server by balancing concerns such as performance, energy
consumption, and server CPU resources.

3. Schedule and execute the computations on the suitable virtual machine so that
the MEC servers can perform more computation at the same time interval.
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Fig. 8 Migration strategy proposed by Yousafzai et al. [28]

4.6 Synthesis and Discussion

We used Harrison’s conceptual framework [6] to synthesize and discuss edge com-
puting as an architecture solution following a pattern style for its description.

1. Name: Edge Computing as Architectural Solution
2. Problem: Cloud computing architecture and cloud service applications follow a

centralized architecture with bottlenecks in the cloud infrastructure. This infras-
tructure is significantly affected when services respond to many heterogeneous
end devices because of the limitations of bandwidth and the servers’ workload;
consequently, it introduces a high latency.

3. General Solution: Edge computing brings computation and storage resources to
the nearer location to intensify response times and save bandwidth. Edge com-
puting architecture is a service-based and n-tiered solution where typically is
identified as an intermediary tier composed by edges nodes (edge tier) and defin-
ing specifics capabilities for each tier, including the upper tier (cloud layer), the
edge tier, and lower-tier (edge devices tier).

4. Participants:

(a) Cloud tier: A centralized data center and cloud computing infrastructure con-
sidering requirements for working with the edge tier (caching, computation
migration, virtualization).

(b) Edge tier: This tier contains devices that could be used as edge servers as
general-purpose servers, platforms specifically deployed for the satisfy edge
needs (caching, computation migration, virtualization) or specific domains
(traffic, for example)
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(c) Device tier: This tier contains every end device that generates huge data while
executing on the end-user application. The edge devices include IoT apps on
vehicles, computers, and mobile phones.

5. Tactics and strategies used

(a) Resource management and provisioning: service and provisioning
(on-demand resources and migration) and placement (VM and services)

(b) Computations offloading and task scheduling
(c) Security and infrastructure as a service (prevents attacks and on-demand

redundancy resources)

6. Consequences:

(a) Ultra-low latency closing services to end-users and the smart devices, and
migrating the computations to more capable virtual machines.

(b) Edge computing requires to minimize the service downtime and guarantee
high availability of edge services.

(c) New security issues must be addressed, such as vulnerabilities related to
authorization and authentication, distributed denial of service attacks, mal-
ware injection attacks, and side-channel attacks.

(d) Scalability issues because increasing the capacity to an existing edge require
increasing the inter-edge working bandwidth to avoid congestion and reduce
the system capacity.

7. Known uses: Edge Computing Reference Architecture 2.0 from Edge Computing
Consortium (ECC) and Alliance of Industrial Internet (AII). Nokia launched its
own MEC platform based on the Cellular Vehicle-to-Everything (C-V2X) tech-
nologyprotocol to achieve a latencybelow20ms, alongwith aflexible deployment
model [7]. IMS and Dell deployed an IoT-connected edge computing platform
to obtain and maintain data from their refrigeration systems and build manage-
ment systems to automatically adjust the temperature of the food, maintaining the
quality standards, lessen waste and optimize refrigeration costs [25].

5 Conclusions, Limitations, and Future Work

Edge computing is a novel technology moving the services from the cloud to the
most closer device. Edge computing defines a boundary between the cloud and
the device tiers to resolve services’ latency problems. This paper presented, in a
preliminary way, edge computing as an architectural solution. We used a small set
of secondary studies to extract and analyze the architectural information related to
quality attributes, architectural tactics, and edge computing strategies.

The main contribution is codifying edge computing knowledge as an architectural
solution for software architects’ decisions. The problems can be viewed as a set of
tactics and strategies and the positive and negative consequences on different quality
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attributes. The main key quality attribute addressed by edge architectural solution
is the performance, mainly the latency concern addressed by caching, migration,
and virtualization strategies. However, it introduces requirements on other quality
attribute concerns such as security, deployment, and scalability. This edge tier imple-
ments the strategies but drag requirements on the other traditional tiers; for instance,
offloading competitions require that services communicate the network among edge
servers, edge devices.

Although this paper unveils the rationale behind edge computing from the archi-
tectural viewpoint, in the future, more extended studies are needed to achieve a more
in-depth knowledge of edge computing, architectural quality attributes’ tactics, and
strategies.
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Content-Based Recommender System
for Similar Products in E-Commerce

Abhijnyan Chandra, Arif Ahmed, Sandeep Kumar, Prateek Chand,
Malaya Dutta Borah, and Zakir Hussain

Abstract The recommendation system aims to provide the best suggestion to the
user by analysing the buyer’s interest. Most of the time, we can get good prod-
uct as the recommender(s) already has/have much knowledge about the product.
So, this work is about the development of a recommender system for similar
products in E-commerce with two particular cases of book recommendation and
movie recommendation. This work is based on content-based recommendation tech-
nique. We have experimented the content-based techniques using book data set,
namely BookCrossing.csv and movie review data set IMDB_Top250Engmovies2
_OMDB_Detailed.csv. For book recommendation, we have used pivot table for find-
ing correlation coefficient. For movie recommendation, we have implemented TF-
IDF-based recommender system using CountVectorizer function of scikit-learn and
cosine similarity for getting good recommendation. Our system recommends most
similar books by calculating the correlation coefficient for the book entered by the
user and recommends top tenmost similar movies using cosine similarity for amovie
entered by user. This system can be helpful for people to find books and movies of
their interest. This system can reduce the effort to put on physically for getting
recommendation from people as it is an automatic system for recommendation.

Keywords Content-based recommender · Recommender in E-commerce ·
Book recommendation · Movie recommendation

1 Introduction

The recommendation system is basically used to suggest products to the users. They
are basically software agents that analyse interest and preferences of individual cus-
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tomers andmake recommendation keeping it inmind. They use various techniques to
find similarity among products. The quality and the content are taken into considera-
tion by employing content filtering for recommendation. For book recommendation,
an intelligent algorithm reduces the overhead of the people. This provides benefit to
both the seller and the consumer creating thewin-win situation. The E-commerce site
to network security all demands the need for the recommended system to increase
their revenue rate. Decision-making techniques employed help buyers by the strong
recommendations as there are various books, as buyers sometimes cannot find the
item they search for. For movies, recommendation system uses various functions
simply works by using the cosine similarity matrix which we have generated by
algorithm. It checks the movies which have the highest cosine similarity to the movie
entered by the user and returns top ten most similar movies to it.

1.1 Motivation

Joseph Pine said ‘The age of standard, universal, mass products is over. Various
customers, various demands, heterogenous (personalized) products are needed’. Jeff
Bezos (Amazon,CEO): ‘If I have got 2million customer I have to have 2million shops
on the web’. Issue of selection: There are a huge number of accessible items; hence,
the client needs to locate the best items among them (data over-burden). Consumers
of a specific item can approach different choices for comparative items with ease.
Boss goal of recommender systems: The potential things must be separated/sorted.
The client sees just relevant items; therefore, personalized proposals are required. To
create a framework where shoppers can make learned/taught buy on the off chance
that they are given enough data of comparative items on other storefronts. When
purchasers are given choices, they will be bound to pick the quality item among
them.

2 Literature Review

In the work [1], the authors used probabilistic methods for the system. Naive Bayes
can be used as a classifier to determine the similar items. For relevance feedback,
Rocchio’s algorithm can be used by taking into consideration the feedback received.
Most of the recommendation systems in different domains share a common mean
for the representation of user profiles and items. The major drawback of this method
is that recommendation of items can be done only for a higher score when matched
with user profiles, and hence, the user might only get recommendations for items
that are similar to items that are already rated before.

In the work [2], a recommender system for brand new items is generated, and
features from transactions are extracted. Clustering of users is done based on simi-
larity in interests. Recent items in users clusters are considered for recommendation.
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It relies on underlying common characteristics and users–items relationship. Rather
than items being considered for recommendation, items are automatically matched
against user’s interests and are actively recommended. Users may assign false ratings
that are not their real opinions and may result in undesirable outcomes.

The work in [3] involves analysis of content, learning of profiles, recommenda-
tion and analysis of emotion. Comparison of emotion as provided by the user is
done to the emotion from the text as detected by the system, and accordingly rec-
ommendation is done. In work [4], content-based recommender system algorithm
and privacy-preserving algorithm are applied. It uses homomorphic encryption to
guard customer’s private data. Cryptographic techniques cost more computationally.
The work in [5] consists of Outbrain’s recipe of recommendations based on content,
content understanding and profile aggregation matching. Content discovery is per-
sonalized, and the recommendations express the profile of the user. When the user
is new, then the recommender system does not work properly.

In the paper [6], the author used clustering algorithm. It uses the characteristics
of the items and also the ratings on items that can be also considered as data for the
recommendation. It requires products to be rated before recommendation. In work
[7], a content-based recommendation algorithm is based on convolutional neural
networks for learning resources. To obtain the latent factors from the text, the con-
volutional neural network can be used. In order to training the convolutional neural
network, the input and output solution must be obtained first. The major benefit of
the recommender system is that recommendations are personalized, and as a result,
superior outcome is obtained. The proposed recommendation algorithm is based
on convolutional neural networks which makes it computationally expensive. The
method described in [8] involves selection of feature module, the term frequency and
inverse document frequency (TF-IDF), chi square selection of features and softmax
regression module. Recommendation is based on the common properties underlying
and relation between items and users. Rather than items being found, they can be
automatically matched with users, and actively recommendations can be done to
those users. In work [9], serendipity is induced in the content-based recommender
system. It consists of analysis of content, learning of profiles and recommendation.
This method induces exploration in the recommender system. The idea of inducing
serendipity is based on chance and hence in some cases may result in undesirable
results.

In work [10], classification and regression trees are used. It involves generation
of negative samples from the implicit feedback data and comparison of different
learning models like random forests and gradient boosted trees. The work in [11]
involves two-layer graph model, direct retrieval, the association rule mining and
high degree association retrieval. This recommendation approach results in better
performance than that of collaborative approach. Three different combinations of
customer, transaction and product information are needed to use this method. The
work in [12] involves collection of implicit feedback, construction of matrix for
pseudo rating, computation of neighbours and the recommendation of items. Users
may assign false ratings that are not their real opinions and may result in undesirable
outcomes. For some cases, asking users for ratings is not possible. The proposed
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model in [13] is based on the keyword-based vector space model. Recommendations
based on user queries are also available. Contents are required for content-based
techniques, and thus content accessibility plays a factor.

3 Methodology

From the literature survey, it has been observed that a typical method of recommen-
dation technique involves the following steps:

• Acquiring preference from customer’s input data: There can be various types of
input data like demographic data of the user, production data, transaction data,
rating score and pattern data that depends on user’s behaviour, etc. Analysing and
processing of these data will help to build a strong user profile based on individual
user preferences.

• Recommendation using proper techniques: This step includes the following pro-
cedures:
Content analyser: The primary duty of the procedure is to analyse the content
of the items. It uses the feature extraction method to extract the useful feature or
information from the item.
Profile learner: This procedure will gather information about the user inclinations
and preferences and try to sum up the collected data together to develop the user
profile.
Filtering component: This procedure involves matching the features of the items
with the features of the user profile and then recommending suitable and similar
items for each specific user.

The techniques that can be used to develop our recommender system are as follows:
TF/IDF measure, KNN algorithm, clustering methods, the artificial neural network
(ANN) and correlation methods (Fig. 1).

3.1 Roadmap of the Work

Our work roadmap is shown in Fig. 2. After the analysis of various existing tech-
niques, we are proposing a model that improves upon the most accurate existing
model.
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Fig. 1 Block diagram representation of content-based recommender system [1]

Fig. 2 Roadmap of the proposed work

3.2 Data Set Selection and Analysis

We have worked on ‘BookCrossing’ data set (Book review data set for similar
book recommendation) and ‘IMDB_top250Engmovies_OMDB_detailed_Dataset’
(Movie review data set for similar movie recommendation).

The book-crossing data set contains three tables:
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• BX-Users:Contains user descriptions. In this, userIDcolumnhas been rounded and
mapped onto integer. Data like age or location are provided if available, otherwise
Null is assigned to them.

• BX-Books: ISBN values are used to identify books in data set. Invalid ISBN values
are removed. This table contains information about book title, book author, year
of it being published and name of publisher.

• BX-Book-Ratings: Contains information regarding different ratings given to
books. Ratings given are either explicit that is given on scale of 1–10 or
implicit 0.

Pre-processing (cleaning, selection, integration, transformation) of book-crossing
data set has been done on each table. It involves the following steps:

• In ‘Books-Ratings’ table, ratings are unevenly distributed, and a large number of
samples contain implicit rating (0-rating) which makes the sparsity high. So, we
removed those samples.

• In ‘Books’ table, unnecessary image URL columns are removed.
• Non-numerical values of ‘yearOfPublication’ column have been replaced with
their actual value.

• Null values of ‘publisher’ attribute are replaced by ‘others’:
• In the ‘Users’ table, age distribution analysis is done, and most active users are in
their 20–30s. Age below 5 and more than 100 does not make much sense. Those
discrepant age values are replaced by attribute mean (Figs. 3, 4 and 5).

The movie data set ‘IMDB_top250Engmovies_OMDB_detailed_Dataset’ con-
tains 25 variables and 5000 observations, in which we required only five variables
and 250 observations for our model.We have performed some pre-processing of data
that majorly including these steps:

• Discarded commas between the actors’ full names and getting only the first three
names.

• Putting the genres in a list of words.

Fig. 3 Count plot of ratings
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• Merging together the first and last name for each actor and director, so it is con-
sidered as one word, and there is no mix up between people sharing a first name.

• Generated bag of words.

4 Results and Discussions

Our recommender system finds the correlation between every pair of the user and
the book. We have formed a matrix using the pivot table, which helps in finding the
correlation.

For our work, we have used numpy.corrcoef(x , y, rowvarr, bias, ddoff) function
in Python, which returns Pearson product-moment correlation coefficient. Let ‘R’
be a correlation coefficient matrix and ‘COV’ be a covariance matrix. The relation
between them is Ri j = COVi j√

COVi i×COV j j
; where −1 ≤ R ≤ 1.

Fig. 4 Count plot after
removal of 0-ratings

Fig. 5 Age distribution:
most active users are in their
20–30s
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4.1 Book Recommendation Engine

The data had several tables which were cleaned and then formatted properly in three
tables. One table was of books, and others were of users and its explicit rating. We
have joined these three tables and created a single table of all the fields which are
of our interest. From the data frame in Appendix, we have created a pivot table of
UserID, BookTitle and BookRatings. This pivot table will show information that
which user has assigned what rating to which book, and then the correlation coeffi-
cient is calculated against the pivot table. Then simply for any book the user enters
to get the recommendation, we find its correlation with other users’ book and recom-
mend him the new book based on the values of correlation which we have already
computed. One example of getting a recommendation against one book is available
in Appendix.

4.2 Movie Recommendation

We have implemented a TF-IDF-based recommender system using the CountVec-
torizer function of scikit-learn. After that, we used the cosine similarity measure for
getting good recommendations. Scikit-learn’s CountVectorizer is utilized to change
corpora of text to a vector of term/token tallies. It additionally gives the capacity
to pre-process the text information before producing the vector form making it a
profoundly adaptable feature portrayal module for text. Likewise, it helps in pre-
processing of the text information suitably just as separating extra features from the
text data set.

After properly pre-processing the data, we have applied CountVectorizer on the
bag of words column which has all the words, and then it generated a vector against
every row which in our case is movies. We have then computed the cosine similarity
between all the movies to check which movies are related to or similar to each other.
After creating the cosine similaritymatrix, we have created a simple recommendation
function which takes the title of a movie entered by a user and recommends him the
top ten most similar movies to it. This recommendation function simply works by
using the cosine similarity matrix which we have generated previously. It checks the
movies which have the highest cosine similarity to the movie entered by the user and
returns the top ten most similar movies to it.

5 Conclusion and Future Work

For this work, we are using the content-based technique to develop a recom-
mendation system for books and movies. From the literature survey, we discov-
ered some of the models used presently and also their drawbacks. We acquired
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the data set ‘Book-Crossing data set’ for books and ‘IMDB_Top250Engmovies2
_OMDB_Detailed.csv’ data set formovies.Wehave implemented amodel that yields
the most accurate recommendation for books and movies, respectively. We obtained
the data set required for training and testing the recommender system and performed
pre-processing on the data set. For book recommendation, we have merged three
tables of the data set and created a single table of all the fields to form a pivot table.
Then the correlation coefficient is calculated against the pivot table. Based on the
values of correlation which we have already computed, we found its correlation with
other books and recommend him similar books. For movie recommendation, we
used CountVectorizer on the bag of words column on pre-processed data to compute
the cosine similarity between all the movies for generating the recommendation. We
have used the cosine similarity matrix which we have generated previously. It checks
the movies which have the highest cosine similarity to the movie entered by the user
and returns top ten most similar movies to it.

6 Appendix

See Figs. 6, 7, 8, 9, 10, 11 and 12.

Fig. 6 Visualization of data frame

Fig. 7 Matrix formed using pivot table
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Fig. 8 Use of correlation coefficient

Fig. 9 Example of book recommendation

Fig. 10 Finding TF-IDF weight using CountVectorizer
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Fig. 11 Generating the cosine similarity matrix

Fig. 12 Getting recommendation against one movie
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Extractive Summarization of Indian
Legal Documents

M. N. Satwick Gupta, N. L. Siva Narayana, V. Sai Charan,
Kunam Balaram Reddy, Malaya Dutta Borah, and Deepali Jain

Abstract A legal document is generally very long and possess hierarchical struc-
ture which makes it very difficult to get a quick understanding of these documents.
Legal practitioners generally engage legal experts for making summaries of lengthy
documents which is a very costly and time-consuming process. Recently, automatic
summarization systems have been proposed to deal with this problem, which has the
potential to be much more efficient at simplifying complicated legal documents. In
this work, web scrapping is used for extraction of legal documents. Then, a compar-
ative analysis is done on these documents using various extractive summarization
approaches. From the experimental results, it has been found that the graph-based
approaches performed well in general. Another important finding is that, in addition
to the frequency of words, other information such as context information, lexical
information is also equally important for summarization and can improve the per-
formance of summarization systems.

Keywords Extractive summarization · Legal document summarization ·
Comparative analysis

1 Introduction

In today’s era where lots of data is present on the web, it becomes very difficult to
go through the whole data and get the useful information from it. So, if short-hand
versions are available of those data, then it will be very helpful and also save lot
of time. The process of removing unimportant sentences from a document while
keeping the important sentences so as to shorten the length of document is called
text summarization.
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Text summarization becomes very important in the field of law where documents
are easily available through online sources such as The Judgement Information Sys-
tem (JUDIS) [1], Indian Kanoon [2]. These documents are very lengthy and very
difficult to understand even for legal practitioners. Therefore, text summarization
tools can be very helpful for legal people and also for common citizens where they
can easily access summary of any case. In this work, Indian legal judgement doc-
uments, which are present online, are extracted using web scrapping because there
is no Indian legal summarization dataset publicly available. Several algorithms are
applied on the extracted dataset, and their Recall-Oriented Understudy for Gisting
Evaluation (ROUGE) scores are compared. Finally, a comparative analysis is done
to investigate into the results of these classical algorithms. Text summarization is an
innovative technique to help legal practitioners to have the quick understanding of
complicated legal documents.

Basedonoutput of summary, text summarization canbeof two types: (1) extractive
summarization and (2) abstractive summarization. Summaries which are formed
out of important sentences from a document are called extractive summarization
while when the human experts write summary of a document in their own words is
called abstractive summarization. Several researchworks had been done on extractive
summarizationwhich are based on analysis of frequencyofwords [3–7].Manygraph-
based approaches are also proposed for extractive summarization which perform
better than frequency-based approaches [8–11]. One of the approach based on vector
space model (VSM) is also proposed for extractive summarization [12]. There have
been several neural network-based approaches for extractive summarization [13, 14].
There have been also several works on abstractive summarization which are based
on recurrent neural networks (RNN) deep learning (DL) approaches. Some of them
include [15–18].

However, abstractive summarization techniques do not perform well on legal
documents due to their complex and lengthy structure, and they also require a large
training time [19]. Several works have been done in the past on legal document
summarization such as [20–23]. Several legal tools have also been proposed such as
LetSum [24], Kaftie [25], HAUSS [26], and CaseSummarizer [27].

The paper is organized in the following manner: Methodology of the work is
described in Sect. 2 in detail. Experimental results are given in Sect. 3 which are
then discussed in Sect. 4. The conclusion of the paper is given in Sect. 5 with the
findings of this work along with the future work directions.

2 Methodology

The methodology consists of five major steps which are data acquisition, in which
data is collected. Then, data cleaning is performed. After that, several classical
approaches have been applied on the collected dataset which is then evaluated
using ROUGE score with respect to reference summaries. Finally, based on scores,
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Fig. 1 Flowchart of
comparative analysis on
legal dataset

comparison of techniques has been done. The detailed description of the method-
ology is given in the following sub-sections. The flowchart of this work in order to
perform summarization and comparative analysis is shown by Fig. 1

2.1 Dataset Description

Scrapping is done in order to extract data from web. For scrapping purpose, Python
requests and Python BeautifulSoup (bs4) library are used. For extracting summaries,
three websites have been used which are law brief [28], Cyber Blog India [29], and
Law Times Journal [30]. Indian Kanoon [2] website has been used for extracting the
documents corresponding to those extracted summaries. This is done in order tomake
labelled dataset and so that evaluation can be done for the generated summaries. After
extraction, the dataset is stored in the .txt format. Then, preprocessing of the dataset
is done. Several preprocessing steps such as removing unwanted space, unwanted
text, applying regular expressions, removal of unwanted headers, and make sure all
the characters are in UTF-8 encoding are done.
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2.2 Techniques

Various classical extractive approaches are applied. Some graph-based algorithms
like TextRank, LexRank, and reduction and some heuristic-based approaches like
Luhn and Edmundson, statistical-based approach such as SumBasic and latent
semantic analysis (LSA) are used for performing extractive summarization.

• TextRank: in the TextRank algorithm [9], a text graph is formed, where sentences
are the vertices and weights are the edges of this graph. Similarity score between
two sentences helps in determining the weights. Then, ranking of the sentence is
done based on the final score attached with each vertex.

• LexRank: another unsupervised approach known as LexRank [11] finds the
importance of sentence based on eigenvector centrality, thereby ranking of sen-
tences is done.

• Reduction: an another graph-based approach is reduction technique [8] in which
unwanted phrases are removed from the tree of a sentence, and this forms a
summary. The whole idea is based on the “graph reduction”. Information such as
lexical context is taken into consideration for determining the important phrase
in a sentence.

• Luhn: the idea of word frequency and its position is used by HP Luhn [3] for text
summarization.

• Edmundson: Edmundson [4] used other information such as cue words, title,
location in addition to word frequency for finding the important sentences and
thus forms a summary.

• Latent Semantic Analysis (LSA): the idea of semantic relations is used by LSA
technique [5] which is based on singular value decompositon (SVD).

• SumBasic: SumBasic[6]works on the idea thatmost frequentwords are important
for summarization than less frequent words.

2.3 Summary Evaluation

The performance of the generated summaries are evaluated with respect to the refer-
ence summaries using ROUGE which are the recall-based metric [31]. In this work,
three variants ofROUGEhave been considered.Overlapping of unigrams isROUGE-
1, while ROUGE-2 is the overlapping of bigrams. ROUGE-L considers the longest
subsequence occurring in n-grams. Equation 1 shows the definition of ROUGE-N.

ROUGE-N =
∑

S∈RSset

∑
gramn∈S Countmatch(gramn)

∑
S∈RSset

∑
gramn∈S Count (gramn)

(1)

where S is a sentence, RSset is the reference summaries gramn, countmatch is the max-
imum n-grams matched in a candidate summary and a set of reference summaries,
and n is n-gram length. Here, N stands for n-gram’s length.
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Finally, all the techniques are compared in order to analyse their performance on
the extracted legal dataset.

3 Experimental Results and Analysis

The discussed summarization techniques are applied on the legal judgement doc-
uments that have been collected using scraping. The experiments were performed
on Windows 10 × 64 machine with the help of freely available Python-based NLP
packages: Gensim [32] and Sumy [33]. The experimental results using the algo-
rithms are shown in Tables 1, 2, and 3, respectively. Figures 2, 3, and 4 depict the
pictorial representation of the results on the law brief, Law Times Journal and law
case datasets.

Figure 2 shows the results on law brief dataset. From the figure, it has been shown
that LexRank achieves the best 0.447 ROUGE-1 score, Edmundson achieves the best
0.254 ROUGE-2 score, and Luhn achieves the best 0.379 ROUGE-L score .

Figure 3 shows the results on Law Times Journal dataset. The results shows
that LexRank achieves the best ROUGE scores on Law Times Journal dataset with
ROUGE-1, ROUGE-2, and ROUGE-3 of 0.422, 0.213, and 0.347, respectively.

Table 1 Different extractive text summarization performance (law brief cases)

Technique ROUGE-1 ROUGE-2 ROUGE-L

LexRank 0.447 0.253 0.370

Edmundson 0.434 0.254 0.372

Luhn 0.421 0.243 0.379

Reduction 0.418 0.205 0.367

TextRank 0.410 0.218 0.368

LSA 0.400 0.182 0.353

SumBasic 0.341 0.142 0.329

Bold refers to the highest score

Table 2 Different extractive text summarization performance (Law Times Journal)

Technique ROUGE-1 ROUGE-2 ROUGE-L

LexRank 0.422 0.213 0.347

Edmundson 0.387 0.197 0.325

Luhn 0.383 0.192 0.320

Reduction 0.387 0.202 0.329

TextRank 0.401 0.206 0.337

LSA 0.411 0.198 0.325

SumBasic 0.390 0.158 0.307

Bold refers to the highest score
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Table 3 Different extractive text summarization performance (cyber cases)

Technique ROUGE-1 ROUGE-2 ROUGE-L

LexRank 0.339 0.144 0.289

Edmundson 0.247 0.128 0.253

Luhn 0.257 0.124 0.250

Reduction 0.257 0.131 0.260

TextRank 0.278 0.137 0.272

LSA 0.279 0.126 0.247

SumBasic 0.231 0.124 0.223

Bold refers to the highest score

Fig. 2 ROUGE scores on law briefs dataset

Figure 4 shows the results on cyber cases. From the results, it has been shown that
LexRank achieves the best ROUGE-1 score of 0.339, TextRank achieves the best
ROUGE-2 andROUGE-L score of 0.144 and 0.289, respectively, on case law dataset.

The results have shown that LexRank which is a graph-based algorithm has per-
formed better in almost all three cases. The reason for its good performance is that
eigenvector centrality is used by this algorithm for finding important sentences. It has
also been shown that Edmundson has also performed good in terms of ROUGE-2.
The reason for its good performance is that the algorithm considers other information
also such as cue words, location, title in addition to keyword frequency. Luhn has
also performed good in terms of ROUGE-L because ROUGE-L is a longest common
subsequence-based metric for which the position- and context-related information is
important which luhn considers for finding important words and, hence, sentences
for summarization.
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Fig. 3 ROUGE scores on law briefs dataset

Fig. 4 ROUGE scores on law briefs dataset

4 Discussion

From the results, it has been shown that LSA and SumBasic are not able to perform as
well as other algorithms. The reason is that they utilize frequency-based information
which is such a limited information in order to perform summarization. For example
SumBasic assigns a probability distribution to each words, assigns weight to the
sentences, and ends in picking up the highest scoring sentence as per highest proba-
bility distribution of words in a sentence. LSA involves formation of document-term



636 M. N. Satwick Gupta et al.

matrix which utilizes the information from words. So, these techniques use the word
distribution in a unigram manner and do not consider other important information
like context with other words. Therefore, this is the reason for their low performance
as compared to algorithms like Luhn, Edmundson which also takes into account
information from other words in its context and also the information like cue words,
location, title in addition to word frequency, in case of Edmundson. So, it is obvi-
ous for Edmundson to perform better as compared to Luhn. These algorithms make
use of concept like eigenvector centrality which makes these algorithms extremely
powerful for ranking of sentences.

It has also been shown from the results that graph-based approaches like LexRank
and TextRank perform better as compared to frequency-based approaches. This is
due to the fact that these algorithms also consider sentence similarity and not just
depend upon words only. One of the algorithms called as reduction algorithm also
performed better than frequency-based approach. The key idea of this algorithm is
to remove unnecessary information from a sentence which is being considered. So,
based on the several information being collected at the leaf node, it removes sub-trees
from a tree, which do not have any useful information and, hence, are not useful for
summary. The algorithm makes use of syntactic knowledge, context, and probability
information for removing unwanted phrases from a sentence.

The twomain findings of this comparative analysis work where the exploration of
several classical algorithm is done on the collected Indian legal judgement documents
can be summarized as follows:

• It has been shown that graph-based algorithms perform well as compared to
frequency-based algorithms in general.

• Only frequency-based information is not sufficient for effective summarization,
since, in that case, it can ignore many useful information like context information,
syntactic knowledge, lexical information.

This work is only limited to classical extractive summarization algorithms applied
in the field of law. However, the recent approaches, such as neural network-based
extractive and abstractive summarization, need further exploration in this legal
domain, where supervised signals can be very helpful for summarization, which
are typically provided in the benchmark datasets. Also, the performance of abstrac-
tive summarization goes down with the increase in the length of text, which is the
case with legal documents. This underexplored area needs to be investigated further.

5 Conclusion and Future Work

A comparative analysis of several classical algorithms is done in this work on the
dataset that has been collected via web scrapping. From the results, it has been
found that graph-based approaches performedwell in general. Also, considering only
frequency of wordsmay not so effective for summarization. It would be better if other
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information like context information, syntactic information, and lexical information
is also considered for performing summarization,whichmay really help in enhancing
the performance of summarization systems and, hence, help legal practitioners.

The supervision-based summarization techniques need to be further explored in
this legal domain, where the techniques make use of gold summaries for making
better prediction models for summarization. The study of such type of machine
learning-based techniques on this collected dataset will be a part of future work.
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Privacy Enhanced Registered Devices for
Fine-Grained Access Control

Puneet Bakshi and Sukumar Nandi

Abstract Aadhaar is one of the largest biometric identity systems in theworldwhich
aims to assign a unique digital identity to each resident of India. A resident can
authenticate himself using his Aadhaar number and a biometric. Biometric is a very
sensitive data, and registered devices were introduced to eliminate the use of stored
biometrics. Each registered device is supposed to have a unique identity and to follow
suggested best practices to ensure security. With the proliferation of digital services,
the use of registered devices is expected to grow more in near future. Although
registered device is a good initiative, attribute-based access and communication may
not be very efficient at present. In the present world of ubiquitous computing, IoT
and 5G, a device may need to provide an assurance that it possesses a certain set of
requisite attributes rather than some serial or a model number. Furthermore, owner of
the device may not want to reveal device identity to protect his privacy since device
identity may be correlated with owner’s identity. In this paper, we present an efficient
schemeof privacy enhanced attribute-based registered devices for fine-grained access
control using attribute-based signature.

Keywords Registered devices · Aadhaar · Privacy

1 Introduction

In year 2009, Government of India entrusted Unique Identity Authority of India
(UIDAI) [1] with a mission to assign a unique 12-digit identity number to each
resident of India. This number is called Aadhaar [2]. So far, UIDAI has assigned
Aadhaar number to more than 80% of the country population [3]. To receive an
Aadhaar number, a resident needs to register himself with UIDAI, for which he needs
to provide personal and demographic information including biometrics (fingerprints
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and iris scan), mobile number and email address. After verification of the details, the
resident is issued a 12-digit Aadhaar number. Aadhaar-based authentication is being
used by various nationwide online services such as eKYC [4], DigiLocker [5] and
eSign [6].

Each time a resident needs to use an Aadhaar-based service, he needs to authenti-
cate himself by providing his biometric (or a one time password (OTP) for low-risk
activity). Biometric is a sensitive data, and an utmost care should be taken to ensure
security of devices used to store and transmit biometric. UIDAI introduced regis-
tered devices [7] with three major requirements. First is that every device must have
a unique identifier for traceability, analytics and fraud management. Second is that
the device uses its private key to sign biometric within the device. This is to eliminate
the use of stored biometrics. Third is that the service provided by the device provider
must be certified by UIDAI. UIDAI acknowledges public devices also but mandates
that necessary security measures must be taken to ensure security of devices. Reg-
istered devices are categorized in two levels (L0 and L1) based on their compliance
level. In L0 compliance devices, signing and encryption of biometric are done within
the software in host operating system. In this case, software should ensure the secu-
rity of private keys from other users and applications in the system. In L1 compliance
devices, signing and encryption of biometric are donewithin the secure device storage
area. In this case, the key is secured fromother users and applications. AnL0 device is
identified byidHash = SHA256(DeviceSerialNo), and anL1device is identi-
fied byidHash = DeviceSerialNo||{DeviceSerialNo;Timestamp}CIk ,
where CIk is the Chip Identity Certificate stored in secure storage area of the device.
Each device provider has a unique key called device provider private key, and each
device has a unique key called device private key. The corresponding public keys are
signed by UIDAI and the device provider, respectively.

Each device provider provides a registered device service which provides
two APIs, namely capture and device_info. When an application
needs to capture biometric of a person, the device captures required biometric
records of the person using capture API and signs the same to obtain
BSi = {SHA256(biorecordi)|timestamp||UniqueDe viceCode}DPRK ,
where DPRK is the device private key and i ranges from one to number of biometric
records. Now, a Personal Identity Data (PID) block [8] is created which includes
device identity (idHash), biometric records (BSi), device provider identifier, regis-
tered device service version and device model identifier. device_info is used to
obtain device-specific information. Device encrypts the PID block using a dynamic
session key, which is further encrypted with UIDAI public key. The encrypted PID
block is sent to the application.

At present, registered devices are supposed to be connected locally to the system
and are primarily designed to handle biometric data. Although at present, this model
may be suffice, with the proliferation of connected devices and online services,
registered devices may soon become ubiquitous, required to operate remotely and
to process other sensitive personal data as well. In a ubiquitous world of registered
devices, an application may want to query and use a valid registered device having a
specific set of attributes rather than a registered device having a specific random string
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of serial number or a model number. Since identity of the device may be correlated
with identify of its owner, owner of the device may not want to disclose identity of
the device to protect his privacy. Owner may just want to let the device be recognized
as a valid registered device having a certain set of attributes. Since present model of
registered devices is based onPKI infrastructure, it has some inherent limitations such
as it attests device identity to a message and not to the device attributes. Furthermore,
the present model of registered devices can be improved in providing attribute-based
discovery and usage of the device while still maintaining the device privacy.

In attribute-based signature [9], signer is represented by a set of attributes rather
than his identity, and the signature assures that the signer holds a specific set of
attributes.Although attribute-based signature seems a natural choice here, the scheme
is still not usedwidely, and a careful and efficient construction is still one of themajor
issues. Moreover, during usage of the device, multiple authorities may participate
in assigning attributes to the device. For example, device attributes may be assigned
by manufacturer, operational attributes may be assigned by hosting agency, context
attributes may be assigned by hosting service, usage attributes may be assigned by
operations team and the user himself, etc.

This paper presents a scheme to implement privacy enhanced fine-grained access
control devices in which multiple authorities may participate to arrive at an attribute-
based token which can be used to assure the validity and the possession of a specific
set of attributes. The token can be reused till it expires and is collusion resistant.

Rest of this paper is organized as follows. Section 2 presents some of the related
work, Sect. 3 presents a brief on some of the required preliminaries, Sect. 4 presents
our proposed model, Sect. 5 presents an informal security analysis, and Sect. 7
presents the conclusion and the future work.

2 Related Work

Public key infrastructure (PKI) was introduced by Diffie and Hellman in 1977 [10].
Most of the traditional secure systems are built using PKI. In PKI, every subject
has a private key and a corresponding public key. A trusted entity called Certifi-
cate Authority certifies public key of the subject and issues him a Digital Signature
Certificate (DSC). PKI has an additional overhead of management of DSCs.

Identity-based encryption (IBE) was introduced by Shamir in 1984 [11] at a broad
level without details on its construction. In year 2001, Boneh and Franklin [12]
introduced a possible construction of the same using bilinear pairing. In IBE, each
subject has a well-defined identity. A trusted entity known as Private Key Generator
(PKG) hosts a master public key and generates a private key for a given identity. The
corresponding public key can be derived from the identity and the master public key.
IBE has a benefit over PKI in that there is no overhead of certificate management,
and public key of a subject can be derived directly from identity of the subject.

Attribute-based encryption (ABE) can be divided into two categories: key policy
attribute-based encryption (KP-ABE) and ciphertext policy attribute-based encryp-
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tion (CP-ABE). The first was introduced by Sahai et al. [13], and the second was
introduced by Benthencourt et al. [14]. In KP-ABE, private key is linked with the
access policy, and ciphertext is linkedwith a set of attributes. A receiver can decrypt a
ciphertext only if access policy in his private key satisfies attributes in the ciphertext.
In CP-ABE, private key is linked with a set of attributes, and ciphertext is linked with
an access policy. A receiver can decrypt a ciphertext only if attributes in his private
key satisfy access policy in the ciphertext.

In attribute-based signature (ABS), a signature is based on signer’s attributes and
implies possession of certain attributes by the signer. ABS facilitates the signer to
sign a document proving possession of certain attributes without even revealing his
attributes. Guo et al. [15] proposed an initial ABS scheme in which they used strong
extended Diffie–Hellman assumption to prove their claims. Later, Tan et al. [16]
presented a weakness in Guo’s scheme and explained that the scheme is weak for
partial key replacement attacks. Later, Maji et al. [17] proposed a scheme which can
use different kinds of gates such as AND gates, OR gates or threshold gates.

3 Preliminaries

In this section, some of the prerequisites are presented. The prerequisites include
bilinear pairing, decisional bilinear Diffie–Hellman (DBDH) assumption, strong
extended Diffie–Hellman assumption and access Structures.

3.1 Bilinear Pairings

In a pairing-based cryptography [18], a bilinear map is e:G1 × G2 → GT , where
G1, G2 and GT are cyclic groups of prime order p such that discrete log problem is
hard on them. Let g1 be generator of G1 and g2 be generator of G2, a group element
P belongs to first group, P ∈ G1, and a group element Q belongs to second group
Q ∈ G2. A bilinear pairing should have three properties

1. The map should be bilinear: e(Pa, Qb) = e(P, Q)ab.
2. The map should not degenerate: e(g1, g2) �= 1.
3. The map e(P, Q) should be efficiently computable.

3.2 Decisional Bilinear Diffie–Hellman (DBDH) Assumption

LetG,GT be two p-order cyclic groups such that p > 2λ, where λ ∈ N, g is the gen-
erator of G, e:G × G → GT is bilinear pairing map and a, b, c, z ∈ Zp are random
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numbers. According to DBDH assumption [19], (g, ga, gb, gc, e(g, g)abc) cannot
be efficiently differentiated from (g, ga, gb, gc, e(g, g)z) in a polynomial time.

3.3 Strong Extended Diffie–Hellman (S-EDH) Assumption

Let G1 and G2 be two p-order cyclic groups such that p > 2λ where λ ∈ N, g1 and
g2 are the generators of G1 and G2, Rx,y is an oracle which takes input k ∈ Z

∗
p

and outputs 〈gr1, g1/(x+r)
2 , g

1/(k+r),gyr
2

2 〉 for a random r ∈ Z
∗
p. Let A be a probabilistic

polynomial time adversary and B be the set of queries it can make to Rx,y . S-EDH
assumption [20] states that for all A, all v, c ∈ Z

∗
p and all a ∈ G1 such that a �=

1, Pr[x R←Zp : AOxy (g, gx , g2, g
y
2 ) = (k, a, ax , ar , g1/(x+r)

2 , g1/(k+r)
2 , gyr )|k /∈ B] ≺

1/poly (k).

3.4 Access Structure

Let P1, P2, ..., Pn be the set of entities. For a subset S1 ⊆ 2P1,P2,...,Pn to be amonotone
subset, it is required that if S2 ∈ S1 and S2 ⊆ S3, then S3 ∈ S1. A monotone set S1
of {P1, P2, .., Pn} is an access structure [21], which implies S1 ⊆ 2P1,P2,...,Pn \{φ}.
Authorized sets are the sets present in S1, and unauthorized sets are the sets not
present in S1. A monotone access structure constructed as an access tree is generally
used to represent an access policy.

In an access tree T , a non-leaf node x is described by the number of its child nodes
numx and a threshold value kx . For example, for an OR gate, kx = 1, and for an AND
gate, kx =numx . A leaf node x in an access tree T is described by an attribute, and
threshold value for a leaf node is one, kx = 1. parent(x) represents parent of the node
x , and attr(x) represents attribute of a leaf node x and is defined only for the leaf
nodes. index(x) represents ordering of the node x among its sibling nodes.

A subtree of T which is rooted at node x is represented by Tx . If a set of attributes
λ satisfies a subtree Tx , it is represented as Tx (λ) = 1. For every non-leaf node x ,
T (yi ) is computed for every child node yi of x . If at least kx child nodes return 1, the
parent node x returns Tx (λ) = 1. For every leaf node x , Tx (λ) = 1 if attr(x) ∈ λ.

4 Our Construction

In this section, we describe the proposed construction of privacy enhanced registered
devices for fine-grained access control using attribute-based signature.

An attribute is represented by a descriptive string and has an associated private
key and a corresponding public key. A private key can be any integer, and a public key
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is a point on the chosen group. The proposed scheme introduces two entities. First
is Attribute Management Authority of India (AMAI) which manages the whole set of
device attributes and assigns a range of attributes to individual agencies to manage
the range further. Second is Attribute Service Provider (ATSP), which manages its
assigned range of attributes by choosing private keys for each attribute in the range.
Since during usage of the device, attributes to a device can be assigned by multiple
entities, there can be multiple ATSPs such as device manufacturer, device firmware
provider, host software, host agencies and user itself. However, the scheme assumes
only one AMAI.

4.1 Attribute Management Authority of India (AMAI)

AMAI executes asetup(k) procedure to initialize its parameters. k is used to choose
two suitable cyclic groups G1 and G2 of order p where p is a prime number. The
groups are chosen such that the discrete logarithm problem is hard on them. AMAI
chooses generator elements from each group. Let g1 and g2 be the generators of
G1 and g2, respectively. Now, the AMAI chooses a bilinear map e:G1 × G1 → G2

such that the bilinear Diffie–Hellman problem is hard on it. Now, from the universe
of attributes U = {1, 2, ...n}, AMAI delegates management of a specific subset of
attributes to a specific category of ATSPs. For example, AMAI can assign attributes
1−50 to itself, 51−100 to manufacturers, 101−150 to host agencies, etc. These
attributes are represented by AAMAI, AATSP1 and AATSP2 and so on. User is also given
an ownership of some of the attributes. These attributes may represent this consent,
the intended purpose of consuming his data, the expected user of his data, etc.

AMAI generates random numbers γ ∈R Zp and ti ∈r Zp for each attribute i ∈
AAMAI, computes its private key SK and derives the public key MPK and a master
public key MPK.

SK = {γ, {ti }∀i∈AAMAI}
PK = {gγ , {gγ }PVTA, {Ti , {Ti }PVTA}∀i∈AAMAI}

MPK = {AAMAI,AATSP1 ,AATSP2 ,AATSPi ,G1,G2, g1, g2, p} (1)

where Ti = gti and {Ti }PVTA are Ti signed by another private key PVTA of AMAI.

4.2 Attribute Service Providers (ATSP)

All ATSPs need to register with AMAI. ATSPi generates random numbers α ∈R Zp

and ti ∈R Zp for each attribute i ∈ AATSPi , derives public keys Ti = gti and sends
them toAMAI for attestation. AMAI verifies validity of theATSPi , signs the received
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public keys using its private key PVTA and sends them back to ATSPi . ATSPi now
has its private key ASKi and corresponding public key APKi .

ASKi = {α, {ti }∀i∈AATSPi
}

ASKi = {gα, {gα}PVTAA, {Ti , {Ti }PVTAA}∀i∈AATSPi
} (2)

4.3 Attribute-based Private Key

During usage of the device, a device is assigned attributes frommultiple ATSPs such
as the manufacturer, the firmware agency, the host agency and the user. Each ATSP
creates an access subtree representing device attributes it has assigned to the device.
These access subtrees are combined to form a common access tree. All attributes
from a single ATSP are assumed to be in one access subtree. Refer Fig. 1 for an
illustration of an access tree T .

A typical procedure for a device with identifier IDi to generate its attribute-
based private key against an access tree T j is illustrated in Algorithm 1. IDTi j

represents IDi and T j collectively. The device calls PullKeyAll(IDTij,K)

API (refer Algorithm 3) of AMAI to retrieve attribute-based private key com-
ponents from each participating ATSP by calling PullKeyAll(IDTij,K) API
(refer Algorithm 2) of each participating ATSP. Two helper functions GetATSP(T )

and genParitalKey(IDTij,K,r) are used in these algorithms. GetATSP(T )

returns a set of ATSPs which contributed in assigning some attributes in T .
L(T ) = leaves(T ) ∩ AATSPi .

ATSPs use genParitalKey(IDTij,K, α) to compute their part of attribute-
based private key. This procedure works as follows. Let λ represent a set of attributes
assigned by ATSPi to device with identity IDi . For root node R, a polynomial qR is
chosen with degree dR = kR − 1, where kR is the threshold value of the root node. A
random number α is assigned to qR(0) such that qR(0) = α, and rest of the dR points
are chosen randomly to define the polynomial qR completely. Let kx represent the
threshold value of node x . Now, for each child node x of root node, a polynomial qx

Fig. 1 Example of an access
tree
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with degree dx which is equal to kx − 1 is chosen. qparent(x)(index(x)) is assigned to
qx (0) such that qx (0) = qparent(x)(index(x)) and other dx points are chosen randomly
to define the polynomial qx completely. The same process is used to generate polyno-
mial for each node (including the leaves). Now, for each leaf node x , M1x = Kqx (0)/ti

is computed where i = att(x), x ∈ λ and K is a group element. Attribute-based
private key assigned by ATSPi to the device is 〈M1x = Kqx (0)/ti , M2 = K α〉. Each
participating ATSP provides its part of attribute-based private key in a similar way.

Algorithm 1 Device : GenPvtKey
Require: 〈IDTij〉
r ∈R Zp
K ← gr

〈M1,M2〉 ← AMAI : PullKeyAll(IDTij,K)

IDTij =
IDij : IDi, Tj
M1 : M1AMAI ∪ M1ATSP1

∪ M1ATSP2
∪ ...

M2 :Kα,Kβ,Kγ , ...

return

Algorithm 2 ATSP : PullKey
Require: 〈IDTij,K〉

α ∈R Zp
〈M1,M2〉 ← genParitalKey(IDTij,K, α)

M1x = Kqx(0)/ti ∀x ∈ L(IDTij → T)

M2 = Kα

return 〈M1,M2〉

Algorithm 3 AMAI : PullKeyAll
Require: 〈IDTij,K〉
M1 = M2 =φ

ATSP ← GetATSP(IDTij → T)

while ATSP �= empty do
ATSPi ← DEQUEUE(ATSP)

Call API of ATSPi API :
〈M1′,M2′〉 ← PullKey(IDTij,K)

M1 = M1 ∪ M1′
M2 = M2,M2′

end while
return 〈M1,M2〉



Privacy Enhanced Registered Devices for Fine-Grained Access ... 647

4.4 Token Generation

Generation of private key is a costly operation since it involves computation and
retrieval from multiple participating agencies and hence doing so for each request
may not be very efficient. For better efficiency, a reusable token can be used which
contains in it the private key and other parameters such as token expiry date from all
participating ATSP ∈ GetATSP(T )where GetATSP(T ) represents all ATSPs which
has some contribution of attributes in T . For requests with same access tree, same
token can be reused till it expires. A token is generated by mutual collaboration of all
participating ATSPs in arriving at a common group element K ∈ G1. ATSP pulls an
updated value of K usingPullK(IDTij,K) and pushes the updated value of K using
PushK(IDTij,K). GenCommonK(IDTij,K) lets AMAI facilitates arrive at a com-
mon group element K . Device initiates token generation using GenTok(IDTij,K)

API. Details of these functions are explained in Algorithms [4–7]. At the end, a token
ABTi j is generated in the device.

ABTi j =

⎧
⎪⎪⎨

⎪⎪⎩

IDTi j = IDi , T j

M1 = ⋃

∀k
M1ATSPk

| ATSPk ∈GetATSP(Tj)

M2 = K α, K β, K γ , ... | α,β,γ,... ∈Secrets with ATSPk

(3)

Algorithm 4 ATSP : PullK
Require: 〈IDTij,K〉
r ∈R Zp
Store mapping : IDTij ↔ r
return Kr

Algorithm 5 AMAI : GenCommonK
Require: 〈IDTij,K〉
ATSP ← GetATSP(IDTij → T)

for all elements ATSPi in ATSP do
K ← ATSPi.PullK(IDTij,K)

end for
ATSP ← GetATSP(IDTij → T)

for all elements ATSPi in ATSP do
ATSPi.PushK(IDTij,K)

end for
return K
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Algorithm 6 ATSP : PushK
Require: 〈IDTij,K〉
r ∈R Zp
Update mapping : IDTij ↔ K
return

Algorithm 7 Device : GenTok
Require: 〈IDTij〉
r ∈R Zp
K ← gr

K ← AMAI : GenCommonK(IDTij,K)

Store mapping : IDTij ↔ K
〈M1,M2〉 ← AMAI : PullKeyAll(IDTij,K)

IDTij =
IDij : IDi, Tj
M1 : M1ATSP1

∪ M1ATSP2
∪ ...

M2 :Kα,Kβ,Kγ , ...

return

4.5 Privacy Enhanced Token-based Device Signature

When device needs to sign a message m, it uses a random number r4 ∈R Zp, one
way secure hash H(m) of message and the token ABTi j to compute signature σij as
below. This attribute-based signature is given to the consumer application.

σi j =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

A = gr4

C = g
1

r4+H(m)

D = {K α}r4 · {K β}r4 · {K γ }r4 . . .

= gr4(
∏

∀k rk )(
∑

∀k ASKk )

⎫
⎪⎬

⎪⎭
∀ k | ATSPk∈GetATSP(T )

Ei = M1
r4 = gr4(

∏
∀k rk )(

qx (0)
ti

)

(4)

4.6 Signature Verification

Consumer application can use an offline procedure Verify(M, σ,MPK) for verifica-
tion. This procedure uses the function VerN(Ti , Ei , i), where first parameter is the
public key of the attribute i , second parameter is the corresponding private key, and
third parameter is the attribute of the node i = attr (x). The function is defined as
below.
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VerN(Ti , Ei , x) =
{
e(Tx , Ex ) if attr(x) ∈ γ

⊥ otherwise
(5)

VerN(Tz, Ez, z) is called for every child node z of non-leaf node x , and the result is
stored in Lz . Let kx represent node x threshold value, and the set of child nodes z of
node x is represented by a kx size set Vx such that Lz �=⊥. If Vx does not exist, then
the function returns⊥ implying the node is not satisfied. If Vx exists, Lx is computed
as below.

Lx =
∏

z∈Vx

Lz�i,V ′
x
(0) where i = index(z), V ′

x = {index(z): z ∈ Vx }

=
∏

z∈Vx

Lz�i,V ′
x
(0)

=
∏

z∈Vx

(e(g, g)rr4qz(0))
�i,V ′

x
(0)

=
∏

z∈Vx

(e(g, g)rr4qparent(z)(index(z)))�i,V ′
x
(0)

=
∏

z∈Vx

e(g, g)rr4qx (i)�i,V ′
x
(0)

= e(g, g)rr4qx (0) using polynomial interpolation (6)

It can be verified that R, VerN(TR, ER, R) = e(g, g)r4(
∏

∀k rk )(	∀kASKk ) if signature
satisfies the access tree TR .

To ensure that the signer holds necessary attributes, the verifier verifies whether
following equalities hold valid, and if they are, the signature is considered valid.

e(g, D)
?= LR

e(gm .A,C)
?= e(g, g) (7)

5 Security Analysis

This section presents an informal security analysis of the proposedmodel. Traditional
security requirements such as confidentiality, data integrity andmutual authentication
are assumed to be present and are intentionally kept out of scope for this paper.
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5.1 Privacy

Neither the signed document nor the signature contains any information about iden-
tity of the signer. At the receiver side, verification of a signature does not require
signer identity to be known. Hence, signer privacy is maintained.

5.2 Unforgeability

It can be deduced that with the strong extended Diffie–Hellman assumption, the
proposed model is existential-unforgeable under chosen message (eu-cma) attack.
Using proof by contradiction method, if the model is forgeable with a non-negligible
advantage ε, then the S-EDH assumption can also be brokenwith the same advantage
ε. Furthermore, since private key of the device is always kept in a secure storage such
as trusted execution environment (TEE), partial key replacement attack is also not
possible.

6 Performance Analysis

Present model of registered devices is based on PKI and not on attribute-based
schemes; hence, the two models may not be compared efficiently. In this analysis,
a number of signing, exponent and pairing operations are computed for each phase
of the model. Functions NL(T ) and L(T ) compute number of non-leaf nodes and
leaf nodes, respectively, in a given access tree T . N number of ATSPs are assumed
to contribute an average of AATSP attributes in access tree T . The model consists
of five phases, setup, registration, token generation, signature and verification. Most
of these phases are one time activities except signature which is invoked for every
request. As can be seen from Table 1, the signature cost includes linear number of
exponent operations and grows linear to the number of attributes.

AmortizedCostDeviceSign = O(L(T )) ∗ Costexponent (8)

7 Conclusion and Future Work

With proliferation of Aadhaar-based services, ubiquitous computing devices, IoT
and 5G, the number and use of registered devices are expected to grow in terms
of volume and sensitivity of data they carry. Two foreseeable requirements in this
direction are attribute-based verification and owner and hence device identity privacy.
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Table 1 Performance assessment: number of operations

Signing Exponent Pairing

Setup AMAI |AAMAI| + 1 |AAMAI| + 1

ATSP

Device

ATSP AMAI N ∗
(|AATSP| + 1)

Registration ATSP N ∗
(|AATSP| + 1)

Device

Token AMAI

Generation ATSP N ∗
(|L(TATSP)| + 1)

Device 1

Attribute-based AMAI

Signature ATSP

Device |L(T )| + 5

eSignverification Any |NL(T )| |L(T )| + 2

This paper presented amodel to extend presentmodel of registered devices to achieve
these two requirements. Other mechanisms such as oblivious transfer [22] and secure
multi-party computation [23] can also be used to improve device privacy.
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Stratification of the Lesions in Color
Fundus Images of Diabetic Retinopathy
Patients Using Deep Learning Models
and Machine Learning Classifiers

Avnish Panwar, Geeta Semwal, Silky Goel, and Siddharth Gupta

Abstract Diabetic Retinopathy (DR) is a frequently occurring eye disease that is
diagnosed in people suffering from diabetes for a long period of time. Patients who
live with diabetes for a long duration of time exhibit mild to severe symptoms of
DR. This pathos flourishes gradually and leads to complete blindness over time. The
diagnosis of DR is a time-consuming and error-prone process for ophthalmologists
due to the pictorial complexities of the images. Therefore, amethodbasedonMachine
Learning (ML) and Deep Learning (DL) is proposed to classify the retinal fundus
images of the patients into classes based on the severity level of the disease. We
employ a CNN architecture armed with the power of deep learning and pre-trained
with Transfer Learning to accomplish the task. Outsmarting the already existing
approaches, the proposed model functions via extracting a feature vector from the
test set of the images which on feeding to classifier models can classify the new
images with high accuracy. In our work, we apply various CNN models to extract
the features from several diabetic fundus images. The extracted features are provided
as the input to various classifiers which as a result classify several lesions accurately.
The results show that using deep learning along with transfer learning can accurately
classify the fundus images into the right category of lesions.

Keywords Transfer learning · Diabetic retinopathy · Image classification

1 Introduction

The fluctuation of sugar level in the human body sometimes majorly affects several
human body organs such as the kidney, brain, and eyes. When sugar level becomes
too high it results in a chronic disease called diabetes or Diabetic Mellitus (DM) [1].
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A situation arises where the blood vessels to the retina become blocked therefore DM
results in vascular damage which is known as Diabetic Retinopathy (DR) [2]. Each
year about one to two million people become blind and around 45 million people are
blind across the globe due toDR [3]. Thismajorly becomes the leading cause of vision
loss. According to the survey conducted by the World Health Organization (WHO),
the expected number of patients suffering from DR will become 80 million by the
end of the year 2030 in India [4]. Due to the very poor ophthalmologist-to-patient,
ratio in India, the patients suffering from DR are exponentially increasing each year
[5]. The symptoms of DR are not observed at the early stages. Therefore, the dilated
examination of eyes at frequent intervals of time should be done. The other ways are
Fundus Fluorescence Angiography (FFA) [6] and Optical Coherence Tomography
(OCT) [6]. The DR treatment involves both a doctor and an ophthalmologist. The
doctor helps you to control the level of insulin in the body and fluctuation of sugar
level that directly or indirectly affects the body organs such as the kidney, brain, and
heart function. Apart from this when leakage of fluid in the retina becomes severe,
an ophthalmologist uses surgical procedure or laser treatment to prevent or cure the
damage caused by it. Laser photocoagulation is a laser treatment done to cure DR [6].
When the problem becomes too severe, the ophthalmologist creates small, painless
retinal burns that seal off the leaking fluid in the blood vessels and also reduces
the swelling. However, if the laser treatment does not sufficiently halt the growth
of new vessels or the hemorrhages occurred are not clear, the doctors recommend
vitrectomy surgery. This surgery is done when a patient feels retinal detachment [7].
DR is broadly categorized into five categories based on the systems: No disease,Mild
DR, Moderate DR, Severe DR, and Proliferative DR [8]. There are no signs of DR at
the early stages but with the passing time, the symptoms like Microaneurysms (ME),
leaking blood vessels in the retina, swelling of the retinal vessel, abnormal growth
of blood vessels, and damaged nerve tissues [9] start arising. Therefore detection
of DR is essential. However, in countries like India, the equipment available is less
according to a vast population. Also, the screening of DR is not possible with the
available resources [9].

These days using contemporary techniques like image classification, pattern
recognition, Machine Learning (ML), and Transfer Learning (TL) creates a satisfac-
tory impact on the medical field [10]. Several features like Microaneurysms (ME),
Hard Exudates (EX), Soft Exudates (SE), and Hemorrhages (HE) are extracted from
the retinal fundus images using the classification techniques. Convolutional Neural
Network (CNN) architecture comprises of Convolutional layer, Pooling layer, Recti-
fied Linear Unit (ReLU) layer, Fully connected layer, and the Loss layer. Several
input images are fed to the core CNN layer [11]. It consists of several filters that
are also called kernels to distinguish several features and then forward to the other
layer. Pooling layer is used to reduce the size of representation (parameters) and
computations in the network. Max-pooling is the most common approach used in
pooling. The ReLU is an activation function that is used to set all negatives values
to zero. The output of the pooling layer is fed as an input to a fully connected layer.
Finally, the deviation between predicted output and the true labels is shown by the
loss layer [11]. Transfer Learning (TL) is a technique used in DL where a model
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Table 1 International clinical DR and DME disease severity scales [13]

Stage Ophthalmologist observations Severity

Stage I No observable abnormalities No DR

Stage II Microaneurysms—primary changes not visible
by naked eyes

Mild non-proliferative DR

Stage III • Microaneurysms
• Retinal dot
• Cotton wool spots
No signs of severe non-proliferative DR

Moderate non-proliferative DR

Stage IV • 20 or more intra-retinal hemorrhages in one
of the 4 quadrants

• Venous bleeding in 2 or more quadrants
• Prominent Intra-retinal Microvascular
Abnormality (IRMA) in 1 or quadrants

No signs of proliferative DR

Severe non-proliferative DR

Stage V • Neovascularization
• Vitreous/pre-retinal hemorrhage

Proliferative DR

is trained for the base network and this experience is reused for the new network.
However, if a classifier is trained with small or fewer samples it may lead to the risk
of over-fitting the new data. Dropout and data augmentation are methods used to
prevent neural networks from over-fitting. In this work, TL is used with CNN to fit
for small size datasets used in medical image classification without over-fitting [12].
Table 1 includes the several observations made by ophthalmologist about the severity
of DR at different stages. Stage I is the initial stage where it will not be possible to
observe the symptoms of DR with the naked eye. Stage II is mild non-proliferative
DR where a cluster of red small round dots is observed. They do not affect the vision
of the eye. Stage III ismoderate non-proliferativeDRwhere the capillaries near retina
swell up due to which the flow of blood is not possible sometimes. These physical
changes in the retina may lead to DME. Stage IV is a severe non-proliferative DR
where the blood vessel that provides nourishment to the retina is blocked. Signals
are sent to the brain from the retinal area to grow new blood vessels for providing
the nourishment to the retina. The last and final stage V is called proliferative DR or
neovascularization, this is the most severe stage of DR where the abnormal growth
of blood vessels takes place, and these new blood vessels sometimes start bleeding.

In Fig. 1, the first image shows the healthy retina where no symptoms of DR
are observed. The next image b shows the presence of several ME. Image c is the
fundoscopic image that shows the existence of hard exudates. Image d in Fig. 1
shows the IRMA which is the sign of abnormality in blood vessels and may lead
to severe NPDR. Image e shows the neovascularization where the rate of growth of
blood vessels in retina becomes abnormal and may bleed. Finally, image f shows the
pre-retinal hemorrhages where sometimes the detachment of the retina takes place
and this is the type of proliferative DR.
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Fig. 1 Fundus images differentiating several stages of diabetic retinopathy. a STAGE I: no DR,
b STAGE II: mild non-proliferative DR, c STAGE III: moderate non-proliferative DR, d and e
STAGE IV: severe non-proliferative DR, and f STAGE V: proliferative DR

In this article, we explored various DL CNN architectures that are used to differ-
entiate various lesions from retinal fundus images based on the severity of the stage.
The results are carried out by taking 122 fundus images of lesions from the IDRID
dataset which is publically available. We find that the VGG16 model along with
Logistic Regression (LR) classifier gives the best accuracy values as compared with
the VGG19 model applied by Gupta et al. in [14] on the same dataset as reported in
[14].

2 Related Work

Li et al. [15] used DRI andMessidor dataset that comprises of 1014 and 1200 fundus
images and uses it for classification using CNN based transfer learning. The results
obtained after applying several methods and classifiers were eye-catching. Applying
CNNbased TL on small datasets gives satisfactory results. Zhang et al. [16] proposed
a model called deepDR which detects the presence and severity of DR in fundus
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images using TL. It used the CNN and deep neural network. The proposed model
obtained sensitivity of 97.5%, specificity of 97.7% and AUC of 97.7%. This work
helps ophthalmologist to detect the severity of DR more accurately and precisely.
Wan et al. [17] described the major three challenges faced in the implementation
of CNN: classification, segmentation, and detection. Christopher et al. [18] used
a large database comprises of 14,822 fundus photographs. Several deep learning
architectures are applied to detect Glaucomatous Optic Neuropathy (GON) in fundus
images. The obtained sensitivity and specificity are 88% and 95%. Also, the AUC
is 91%. This research helps clinical doctors for making decision support system in
automatic detection and screening of DR. Wang et al. [13] used several cameras
that are used to capture more than 35 thousand fundoscopic images from the Kaggle
dataset. Out of these 35 thousand images after removing noise and sub-optimal
lighting conditions, only 166 high-quality images are selected as input. Several CNN
architectures such as AlexNet, VGG16, Inception V3 are deployed for DR stage
classification. The results obtained show that the InceptionV3 net algorithm performs
exceptionally well. Gulshan et al. [19] used an eye PACS-1 dataset consisting of 9963
images and a Messidor-2 dataset with 1784 images. Several deep CNN algorithms
used for detecting Referable Diabetic Retinopathy (RDR) give 0.991 AUC for the
eye PACS-1 and 0.990 AUC for Messidor-2 dataset. The sensitivity and specificity
obtained for eye PACS-1 dataset are 90.3% and 98.1% and for theMessidor-2 dataset
are 87.0% and 98.5%. Gupta et al. [14] used the VGG19 model to classify several
lesions such as MA, EX, SE, and HE from retinal fundus images. The dataset used is
the IDRID dataset of the Indian population. The features extracted from the VGG19
model are fed to several classifiers such as K-Nearest Neighbor (KNN), Support
Vector Machine (SVM), Random Forest (RF), LR, and AdaBoost. The accuracies
obtained for classifying MA, SE, EX, and HE are 96.7%, 95.1%, 91.8%, and 90.2%.

3 Method

CNNs are a class of neural network that plays a major role in the field of Computer
Vision (Image Recognition and Image Classification). Convolution performs by
extracting the features from the given input images. Once the images are convo-
luted, the next operation performed is ReLU which is a non-linear operation that
replaces all the negative pixels by zero. The next operation performed is pooling
which reduces the size of the representation. After applying all the aforementioned
operations, finally, a classification neural network is used for classification by adding
the output features to it [11].

In this paper, we deploy the CNNs architectures: VGG16 and VGG19 for retinal
fundus image classification. We will see the detailed description of these state-of-art
CNN architectures in the next sub-section.
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Fig. 2 VGG16 architecture

3.1 VGG16

Karen Simonyan and Andrew Zisserman invented VGG16 in the year 2014. Image
of dimension (224, 224, 3) is given as an input to VGG16 architecture. The first two
layers comprised of 64 channels with a kernel size of (3 × 3) and stride 1 and the
same padding. After this, the pooling layer is applied in which a special version of
pooling called max-pooling is used which comprises of (2 × 2) filters with stride
2. In addition to this, two convolution layers of 256 filters are implemented and
the size of each filter is (3 × 3). Convolution filter increase with the power of 2:
it starts with 64 and becomes 512 with filter size (3 × 3). Then there are 2 sets
of 3 convolution layers and a max-pooling layer as shown in Fig. 2. The detailed
description of VGG16 can be extracted from [20]. In this work, we have taken images
from the IDRID dataset and after pre-processing the images are fed to the VGG16
model for feature extraction. These extracted images are finally passed to several
ML classifiers for classifying the IDRID images as MA, SE, EX, and HE.

3.2 VGG19

There are various variants of VGG such as VGG11, VGG16, and VGG19. The
VGG19 comprises 19 layers (16 convolutional layers, 3 fully connected layers, 5
Max Pool layers, and 1 Softmax layer). This architecture consists of 64 channels
each having kernel size of (3 × 3). In VGG19 architecture, the filters increase with
the power of two: it starts with 64 filters, 128 filters, 256 filters, and 512 filters as
shown in Fig. 3. Also, there are a total of 5 sets of a convolutional layer, out of which
the first set having 64 filters, the next set having 128 filters, followed by another set
of 4 convolutional layers with 256 filters, and finally, 2 sets of 4 convolutional layers
with 512 filters. The max-pooling layer comprises of (2 × 2) filter size with stride
2. The detailed information about VGG19 architecture can be extracted from [21].
Figure 3 represents the detailed VGG19 architecture. Authors in [14] used VGG19
architecture on the IDRID dataset, after pre-processing the images are passed to the
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Fig. 3 VGG19 architecture

VGG19 model for feature extraction and finally extracted images are fed to various
ML classifiers for the classification of images as MA, SE, EX, and HE.

3.3 Inception V3

The inceptionV3model comprises 48 layers. VGGNet comprises simple architecture
but the computational cost of this model is higher as compared to the inception archi-
tecture of GoogleNet in terms of memory and computation. The authors achieved
state-of-art performance from inception architecture by utilizing the channel concate-
nation. The channels obtained from 1 × 1 convolution, 3 × 3 convolution, and 5 × 5
convolution alongwith the pooling is concatenated. Thewidth and height of channels
remain unchanged. Also, as compared with other architecture like AlexNet that uses
60 million parameters, the GoogleNet employed only 5 million parameters. Due to
the low computational cost of Inception than VGGNet, it is feasible to utilize the
inception network in big data where a huge amount of data needs to be processed
[22].

3.4 Transfer Learning

Transfer learning andmachine learning algorithmsmake use of the neural network to
solve future data problems using statistical models that are already trained on prob-
lems that are being solved. The layers used in previous solved models are included in
the newmodels to be trained. To ensure the proper implementation of TL on the given
dataset, the images of datasets are resized for various CNN architectures: VGG16
and VGG19 [12].
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4 Experimental Results and Discussions

4.1 Dataset Collection and Pre-processing

An eye clinic located in Nanded, Maharashtra, India, gathered the fundus images
of the IDRID dataset [23]. The images were captured using a non-invasive fundus
camera with a xenon flash lamp. The distance between the examined eye and camera
lens is 39 mm. The resolution of the image is 4288 × 2848 pixels, and the format
used to store is .jpg file format. The size of each image is 800 KB. All the fundus
images were extracted from several DR patients between the duration of 2009–2017
[23]. Table 2 shows the training and testing images of the IDRID dataset.

IDRID dataset comprises 516 images of Indian patients. This dataset is broadly
divided into two categories: (1) retinal images with the sign of DR or DME and (2)
retinal images with no sign of DR or DME (normal images). Ground truth images
are included in this dataset with the sign of DR or DME and normal retinal images
which are described as:

• Pixel level annotated data [23]
This data includes 81 color images with the sign of DR. It includes the color

fundus images with the sign of DR. The color fundus images in .jpg files and
binary mask lesions (.tif files). 81 binary mask images are of ME lesions, 81
binary mask images are of EX lesions, 80 binary mask images are of HE, and 40
images are of SE lesions.

• Image level disease grading [23]
For image-level grading, it comprises of total 516 images with conditions for

DR and DME. The file format for all images is .csv file format. Based on the
standards set by the international clinical DR scale, the diabetic retinal images
are divided into different groups.

However, the images present in the dataset are of different shapes and sizes. Also,
due to variable resolutions that are varied width and height of several images, the
classification of images becomes challenging. To overcome this problem the images
are pre-processed by using several techniques such as image cropping and image
resizing. As a result, the images with the same resolution are extracted and used for
the purpose of classification.

Table 2 IDRID dataset description

Type Dataset Total images

Training set images Testing set images

Microaneurysms (MA) 54 27 81

Soft exudates (SE) 26 14 40

Hard exudates (EX) 54 27 81

Hemorrhages (HE) 53 27 80
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4.2 Evaluation Metrics

Accuracy is themeasure to define howaccurately our procedure classifies the samples
correctly versus all the given samples of a particular class. In order to compare the
performance of several classifiers, accuracy has opted as the parameter [13]. Formally
accuracy can be calculated by Eq. (1), mentioned below.

Accuracy = 1

n

n∑

i=1

xi (1)

where

xi = 1 if predicted label is equal to true label.
xi = 0 for others.

4.3 Classifiers and Energy Function Used

After training the VGG16 architecture on a given dataset, several classifiers are used
to detect the presence of lesions like ME, SE, EX, and HE in retinal fundus images.
The classifiers used are Neural Network (NN), SVM, RF, LR, and AdaBoost. At last
several parameters like precision, recall [24], F1 score, accuracy, and AUC are used
to measure the performance of the aforementioned classifiers [25]. The formulas
used to calculate the value of several parameters are described in (2), (3), (4), and
(5).

Precision = TP/TP + FP, (2)

Recall = TP/TP + FN, (3)

F1 Score = 2 ∗ (Recall ∗ Precision)/Recall + Precision, (4)

Accuracy = TP + TN/TP + FP + FN + TN, (5)

where TP is True Positive, FP is False Positive, TN is True Negative, and FN is False
Negative.

4.4 Performance Evaluation

The work carried out in this paper comprises the use of several CNN architectures.
The used architecture (VGG16) has been trained on 122 lesion images from the
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Fig. 4 Architecture for VGG16 model used in classification of several lesions

IDRID dataset (which is publically available). These 122 images contain several
lesions images: 27 images of MA, 14 images of SE, 27 images of EX, and 27 images
of HE. These images are pre-processed by using several pre-processing techniques
like image resizing and image cropping. After this these images are fed to theVGG16
model that is used as the state-of-art model to classify the lesions. The extracted
images are finally passed to several ML classifiers such as NN, SVM, RF, LR, and
AdaBoost for images classification based on the severity and type of lesions. Figure 4
shows the architecture of VGG16 model for classification of several lesions. After
classification, several lesions such as MA, SE, EX, and HE are obtained.

Several parameters are used to judge the performance of CNN models and used
classifiers. Figure 5 shows the values obtained by several classifiers after lesion clas-
sification by applying the VGG16 model. These values are obtained by considering
several parameters such as precision, recall, F1 score, accuracy, and AUC. Out of
these parameters we are considering the accuracy and AUC values [13].

The AUC and accuracies obtained for classification of several lesions using the
VGG16 model overcomes the values obtained by Gupta et al. in [14] by using the
same IDRID dataset. Tables 3 and 4 show a comparison of VGG16 and VGG19
model on the AUC and accuracies values for MA, SE, EX, and HE using NN, SVM,
RF, LR, and AdaBoost classifiers. Table 3a contains the AUC values for the VGG19
model as stated in [14]. Table 3b represents the AUC values for the VGG16 model
[26].

In Table 4a, the accuracy values for VGG19 model are described as stated in
[14] and Table 4b represents the accuracy values for the VGG16 model. Only for
classification of MA the exception case is present and for rest of the lesions VGG16
overcome the VGG19 model.

To evaluate the efficiency of the trainingmodel, theROC [27] curve for theVGG16
model is depicted in Fig. 6.
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Fig. 5 Precision, recall, F1 score, accuracy, and AUC values for classification of Microaneurysms
(MA), Soft Exudates (SE), Hard Exudates (EX), and Hemorrhages (HE) using NN, SVM, RF, LR,
and AdaBoost classifiers

Table 3 AUC comparison of CNN models: (a) VGG19 model [14]. (b) VGG16 model

(a) (b)

NN SVM RF LR Ada NN SVM RF LR Ada

MA 0.969 0.980 0.987 0.987 0.840 0.994 0.980 0.990 0.997 0.867

SE 0.992 0.963 0.958 0.988 0.773 0.992 0.983 0.977 0.979 0.840

EX 0.963 0.877 0.947 0.955 0.691 0.982 0.925 0.960 0.997 0.756

HE 0.897 0.871 0.904 0.906 0.683 0.920 0.914 0.928 0.942 0.696
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Table 4 Accuracy comparison of CNN models: (a) VGG19 model [14]. (b) VGG16 model

(a) (b)

NN SVM RF LR Ada NN SVM RF LR Ada

MA 0.934 0.943 0.951 0.967 0.902 0.943 0.951 0.959 0.959 0.893

SE 0.934 0.910 0.951 0.951 0.910 0.959 0.943 0.934 0.934 0.951

EX 0.910 0.836 0.918 0.918 0.779 0.918 0.893 0.885 0.934 0.828

HE 0.861 0.738 0.885 0.902 0.803 0.902 0.770 0.861 0.893 0.811

Fig. 6 ROC-AUC analysis for VGG16 model by respective classifiers: a for Hemorrhages (HE),
b for Hard Exudates (EX), c for Microaneurysms (MA), and d for Soft Exudates (SE)

5 Conclusion

On the basis of population, India’s ranking is number two in the list of the coun-
tries across the world. With such a huge population, the ratio of DR patient-to-
ophthalmologist is very uncertain due to which large numbers of patients across the
country face the problem of vision loss. Therefore early detection of DR becomes
the utmost important. In this work, we have deployed the CNN VGG16 architecture
along with various classifiers such as NN, SVM, RF, LR, and AdaBoost to classify
lesions in different stages based on the level of severity. The accuracy obtained by
the VGG16 model along with the LR classifier is 95.9% as compared to the VGG19
model with the LR classifier as reported in [14]. Classification of lesions for DR by
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using the fundus images in the IDRID dataset is not an easy task even for the expert
ophthalmologists. This framework helps the ophthalmologist to detect the severity of
the stage of DR at right time. In this work, the dataset used comprises a 66% training
dataset and 34% testing dataset images. We have evaluated the VGG16 model on
several parameters such as precision, recall, F1 score, accuracy, andAUCvalues. The
accuracies obtained to classifyMA images is 95.9% using LR classifier, SE is 95.9%
by using NN classifiers, EX is 93.4% by using LR classifiers, and HE is 90.2% by
using the NN classifier which is enhanced as compared to the reported results in [14]
expect in case of MA. In future work, the results obtained can be enhanced by using
more powerful CNN architecture or by increasing the number of fundus images in
the dataset.
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BER Analysis of Massive MIMO
in Heterogeneous Cellular Network

Gitimayee Sahu and Sanjay S. Pawar

Abstract In fifth-generation (5G) technology, massive multiple input and multiple
output (MIMO) plays a very significant role in spectral efficiency enhancement and
interference cancellation. It also does beam forming using maximal ratio combining
(MRC) to obtain high throughput and good quality of service (QoS). All these are
achievable by using higher-order modulation technique, transmission power control,
and proper usage of radio resources in RF channel with minimizing interference.
As MIMO technology uses multiple transmitting and receiving antennas, the spec-
tral resources can be shared between multiple UEs simultaneously. Further, the 5G
network is multi-tier and ultra-dense heterogeneous cellular network (HetNet) that
accomplishes efficient spectrum usage through carrier aggregation. For improving
spectrum resource efficiency (SRE) and RF channel utilization, source bits must be
accurately transmitted to the destination. This can be quantified with high symbol
efficiency and minimum Bit Error Rate (BER). In this paper, BER for various RF
channels was investigated with AWGN noise, Rayleigh fading, and MIMO capacity
for multiple UEs. The experimentation is done usingMATLAB14b, and the iteration
is carried out till convergence is obtained.

Keywords MIMO · BER · 5G · Small cell · AWGN · Rayleigh fading ·
Heterogeneous cellular network

1 Introduction

MIMO technology was proposed by Kailath et al. [1], where multiple input antennas
are connected to transmitting antenna and multiple output antennas connected to the
receiving antenna in order to have better spectral efficiency and high throughput. The
eNodeB with MIMO antenna at the transmitting side communicates with multiple
users using the equivalent time–frequency resource block (RB) known as multi user
MIMO (MU-MIMO) [2]. Massive MIMO is a pattern of MU-MIMOwhere the base
station uses an antenna array with hundreds of active elements to handle hundreds
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of active users (UEs) using the same RB [3, 4]. It increases the transmitting and
receiving diversity gain [5] and the multiplexing gain to enhance the reliability.

In the present scenario, the wireless communication industry is vigorously
advancing in a variety of permissive technologies, like massive MIMO, HetNet,
Ultra-Dense Network (UDN), and millimeter wave to expedite the growing of 5G
standardization and pre-commercial trial process.

The next generation wireless communication technology offers large degree of
freedom (DoF) and simultaneously drives large number of users with guaranteed
QoS and high security. Key Performance Indicators (KPI) are spectrum efficiency
(SE), energy efficiency (EE), peak data rate, traffic density, device to device (DtoD)
communication, reduced latency, and reliability for accomplishing more extensive
service provision and improved user experience.

The 5G usage scenarios can broadly classified as enhanced mobile broadband
service (eMBB), Ultra reliable low-latency communication (URLLC), and massive
machine type communications (mMTC). eMBB supports high data rate across awide
coverage area, mMTC connects huge number of devices, while URLLC provides
ultra low latency of nearly 1 ms. URLLC is essential for remote surgery, autonomous
vehicles, and tactile internet. The 5G enhanced performance parameter requirements
as per IMT advanced are as shown in Fig. 1 and specified in Table 1.

The applications of 5G includes smart city, self driving car, industrial automa-
tion, remote surgery, augmented and virtual reality (AR/VR), eHealth services,
mission critical applications, smart home building, cloud computing, internet of
things (IoT), and mobile internet. These applications can be obtained by several

Fig. 1 Enhancement of key capabilities from IMT advanced to IMT 2020 [6]
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Table1 5G performance
requirements

Parameters Value

Peak data rate 20 Gbit/s

Area traffic capacity 10 Mbit/s/m2

Network energy efficiency >100 Times

Connection density 106 devices/km2

Mobility 500 km/h

Spectrum efficiency >3 times

User experienced data rate 100 Mbit/s

Service density 10 Gbps/km2

End to end latency Order of millisecond

advancements in signal processing and multiplexing in air interfaces like 5G New
Radio (NR), universal filteredmulticarrier (UFMC), filter bankmulticarrier (FBMC),
generalized frequency division multiplexing (GFDM), Non orthogonal multiple
access (NOMA),massiveMIMO,millimeterwave communication (mmwave), beam
forming, HetNet, and UDN.MIMO–OFDM uses massive MIMO antenna combined
with OFDM multi carrier transmission method. The transmission modes of MIMO
are transmission diversity and spatial multiplexing. Transmission diversity enhances
the reliability and link quality while spatial multiplexing increases the data rate and
spectral efficiency.

MIMO technique is used to enhance the system SE while mm wave frequency
band used to increase the system bandwidth. Further to improve the geographic
frequency reuse, HetNet, and UDN architecture were deployed in 5G network.

1.1 Femto Cell Networks

As the contemporary cellular network uses data hungry wireless devices such as,
smart phone, laptop, tablets, and various sensors including environmental and body
area network (BAN). Much more traffic is generated indoor as compared to the
outdoor scenario. This leads to non-uniform traffic distribution over the unified
coverage area of the network.

The traditional wireless network is designed to provide better coverage in a broad
area and assures guaranteed services of uniformly distributed traffic. But it faces
the challenge of handling non-uniform traffic from different spatial geographical
regions. Therefore to increase the capacity of wireless network effectively reduction
of the coverage area of the macrocell known as smallcell. Due to deployment of
smallcell the network becomes ultra dense which increases spatial multiplexing of
the frequency resources. As the transmission distance between the BS and the UE
decreases, transmission loss is reduced and throughput can be improved with power
efficiency.
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The heterogeneous architecture of 5G is multi-tier which includes micro cell, pico
cell, femto cell, and DtoD communication under the coverage of macrocell. Micro,
femto, and pico are termed as small cell with different power levels, coverage area
and user serving capacity [7]. Small cell plays very significant role in the future wire-
less communication, since the crucial requirement of technology revolution is high
throughput, guaranteed QoS, and minimum end to end latency. All this requirements
are fulfilled only when the distance between the user and the base station reduces
and restricted number of user admissions to the serving cell.

The femtocell is an indoor solution known as Home-eNodeB (HeNB) uses
licensed spectrum and serves limited number of UEs with guaranteed QoS. As a
solution over and above, small cells with different power levels were installed at
highways, malls, offices, and residential homes to get adequate user experience. It
encompasses transformation over the conventional wireless network where the scope
of self-organized, self-optimized, self-discovered, self-healing, and intelligent cells
are overlaid under the coverage of macrocell.

As themacrocell gets congested during peak hours, the users at the edge of the cell
can be biased to offload to the nearby small cell. Due to offloading to the small cell,
the SE of small cell enhances through spatial reuse and EE of macrocell increases
due to decrease in power consumption. The users get better QoS and high throughput
which improves the overall performance of the cellular network.

The challenges faced by the small cells are inter channel and intra channel
interference due to sharing of resources and backhaul network. To avoid interfer-
ence, dynamic power control (DPC), co-ordinated multipoint (CoMP), or cluster
can be formed by adjacent smallcells. In the backhaul network, centralized or
distributed scenario can be used where the smallcells forward the traffic to the co-
ordinator/cluster head that collectively forward to the core network [8, 9]. Optical
fiber or millimeter wave can be used as backhaul network for efficient operation
with broad bandwidth. Figure 2 shows the wireless backhaul network using massive

Fig. 2 Backhaul network of massive MIMO in HetNet
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MIMO of HetNet and the core network.
The large number of antenna elements in the base station uses linear pre-coding,

e.g., maximal ratio transmission (MRT) or zero forcing for obtaining better channel
capacity [10, 11]. It is low complex, supports transmission diversity, and does beam
forming toward the user equipment. By increasing the transmission power to the
receiver through sharp focusing beams the radiated power is reduced, interference
is minimized and at the same time SE and EE can be improved. The challenges
faced by massive MIMO are accuracy in channel estimation and acquisition that
can be obtained through high gain and low BER. The error occurred due to pilot
contamination and usage of same pilot in neighbor cells for channel estimation
purpose.

The structure of the research paper is as follows. Section 2 represents the system
model, Sect. 2.1 calculation of SNR, Sect. 2.2 capacity of MIMO wireless System,
Sect. 2.3 BER calculation in wireless communication system, Sect. 2.4 Beam
Forming. Section 3: Results and discussion, and in Sect. 4 conclusion is given.

2 System Model

HetNet is one of the emerging techniques to break the capacity crunch by exploring
and exploiting both frequency and spatial diversities [12]. In HetNet, multiple low-
power smallcells overlaid in the coverage of a high-power macrocell. The femtocell
or home e-NodeB (HeNB) is a type of smallcell for indoor application. The system
model consists of 3tier HetNet having macrocell, picocell, and femtocell in 1 km2

area. The simulation is carried out in MATLAB14b using homogeneous Poisson
point process (PPP) and voronoi tessellation. The smallcells with densityλsc andUEs
(more than ten times of the smallcells) with density λUE were spatially distributed
in the Euclidean plane. The path loss is assumed to be Rayleigh fading [13] (Fig. 3).

The small cell with massive antenna array is able to affirm the azimuth and
elevation angles to enhance the coverage in house, office, residential buildings, and
hotspots. The cell radius is varied using CRE technique and the MUEs offloaded
from macro cell to small cell for load balancing as shown in Fig. 4.

The relationship between the transmitted and received resource elements on
different antennas is expressed by a system of linear equations. Figure 5 shows
the MIMO channels between ‘M’ transmitting antennas and ‘N’ receiving antennas.
The vector of resource elements on received antenna is obtained by multiplying the
MIMO channel matrix and the vector of transmitted elements. The MIMO system
equations used to find the best estimation of the transmitted resource element of
a given subcarrier. It consists of resource elements and the channel response [or
the channel state information (CSI)] which connects each pair of transmitting and
receiving antennas.

The different attenuation factors are Rayleigh fading and large scale path loss.
The signal to interference ratio (SIR) at the BS is given by,



672 G. Sahu and S. S. Pawar

Fig. 3 Three-tier HetNet including macrocell, picocell, and femtocell

SBS
SUE1

SUE2

MUE1MUE2
MUE3

MUE4

Macro Cell

Fig.4 HetNet with cell range expansion (CRE) of small cell

Fig. 5 Schematic diagram of MIMO system using ‘M’ transmitting and ‘N’ receiving antennas
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SIR = ‖hlmn‖2d−α
lmn∑

k∈�BS
d−α
lkn ‖hlkn‖2

, (1)

where �BS denotes the set of smallcell base stations (BSs). The numerator presents
the signal received by the UE from the associated BS and the denominator presents
the interference received by theUE from other BSs. hlmn is the channel gain of UE ‘n’
in cell ‘l’ and base station ‘m’, α is the path loss coefficient, and dlmn is the distance
of UE ‘n’ from the base station ‘m’ in cell ‘l’. In the denominator dlkn represents the
interference received by the UE ‘n’ in cell ‘l’ from base station ‘k’ and hlkn denotes
the channel gain by the UE from the interfering BS.

2.1 Calculation of SNR

Consider the wireline system with AWGN channel. The transmission of BPSK
symbols is given by x(k) = ±√

P along a Rayleigh fading wireless channel. The
baseband wireless system can be modeled as

y(k) = hx(k) + n(k). (2)

The difference between the wireless channel and wireline channel is fading
coefficient ‘h’, and the received baseband signal is given by ‘h · x(k)’.

The received signal power in the wireless channel is given by

E{|hx(k)|2} = |h|2E{|x(k)|2} = |h|2P = a2P, (3)

where ‖h‖2 = a2. The received power at the wireless receiver depends on the
amplitude ‘a’ of the fading coefficient ‘h’. The instantaneous SNR is a2 P

σ 2
n
.

The average SNR of wireless system can be expressed as

E

{

a2
P

σ 2
n

}

= E{a2} P

σ 2
n

= P

σ 2
n

. (4)

Since E{a2} = E{|h|2} = 1,
the average SNR of the wireless system is equal to P

σ 2
n
.

2.2 Capacity of MIMO Wireless System

The MIMO channel capacity between transmitter and receiver is given by
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C = max
Pi

∑
i Pi≤P

∑

i

B log2

(

1 + Piγi
σ 2
n

)

(5)

The power allocation to different channels is carried out using water-filling
algorithm.

The total MIMO system capacity is given by

C = min(Mt , Mr ) · B log2(1 + ρ). (6)

Hence capacity grows linearly with the size of the antenna array in massive
MIMO.The singular value decomposition (SVD) can be deployed into three channels
between the transmitter and receiver.

The output of ith channel is given by

ỹi = σi x̃i + w̃i (7)

where xi is the transmitted symbol. σi is the gain of the ith channel.
The signal power of the transmitted symbol xi is given by

E{|xi |2} = Pi . (8)

The signal to noise power ratio of the ith channel is given by

SNRi = σ 2
i Pi
σ 2

. (9)

The capacity of the channel is given by using Shannon’s law,

Ci = Bi log2

(

1 + σ 2
i Pi
σ 2

)

. (10)

For ‘M’ number of transmitted channels the total capacity is given by

C =
M∑

i=1

log2(1 + SNRi ). (11)

The MIMO channel capacity (C) is given by the maximum sum rate with total
power as constraint.

C = max
M∑

i=1

log2

(

1 + σ 2
i Pi
σ 2

)

Subject to
M∑

i=1

Pi ≤ P (12)
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By using Lagrange multiplier (λ), the above equation can be solved as

M∑

i=1

log2

(

1 + σ 2
i Pi
σ 2

)

+ λ

(

P −
t∑

i=1

Pi

)

. (13)

It can be solved by differentiating w.r.t. power

Pi =
{

1
λ

− σ 2

σ 2
i
, for

(
1
λ

− σ 2

σ 2
i

)
≥ 0

0, otherwise
(14)

where Pi maximizes the sum rate which achieves the capacity of the MIMO
communication system and is given by

Pi =
(
1

λ
− σ 2

σ 2
i

)+
. (15)

The Lagrange multiplier (λ) can be found from

t∑

i=1

Pi = P, (16)

⇒
t∑

i=1

(
1

λ
− σ 2

σ 2
i

)

= P. (17)

The optimal algorithm to achieve the capacity of maximum sum rate of theMIMO
system is given by water filling algorithm. The terminals in each cell transmit pilot
sequences; by receiving pilots, the terminal of base station de-spreads the signal.
Due to pilot reuse the resultant signal will be superposition of channel matrices of
all the cells that share identical pilot sequences. Within lth cell the resultant signal
will be

Y ′
pl = √

τpρul

∑

l ′∈pl

Gl
l ′ + W ′

pl , (18)

where W ′
pl represents noise whose elements are independent identical distributed

(i.i.d) noise lies in between 0 and 1.
In terms of component, Eq. (16) can be written as

[Y ′
pl ]mk = √

τpρul

∑

l ′∈pl

glml ′ + [W ′
pl ]mk . (19)
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To implement preceding and decoding [14], the femto cell requires only an esti-
mate of its own channel matrix [Gl

l ]. Performance calculation and power control
algorithm depend on the mean-square channel estimates of all the cells.

The MMSE estimation of glml ′k is

ĝlml ′k =
√

τρρulβ
l
l ′k

1 + τρρul
∑

l ′′∈pl
βl
l ′′k

[Y ′
pl ]mk, l ′ ∈ Pl (20)

The estimates obtained by the small cell for different values of l ′, but with the
same terminal index, ‘k’, are perfectly correlated, which is the essence of pilot
contamination. The mean-square channel estimate is denoted by γ l

l ′k , where

γ l
l ′k = E

{∣
∣ĝlml ′k

∣
∣2

}
(21)

= τpρul(β
l
l ′k)

2

1 + τpρul
∑

l ′′∈pl
βl
l ′′k

[Y ′
pl ]mk, l ′ ∈ Pl (22)

It is clear that γ l
l ′k ≤ βl

l ′k . As a consequence of pilot contamination, multi-cell
channel estimation is considerably noisier than the single-cell counterpart.

g̃lml ′k = ĝlml ′k − glml ′k . (23)

Equation 23 represents the error in channel estimation.
The mean-square estimation error is independent of m and is given by

E
{∣
∣g̃lml ′k

∣
∣2

}
= βl

l ′k − γ l
l ′k, l ′ ∈ pl (24)

The channel estimation in matrix form is given by

Ĝl
l ′ = Zl D1/2

γ l
l′

, l ′ ∈ pl (25)

where [Ĝl
l ′ ] is a matrix of channel estimation, whose (m, k)th element equals to ĝlml ′k

γ l
l ′ = [γ l

l ′1, . . . , γ
l
l ′k]T, and the elements of Zl is the i.i.d. noise. It is important that

Zl is independent of ‘l’.
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2.3 BER Calculation in Wireless Communication System

BER is the measure of the system performance. It is the ratio of number of erro-
neous bits received to the total number of bits. The BER performance matrix is
used to describe the realization of wireless communication system. The transmitted
information +√

P can be decoded as 1 and erroneously as 0 and vice versa.
Consider a transmitted signal ‘S0’ at time ‘t’ can be represented by

S0(t) = a0 exp( jω0 + φ0), (26)

where a0 is the amplitude of the transmitted signal, ω0 = 2π fc, fc frequency of
the carrier signal, and φ0 is the initial radian phase of the transmitted signal.

The received signal at time ‘t’ from path ‘i’ including multipath effect can be
written as

Si (t) = ai exp[ j
(

φi + 2π

λ
vt cos θi

)

] exp[ j (ω0 + φ0)], (27)

where

φi is the phase change due to the time dispersion of the multipath.
v is the speed of the mobile station,
λ is the wavelength of the transmitted signal,
θi is the signal arriving angle, and
2π
λ

vt cos θi is the phase change introduced by Doppler shift in frequency.

Assume that total number of paths is ‘N’, the received signal ‘S’ at the receiver
is the combination of the signals from ‘N’ number of different paths:

S(t) =
N∑

i=1

Si (t), (28)

S(t) =
[

N∑

i=1

ai cos

(

φi + 2π

λ
vt cos θi

)

+ j
N∑

i=1

ai sin

(

ϕi + 2π

λ
vt cos θi

)]

× exp[ j (ω0 + ϕ0)] (29)

Multipath effect in the wireless environment produces a change in the real part
and imaginary part of the transmitted signal. Let xi designate the real part and yi
designate the imaginary part, i.e.,

xi = ai cos

(

φi + 2π

λ
vt cos θi

)

, (30)

yi = ai cos

(

φi + 2π

λ
vt cos θi

)

, (31)
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where S(t) can be expressed as

S(t) = (x + j y) exp[ j (ω0 + φ0)], (32)

and

x =
N∑

i=1

xi and y =
N∑

i=1

yi (33)

The probability of BER in BPSK of AWGN channel can be calculated using Q
functions as

Pb = Q

(√
2Eb

N0

)

. (34)

QPSK (Quadrature phase shift keying, 4-PSK, or 4-QAM) having four points
on the constellation diagram which are spaced equally around a circle. QPSK can
encode two bits per symbol. By using gray coding BER can be minimized and is
given by

BER = 1

2
erfc

(√
Eb

N0

)

. (35)

2.4 Beam Forming

Beam forming sends the same symbol over each transmitting antenna with different
scale factor. At the receiver, all received signals are coherently combined using
various scale factors. This constitutes transmit/receive diversity system, whose SNR
can be maximized by optimizing the scale factors of MRC. Beam forming leads to
much higher SNR than the individual channels in the parallel channel decomposi-
tion [15]. It transforms MIMO systems into SISO system with transmit and receive
diversity. The different types of equalization techniques are

1. Zero forcing (ZF) Equalizer,
2. Minimum mean square error (MMSE) estimator.

ZF equalizer is a linear equalizer uses the inverse frequency response of the
channel. It brings the inter symbol interference (ISI) to zero in a noise free case.
However, it is not significant since channel impulse response is of finite length.
MMSEestimatorminimizes themean square error (MSE) andmeasures the estimator
quality. It minimizes noise and inter-symbol interference (ISI) in the total power.
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MRC represents theoretical optimal combiner over fading channel as diversity
scheme. Theoreticallymultiple copies of the same signalwere combined tomaximize
the instantaneous SINR at the output. It enhances the correct reception and reduces
the ISI. Here each signal branch ismultiplied by aweight factor which is proportional
to the signal amplitude. Thus, strong signals were amplified and weak signals get
attenuated. MRC is a process of diversity combining in which signals from each
channel were added together. The gain of each channel is proportional to the RMS
signal level and inversely proportional to the mean square noise level. In this case
different proportionality constants were used for each individual channel.

3 Results and Discussion

The BER of AWGN channel is calculated numerically, and simulations are done
using MATLAB 2014b. AWGN channel noise is considered for wired channel. As
shown in Fig. 6 the BER value decreases with increase in SNR. The theoretical and
the simulated values are almost close to each other.

The BER for Rayleigh fading channel is calculated numerically. Rayleigh fading
channel noise was considered for wireless channel. The BER value decreases with
increase in SNR. The theoretical and the simulated values match to each other almost
94% as shown in Fig. 7.

The BER for MRC is calculated. The BER value decreases with increase in SNR.
The theoretical and the simulated values match almost 91% as shown in Fig. 8.

TheMIMO capacity was plotted with transmitted power in dB as shown in Fig. 9.
With increase in power the MIMO capacity increases. With transmitting power of
30 dB the MIMO capacity reaches up to 1200.

Fig. 6 Theoretical and
simulation representation of
SNR (dB) versus BER of
AWGN channel
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Fig. 7 Theoretical and
simulation representation of
SNR (dB) versus BER of
Rayleigh fading channel

Fig. 8 Theoretical and
simulation representation of
SNR (dB) versus BER of
MRC fading channel

The MIMO capacity is plotted with number of iterations till convergence is
obtained. As shown in Fig. 10 after 140 iterations the MIMO capacity reaches to
steady state with the value = 5.2 and for further iterations the capacity does not
changes.

Figure 11 shows MIMO capacity for user 1 and user 2. The capacity increases
linearly with 100 iterations and then it is converged and maintains steady value until
200 iterations. With one user the achievable MIMO capacity is 3.1 and with two
users the MIMO capacity increases and reaches till 3.8.

Figure 12 shows BER versus SNR in dB for single user. As shown in the figure
with increase in SNR the BER value decreases. For SNR of 21 dB, the calculated
BER equals to 10−8.
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Fig. 9 Average MIMO capacity versus power in dB for single user

Fig. 10 Game theoretic
MIMO capacity for user 1

Fig. 11 MIMO capacity
versus power for user 1 and
user 2 using game theory
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Fig. 12 BER versus SNR
(in dB) transmitting beam
forming for single user

Figure 13 shows BER verses SNR for multiple users using zero forcing. With
increase in SNR the BER decreases upto 10−7.

Figure 14 shows convergence of SNR with increase in number of iterations. After
1000 iterations it is found that the SNR obtains a steady value. User 1 get SNR of
3.3 dB and user 2 gets steady value of 8 dB.

Fig. 13 BER versus SNR (dB) for multiple user using game theoretic beam forming
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Fig. 14 Game theoretic beam forming for user 1 and user 2

4 Conclusion

From this research work it is found that BER value decreases with increase in SNR.
TheBERdecreased to aminimumof 10−8 which is almost negligible.MinimumBER
indicates better channel quality with high SNR and spectral efficiency. This leads to
better channel capacity, good throughput, high QoS, and ultimately user satisfaction.
BER value is investigated for both wireline channel with AWGN noise and wireless
channel with Rayleigh fading. The theoretical and simulated results match almost
98% for AWGN channel and 93% for Rayleigh fading channel. MIMO capacity is
also experimented for single user and multiple users. It is observed with increase in
number of users MIMO capacity increases. The capacity reaches a steady value as
the number of iteration progresses.
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ALO-SBD: A Hybrid Shot Boundary
Detection Technique for Video
Surveillance System

Saptarshi Chakraborty , Dalton Meitei Thounaujam, Alok Singh ,
and Gautam Pal

Abstract A novel shot boundary detection (SBD) method is proposed using nature-
inspired algorithm called ant lion optimizer (ALO). Here, ALO is used to optimize
the weights of the feed-forward neural network (FNN) which in turn enhances the
performance of the system. A hybrid technique is formulated using the aid of con-
tinuity matrix (φ) and an outlier to fetch possible set of transition frames. Using a
threshold δ1, the actual transition frames are drawn out from all the possible transi-
tion frames. For the experimentation, some challenging videos from TRECVid 2001
and 2007 datasets are selected. ALO-SBD generates better performance in terms of
F1 score and outperforms recent state-of-the-art techniques in the field of SBD.

Keywords ALO · PSO · Abrupt transition · Cut · FNN

1 Introduction

Video surveillance is a process of observing scenes and looking for specific behaviors
that are inappropriate or that may show the existence of doubtful behavior. The video
surveillance systems are mainly used at public places, in events like sports events,
public transportation (for security and automation purposes), and in the places which
are under high security for regulating the entry, exit, and abnormal behavior of the
crowd.

The video surveillance process includes recognition of concern areas and selection
of cameras or groups of cameraswith high specifications thatmay able to view spotted
areas. If the surveillance system is automatically able to successfully spot the security
breach or the possibilities of its occurrence, it will be very helpful for society. It will
also help in reducing the manual interaction of the person in viewing the video time
to time.
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For extracting the contents and useful information from the video, a video should
be segmented into a set of similar frames called shots. A shot includes a set of frames
taken uninterruptedly and have similar content. The action of spotting the boundary
in the middle of two continuous shots is known as SBD. Broadly, the boundaries
are categorized into two classes: abrupt and gradual transition (GT) [1]. Since in an
abrupt transition, frame’s content get changed suddenly; that is why, it is termed as
a cut transition; also, while the GT occurs due to editing effects. The GT is further
categorized into a dissolve, wipes, and fade. In these types of transitions, more than
one frame is involved. The fade transitions mainly occur to due manipulation with
the illumination of the frame. Further, fade-in and fade-out are the two main types
of transition. When the visual entities in the frame slowly appear from a dark black
frame, the process is known as fade-in, and when the lighting effect of the frame
gradually gets blank, it is termed as a fade-out. When the content of two continuous
shots gets mixed for some frames, that phenomenon is termed as dissolve transition
andwhen transition takes placewith some animated effect, that transition is classified
as wipes transition. There are various application of an efficient SBD algorithm; for
example, it can be used as a plug and playmodule for selecting informative frames for
effective video captioning [2], video action recognition [3], and other video-related
tasks.

The TRECVid videos are considered as standard dataset. Using these videos, lots
of research work have been done in the field of boundary detection [4, 5]. Most of
the work carried out in the field of SBD based on the nature of features employed for
boundary detection can be categorized into two domains: compressed and uncom-
pressed domains. Most of the SBD algorithm in compressed domain focuses on DCT
co-efficient features, macroblock types, and motion vector-based features. [6–10].
While in an uncompressed domain, the pixel-based, block-based, and histogram-
based are employed [11, 12]. The features extraction process is categorized into
global and local feature extraction. The feature extraction process when the feature
is extracted from the whole frame is global feature extraction, whereas in the local
feature extraction process, features are extracted by considering a region or block of
the frame. The popular local informative descriptors mostly used for SBD are SIFT,
MSER, and SURF [13, 14].

For boundary detection, various machine learning-based approaches are also
explored. For the classification of all the transition except wipes transition, a fuzzy
logic-based approach is proposed in [15]. Further, in [16], the fuzzy logic-based
approach is combined with a genetic algorithm for fine-tuning the fuzzy member-
ship and detecting the boundaries. A deep learning-based approach is proposed in
[17] from boundary detection. Using rough sets and fuzzy c-means clustering, an
SBD algorithm is proposed in [18].

In [19], ignoring the thresholding-based approach and using discontinuity signal’s
cumulative moving average, a boundary detection algorithm is proposed. In this
approach, the discontinuity signal categorized the frames into non-transition frames
and possible transition frames.

For reducing the effect of illumination and motion to a certain limit, edge-based
features have shown promising results [1]. When a large change in the position or
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number of edges appearing or disappearing is noticed, then a transition is declared
at that location [10, 13]. Computation of motion strength using a block matching
algorithm is also an intuitive idea for removing motion effects [20]. Using the edge,
color,motion strength, and texture features collectively for getting a feature descriptor
of each frame [21] proposed anSBDapproach.AWalsh-Hadamard transform (WHT)
kernel and matrix are employed in this approach.

In the proposed approach, features like CIEDE2000 color difference, normalized
3DEuclidean standard deviation, and 3D color difference are passed as input to FNN.
For the weights optimization of FNN, an ALO algorithm is employed. Further, in
the next stage, the possible transition frames are analyzed for classifying the frame
into abrupt transitions.

Further, the paper is organized as follows: Sect. 2 includes a brief background
knowledge of the features used in the proposed approach. In Sects. 3 and 4, details
of weights optimization process and proposed approach are given, respectively. A
detailed discussion on experimental results and parameter settings is given in Sect. 5,
followed by conclusion and future work in Sect. 6.

2 Background Knowledge of Feature Extraction

In this section, a brief discussion on feature extraction approach used in the proposed
system is done.

2.1 Color Histogram Difference

Color histogram difference (HD) is used as a feature in the proposed method. This
feature is very simple and have an advantage of non-sensitivity to motion [15, 22]. It
is also used extensively as a image feature for SBD. The normalized color histogram
difference between i th and (i + 1)th frames of a video is evaluated using Eq.1.

HDi = 1 −
(

1

3n

) [ 256∑
j=1

min(K i
r j , K

i+1
r j ) +

256∑
j=1

min(K i
gj , K

i+1
g j )

+
256∑
j=1

min(K i
bj , K

i+1
bj )

]
(1)

where n is the number of pixels in the frame. K i
x j is the number of pixels in the j th

bin of i th frame where x = (r, g, b). The output of Eq.1 remains in between [0, 1],
and when the value of HDi is close to 0, then both frames are classified as similar,
but if this is close to 1, then both frames are classified as a dissimilar frames.
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2.2 Normalized: 3D Euclidean Standard Deviation (SD)

To measure each pixel’s difference of deviation from the mean between each plan
of i th and i + 1th frames, SD is employed. The mathematical expression of SD is
given by Eq.2.

SDi =
√

(σ i
R − σ i+1

R )2 + (σ i
G − σ i+1

G )2 + (σ i
B − σ i+1

B )2

M × N
(2)

where σ i
X and σ i+1

X (X = R,G, B) represent standard deviation of i th and (i + 1)th
frames, respectively. If the value of SDi is close to 0, the similarity increases, and if
SDi is close to 1, the dissimilarity increases.

2.3 Color Difference: CIEDE 2000

The mathematical expression for CIEDE2000 color difference is derived from
CIELab color space [19]. The CIEDE200 color difference between the a pair of
color values in the CIELab space is evaluated using Eq.3.
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∗
1 , b

∗
1, L
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(
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)2
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(
�C ′

KC SC

)2

+
(

�H ′

KH SH

)2

(3)

The hue, chroma, and lightness difference between the pairs of samples is given
by �H ′, �C ′, and �L ′, respectively, in CIEDE2000, and RT is a rotation function.
In terms of correction to CIELab, five terms have been introduced in CIEDE2000
that are weighting functions, rotation term, chroma (SC ), lightness (SL ), and the hue
(SH ) as shown in Eq.3. For measuring the similarity between the sequence of frames
in a video, the CIEDE 2000 color difference is employed.

3 Weights Optimization of FNN

3.1 Ant Lion Optimization

In the ALO algorithm, the initialization of ant matrices and ant lion is done using a
random function. Each ant position with respect to an ant lion in every iteration is
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selected by the roulette wheel operator, and the elite gets updated using function B.
For accomplishing the updated position, two random walks around the selected ant
lion and elite are done. After accomplishing the random walk by all ants, a fitness
function is used to evaluate, if any ant becomes fitter than other ant lions, then the
position of ant lions for the next iteration is updated by the position of that ant.
During optimization, a comparison between best ant and best ant lion is done and
perform substitution if it is required. These steps continue until false is returned by
function C.

4 Proposed Method

In this section, the details of proposed framework using hybrid FNN are discussed.
Figure1 shows the steps in the proposed framework.

4.1 Features Extraction

In the proposed framework, initially, the extraction of features takes place; it involves
the extraction HD, �E , and SD between the consecutive frames.

Feature
Extraction FNN

Possible
Transition

Frames

Possible
Non-transition

Frames

Discard
Frames

Abrupt
Detection

Continuity
Matrix (Φ)

Continue

len (ψ)

ALO

training
FNN

YES

No

outlier

Video

Fig. 1 Pictorial representation of the framework
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4.2 Recognition of Possible Transition Frames

After feature extraction, classification of frames into non-transition and possible tran-
sition frames is performed using hybrid FNN. The optimization algorithm optimized
both biases and weights of the FNN. Here, the frames which are classified as non-
transition frames are rejected directly which helps in improving the computational
efficiency of the proposed approach by discarding unwanted frames and processing
only the required frames for the subsequent stages. During training, non-transition
and transition frames are labeled with 0 and 1, respectively.

4.3 Continuity Matrix Generation (φ)

With the help of all the possible transition frames, φ is generated by assuming that
there is no gap in the sequential order of the frames. If any gap exists in sequence,
then that frame is added to the next row of φ. As the lengths of rows in φ vary so
for consistency, each row is appended with zeros which are removed in upcoming
stages of the algorithm.

4.4 Identification of Shot Transitions

In this stage, for the identification of transitions φ, and a value, Outlier are used.
Based on the number of frames (or length) involved in the GT, the value of Outlier is
set. Based on the previous observations from [23], the length of GT lies in between
[6] frames, the value of Outlier is set to 6. To represent the rows of φ, a parameter ψi

is used where i implies the i th row of φ. Based on the number of non-zero elements
present in the ψi , the frames in the ψi is examined for abrupt transition using the
condition shown in Eq.4 where count of non-zero values in ψ is return by len(ψ).

functioncall =
{
Abrupt_sec(), if len(ψ) ≤ Outlier

continue, otherwise
(4)

Finally, for the declaration of the abrupt transitions, HD and�E are used. Algorithm
1 shows the pseudocode of proposed framework.

Abrupt Transition Detection For the declaration of abrupt transition frames the
HD′

i and �E ′
i are calculated for the frames present in the ψi using Eqs. 5 and 6.

HD′
i = max

(
HDψi − HDψi−1 ,HDψi − HDψi+1 ,HDψi − HDψi−2 ,HDψi − HDψi+2

)
(5)
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Algorithm 1 Proposed transition detection algorithm
Input : I nput V ideo Stream, V Output : Cut
1: procedure Boundary_Detection(V)
2: [HD, �E, SD] ← Input Features (V);
3: PT F ← Hybrid_FNN(V); � to find Possible Transition Frames (PTF)

4: φ ← Continuity_Matrix(PTF);
5: Outlier = 6, δ1 = 0.17, � Experimentally calculated values

6: [m, n] = si ze(φ);

7: for p=1 to m do
8: for q=1 to length(ψp) do � ψp represents the row of φ

9: l = length(nnz(ψp))

10: if l ≤ Outlier then � Outlier is set at 6

11: Abrupt_sec(ψ, l);
12: function Abrupt_sec(ψ, l)

13: c = 1;
14: for i=1 to l do
15: HD′

i = max
(
HDψi − HDψi−1 , HDψi − HDψi+1 , HDψi − HDψi−2 , HDψi − HDψi+2

)
;

16: �E ′
i = max

(
�Eψi − �Eψi−1 ,�Eψi − �Eψi+1 ,�Eψi − �Eψi−2 , �Eψi − �Eψi+2

)
;

17: for i=1 to l do
18: if HD′

i > δ1 && �E ′
i > δ1 then � δ1 is a threshold

19: Cut (c) = ψi ;

20: c+ = 1;

�E ′
i = max

(
�Eψi − �Eψi−1 ,�Eψi − �Eψi+1 ,�Eψi − �Eψi−2 ,�Eψi − �Eψi+2

)
(6)

Equation7 is employed for the declaration of an abrupt transition between the
consecutive frames ψi th and ψi+1th. The threshold δ1 is used for the confirmation of
abrupt transition which is set after experimentation. Table3 in Sect. 5.3 is used for
the selection of optima threshold, and it also shows the performance of the proposed
approach with other threshold settings.

Abrupti =
{
True, if HD′

i > δ1 && �E ′
i > δ1

False, otherwise
(7)

5 Experimental Results and Discussion

5.1 Dataset

The prove the superiority, the proposed approach has tested over TRECVid 2001
andTRECVid 2007 datasets. Table1 presents the details of all videos in the datasets.
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Table 1 Statistic of both TRECVid 2001 and 2007 datasets

Video Frame # Transition Sources

Abrupt Gradual Total

D2 16586 42 31 73 TRECVid
2001

D3 12304 39 64 103

D4 31389 98 55 153

D5 12510 45 26 71

D6 13648 40 45 85

BG_3027 49815 126 1 127 TRECVid
2007

BG_16336 2462 20 – 20

BG_36136 29426 88 12 100

BG_37309 9639 11 8 19

BG_37770 15836 8 27 35

5.2 Performance Evaluation

To evaluate the performance of the existing approaches and the proposed approach,
evaluation parameters recall (Rec), precision (Pre) and F1 Score (F1) are employed
as shown in Eqs. 8, 9, and 10, respectively. The symbols NC , NM , and NF used in
Eqs. 8, 9 and 10 are number of correctly, missed, and falsely detected transitions,
respectively.

Rec = NC

NC + NM
(8)

Pre = NC

NC + NF
(9)

F1 = 2 × Recall × Precision

Recall + Precision
(10)

An example of an abrupt transition is shown in Fig. 2, and Table2 reports the
performance of the proposed framework.

5.3 Threshold Selection

Since the content and behavior of the video vary from video to video, the selection of
a single threshold that will work for all videos by resulting in a high F-score is very
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(a) 468 (b)469

Fig. 2 Showing abrupt transition

Table 2 Performance of the proposed framework on both datasets

Videos Parameter measure Computation
time in seconds
(approx.)

R P F1

D2 92.9 90.7 91.8 1250

D3 97.4 100.0 98.7 732

D4 94.9 96.9 95.9 2500

D5 100.0 97.8 98.9 940

D6 100.0 95.2 97.6 960

BG_3027 100.0 95.5 97.7 3690

BG_3314 100.0 88.0 93.6 840

BG_16336 95.0 100.0 97.4 174

BG_37309 90.9 100.0 95.2 690

BG_37770 100.0 88.9 94.1 1147

Average 97.1 95.3 96.1 1292.3

Table 3 Variation in the F1 Score of TRECVid videos 2001 at different thresholds

Approach Thresholds
(δ1)

Videos Average

D2 D3 D4 D5 D6

ALO 0.15 82.6 96.2 94.0 96.8 92.0 92.3

0.17 91.8 98.7 95.9 98.9 97.6 96.6
0.20 90.5 96.0 94.8 97.8 96.3 95.1

0.22 90.5 94.6 94.8 95.6 97.5 94.6

Bold-face signifies the highest score obtained by the algorithm

crucial. In this section, we analyzed the performance of the model with the different
values of the threshold δ1. From the experimentation, it is observed that when the
value of δ1 is set to 0.17, the model reported the highest average F1 Score. So, for
all the videos, the value of δ1 is set to 0.17 (Table3).
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5.4 Comparison

For the comparison, some state-of-the-art techniques are considered—gradient-
oriented feature distance (GOFD) [25], WHT-SBD [24], fast framework [20], PSO-
GSA [23], stationary wavelet transform (SWT) [26], ST-CNN [27], LBP-HF-based
SBD [28], an adaptive low-rank and svd-updating approach in [29] and SBD using
color histogram [30]. The comparison of the proposed approach with other recent
methods is reported in Table4.

Table 4 Performance analysis of proposed approach with recent methods

Methods
metrics

Evaluation Videos Average

D2 D3 D4 D6

Proposed R 92.9 97.4 94.9 100.0 96.3

P 90.7 100.0 96.9 97.6 96.3

F1 91.8 98.7 95.9 97.6 96.0

[24] R 97.0 82.0 88.0 95.0 90.5

P 85.0 86.0 90.0 97.0 90.0

F1 91.0 84.0 89.0 96.0 90.0

[25] R 80.0 82.0 78.0 92.0 83.0

P 94.0 100.0 96.0 84.0 94.0

F1 87.0 90.0 86.0 88.0 88.0

[26] R 97.0 97.0 93.0 100.0 97.0
P 6.0 8.0 7.0 8.0 7.0

F1 12.0 16.0 13.0 16.0 14.0

[27] R 57.0 46.0 75.0 89.0 67.0

P 100.0 100.0 98.0 100.0 99.6

F1 72.0 63.0 85.0 94.0 79.0

[23] R 97.0 92.0 100.0 100.0 97.0
P 82.0 100.0 89.0 100.0 92.0

F1 89.0 96.0 94.0 100.0 94.0

[28] R 89.0 92.0 85.0 87.0 88.0

P 87.0 100.0 100.0 100.0 96.0

F1 88.0 96.0 92.0 93.0 93.0

[29] R 90.0 89.0 89.0 92.0 90.0

P 100.0 100.0 94.0 97.0 98.0

F1 95.0 94.0 92.0 94.0 94.0

[30] R 92.8 92.3 91.8 100.0 94.2

P 90.6 100.0 93.7 100.0 96.0

F1 91.6 95.9 93.2 100.0 95.2

[30] R 88.1 97.4 87.8 97.5 92.7

P 94.9 88.4 91.5 92.9 92.0

F1 91.4 92.7 89.6 95.1 92.2

Bold-face signifies the highest score obtained by the algorithm
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6 Conclusion and Future Work

In this paper, a shot boundary detection approach is proposed for improving the per-
formance of video surveillance systems. For an effective and computationally effi-
cient surveillance system, we are required to select key event frames from the video,
employing a automatic shot boundary detection algorithm as an initial stage is an
intuitive approach. The proposed boundary detection approach takes the advantages
of a nature-inspired algorithm ALO whose weights are optimized using the FNN.
For the boundary detection, a continuity matrix (φ) is generated, and by employing
a threshold δ1, the boundary is declared. The overall performance of the proposed
approach is comparable to recent SBD approaches in abrupt boundary detection.

The future work will be to extend the proposed boundary detection approach for
detecting a GT in the video which will increase the effectiveness and robustness of
surveillance systems.
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Fair Trading of Crops in a Trusted
and Transparent Manner using Smart
Contracts

Vikas Chouhan, Sachi Pandey, Naman Sharma, and Naveen Prajapati

Abstract In the past few years, Indian farmers face problems due to middlemen’s
excessive exploitation in several ways. Intermediaries play a vital role as a bridge
between farmers and consumers, due to the existence of several layers of commission
agents or mediators(middlemen) who are buying crops from farmers at least possible
cost and sell those at extravagant prices which monetary abuse both the farmers and
consumers. The government has already tried plentiful various schemes, yojanas,
and online solutions to clear up the obstacles, occur in the process of buying and
selling produce. However, every technique to unfold the root problems was either
short term or not up to the mark. Hence, it is necessary to provide a trusted, transpar-
ent, and decentralized solution. Therefore, this paper proposed a Blockchain-based
framework that eliminated the agriculture sector’s intermediates, specifically for crop
trade. Additionally, we integrated Blockchain with the Android application to pro-
vide an easy interface and maximize user satisfaction. The proposed strategy makes
it easy for farmers to sell their products to nationwide buyers, which provides them
a reasonable allowance according to the input cost and the inflation rates, respec-
tively, and it also creates a trusted wide marketplace to sell their crops. Through this,
by exhibiting just a single layer in trade, the social and monetary welfare of farm-
ers, consumers and government are targeted. We created several Smart Contracts
and deployed to a Blockchain Network of Hyperledger Fabric Platform and then
measured the performance using Hyperledger Caliper benchmark.
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1 Introduction

In India, Agriculture is the foremost occupation and plays the most crucial segment
of the economy. It contributes around 18% of India’s gross domestic product (GDP)
and employs over 50% of entire employment, which is a massive number [7]. With
the huge number, there are many loopholes as it has multiple levels of work; if we
put lights on farmers and consumers, we can notice a big misconstruction due to a
level called mediators or middlemen by which two levels (farmers and consumers)
are badly exploited. The most prominent reason for this problem is unawareness
and lack of farmers’ knowledge, leading to misuse of their outputs. Various private
and government organizations are directly and indirectly involved in agriculture to
somehowmake this sector better, but after implementing tons of schemes, funds, and
yojanas, there is no fantastic success noticed yet. In this modern era, the industry is
still using traditional tools instead of using new technologies and machines to make
their work (harvesting, plow, seeds sowing, etc.) much easier.

The main problem arises whenmiddlemen buy crops from farmers at lower prices
and sell them in the market at higher prices that exploit farmers and consumers,
farmers do not have any options because the government’s Minimum Support Prices
(MSP) are comparatively low to the inflation rates at that price. They cannot even
repay the expenditure on the cultivation of products, and due to lack of feasible
options, they sell their crops to the middlemen at a lower price. Later, mediators sell
those crops to local vendors (sabzi walas) at a higher price. Those vendors also add
their profit and sell those in the market to consumers; finally, when any vegetable or
crop reaches the consumer, its price abruptly rises.

In a report, CRISIL has found that “While, the average annual growth (in MSP)
between the agriculture year 2009 and 2013 was 19.3%, it was only 3.6% between
2014 and 2017. India has seen an inflation of 5–7% in different regions.Agovernment
employee gets up to 15% inflation allowance”. In fact, due to exploitation done by
middlemen, private landlords, and loan providers with high-interest rates, farmers get
caught into debt traps, which results in suicide. As per the National Crime Records
Bureau (NCRB) [9, 16], the number of self-destructions by farmers and farmworkers
raised to 12,360 in 2014 against 11,772 in the past year. Of these self-destructions,
5650 were farmer’s suicides. The main cause of self-destructions is middlemen’s
[11]. Due to several levels, corruption and profiteering are drastically increased,
producers and consumers are exploited at each level, so we got an approach which
is quite helpful in this problematic scenario.

In the proposed approach, we made an android application which supports the
farmer in service providing and good selling in every possible way. The main high-
light of this application is that there is an online product-selling portal controlled
by the government. Due to this, a farmer can sell their products nationwide with
more profits, and the buyer has to request the products on this app, and the pric-
ing(bid) proposed by the buyer to sell should be higher than the MSP given by the
government. This policy supports the farmers in monetary terms. Along with that
app is having several core useful features. NEARBY FACILITIES is a feature by
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which users can locate nearby banks, marketplaces, warehouses, and much more
useful stuff using GPS. CROP DEMAND is the feature that provides the details of
live market by which farmer can monitor that which crop is in demand or which
crop should be sowed and yield with maximum profit, and this feature can balance
the demand and supply chain and obstruct the variable pricing of crops. In farming,
farmers can get the Ripe Track feature by which they can track the crop’s ripeness
level, which can help them to sell their crops at reasonable prices. Finance and Loan,
this feature enables the farmers to know about nearby banks, their interest rates, or
outstanding loans provided for farmers, and in this section, the user will get to know
about government loan and finance schemes for farmers. By this feature, farmers are
not supposed to be caught in the debt trap of local money lenders who lend their
capital at higher interest rates.

Blockchain can be viewed as a decentralized database in which information can
be stored, removing all access to a single entity, eliminating third parties, and pro-
viding trustworthy trade [1]. Therefore, we innovatively adapted this technology to
maximize user satisfaction.We integrated Blockchain Smart Contracts with Android
application to provide trust and transparency between the Blockchain network par-
ticipants. Every transaction in a Blockchain Network is captured into the shared,
immutable ledger visible to all participants. Ledger provides tamper-proof evidence
that renders fraud-tolerance and enables trust between untrusted participants. All the
participants collectively maintain the ledger record, typically through a P2P network
[17]. The network must verify a new record before appending it to the blockchain.
Direct communication between producers and consumers will be the cause behind
the elimination of mediators. These techniques will be governed by the government
to deliver minimal deprivations with maximum agricultural market returns.

2 Related Work

Among the various surveys and feedback have done across the country [3, 18],
the root problem arises in the agricultural sector is mediators (middlemen), which
exploits farmers as well as the market functionaries at each stage in exchange of
goods. Due to fewer MSPs, farmers end up dealing with mediators and get tricked
later, which contrives the farmers, and as the chain goes ahead, each level gets
affected, which ends up with the crops getting sold at much higher prices. As the
producers (farmers) get low value for their crops with fewer profits, the production
for the next cycle of crops gets extravagant. Farmers borrow money from banks and
private money lenders with high-interest rates, getting backstabbed and resulting in
suicides.

Nalinipriya et al. [8] discussed the enhancement of farmer’s lifestyles that include
some interactive features like bidding and crop demand are immensely useful for
farmers to get better prices and monitoring availability and lack of stocks of different
crops in the market. Crop Biding delivers the user better choices for its investment in
crops when buying and selling. However, the Crop Demand feature in the application
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can help farmers predict the demand and supply of different crops. A crop price
forecasting engine is proposed in [2] based on Autoregressive Integrated Moving
Average (ARIMA).

Recently, Blockchain technology is increasingly bringing significant attractions in
the agricultural sector with its diverse applications in the ecosystem for agricultural
products [4, 6]. It will be positively impactful in eliminating intermediaries; this
technology transforms the way trust is achieved - instead of trusting mediators,
trust is gained through the cryptography techniques and P2P architecture. Thus,
it helps in restoring the trust between sellers and buyers, which can minimize the
transaction expenses in the agriculture business [15]. It can track food provenance
and thus help create trustworthy food supply chains. It supports revolutionizing the
Agricultural and Food (Agri-food) supply chain, which is presented [12] by enabling
the transparency toward food supply, monitoring product quality, traceability, and
food safety throughout the forecast period for smart farming using a blockchain
network.

Lin et al. [5] present the blockchain-based food safety and traceability mechanism
tomanage the food data. It is essential tomonitor accurately, share, store, and trace the
specific data within the whole food supply chain, including production, processing,
distributing, transportation, retail, and consumption.

Several apps are developed and used by farmers for smart agriculture [10]. All
of these apps have different usage as per its functionalities and being utilized for
different kind of features regarding the farming activities like cropping and irriga-
tion knowledge, pesticides, fertilizer, seed, selling and buying of the crop, prediction
of crop production, estimation of demand, and supply of different crops, weather
knowledge and information regarding the best practices of farming [10]. We found
that most of the apps are static and centralized. Instead of that, dynamic and decen-
tralized apps will be better to use. Also, if all such listed functionalities are bundled
into one single application and in the native language, it is easy to utilize it.

Our application has been proposed with multiple functionalities, including sell-
ing and buying crops, weather info, finance and loan, agriculture schemes, and crop
demand-android application benefits to connecting farmers with retailers and exclud-
ing mediators. Moreover, delivering a straightforward way to trade. An application
such as [13] with basic features provides communication between farmers and the
agricultural market.

3 Proposed Framework

In this section, we present a Blockchain-based framework along with an android
application and its features. We created several Smart Contracts (SC) and deployed
them into theBlockchainNetwork (BCN). SpecificSC is automatically invokedwhen
the requisite event is triggered; it recorded entire transactions into the distributed
ledger. The proposed crop-based framework is illustrated in Fig. 1.
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Smart Contract

Fig. 1 Proposed framework

This framework primarily consists of seller, buyer, and government surveillance
applications that are executing on top of decentralized BCN to enable trust and trans-
parency between participating entities. Further, the application has six functionali-
ties that are: (i) SELLING and BUYING of produce between buyers and sellers, (ii)
FINANCE and LOAN to provide updates about better interest rates, (iii) AGRICUL-
TURAL SCHEMES feature to provide information about various government and
private schemes, (iv) CROP DEMAND for the current demand of a particular crop,
(v) RIPE TRACK for tracking the crops, and (vi) LOCATION tracking feature for
nearby banks, farming facilities, and warehouses available in the region. Further, the
APP screenshots for adding products and buying crops are displayed in Fig. 2.

3.1 Smart Contracts

A smart contract (SC) is a set of executable codes that is automatically executedwhen
a particular condition is triggered according to the contract’s predefined terms [14].
It allows the performance of credible transactions without third parties (middlemen);
this implementation will surely create a sense of trust toward modern technologies
andwill motivate people to use the latest technology instead of old traditional ways of
trade in agriculture. We created and deployed several SCs in BCN, such as inserting
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Fig. 2 a Adding product detail in the application. b Buying new crop and comparing prices.

and viewing sellers, buyers, crops information to/from blockchain, and crop trans-
actions from the seller to buyer. Specifically, we present three SCs for crop module,
i.e., Insert crop details, crop transaction, read crop.

The ‘Insert crop details’ contract inserts the crop information such as crop name,
quantity, quality, image, and details into the blockchain described in Algorithm
1. It takes the stub and arguments list as an input and returns a corresponding
response. This contract first checks the required number of input arguments. Then
it initialized all the arguments in the form of structure for inserting the crop record
into the blockchain. The ‘CropDetails’ structure contains crop information, and the
‘InsertCropInstance’ structure is used for inserting crop records into the decentral-
ized platform. The crop instance structure contains Crop Identity (CID), CropDetails,
Price, Seller Identity (SID), and Availability information (Avail). Then it checks
whether the crop record exists, returns an error if the crop record already exists.
Later, it marshals the crop record and stores them into the block corresponding to
the CID by executing the function PutState. Finally, it returns a successful response
containing a message ‘crop record has been stored’.

The ‘read crop’ smart contract presented in Algorithm 2 describes the procedure
of viewing the BCN’s crop record. It takes the stub and arguments list as an input
and returns the retrieved crop record corresponding to the CID as a response. First,
it invokes the GetState method of the blockchain’s world state database to retrieve
stored information as a Bytes form if information exists; otherwise, it failed to get
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Algorithm 1: Smart contract for inserting crop details

Input : stub ChaincodeStubInter f ace, args [ ]string
Output: Response

1 begin
2 if len(args)! = 8 then
3 return Error(“I ncorrect number of arguments. Expecting 8”)
4 end

/* Initializing all the structures */
5 var crop CropDetails
6 crop.CropName ←− I ni t StructV alue(args[1])
7 crop.ImageData ←− I ni t StructV alue(Get ImageData(args[2]))
8 crop.RemainQuanti t y ←− I ni t StructV alue(args[3])
9 crop.Quali t y ←− I ni t StructV alue(args[4])

10 crop.Details ←− I ni t StructV alue(args[5])
11 var insert I nsertCropInstance
12 insert.C I D ←− I ni t StructV alue(args[0])
13 insert.CropDetail ←− crop
14 insert.Price ←− I ni t StructV alue(args[6])
15 insert.SI D ←− I ni t StructV alue(args[7])
16 insert.Avail ←− true

/* Check if crop record already exists */
17 if I sCropRecordExist (stub, insert.C I D) then
18 return Error(“This crop record ”+ insert.C I D + “is already exists.”)
19 end

/* Putting state in block */
20 Put State(insert.C I D, Marshal(insert))

/* crop record has been entered */
21 return Success(“crop record has been stored”)

22 end

state and return an error response. Then the ‘croprecord’ object is created to stores
the unmarshal information of record Bytes. Finally, it returns a success response,
including retrieved bytes information.

Algorithm 2: Smart contract for view stored crop record

Input : stub ChaincodeStubInter f ace, args [ ]string
Output: Response

1 begin
2 cid :←− args[0]
3 record AsBytes, err :←− stub.Get State(cid)

4 if err ! = nil then
5 jsonResp :←− “{\“Error\”: \“Failed to get state f or” + cid + “\”}”
6 return Error( jsonResp)
7 end
8 var croprecord InsertCropInstance
9 Unmarshal(record AsBytes,&croprecord)

10 return Success(record AsBytes)

11 end
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The ‘crop transaction’ smart contract is defined in Algorithm 3 that describes the
crop transaction procedure from seller to buyer. It takes the stub and arguments list
as an input and returns a corresponding success or failure response. The following
steps are involved in this contract.

Algorithm 3: Smart contract for creating crop transaction

Input : stub ChaincodeStubInter f ace, args [ ]string
Output: Response

1 begin
2 if len(args)! = 5 then
3 return Error(“I ncorrect number of arguments. Expecting 5”)
4 end
5 cid, sid, bid, pid, reqquant :←− I ni tiali zeV alues(args)
6 if reqquant <= 0 then
7 return Error(“This buyer didn′t insert enough quanti t y− ” + reqquant)
8 end
9 seller, err :←− Get Seller(stub, sid)

10 if err ! = nil || seller.Enabled == f alse then
11 return Error(“This seller does not exist or is disabled−”+ sid)

12 end
13 buyer, err :←− Get Buyer(stub, bid)

14 if err ! = nil || buyer.Enabled == f alse then
15 return Error(“This buyer does not exist or is disabled− ”+ bid)

16 end
17 cropInstance, err :←− GetCropInstance(stub, cid)

18 if err ! = nil || cropInstance.Avail == f alse then
19 return Error(“This cropInstance does not exist or is unavailable− ”+ cid)

20 end
21 t R :←− cropInstance.CropDetail.RemainQuanti t y
22 if t R >= reqquant && t R > 0 then
23 t R ←− t R − reqquant
24 cropInstance.CropDetail.RemainQuanti t y ←− t R

Print (“The crop′s remaining quanti t y are” + t R)

25 end
26 else if t R > 0 && reqquant > t R then
27 return Error(“Not enough quanti t y available. Your maximum required quanti t y
28 of crops is : − ” + t R)

29 end
30 if t R <= 0 then
31 Print (“The crop wi th cid ” + cid + “is unavailable”)
32 cropInstance.Avail ←− f alse
33 end

/* Putting state in block */
34 Put State(cropInstance.C I D, Marshal(cropInstance))

/* crop record has been entered */
35 var purchase PurchaseInstance
36 purchase.P I D ←− pid
37 purchase.CropDetail.CropName ←− cropInstance.CropDetail.CropName
38 purchase.CropDetail.ImageData ←− cropInstance.CropDetail.ImageData
39 purchase.CropDetail.Quali t y ←− cropInstance.CropDetail.Quali t y
40 purchase.CropDetail.Details ←− cropInstance.CropDetail.Details
41 purchase.SI D ←− sid
42 purchase.BI D ←− bid
43 purchase.SellQuanti t y ←− reqquant

/* Putting state in block */
44 Put State(purchase.P I D, Marshal(purchase))

/* purchase record has been entered */
45 return Success(“purchase record has been stored”)

46 end
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• This contract first checks the required number of input arguments. Then it calls the
function InitializeValues to set all the required values, i.e., identities of the crop,
seller, buyer, purchase, and required quantities. It returns with error response if
the required quantities for purchase are less than equal to zero.

• It gets the seller object corresponding to the seller identity (sid) by calling the
function GetSeller. It returns with an error response if the seller does not exist or
its license is disabled.

• It gets the buyer object corresponding to the buyer identity (bid) by calling the
function GetBuyer. It returns with an error response if the buyer does not exist or
its license is disabled.

• It gets the ‘cropInstance’ object corresponding to the crop identity (cid) by calling
the function GetCropInstance. It returns with error response if the cropInstance
does not exist or is unavailable.

• Total remaining quantity is assigned to the variable tR.
• In the case, quantity of the remaining crop (tR) is greater than equal to the required
quantities and the existing tR greater than zero, it set the tR values by remaining
quantities (tR-reqquant) and then updates the remaining quantities of the crop
instance by tR. It also prints the remaining crop quantity.

• Otherwise, it returns an error response if the remaining tR is greater than zero and
the required quantities are greater than the remaining quantities.

• It makes crop is unavailable if the remaining tR quantities are less than equal to
zero.

• Later, it marshals the ‘cropInstance’ and stores them into the block corresponding
to the CID by executing the function PutState.

• The ‘purchase’ object is then created for ‘PurchaseInstance’ structure to set all the
values of purchase instance, and then it marshals the purchase object and stores
them into the block corresponding to the purchase identity (PID) by executing the
function PutState.

• Finally, it returns a successful response containing a message ‘purchase record has
been stored’.

4 Experiments and Results

4.1 Implementation Details

The application is developed in Android IDE to create an interactive graphical user
interface with a better layout and smooth performance using various supporting
APIs. Also, integrating with the Hyperledger Fabric Blockchain Platform, where the
android app will communicate with BCN using RESTAPI. Further, the performance
is captured using Hyperledger Caliper Benchmark with the predefined configuration
of sending rate between 50 and 200 transactions per second (tps) for all the Smart
Contracts.
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The application is developed for two languages, English and Hindi, with some
more enhanced features to provide a feasible approach for farmers to gain direct
access to the market. The application has been pilot-tested at many levels as well as
by some farmers and worked well, with satisfactory results and positive feedback.

4.2 Performance Analysis

We conducted several experiments at different transaction rates to observe the per-
formance of deployed smart contracts that are: (i) Register and initialize seller into
the BCN, (ii) Register and initialize buyer into the BCN, (iii) View seller from BCN,
(iv) View Buyer from BCN, (v) Insert crop details, (vi) Read stored crop information
and (vii) Crop transaction from the seller to the buyer. The performance is measured
using the Caliper benchmark tool based on transaction latencies and throughputs.
The performance metrics of the Caliper benchmark is captured for {50, 100, 150,
200} transactions per seconds.

We grouped the performance of latency operations into three sets, i.e., minimum,
average, and maximum, for analyzing the performance behavior of smart contracts.
Initialization and transaction operations latencies of smart contracts are shown in

(a) min (b) avg (c) max

Fig. 3 Initialization and transaction operations latencies of smart contracts.

(a) min (b) avg (c) max

Fig. 4 Reading operations latencies of smart contracts.
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Fig. 5 Smart contracts throughput’s a throughput of initialization and crop transaction operations,
b throughput of reading operations.

Fig. 3. As shown from the graph, the optimal latencies take the least 1.64s, an
average 10.57s, and the highest 21.43s. Then the reading operations latencies of
smart contracts are presented in Fig. 4. The optimal latencies of all reading operations
are consistent, ranging between 0.01 and 0.06s. Latencies of reading operations are
more economical than other operations because it does not carry other complicated
operations.

Further, Fig. 5 represents the throughputs of the smart contracts. The through-
puts are grouped into two sets: (a) initialization and crop transaction operations, (b)
reading operations for analyzing the performance behavior of smart contracts. As
can be seen from Fig. 5a, the throughput of the smart contract varies between 3
and 4.5s. However, the highest throughputs are achieved at 100–200 tps, shown in
Fig. 5b because the throughputs of reading operations are more reliable than other
operations since they only perform reading queries from the databases.

5 Conclusion

The agricultural sector’s base problem is themiddlemen, which gives a severe impact
on farmers due to which the whole agricultural cycle is affected, such as supply-
demand chain, better facilities, and prices on crops. Our work targets the construction
of trusted and transparent blockchain-based applications that mainly focus on elim-
inating mediators by providing direct communication via technology to connect the
farmers and the government and provide better engagement between producers and
consumers or retailers. The application is filled with better features to provide feasi-
ble ways for farmers to trade the produce much effectively. Features such as selling
and buying crops, results in getting better prices by contacting directly without any
mediators, also providing live updated data about the MSPs for each crop, weather
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conditions in the region, location-based facilities like farmers training centers and
warehouses nearby available in that area and also giving updates about the govern-
ment schemes and better loan providers, to avoid farmers from getting into debt traps.
It will help the agricultural sector and the trade market to connect nationwide and
will positively impact the economy of the country.

Further future implementations and services can be added, such as upgrading
the ripe track feature, which will help the farmers to get better info regarding the
crops and improve weather forecasting to provide live details about the surroundings
for better caretaking. Enhancing the buying and selling features and integrating the
whole agricultural market in the application will gain more consumers as well as
customers nationwide in a common trade place.
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Stochastic Based Part of Speech Tagging
in Mizo Language: Unigram and Bigram
Hidden Markov Model
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and L. Lolit Kumar Singh

Abstract The process of assigning words in a corpus to the corresponding specified
tags based on the context and its definition is part of speech (POS) tagging. It is
always been a big challenge yet a very important task in language processing. The
task of a part of speech tagging is more challenging in low resource languages, for
example, Mizo language. This paper presents the development of a data-driven part
of speech tagging system for theMizo language. This researchwork includes creating
of tagset and annotatedMizo corpus, development of stochastic based taggers such as
unigram and bigramHiddenMarkovmodel. The highest accuracy obtained using the
proposed unigram and bigram Hidden Markov Model (HMM) based part of speech
(POS) taggers are 70.61% and 75.19% respectively.

Keywords Mizo language POS tagger · Hidden Markov model · Part of speech
tagging · Unigram · Bigram-HMM · Part of speech tagging in Mizo language

1 Introduction

There are numerous numbers of languages in the world, spoken by human beings.
These languages are very complex, diverse and unique in its own. According to the
23rd Edition of the Ethnologue [1], there are around 7117 living human languages
in the world today, out of which English has the most speakers, with around 1268
million speakers from different 146 countries. Whereas considering native speakers
only, Mandarin Chinese has the highest number in the world, with 917 speakers
followed by Spanish, with around 460 million native speakers. Of the world’s 142
language families, Trans-New Guinea, Niger-Congo, Indo-European, Austronesian,
Sino-Tibetan and Afro-Asian are the main families of languages making up five-
sixths of the world’s population.

M. V. L. Nunsanga (B) · M. Lalngaihtuaha · L. Lolit Kumar Singh
Mizoram University, Aizawl, India
e-mail: morrelhmar@mzu.edu.in

P. Pakray
NIT Silchar, Silchar, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. Patgiri et al. (eds.), Edge Analytics, Lecture Notes in Electrical Engineering 869,
https://doi.org/10.1007/978-981-19-0019-8_53

711

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-0019-8_53&domain=pdf
mailto:morrelhmar@mzu.edu.in
https://doi.org/10.1007/978-981-19-0019-8_53


712 M. V. L. Nunsanga et al.

Mizo language is one of the 453 languages in India, spoken mainly by the people
of Mizoram, which is one of the 27 states in India. Other than the mainland of
Mizoram, this language is also spoken in Myanmar, Bangladesh and other parts of
India, such as Tripura, Meghalaya, Assam, Manipur, and Nagaland. According to
2011 Census, there are around 8.3 lakh people speaking Mizo language in India and
8.45 lakhs users in all over the world. The language is categorized to endangered
language by the UNESCO [2] Mizo language need more attention and more efforts
to make the language developed with the modern language technology. Research in
the field of language processing has shown giant leap along with the advent of new
technologies in recent years. Lot of researchers have given attention in the research
field of computational linguistics and lexical resources for many languages become
stable and give open space for further development of the language in the language
processing. In spite of all development in computational linguistics fields for various
languages, Mizo language is far behind other major Indian languages. The main aim
of this study is to lay a groundwork for development of Mizo language in Natural
Language Processing field.

Natural Language Processing (NLP) is a sub discipline of Artificial Intelligence
(AI) that discuss with how words and their surrounding meaning can be interpreted
by a computer programme. If focus on enabling computers to understand human
languages. Natural language processing turns unstructured text data to structured
data to be analysed further. The majority of data in textual form is usually highly
in unstructured form. In order to produce significant information inside from the
data, it is important to get acquainted with the techniques of text analysis and proper
presentation.

In any language processing, part of speech tagging plays a significant role. It is the
way toward labelling each token in a corpus with a designated word class to indicate
its grammatical information about the token. The defined set of labels that is used
to indicate the part of speech of a language and its grammatical information about
the token is called tagset. These tagsets are differed for different languages and are
usually designed carefully to provide the abstract representation of themorphological
features of the text in the corpus. This information helps in further analysis of the
corpus and the text processing. POS tagging is one of the initial processing modules
in any language processing pipelines that can be considered as the prerequisite task
which simplifies many complex problems in the computational linguistic fields.

Different techniques and methods have been employed for tagging system in
the language processing and they are called POS taggers. These taggers performed
differently on different dataset depends on the type of the dataset in terms of effi-
ciency and accuracy. They can roughly be divided into three categories [3] such as
Rule based approaches, stochastic or statistics approaches and transformation based
approaches. Rule based tagging systems implicate with detailed rules written manu-
ally for disambiguation in the sentences and words are tagged based on these written
rules. These rules could be diverged for different languages as the syntactic structures
of different languages vary. Stochastics or Statistics based tagging system are also
called probabilistic based tagging system. They are depending on the training dataset
to compute the probability of the certain tag sequence occurring. The Transformation
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based tagging system is also named as Brill tagging system. It takes the advantage
of both the previous architectures—rule based and stochastic based.

The language of Mizo is a grammatically rich and complex language with less
computational research tools. It is possible to drive forward research in this language
by creating more lexical tools. The main contribution of this research work is devel-
opment of basic works of stochastics based POS tagger using bigramHiddenMarkov
Model (HMM) and unigram tagger as a comparative study. This exploration work
includes building of a reliable annotated corpus and development of tagset, which is
designed to represent morphological features of the Mizo language.

2 Related Works

In this section, we present the research works related with part of speech tagging
system for different languages. Since the inception of coding of part of speech tagging
system in the year 1960s, lots of improvements have been made with different tech-
niques and methods. System based on statistical method is one of the most popular
tagging systems for different languages. HMM based part of speech tagging method
was introduced [4] in the mid-1980s.

HMMbasedPart of speech tagger forArabic is discussed in [5]. Thepaper presents
characteristics of Arabic languages and 55 tagsets have been proposed. They have
developed a 9.15MB corpus of native Arabic articles.Words of 23,554 verbs, 27,594
nouns, 5384 proper nouns, and 5722 adjectives were chosen to train the tagger. 944
words were used as tested corpus and achieved accuracy of 97%.

Statistical POS tagging system inPersian text is presented in [6]. Theyhave created
tagged corpus and evaluated statistical based TnT tagger on Persian language. The
experiments were repeated several times on 80% and 15% of the corpus as training
data and test data respectively and the data were selected randomly. The obtained
overall average accuracy is 96.59%.

A Part Of Speech tagging system for Urdu Language based on statistical model is
discussed in [7]. In this paper, a supervised learning, n-gram Markov model tagging
method has been used. The experiments have been performed based on the unigram,
bigram and back off methods on small and large tagset. They achieved higher accu-
racy with smaller tagset and with the back off method, and they could achieved 95%
accuracy.

Arabic Part of Speech Tagging based on Parallel HMM is discussed in [8]. In this
paper, they proposed a new approached tagging system relies on two HMMworking
together in parallel in the system. The first one is the main model, and the second
model is used as reference for low probabilities tags. Both the models are trained
using dual corpus. To overcome the time complexity, the system was implemented
using multithreading approached. The average accuracy of 75.38% was obtained
on small dataset. Though the concept is novel, the system is tested on very small
dataset which consist of 40 numbers of sentences (845 words). The performance of
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the system is yet to be trialed on large dataset to see the actual performance of this
method.

Cahyani andVindiyanto [9] discuss presentedPOS tagger for Indonesian language
based on the HMM N-gram (bigram and trigram) approach and Viterbi algorithm.
They have compared HMM bigram and HMM trigram on the Indonesian language
corpus and found that HMM bigram scored better with the accuracy of 77.56%
whereas 61.67% accuracy was obtained with HMM trigram.

Joshi [10] presented a POS tagging system for Hindi language based on Hidden
Markov Model. 15,200 sentences were utilized to train the system and the IL POS
tag set were used in the system. They obtained 92% accuracy on the test data.

HMM based POS Tagging system for Kayah Language is discussed in [11]. They
have developed 16 tagsets to disambiguate words in the Kayah language and they
achieved the average accuracy of 87%.

Singh et al. [12] presented part of speech tagging on Marathi using statistical
method. They have implemented and compared unigram, bigram, trigram and basic
HMM. They used tagset developed by IIIT Hyderabad, and a test corpus of 25,744
words (1000 sentences) was developed to see the performance of the system. They
achieve accuracy 77.38%, 90.30%, 91.46% and 93.82% for unigram, bigram, trigram
and HMM respectively.

Mohammed [13] discussed stochastic based Part of speech tagging system for
Somali language, which is low-resourced language. He presented the first Part of
speech tagging system for Somali using different approaches such as HMM, Condi-
tional Random Fields and Neural Networks. 14,369 words were used to train the
system and obtained the average accuracy of 87.51%. There are many more papers
relatedwith part of speech tagging basedHiddenMarkovModel (HMM) for different
languages [4, 14–17].

3 Proposed System Description

Data collection, preprocessing, tokenization, creating tagset, building corpus,
training and development of stochastic based tagging system are the main methods
of this system, and the same is described in detail as follows:

3.1 Data Collection

Unformatted raw texts were collected from different sources and from various topics,
majority from daily newspaper ‘Vanglaini’ online. This collection of texts includes
different topics such as daily news, health, culture, politics, and sports. In this research
work, a corpus consisting of 23,319 words (688 sentences) has been build.
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3.2 Preprocessing

Raw texts inMizo language need proper cleaning and normalizing for further compu-
tational processing. Due to lack of stability of writing styles in Mizo language, many
differences are found in the raw text. It is due to the fact that Mizo language does not
have proper grammatical guidelines for writing words and sentences. In this phase,
removal of unnecessary punctuation in the sentences, correction of spellingmistakes,
standardization of writing styles have been made.

3.3 Tokenization

Tokenization is the foremost process while dealing and modelling with text data. In
general, it is the process of splitting chunk of text into smaller unit. It could be splitting
of paragraphs into sentences or breaking up of sentences into words or words into
characters. Each of these smaller units are termed as tokens. In this work, collected
sentences are tokenized into words, which are separated blank spaces. Symbols and
punctuations are also separated out from words thus forming separate tokens.

3.4 Development of Tagset

Tagset is a list of collection of tags or labels, designed to indicate the morpholog-
ical classes of each word in the sentences. Tagset are usually designed for specific
language since the morphological structures of languages are different for different
languages. It is essential to design a proper tagset to signpost the grammatical infor-
mation about each token in the corpus. In this paper, a list of tagset, consisting of
45 tags, has been developed to meet the morpho-syntatic requirements of the Mizo
language. The tagset used for this works is shown in Table 1.

3.5 Building the Mizo Corpus

Corpus, in computational linguistics context, is a collection of structured text data.
They are usually designed for specific purpose with a specific format. It is essential
task to build a large annotated corpus to perform part of speech tagging using training
based techniques. They are the main language resources and knowledge beds for
language processing to perform statistical analysis.

To the best of our knowledge, there is no proper tagged corpus in Mizo language
till today. So, raw digital texts are collected from different sources and from different
topics, majority fromVanglaini daily news and articles (online version). This manual
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Table 1 Proposed tagset for Mizo language

S. No. Tag Description Examples

1 CMN Common Noun Sava, Thing, Khua

2 PPN Proper Noun Johny, Aizawl

3 ABN Abstract Noun Lungaihna, Remna

4 PSP Personal Pronoun Ka (I), Kan (We), In (You), An (They)

5 POP Possessive Pronoun Ka (My), Kan (Our), In (Your), An (Their)

6 RLP Relative Pronoun Kha, Khing

7 MP Demonstrative Pronoun Hei hi

8 IP Interrogative Pronoun Tunge, khawi zawk, hei

9 VB Verb base form Hmu, Hnek, kal

10 NVB Nounal Verb Aizawl, e.g. Ka va Aizawl ang e

11 DVB Double Verb Kal kal suh

12 RB Adverb base form Lutuk

13 DRB Double Adverb Char char, den den

14 MRB Demonstrative Adverb Rawn, han, zu

15 IRB Interrogative adverb Engtinnge

16 JJ Adjective base form Lian, mawi, sang

17 MJJ Demonstrative Adjective Heng hi

18 DJJ Double Adjective Mawi mawi, em em

19 CJJ Comparative Adjective Sang zawk

20 SJJ Superlative Adjective Sang ber

21 IJJ Interrogative Adjective Eng thil nge i siam?

22 PPT Postposition Atan

23 CC Coordinating Conjunction Leh, &

24 UH Interjection Ekhai!, Karei!

25 PT Particles I kal tur a ni

26 SYM Symbol [, ], @, #, %, *

27 , Comma ,

28 . Fullstop .

29 : Colon :

30 ; Semi colon ;

31 ? Question mark ?

32 QM Quotation Mark “, ”, ’, ’

33 CD Cardinal number 1, 2, 3, pali, panga

34 NG Negation Lo

35 ET Date 19th March, 2020, 10.11.2020

36 RBP Adverb of place Aizawl-ah, school-ah

(continued)
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Table 1 (continued)

37 RBT Adverb of time Zana, zinga

38 SF SUFFIX Ah, te, in

39 AT ARTICLE Chu, chuan

40 RBM Adverb of manner Na tuar

41 FW Foreign Word Conference, field

42 CRB Comparative Adverb Tisual zawk

43 SRB Superlative Adverb Hriat tam Ber

44 SPRB Specifying Adverb Hmanga, kaltlanga

45 VBN Verbal Noun Thutna, kalna

Table 2 Summary of the
developed corpus

Particulars Count

Total number of words (including symbols) 23,319

Total no. of sentences 688

No. of unique tags 45

No. of unique vocabulary 4442

task of annotation was done carefully with the 45 tagset to handle different ambigui-
ties exist in Mizo language and a lot of help from linguistics experts was obtained to
establish a reliable corpus for Mizo POS tagging. Summary of the developed Mizo
corpus during this research work is given in Table 2.

3.6 Development of Stochastic Based Tagging System

Any tagging model that contains frequency or probability in some way can be prop-
erly classified as stochastic, i.e., it uses frequency, probability or statistics to assign
a tag to the term. The main object of this phase is to train the system and provide
the most probable tag to the given word. Two language models such as unigram and
bigram Hidden Markov Model based taggers have been developed.

Unigram Tagger: Unigram tagger, also known as 1-gram tagger, is one of the
simplest stochastic based tagger. It finds the most likely tag from the corpus. It uses a
training corpus to evaluatewhich tag ismost likely for each token.As the name infers,
it is a tagger that lone uses a single word as its setting for deciding the POS (Part-
of-Speech) tag. A unigram tagger, in simple words, is a tagger with context-based
whose context is a single token. In the unigram tagging system, only the likelihood
of a word for a given tag is considered, the encompassing meaning of that word is
not taken into account. Probability of unigram is given as

P(Wi ) = C(Wi )/N ,
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where C(Wi) is count of occurrence of Wi in the training dataset and N is the total
words count in the training data.

Bigram Hidden Markov Model. Hidden Markov Model (HMM) is one of the
popular statistics or probabilistic based model, which does not need much expert
knowledge about themorphological structure of a language. Use ofHMMfor tagging
system is a special case for Bayesian inference [3], and a paradigm that is trying to
choose the best tag sequence that corresponds to the sequence of words in a corpus.
It is a task of finding the sequence of POS tags tn

1 that is most probable tag sequence
from a given word sequence wn

1 . So, we have

T = argmax
tn
1

P
(
tn
1

∣∣wn
1

)
. (1)

Using Bayes’ rule, we have an equation for conditional probability

P(a|b) = P(b|a)P(a)/P(b). (2)

So, by using above Eq. (2),

T = argmax
tn
1

P
(
wn

1

∣∣tn
1

) ∗ P
(
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1

)∣∣P
(
wn

1

)
.

For each tag sequence, P(wn
1 ) remains the same, so it can be neglected.

Therefore,

T = argmax
tn
1

P
(
wn

1

∣∣tn
1

) ∗ P
(
tn
1

)
. (3)

where tn
1 is a tag sequence and wn

1 is a word sequence. The term (wn
1 |t

n
1 ) is the

likelihood of the word string, and P(tn
1 ) is the probability of the tag sequence.

HMM is based on the Markov assumption, which says that the likelihood of a
tag depends on two assumptions. The first premise is that the probability of a word
occurring depends on its part of speech tag,

P
(
wn

1

∣∣tn
1

) ≈
n∐

i=1

P(wi |ti ).

The second premise is that the probability of tag sequence can be calculated as
the product of the probabilities of its consequent n-gram. In bigram assumption, it
depends only on the previous tag.

P
(
tn
1

) ≈
n∐

i=1

P(ti |ti−1 ). (4)

Substituting in Eq. 3 by 4, we have
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T = argmax
tn
1

P
(
wn

1

∣∣tn
1

) ∗ P
(
tn
1

) = argmax
tn
1

≈
n∐

i=1

P(wi |ti )P(ti |ti−1 ).

P(wi|ti) represents the likelihood, and P(ti|ti−1) represents the transition prob-
abilities. For finding the highest probable tag sequence, Viterbi algorithm is
used.

4 Experimental Results and Analysis

This section discusses briefly about the experimental works performed based on the
manually annotated corpus consisting of 23,319 words and presented the results and
its analysis.

4.1 Tagset Distribution in the Corpus

Out of 45 tagsets used for labelling words in the corpus, Fig. 1 presents the tag
frequency distribution in the whole corpus with higher than 2% in our complete
corpus. It is observed that Verb (VB) has the highest occurrence, followed by adverb
(RB), common noun (CMN) and personal pronoun (PSP).

Fig. 1 Tag set occurrence in the corpus
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Fig. 2 Transition probabilities

4.2 Transition Probabilities

The transition probability is one of the very important calculations in Bigram HMM
tagger. It is the likelihood of the particular tag sequence, considering two tags, i.e.,
tag-tag pairs. As per the Bigram HMM tagger assumption, the probability of a tag
depends on the preceding tag. Figure 2 depicts the top higher transition probability
generated when the splitting ratio is 0.9:0.1 (only some portion is shown here due
to space limitation). It can be seen that Personal pronoun (PSP) follows verb has the
highest transition probability.

4.3 Accuracy of the Taggers

In order to evaluate the performance of the two taggers, the manually tagged corpus
is used and is split into two sets: one is for training dataset and another is for test set.
The accuracy of the taggers is evaluated on different size of the training set and test
set by splitting the corpus into percentage ratios of 70:30, 75:25, 80:20, 85:15, 90:10
as training set and test set respectively. The accuracy of the taggers is calculated
using the following formula:

Accuracy = (No of correct tags/No of words) × 100

The accuracy of the two taggers on the different sized of the training and data set
is show in Table 3.

The performance of the unigram shown in the table above is relatively good but
sometimes this approach may give tag sequences that conflicts the grammar rules
of a language. The unigram tagger points out the most commonly used tag for a
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Table 3 Table captions
should be placed above the
tables

Train set: Test set Unigram (%) Bigram (%)

70:30 68.61 72.39

75:25 69.09 72.52

80:20 69.81 73.98

85:15 70.53 74.30

90:10 70.61 75.19

particular word in the annotated training data and it utilizes this information to label
the word in the unannotated text. For example, the training set contains a Mizo word
in (drink) 20 times tagged as ‘verb’, and in (house) 10 times tagged as ‘Noun’, then
all the words ‘in’ in the test set will be tagged as ‘verb’.

Unlike the Unigram tagger, the Bigram HMM taggers depends not only on the
frequency of a single word, instead, it considers the probability of a tag sequence
with the previous tag. The result obtained is presumed to be more reliable than
unigram tagger. The accuracy increases as the size of training data increases and
in our experiment the maximum accuracy of 75.19% is obtained when the training
data is highest. So, it is expected to improve the performance of the taggers with the
increase in the size of the corpus.

5 Conclusion and Future Works

It is challenging and exciting toworkon the development of languageprocessing tools
for under-resource language. In this paper, we have designed a model for stochas-
tics based part of speech tagging system for under-resourced language, in the case
of Mizo language. Preprocessing and cleaning of raw texts collected from different
domains have been carried out carefully. A reliableMizo corpus consisting of 21,300
words was created and annotated the corpus manually with the proposed 45 tags. The
performances of the developed taggers were evaluated on this corpus. The experi-
ment was repeated and evaluated with different splitting ratios of the corpus. The
experiment results show that the average accuracy of the unigram tagger is 70.61%
and the accuracy of the bigram HMM tagger is 75.19%.

This research work is the fundamental establishment works of part of speech
labelling framework, which is one of the significant modules of each language
improvement. There are heaps of spaces for development in computational linguis-
tics field in Mizo language. The major limitation of performance of the taggers is
the lack of availability of the resource. Therefore, by increasing the amount of data
in the corpus, the accuracy of the tagging system is expected to improve and it will
be a good to attempt to standardize the writing styles of Mizo language. It is also
possible to use certain rule-based components to detect and correct current model
defects. Further, comparative study of the performance of different approaches such
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as trigram, Support Vector machines (SVM), and Conditional Random Fields (CRF)
could be explored in the further studies.
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An Approach to Analyze Rumor
Spreading in Social Networks

Ravi Kishore Devarapalli and Anupam Biswas

Abstract Rumor source identification is an emerging research area in social net-
work analysis, which depends on the process of rumor spreading. To identify rumor
source, it is crucial to understand how rumor spreads over the network. In rumor
spreading, the position of spreader in the network plays an important role. The posi-
tion of spreader is generally associated with its connectivity with other users in the
network. In this paper, rumor spreading has been analyzed from the perspective of
rumors source node position in the network. Experimental results on different net-
works indicate the dependency of rumor spreading on source node positions in social
networks.

Keywords Centrality measures · Information diffusion · Rumors · Rumor source
detection · Social networks

1 Introduction

Social networking platforms such as Facebook,Whatsapp, Twitter andYouTube play
an important role in disseminating information. Nowadays, these social networking
platforms are very popular for sharing information as it reaches people very fast.
Due to the large-scale connectivity, cyber-criminals prefer these platforms to circulate
misinformation or rumors for creating false narrative among the people and execution
of their criminal activities. A rumor is defined as a statement that has an unverified
or false value of truth [16], which contains either disinformation or misinformation.
The studies show rumors destroy the self-confidence of the individual and often
lead to anxiety, depression, suicidal thoughts and other issues as well [17]. Recently,
many people spread theCOVID-19 information to their friends, familymembers, and
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Fig. 1 Analyzing methodology

colleagues, etc., including facts aswell as rumors. Therefore, to control the circulation
of rumors, there is a need for detection of rumors and their source early [19, 21].

Numerous studies have been carried out for detection of rumors [4, 5, 7, 9, 15] as
well as for identification of rumor source [8, 19, 20]. These studies indicate that both
detection of rumors and identification of rumor source depend on how the rumors
spread in the network. Thus, it is important to analyze the factors affecting rumor
spreading in order to detect rumors and their sources. In this paper, a methodology
is proposed to analyze rumor spreading in the social network. The methodology is
designed to analyze how the position of rumor source node affects the spreading
of rumors in the network. To distinguish the position or locality of a node in the
network, different centrality measures are considered. Information diffusion model
is considered for realistic simulation of rumor spreading in the network. Twometrics
are designed to quantify the spreading of rumors in the network. The analysis shows
significant dependency of rumor spreading on source node position in the network.

Rest of the paper is organized as follows. Section2 elaborates the analysismethod-
ology which includes the importance of the source node position, how to change the
position of source using the centrality measures and evaluation metrics. Section3
details the experimental analysis such as experimental setup, dataset details and result
analysis of experiments on different networks. Section4 discusses the observations
and insights of the experimental results. Section5 concludes with key remarks and
future perspective of the analysis.

2 Analyzing Methodology

The methodology has several steps as shown in Fig. 1, and they are as follows: first
input, second, fixing node position to fix the position of a source node in the network.
Third, rumor spread simulation to spread the rumor in the network by any diffusion
model. Fourth, quantification of rumor spread to quantify the rumor spread using
some metrics. Next, aggregation and analysis explains the procedure and analysis
based on the quantification. Each of the steps is explained in the following sections.
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2.1 Fixing Node Position

In order to analyze the affects on rumor spread by the position of the source node,
first, it is needed to focus on how to fix the position of the source node. For this
reason, consideration must be given to centrality measures to fix the position of the
source node. Suppose, centrality measure of each node in the network is available
to us, that makes it easy to change the position of the source node by changing
the centrality measures. Therefore, just update the centrality measure each time to
change the position of the source nodes. As a result, the position of the node that
has the same centrality measure has been updated automatically. There is a major
contrast between the infected graphs obtained from two source nodes from various
environments, one is from the highest centrality and the other is from the lowest
centrality. Because, in any network, the connectivity of the nodes of each centrality
are different. Therefore, we used centrality measures to change or fix the position of
the rumor source so as to evaluate the affects on rumor spread by the position of a
seed node in the network.

Centrality measures: The centrality measures are to be considered as one of the
important factors for fixing the position of the source node. These measures are
calculated to assign a score in the range [0, 1] to each node [11]. We have considered
three centrality measures as follows:
Betweenness centrality (Bc): Bc is defined as a node, i.e., a bridge between any two
other nodes, that has the shortest path between them [3]. This measure assigns scores
to each node, such as how much specific node serves as a bridge to all other network
nodes. It is noticed that a node with higher betweenness centrality does not have the
highest degree which is essential for the spread of information [14]. Bc is calculated
using Eq. (1).

Bc(v) =
∑

s �=v �=t

σs,t (v)

σs,t
(1)

where sigmas,t (v) is the number of the shortest paths from s to t via v. Closeness
centrality (Cc): Cc is defined in the graph as the closest distance between any node
to all other nodes [11]. This measure assigns the score to each node from range [0, 1]
as it calculates the shortest path from a certain node to all other nodes in the network.
Closeness of a vertex is calculated by the following equation (2).

Cc(v) = 1∑
wεG d(v,w)

(2)

where d(v,w) is distance between the nodes v and w.
Degree centrality (Dc): This is defined as the total number of edges connected to a

particular node in the network [2]. Thismeasure assigns a score (degree) to each node
in the network depending on the number of edges attached to it. In the real world,
popular personalities like politicians, actors and sports stars have a high degree of
centrality for those on the network. Social networks like Facebook and Twitter are
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confirming this, since more popular celebrities have more friends and followers in
their profiles. The following equation (3) is used to determining the degree centrality.

Dc(G) =
∑

vεG

|deg(v∗) − deg(v)|
|H | (3)

where H = (|v| − 1)(|v| − 2), and
v∗ = vertex with highest degree.
Once each centrality measure assigns its score to each network node, each score

must be chosen so that corresponding node with the same score as the source node
is used to spread the information across the network.

2.2 Rumor Spread Simulation

In order to analyze the rumor spread, first, we have to simulate the real scenario of
the rumor spreading. In our assumption, once node is infected, it will be in the same
state and will not be recovered. Several models are available to simulate the rumor
spread in networks [12]. However, susceptible infected (SI) model is the best suited
model for our assumptions mentioned above, because the state of infected node will
not change in this model. For this reason, we considered SI model for simulating the
rumor spreading.

SI model: The SI model was introduced in 1927 by Kermack. In this model, during
the diffusion, a node is allowed to change its status only from susceptible (S) to
infected (I). This model assumes that if, during the diffusion process, a susceptible
node comes into contact with an infected one, it becomes infected with probability
β: once a node becomes infected, it stays infected (the only transition allowed is S→
I) [12]. Further, during the simulation, each node can experience the two statuses
such as “0” for susceptible node and “1” for infected node [18].

2.3 Quantification of Rumor Spread

After simulation, the next step is quantification of the rumor spreading. In order to
quantify the spreading, the considerationmust be given to somemetrics. In this paper,
we considered two metrics to quantify the spreading; they are neighbor overage and
whole graph coverage. The quantification of these two metrics are useful to explore
how the rumors are spreading after the simulation by any diffusion model, and these
two metrics have been explained as follows.

Neighbor Coverage (NC): NC is one of the metrics to be addressed for assessing
the effects of change in the rumor source position. NC is a division between sum
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Fig. 2 A network example
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of the fraction of infected neighbors and the total number of infected nodes after a
particular iteration. We compute NC in each iteration by using the equation (4).

NCi =
k∑

i=1,n

(
Ii,n
N j,n

)

Ti,s
(4)

where,

NCi = neighbor coverage at i th iteration,

Ii,n = infected neighbors of node n at i th iteration,

N j,n = total neighbors of node n at j th iteration, and

Ti,s = total number of infected nodes after i th iteration.

Initially, NCi = 0 because we assume that only the root node is infected, but not
its neighbors at the first iteration, i.e., i = 0. Whenever i increases, the root node
infects its neighbors on the basis of the infection rate of the diffusion model. Infected
neighbors often infect their neighbors simultaneously by taking into account the
increase in i and the infection rate.

For example, consider a graph G(V, E) with five vertices and eight edges as
shown in Fig. 2, to analyze the effects on rumor spreading by position of source node
using the metric NC, where V is the set of vertices and E is the set of edges. Suppose
rumor spread starts from node 1, then only that node is infected for i = 0 as shown
in Fig. 3a, so NC0 = 0, because no neighbors are infected when i = 0 even though
it has three neighbors such as 2, 3 and 5. Further, source node starts infecting its
neighbors based in increment in i . In this example, as shown in Fig. 3b, source node
infects two of its neighbors 3 and 5 when i = 1. NC at each iteration is calculated as
following,

NC1 =
I1,1
N1,1

+ I1,3
N2,2

+ I1,5
N3,3

T2, 1
=

2
3 + 2

3 + 2
4

3
= 1.83

3
= 0.61 (5)

This process will continue and source node infects entire network when i = 3 as
shown in Fig. 3d, and the obtained NC values are, for i = 2, NC2 = 0.77 and for
i = 3, NC3 = 1. Rumors spread in a similar way in real-world networks such as
Facebook and Twitter; when the number of iterations increased, the coverage of the
network also increases as shown in Fig. 3.
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Fig. 3 Iteration wise infection

Whole graph coverage: This section quantifies the effects on rumor spreading by the
position of source node. Analysis is based on the metric whole graph coverage. This
metric measured in terms of number of iterations required to cover the whole graph
from a particular source node. To find the effects by position of source node, it is
needed to change the source node position every time and find the required iterations
from each position. As explained in Sect. 2.1, just change the centrality measure to
change the position of the source node, because if centrality measure changes, then
associated nodes which have the same centrality measure selected as source node,
which ultimately changes the position of source node.

In order to analyze the effects on rumor spreading using the metric whole graph
coverage, it is first important to find the centrality measures for each node in the net-
work. If the centrality measures have been found, sort all the values to find the mini-
mum, min-median, median, max-median andmaximum centrality’s. Now, assign the
related nodes to each of these five centrality’s. Many nodes are reported to have the
same centrality. Remember, for example, nodes 1, 2, 3 and 4 with the same degree
(degree centrality), i.e., 3 as shown in Fig. 1. The associated nodes are greater than
or equal to one for each centrality measure, i.e., (Cm : len(associated nodes) >= 1).
Now, from each centrality measure, we must consider each associated node as a
source node, and spread the rumor until it spreads the whole network. After the dis-
semination of rumor has been performed by each source node, count the amount of
iterations needed to propagate the whole network by each node of the each centrality
measure. The number of iterations taken by each node is noted to be different, since
each node is selected from different network positions. Furthermore, it is found that
the source node selected from the group of nodes with the highest centrality measure
takes less iterations for spreading the rumors across the entire network, whereas it
requires more iterations from other settings. Thus, the rumor spreading is affected
by changes in the position of source node from one environment to another.

2.4 Aggregation and Analysis

In this methodology, first, we have to fix the position of source node, for this find
the centrality scores like minimum, min-med, median, max-med and maximum etc.
Now, consider each score from these five and select associated nodes belong to
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those centrality measures, which give the difference between the position of selected
nodes. After fixing the position of source node, start the simulation using SI model
to spread the rumor over the network. Next, to quantify the rumor spread, we have
taken two metrics, namely neighbor coverage and whole graph coverage. Based on
the quantification of those two metrics, we analyze the effects on rumor spreading
by the position of source node.

3 Experimental Analysis

The following setup is needed in order to examine the effects on rumor spreading
via its source node position.

3.1 Experimental Setup

We considered various networks such as real-world networks like football network
(small-scale), Facebook network (medium-scale), and synthetic networks such as
Erdos-Renyi and Barabasi-Albert etc. for the metrics NC and whole network cover-
age. A set of Python language packages are used for designing, modifying, research-
ing, to use the network functions and to generate the synthetic networks. Those
packages are Networkx, NDlib, Json, pandas, matplotlib and numpy. The Networkx
is used to find centrality of each node in the network [6], and NDlib is for using the
diffusion models to spread the rumor [12, 18].

After computing scores for each centrality measure, it is important to consider
someof those scores fromeach centralitywhich represent thewhole network, because
if all the scores are considered for evaluation, then it is difficult to distinguish the
results from those. There are two options available for this, whichmake it easy to take
into account any amount of required scores from each centrality. They are median,
which gives the middle element of the set of elements given, and mean, which gives
the mean value of the set of elements given. Because multiple scores covering the
entire network need to be chosen, we allow the median to pick the various scores.
Next, find a minimum, maximum and then median of those two centrality levels.
The min-med, which is the median between minimal and median scores, and the
max-med, which is the median between median and maximum scores, etc., must
also be identified. The entire network is described by these five, such as minimal,
min-med, median, max-med and maximum scores for each centrality.

3.2 Dataset Details

The datasets used to evaluate the impact on the propagation of rumor are a small
network, a synthetic network and a real-world network as listed in Table1.
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Table 1 Dataset considered for the experiments

Network Nodes Edges Density

Football 115 613 0.0934

Facebook 1024 26,749 0.0511

Barabasi-Albert 20,000 119,965 0.0006

Erdos-Renyi 20,000 400,431 0.0020

• Small-scale networks: Consider the famous and real-world “American football”
network, which involves “American football games between Division IA colleges
during the regular season of Fall 2000.” The number of nodes and edges in the
football dataset is seen in Table1.

• Medium-scale networks: Many real-world datasets, such as Facebook and Twit-
ter, are publicly accessible on the Stanford Large Network collection [13]. Find
the Facebook network because this data collection consists of “circles” from Face-
book. In addition , the data collection comprises node functions, circles and ego
networks. This has been changed by replacing the internal Facebook ID for each
account with a new value [13]. For number of nodes and edges in each network,
see Table1.

• Synthetic networks: These networks are scale-free networks and both syn-
thetic networks such as Erdos-Renyi (ER) model [10] and Barabasi-Albert (BA)
model [1] are considered. The ER model [6, 10] is used to generate scale-free
networks of subjective degree distributions. This model spontaneously creates a
network of linked nodes. Each edge is integrated with a probability p graph that
is independent of any edge in the network. The BA model [1, 6] is used to build
scale-free networks by adopting the power law distribution. This network begins
with the underlying linked network nodes, where additional nodes are connected
to the network one at a time.

3.3 Result Analysis

It has been found that per each iteration neighbor coverage is maximum whenever
the source node belongs to the environment where the centrality measure of the
corresponding nodes is maximum. Figure4, illustrates the similar one, the neighbor
coverage of source node that belongs to the environment maximum centrality has
maximum coverage in each iteration compared to nodes from other centrality mea-
sures. Related findings were found for all centrality measures, such as betweenness,
closeness and degree centrality. Another important finding is the rumor spreading
from the environment with minimum centrality, which brings negative growth in
neighbor coverage after several iterations. As shown in Fig. 4, there is a negative
growth in neighbor coverage by source node picked from minimum centrality of
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Fig. 4 Effect of source node position on football network

betweenness and closeness. This is because in most of the scenarios, nodes with
lowest centrality have less number of neighbors.

The next metric is the whole graph coverage, though you can find the number
of iterations used to cover the whole graph. In this case, the source node takes
fewer iterations from the corresponding nodes with maximal centrality to infect the
whole graph. Otherwise, it takes more iterations to cover the whole graph. With the
exception of degree centrality, in Fig. 4, it takes fewer iterations to cover the entire
graph while the source node is from the highest centrality.

Experiments for metrics NC and whole graph coverage are implemented on dif-
ferent networks like Facebook, Barabasi-Albert and Erdos-Renyi etc. The metrics
NC and whole graph coverage give the similar results as shown in Figs. 5, 6 and 7. If
the source node is from the highest centrality, the neighbor coverage is greater, and
the number of iterations needed for the whole graph coverage are less.

4 Discussion

In our methodology, we used two metrics, such as NC and whole graph coverage,
to analyze the affects on rumor propagation by its source node location. Using Eq.
(4) to determine NC to find the coverage of contaminated neighbor nodes at each
iteration. It has been found that there is a discrepancy in NC’s per iteration that
is obtained by source nodes from different locations. That means changes in the
source node position often alter the NC per iteration. For this analysis, we used
different datasets, suppose source node is from the positionwhere it has themaximum
centrality measure; therefore, NC is maximum per iteration, whereas source node
from minimum centrality measure NC is less per iteration.
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Fig. 5 Effect of source node position on Facebook network

Fig. 6 Effect of source node position on Barabasi-Albert network

The second metric is whole graph coverage; it is used to determine the number
of iterations needed to disperse the rumor in the whole graph. We have taken the
number of iterations needed to cover the whole graph for this. These iterations are
different from different location for each source node chosen. Means, the location
of the source node shifts therefore changes the number of iterations needed to cover
the whole graph. Suppose the source node position is from the highest centrality, it
takes fewer number of iterations to spread the whole network relative to the lowest
centrality position of the source node.
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Fig. 7 Effect of source node position on Erdos-Renyi network

5 Conclusion and Future Direction

This paper proposes a methodology to analyze the effects of rumor dissemination
by its source location. By using both metrics, NC and whole graph coverage, we
measured these impacts. Significantly, the location of the source node influenced the
dissemination of rumor. Comparatively, both metrics NC and whole graph coverage
showed comparable findings that in any case, source node from the highest centrality
environment affects the network more rapidly. Thus, the rumor source location is an
important element in the dissemination of rumor. This research plays a crucial role
in understanding the affects of the source node position on the network from which
environment. Once the source node environment is identified, it is easy to identify
the rumor source in the network by applying source node identification techniques.
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