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1 Introduction

Industry 4.0 includes machine learning, big data analytics, sensors, RFID, Internet,
cyber-physical systems (CPS), mobile devices, camera, wireless network, cloud,
robotics, machine learning, and artificial intelligence (Fig. 1). With the introduction
of Industry 4.0, it has become possible to connect different machines connected
with sensors (CPS) used in manufacturing, over a wireless network, for interaction,
data sharing and independent decision making, without human intervention. The use
of Industry 4.0 in manufacturing would help in achieving operational excellence.
Figure 2 shows the different functions of a manufacturing company that can be
benefitted from Industry 4.0. Machine learning is a set of algorithms that are used
to automatically detect the hidden patterns in the given data set either for making
predictions or for making decisions under uncertainties [1]. Machine learning may
also be defined as exploring knowledge from a given data set for making future
decisions/predictions.

Machine learning is applicable in different domains, viz. manufacturing, agricul-
ture, food processing, pharma companies, space applications, etc. In this research
work, machine learning is studied as applied to manufacturing.

While modeling by machine learning technique, the given data set is sliced into
the training set and a test set. The training set is a portion of data used for training
the model. Whereas, the test set is a portion of data used for testing a model.

Supervised learning (S) is a type of training model where both input and output
are given to the model. Whereas, in unsupervised learning, the model is required to
identify the classes (output) by looking at the data (input) features.
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Fig. 1 Industry 4.0 technologies

Section 2 highlights how these technologies can be implemented in a manufac-
turing company for making it smart.

The objective of any manufacturing company is to transform raw materials into a
finished product in the most economical way possible. So that the company can sell
its products easily to its customers against the competition. Thus, a company sells its
product only if it can attract a customer amid competition. Attracting customers is
possible only if the product has better quality than the competitor and the price of the
product is reasonable. Manufacturing companies were using mass production-based
techniques to sell the product to the customer at a cheaper price than the competitor.
This sounds good if there is a huge demand for the product. However, the scenario is
changing nowadays. Today expectations are different for different customers. In this
scenario, manufacturing companies cannot manufacture products in bulk, using large
batch sizes, by mass production techniques. This scenario has compelled companies
to devise new methods for solving the problem.



Significance of Machine Learning in Industry 4.0 ... 173

Industry 4.0

Production

‘Vendor management

Fig. 2 Significance of Industry 4.0 in a manufacturing company

Additionally, manufacturing companies were storing large amounts of raw mate-
rials in the storeroom, for protecting themselves against the supply side variation.
That is, companies want to play safely in case of failure of suppliers from supplying
raw materials on time. As this will affect the manufacturing and subsequently the
customer. Companies used to maintain large amounts of inventory of raw materials.
Maintaining large amounts of inventory is costly and is very risky. Thus, companies
are expecting new ways of solving the problem.

Companies are also facing difficulty in producing consistent quality products over
some time. This may be due to multiple reasons. One of the significant reasons is the
lack of standardization.

The study also showed that there is a significant amount of waiting time for the
work-in-process. That is, the material had to wait for subsequent processing. This
involves a significant amount of space for storing work-in-process and would clutter
the workplace. However, companies have been regularly maintaining their machine
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tools. The total cost of maintenance is becoming very high. Companies are looking
for new ways of reducing the overall maintenance cost.

Many of the existing product inspection techniques in industries are post-process
in nature. That is, the product inspection is being done only after product manufac-
turing. This means that statistical quality-based sampling inspection is being done
for product quality testing. Sampling-based inspections are not foolproof, and there
are chances of accepting a defective product or rejecting a quality product. Thus,
there is a chance of defective products reaching the customer. When this happens,
this would result in customer dissatisfaction and will affect the company’s reputation.
Therefore, manufacturers are again looking for new ways of inspecting products to
achieve 100% inspection at the same time bring down the cost of the inspection.

An attempt has been made, in the above paragraphs, to highlight only a few prob-
lems being faced by manufacturing companies. Likewise, manufacturing companies
are being faced with a multitude of challenges. The manufacturers are looking for
new technologies, new techniques, and tools for addressing their problems. In this
context, the present study assumes special significance.

2 Literature Review

Many manufacturing companies are looking for solving their problems using Industry
4.0. Many researchers have been working on using Industry 4.0 for solving industry
problems. The following paragraphs try to explain how the different Industry 4.0
technologies, including machine learning, are being used in addressing the different
problems in manufacturing companies.

2.1 Maintenance of Machines

Cho et al. [2] have studied the milling process. They collected data about cutting
forces and the power consumed during the machine, by using sensors. They used
support vector (SVM) regression for identifying the tool breakage identification.
The method uses a supervised classification technique, for classifying the defects.
Saxena and Saad [3] had studied the health of a roller bearing. Data is collected by
using sensors. They proposed a technique that combines both genetic algorithms and
neural networks (NN) for feature selection and subsequent classification. Kankar
et al. [4] devised a scheme of using both NN and SVM for analyzing defects in ball
bearings. They have concluded that the method is feasible. The method again is a
supervisory classification technique. Azadeh et al. [5] have studied on performance
data of a centrifugal pump. They proposed a method that makes use of NN, GA,
and SVM techniques for defect classification. The method is based on the supervisor
learning technique. The authors claim that the method works even with corrupted
data of centrifugal pumps.
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Zhang et al. [6] designed a method which makes use of SVM and ant colony-
based supervisory methods for defect identification in roller bearings of a locomo-
tive. Li et al. [7] have proposed an ensemble learning technique based on machine
learning for tool wear classification. The authors have claimed very good accuracy
in classification. Bukkapatnam et al. [8] designed a supervisory-based technique for
the prediction of machine failures based on random forest technique. Authors have
claimed good accuracy in prediction. Alegeh et al. [9] have proposed a method for
maintenance prediction using the machine learning technique. The method is a super-
visory learning technique. The method is based on the K-nearest neighbor and SVM
method. Susto et al. [10] have applied machine learning in solving maintenance prob-
lems. The method gave a maintenance schedule for minimizing maintenance costs.
The method is based on a supervised learning technique. They had used KNN and
SVM for classification.

Wan et al. [11] proposed a technique based on NN for assessment of the remaining
life of different parts of machine tools. They proposed a preventive maintenance
method in a big data environment. Kuhnle et al. [12] proposed a method for reducing
maintenance cost and downtime. The method is based on the reinforcement learning
approach. The main advantage of this technique is that simulation has produced
complementary data in addition to the historical data obtained through sensors. Liu
et al. [13] have proposed a scheme for fault diagnostics for the FDM process, using
the machine learning method. They have used acoustic signals for data collection.

2.2 Product Quality Control

Kusiak and Kurasek [14] have studied the printed circuit board manufacturing
process. They proposed a technique for identifying and classification of defects. They
have successfully identified different types of solder defects by using the machine
learning (ML) technique. Specifically, they employed rough set technique for classi-
fying defects. They have also used data mining techniques for identifying the cause
of defects. Kim et al. [15] have worked in a semiconductor (wafer) manufacturing
company. They observed different types of defects and proposed a scheme for iden-
tifying different types of defects. They have used ML algorithms for the identifi-
cation and classification of defects related to wafers. They have achieved a very
high classification accuracy in classification. Figure 3 shows the types of inspection
systems.

Caydas et al. [16] have studied the CNC machining process. They tried to esti-
mate surface roughness in CNC machining using the SV technique. They had used
austenitic stainless steel as raw material for turning operation. They have success-
fully estimated surface roughness during the turning operation. The authors have also
used NN-based technique for comparison. They concluded that SV-based techniques
gave higher prediction accuracies. This technique is based on supervisor classifica-
tion. Ye et al. [17] have studied printed circuit board manufacturing. They have used
a combination of NN decision trees and SVM for identifying defects in the printed
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Fig. 3 Types of industrial inspection system

circuit board. This is a supervisor learning method. The method was successfully
used for estimating the dielectric thickness in the manufacturing of semiconductors.

Lenz et al. [18] have worked in the semiconductor industry and studied defects
and proposed a technique for defect identification. This is a supervised classification
technique. They have used a combination of NN decision trees and SVM for identi-
fying defects in wafer manufacturing. The authors have claimed high classification
rates. Tan et al. [19] have also proposed a technique based on supervised classifica-
tion technique for defect classification. The method makes use of an evolutionary
neural network for classification. Gao et al. [20] have studied metal manufacturing
companies. They proposed an unsupervised learning technique for the classification
of defects. The method uses a non-negative matrix factorization method. When the
different classes are not represented equally in a classification problem, it would
result in an imbalanced data set. Lee et al. [21] have studied different supervised-
based learning techniques for process fault detection and classification. Authors have
claimed that Random forests offer very good results, especially with the imbalanced
data set. Wang et al. [22] have used SVM for predicting quality in an abrasion-resistant
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manufacturing process. They have achieved good results. Ko et al. [23] have worked
on anomaly detection problems using machine learning and have claimed to have
got very good results. The authors have rightly identified the anomalies in different
machinery systems.

Tusar et al. [24] have proposed a supervisory technique that is based on machine
learning and decision tree for predicting the quality of machined components. Liu
et al. [25] proposed an unsupervised learning method for fault detection as well as
an isolation method. Kim et al. [26] have proposed a new scheme for identifying
defects. The method is based on the supervised learning method. They used die-cast
data set. They have shown that the decision tree-based technique works superior
to other types of classifiers. Khanzadeh et al. [27] designed algorithm based on
in supervised learning method. The method uses a self-organizing map for defect
detection. They studied additive manufacturing molten pool, and Manohar et al. [28]
have studied aircraft assembly. They proposed an unsupervised learning method
based on machine learning for defect identification by looking at the molten pool.
Zhu et al. [29] designed a supervised learning algorithm for identifying defects in
additive manufacturing.

2.3 Production Management

Shin et al. [30] have studied manufacturing systems for process control using a fuzzy
reinforcement learning algorithm. The method is a reinforcement learning algorithm.
The main characteristic of the method is that it can dynamically set goals. Garcia
Nieto et al. [31] designed a supervisory learning algorithm which uses SVM and NN
to control the manufacturing process of a paper mill. Wang et al. [22] designed a
prediction model for tool wear prediction in a manufacturing company. They claim
that they got high accuracy in tool wear prediction.

Maggipinto et al. [32] have designed a supervised learning algorithm using CNN
for manufacturing process control. Mezzogori et al. [33] have proposed a supervisory
learning-based technique for controlling the manufacturing process. The method uses
a deep learning-based neural network and regression model to predict the throughput
time after knowing current state of system. Authors have claimed higher prediction
accuracies.

2.4 Vendor Management

The following paragraphs highlight the significance of machine learning in vendor
management. Zan et al. [34] have proposed a supervisor-based learning method using
both CNN and NN for process control.
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2.5 Logistics

Logistics operation consists of different activities—delivering goods as per customer
requirement, receiving customer order, etc. Manufacturing companies are currently
facing many problems and in-efficiencies, concerning logistics and the companies
are exploring means for addressing them through Industry 4.0. Digitization through
Industry 4.0 has helped in reducing the carbon emission [35]. Industry 4.0 is also
helping in making the logistics more reliable [36].

3 Conclusion

With the advent of Industry 4.0, many industries including manufacturing have
attempted implementing machine learning for operational excellence and to meet
customer expectations. Current research work attempts to study the different
machine learning algorithms being proposed by many researchers for solving many
production-related problems/ or challenges. From the above paragraphs, it is clear
that there is an increase in the use of machine learning in the manufacturing sector.
It is also evident from the above paragraphs that a significant number of researchers
have implemented machine learning in addressing problems related to maintenance
and quality. Researchers have proposed algorithms for designing effective mainte-
nance strategies using machine learning. Researchers have also proposed techniques
for assessing the remaining useful life of a machine tool. However, the accuracy of
prediction requires improvement. Also, none of the papers reported the repeatability
of measurement machine learning-based systems to help a manufacturing organi-
zation in selecting the right maintenance policy for a given machine tool. Machine
learning algorithms are also widely used in automated product inspection. By using
machine learning, researchers have demonstrated that 100% product inspection are
possible in product inspection by making use of machine learning. Only 100% inspec-
tion techniques are capable of ensuring quality product reaching the customer. This
will also make the customer happy and will improve company’s reputation. This is a
significant contribution of machine learning in improving the productivity of manu-
facturing organization. Table 1 shows the problem areas that are to be addressed by
researchers.

However, many researchers have been contributing to defect identification and
classification. The accuracy and robustness of classification algorithms require
improvement. There is a huge need for designing and developing new and novel
techniques for defect detection and classification. It is also evident that the machine
learning algorithms are being applied in designing effective production schedules, to
determine the best route for manufacturing a given product, scheduling, dispatching,
and expediting activities. Many of the machine learning techniques proposed by
researchers are based on supervisory and un-supervisory learning techniques. The
least number of techniques was reported based on reinforcement learning techniques.
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Table 1 Directions for further research
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Area

Problems to be addressed

Remarks

Product quality assessment

Online quality assessment of
manufactured products in the
context of Industry 4.0

In-process quality assessment
of manufactured products in
the context of Industry 4.0

Inspection time reduction,
Improved and effective quality
metrics

Product quality assessment of
moving parts with fixed
orientation/random orientation

Design and development of
effective deblurring algorithms

Defect identification and
classification

Robustness, accuracy
improvement

Machine maintenance

To assess the remaining life of
components

To minimize the overall
maintenance cost

To select appropriate
maintenance policy for a given
machine/or material handling
equipment

To make use of the merits of
different
supervised/unsupervised/and
reinforcement learning
methods

To reduce the requirement of
data sets for training the neural
network

Assessment of maintenance
policy effectiveness

Accuracy and robustness in
prediction

Condition-based maintenance

Data mining and artificial
intelligence-based techniques
for prediction

Maintenance budget
performance estimation

Effectiveness of preventive
maintenance schedules

Reliability assessment and
productivity enhancement

Customer satisfaction
prediction using maintenance
policies

Vendor management

Vendor effectiveness
assessment

To improve effectiveness

(continued)
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Table 1 (continued)

Area Problems to be addressed Remarks

Integration of manufacturing
with vendor management for
achieving supply chain
excellence

Items tracking and inventory
management

Vendor selection/switching
effectiveness

Assessment of waste and
developing standards for
continuous improvement

Direct/or indirect integration
with customers

Production planning and Effectiveness of routing
production control prediction

Process capability assessment

Tool wear assessment and
predicting tool life in the
context of Industry 4.0

In-process material inspection
and integrating with vendor
assessment

Effectiveness of dispatching
methods

Machine selection for
performing machining of
components

Cutting tool selection and Robustness of prediction model
estimation of tool life

Reducing the number of trips
required by automated guided
vehicles

Supply chain Post-delivery customer support
or reverse logistics

To measure supply chain
leanness/or effectiveness

Assessment of supply chain
flexibility

Supplier—company relationship
assessment

Assessment of supply chain Through metrics

(continued)
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Table 1 (continued)

Area Problems to be addressed Remarks

Predicting customer
satisfaction of the company’s
supply chain

Enhance the effectiveness of
company’s supply chain

Measuring supply chain
volatility in terms of
misaligned corporate goals

Assessment of government
policy effect on supply chain
volatility

Supply lead time prediction Accuracy improvement

Assessment of reliability of
business processes

Thus, there is a need to explore the benefits of reinforcement learning techniques
in solving production-related problems. The least number of research works have
been reported, in literature, on vendor selection, vendor management, vendor assess-
ment area, integrating operations and procurement, designing the best supply chain
for a given organization, and designing effective logistics. Not much research work
is reported in the use of both simulation and machine learning-based systems for
improving operational productivity. With the advent of Industry 4.0, CPS is made
available. There is a huge potential for designing robust security infrastructure
for cyber-physical systems by making use of machine learning techniques. Also,
protecting CPS is a dynamic problem and it is very challenging. There is also a need
for identifying and classifying different types of intruders in the case of protecting
cyber-physical systems. One more requirement for protecting cyber-physical systems
is that the security application should be robust and foolproof.
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