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Abstract The power requirement throughout the world is continuously increasing
due to the technological development and change in human life. The unplanned uses
of the fossil fuel to fulfill the electric demand hampers the future resources that will
make resource threat for the future generation. Non-renewable energy sources are
the alternative of fossil fuel that increases the possibility of the microgrid (MG)
technology that not only reduces the excess pressure on fossil fuel but also produces
clean energy. The control of proper operation of the MG is essential for maintaining
stable voltage, current and power delivery. The stable profile of the performance
of MG may be greatly hampered due to the presence of load dynamics as well as
uncertainties that is responsible to damage the system. This chapter represents an
improved design of fuzzy logic control approach to regulate the stable and tracking
performance of the MG against different faults and uncertainties.
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List of Symbols
fs System frequency (Hz)
fo Base frequency (Hz)

Vs Location voltage (V)

Vi Base voltage (V)

P Active power (W)

Py Base active power (W)

(0] Reactive power (VAR)

Oy Base reactive power (VAR)

o Duty cycle

L, Inductance (H)

I Inductor current (A)

VL Inductor voltage (V)

sz Switching voltage (V)

Vdc DC source voltage (V)

Vg Grid voltage (V)

C, Capacitor (F)

I, Capacitor current (A)

V1.abe Three-phase terminal voltage (V)
1 1.abe Three-phase terminal current (A)
R; Terminal resistor (£2)

V abe Three-phase base voltage (V)
I+,dq Three-phase terminal current in dg frame (A)
Vg Three-phase terminal voltage in dg frame (V
List of Acronyms

CoS Case of system

DER Distributed energy resource

DG Distributed generation

DSC Distributed secondary control
ESS Energy storage system

FLC Fuzzy-logic controller

MG Microgrid

MIMO  Multi-input multi-output

PCC Point of common coupling
PFSRC  Parallel structure fractional repetitive control
PSO Particle swarm optimization

pu Per unit

PV Photovoltaic
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PWM Pulse width modulation

RE Renewable energy
VSC Voltage source converter
VSI Voltage source inverter

1 Introduction

Fossil fuels are the major choice for generating electricity that are the main cause of
the reduction of the fossil fuels as well as the tremendous growth of the greenhouse
gases that adversely effects the world environments [1, 2]. These greenhouse gases
have an adverse effect on our environment and health of the mass population. Again,
once these fossil fuels are finished, they are gone forever.

The procedure of electricity generation, distribution and transmission solely
depends on the economical, technical and environmental inducements, which are
known as common phenomena in the field of power generation unit. The larger
disconnection between the fuel production location and consumption area faces a
great challenge due to lack of proper transportation and transmission system [1].

The delivery of the proper power to any location by adjusting the use of fossil fuels,
the development of microgrids has been pursued [3-7]. Microgrids are a good means
to meet the consumer demand as they are able to supply power by disconnecting the
main grid during disturbances. Moreover, the dependency of the world on MG is
growing rapidly due to the higher reliability, sustainability, and utility and lower
required investment of microgrids [8—13].

Microgrid refers to the small scaled power grid that have its own loads and energy
sources and capable to combine and separate itself from the utility grid [1]. Itis used to
meet the increasing demand for the low-cost electric power. Electrification in remote
places and developing countries becomes easier by implementing microgrid [2].
To deliver necessary power to any particular location, the MG concept is emerged
including various load dynamics and micro sources functioning in islanded mode
which is considered as a single controllable system [2]. The MG concept has created
a revolutionary era when distributed generation unit captures the major focus. The
MG surrounds a wide variety of distributed energy resources (DER) to develop
distribution system of electric power at local downstream [3]. That is why, MG has
gained high demand in competitive energy trading market [4]. The idea of generating
power from the islanded MG plays an innovative role as electricity delivery system
from producers to consumers [5].
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1.1 Mode of Operation of Microgrid

The operation of MGs can be divided into two modes. One of them is called grid-
connected mode where there is a direct connection between utility grid and MG
and the whole performance of the MG can be directly maintained from the utility
grid. The connection between the utility grid and MG is termed as point of common
coupling (PCC).

Another type is called islanded mode in which the connection of the PCC is kept
open that is used in case of fault or disturbance. The main grid has no control over
the MG and the profile of the MG voltage or current may be easily hampered at the
presence of load dynamics or uncertainties. The control structure of grid-connected
and islanded MGs is quite different [12, 14].

1.2 Components of Microgrid

A microgrid generally comprises of some major components such as distributed
generation units (DG), loads, immediate storage, power conversion device, controller
and point of common coupling as shown in Fig. 1 [3, 4].

1.2.1 Distributed Generation Units

Power generation units are termed as DG units which are mainly renewable energy
(RE) sources such as wind, solar, water, biogas etc. RE sources come from nature and
these sources are not affected by use. Also, due to their availability, sustainability,
ease of use and connection with the MG, low cost and effect on the environment, the
use of these RE sources in power systems is growing [15—18]. The lack of the fossil

Solar
System

-
-
bl

R

\(“O

pup Anmn

Plant

Hydroelectric

Aergy Storage Power Filter

N
System Converter Transformer /4wy

=

Wind
Generation
PeOT JoWNSu0))

Fig. 1 Typical microgrid system
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fuels and easy maintenance of the RE accelerate the dependency of the people on
the RE sources and growing interest to make energy farm [19-23].

Standalone solar photovoltaic (PV) resource is used in MG plant to provide basic
electricity to the rural residents, even though AC power system is capable enough to
transfer efficient amount of voltage by carrying power from producer to consumer
with minimum line losses [11]. The disadvantage of wind-turbines and solar parks
is they fail to retain balanced position during the time of natural calamity and they
cannot compensate the losses [13]. The primary energy source of DG unit can be DC
or AC[12]. However, DC zones become more widely distributed and shared over time
among customers than AC zones [12]. DG resources must have the characteristics
of improved facilities, such as, service and safety reliability, better power supply
quality, greater energy efficiency by making use of accessible dissipate heat from
power propagation unit [12]. So, DG source will be determined in such a way where
major concern will be given to the energy management system to avoid any kind of
uncertainties [13].

1.2.2 Power Distribution System

Different types of power distribution system of MG such as DC power distribution
microgrid, AC power distribution microgrid and Hybrid DC and AC power distri-
bution microgrid are used to manage electricity demand from RE sources. Figure 2
shows different power distribution systems of MG.

The voltage source converter (VSC), voltage source inverter (VSI), DC/DC and
DC/AC converter are used for conversion between AC and DC as per needed by the
energy distribution system. Figure 2a represents the AC MG system whose whole
control structure is responsible to produce AC power. Large power generating, long
distance travelling and power transforming capability increase the popularity of the
AC MG [24].

The operation of most telecommunication system, industrial components as well
as many home appliances require DC power to maintain their operation which
increases the requirement of the DC MG as shown in Fig. 2b. The benefits of both
types of MG can be achieved from the AC-DC hybrid MG as shown in Fig. 2¢ that
efficiently regulate the feeder loss, voltage sag and voltage harmonic [24].

Energy storage system (ESS) is used to store the energy for further use. After
conversion, the voltage is needed to be stepped up or down as per required by the
loads. Step-up and step-down transformers are used for converting the voltage in
higher and lower ratings respectively. The loads get connected to the transformer for
consuming the electricity [24].

1.2.3 Power Conversion System

Most of the RE sources produces DC power while the loads require AC power to
operate that employs the implementation of voltage source converter, voltage source



Fig. 2 Power distribution

systems of microgrid a AC, DC Source DC Load

b DC and ¢ AC-DC hybrid L3
microgrid DC/AC AC/DC
AC x
Microgrid
(a)
AC Source AC Load
v
AC/DC DC/AC
—, DC
Microgrid
(b)
AC Source AC Load
AC-DC
Hybrid
Microgrid
(c)

inverter, DC/DC or AC/DC conversion system. Different types of transformer or
transformerless inverter with different modulation technique has been employed to
control the gate signal of the converter so that it can efficiently produce the AC power
and feed it to the load through filter [24].

1.2.4 Filter

The signal may be disturbed by different types of noise and disturbance that makes
the signal unstable. To stabilize the voltage and current, a proper filter design is
required. The parameter selection of this filter is very important to minimize the
higher frequency component from the signals [24].



A Robust Controller for Multilevel ... 7

1.3 Challenges of Controlling Microgrid

In islanded mode, the microgrid system needs to be operated separately from the
utility grid. Grid mode is converted into islanded mode at the presence of fault in the
transmission line and voltage collapse. Again, the prime mover of the islanded MG is
RE sources whose behavior are largely depended on the nature that is responsible for
voltage and power profile disturbance. So, the MG system is needed to have its own
voltage and power control system. Some technical challenges occur while controlling
the voltage of islanded MG. It seems that control and protection become the primary
challenge during operation of islanded microgrid [24-26]. The challenging sections
of an islanded microgrid are:

(1) As MG uses weather dependent energy sources, the generation of electricity
is challenging. Moreover, the design of a hybrid system becomes complicated
[10].

(2) Inislanded mode, the active and reactive power control become a problem in
controlling the MG. So, PQ control is an important consideration in MG [11].

(3) Voltage fluctuation control is another major issue in MG, which is caused due to
the non-uniform voltage output from RE sources [12]. The harmonics caused
by power electronics devices are also a prime cause of voltage fluctuations
[13,27].

(4) Addition of different load dynamics can cause unstable operation of an islanded
MG [14]. So, it is needed to control the operation under the application of
different load dynamics.

(5) Uncertainties and faults can degrade the performance of the MG which are
major issues in controlling the operation of the MG [28].

2 Control Approaches for Voltage Regulation of Islanded
Microgrid

There are different types of MG system having different generation units and archi-
tectures [3]. The MG is considered as a case of system (CoS) [18] and control
system should be applied to overcome the technical challenges which appear during
the operation of MG [19, 20]. Some significant controllers are described in the next
section.

2.1 Distributed Secondary Control (DSC)

DSC can be defined as the system where the control elements are distributed
throughout the system [21]. It is a system where an auxiliary control system is
established along with the primary control system, as shown in Fig. 3 where the DG
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units are separately controlled by primary control and secondary control afterwards.
After that the DG units are merged at the communication section. This ensures the
distribution of the DG units. The main features of this controller are [22, 23, 29]:

e Restoring capability of frequency; and
e Controlling the bus voltage and reactive power.

2.2 Droop Control

Commonly used method for controlling the generator’s frequency and voltage is
droop controller, as shown in Fig. 4, whose governing equations are [26, 30],

Energy
Source
+
VSI

L Y YY)

fs:fb+r11(P_Pb)
V5:Vb+rq(Q_Qb)

Lt
Ct

Micro-grid
Network

il

Fig. 4 Illustration of droop control

»
L

Power
Meter

Control Qref
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Top Level Node

Task a2 \\ Task

Fig. 5 Illustration of
hierarchical control

| Sensor | | Actuator | |Sensor/Actuat0r|

AcquisitionT Actionl AcquisitionT l Action

| Controlled System and Controlled Process

where f and f}, is the system and base frequency, P and Py, represents active and
base active power, V; and Vy, represents the voltage at the measurement location and
base voltage, Q and Q) is the reactive power and base reactive power.

Droop controllers are used to coordinate between different DG units. It provides
stabilized voltage and frequency output during disturbance in MG. Particle swarm
optimization (PSO), inverter output controller optimization, droop controller opti-
mization are some of the optimization techniques used to find the droop control
parameters. The major disadvantage of the control method is that it limits the power
sharing accuracy due to voltage deviation.

2.3 Hierarchical Control

Hierarchical control arranges the hardware and software hierarchically, as shown
in Fig. 5 that enhances the system’s bandwidth [31, 32]. The hierarchical control
scheme is more feasible. It is a multi-level control method.

2.4 Parallel Structure Fractional Repetitive Control (PSFRC)

PSFRC is a control scheme that gets the tracking error of the system, filters it ith
times with a finite of control gains, sums them and gives the best output, shown in
Fig. 6. From Fig. 6, Q; can be represented as [33],

ji2no

Qi=e

* Z—round(%)

where o is the correction factor, N is the ratio of sampling and fundamental frequency
andi < n.

The controller works in a parallel structure and the filter compensates the error
repetitively. The control scheme facilitates more flexibility and substantive selection
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Control .
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Control i _ .
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Fig. 6 Block diagram of parallel structure fractional repetitive controller

for different harmonics. Thus, the PSFRC scheme provides improved tracking accu-
racy for grid simulators. The controller is also faster, more flexible and more accurate
than the conventional repetitive control approach. Although the PSFRC gives the MG
system flexibility and faster output, the controller has not been tested for uncertainty,
fault occurrence and under different loads that are so much important for tracking
the performance of a MG [33].

3 Microgrid Modelling

Figure 7 represents the control structure of the single-phase islanded MG where the
switching action of the VSI can be represented as Vg, = (s) Vdc, which has impact
on the faster action of the MG. Large amount of noise is produced in the VSI side
that is diminished by implementing a LC filter. The voltage across the filter capacitor
is the grid voltage [26].

Figure 8a, b represents the control structure of three-phase MG with single- and
two-phase energy source. Distribution line connects the DG units and transformer

Fig. 7 Closed-loop control L~
strategy for single-phase MG
system with a single energy Energy L cl— . .
source Soirce :1: Ve I\/Il\;cro-gnd
— etwork
VSI I

T A 4
Reference
Current Proportional | Fuzzy Logic | , Voltage

Control Controller Controller
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Fig. 8 Closed-loop control strategy for a three-phase microgrid system with a single energy source
b three-phase microgrid systems with dual energy sources

in Y—A connection. The unidentified parameters create undesired noise and distur-
bances due to the load dynamics. The harmonics and oscillatory behavior may harm
the MG systems which is controlled by C, [34].

3.1 Voltage, Frequency, Current and Power Control Method

The system consists of one basic control structure based on fuzzy logic. First of
all, the activation of the current controller is activated for controlling the duty ratio
o of VSI by using pulse width modulation (PWM) that is responsible to enhance
the system’s response. The reference signal’s parameters are modified with the help
of the modulation index. The falsification of the parameters of the reference signal
and the modulated unstable state appeared from the carrier signal can be taken into
account by characterizing the modulation index [34-36].

The voltage controller finds the grid voltage error with the help of reference
voltage and produces an inductor current (/;) to generate duty ratio . The proper
regulation of the duty ratio is responsible to stabilize the MG performance against
different faults and uncertainties.
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3.2 Single-Phase MG Modelling

The inductor voltage V; can be calculated based on the single-phase MG as shown
in Fig. 7 as [34-36],

v, = LIE (D

where L, is the inductance and I is the inductor current. The inverter’s switching
voltage Vi (s) is given by,

Vo (8) =0¢ (5) Ve () 2)

where Vi (s) is the voltage of the DC source and « (s) € {—1, 1}.
Hence,

i, Vi, Ve -V,

= = =7 8 3
dr L, L, )
The Laplace transformation of these equation can be represented as,
Vi(s) = sLiIp(s) “)
And
1% Vew(s) — V,
I,(s) = L(s) _ sw () g(s) (5)

sL; sL;

And the voltage across the capacitor C; is the output or MG voltage V, that can
be given from Fig. 7 as,

av, 1. 1 i
S = Jr=—(I, =1 6
o =cl CZ(L ) ©6)

where I is the capacitor current having capacitance C;. For linear conversation,

& A4 B (7
-_— = X u
dt

y = Cx + Du (8
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1 [0 0 —f T
wherex:[L],yz ],A: . OL/ ,B= 8 ,C=[01],D=Oand

Ve

u = Vg. Then it can be written,

sl S (o] [ ]

and

3.3 Three-Phase MG Modelling

The mathematical representation of three-phase MG based on Fig. 8a can be given

as [34-36],
— d;_ b ~ =
Vt,abc = Lt (;ta © + Rtlt,abc + Vabe
And
Al R, - 1 - 1 -
(;ta e _L_ilt,abc + L_[Vt,abc - L_tVabc
Hence,
d‘7abc _ L\IJ
dr — Ct t,abc
The dq frame of these equations are,
Al e R - 1 - 1 -
Tq =—Jwoltdq — L_llt,dq + L—th,dq - L_t
And
ve . = 1=

—](,()(,qu + a [t,dq

dg

©))

(10)

(1)

(12)

13)
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By separating the d and q part, we can write,

d - - 1<
—Vai=w, — 14
dtVd qu-i-CtI;,d (14)
d - - 1 -
avq =—w,Vq+ alt,q (15)
S L N S (16)
Sy oy, M w, _
a t,d= L d L t.d t.q L td
L SRS S (17)
Sy 2 w, _ _
dr ha= L, 4 bl L, na L, ha

Now using (16) and (17), we consider G, (s) = C,(s] — A,,)‘l B, + D, where

0 w0 00
—wy 0 0 L 00 1000
A — Co |: B, = . C, = ;and D, =0
P 0 Ry TP O [0100} ’
tt 113 1
0 7w 0z

T

4 Controller Design

The nonlinear and uncertain behavior of the RE sources hamper the activities of MG.
With the change of environment such as, the direction and speed of wind flow, light
intensity, the presence of fog etc., the production of MG is greatly hampered with
the fluctuation of the voltage and frequency which requires a proper control design
to reduce these impacts.

4.1 Fuzzy-Logic Control

Fuzzy-logic control (FLC), proposed by Lotfi Zadeh in1965, is a rule based powerful
tool that can handle any complex problem. This control approach has the capability
to deal with the system whose behavior is unknown or ill-defined. Fuzzy logic takes
the available dates and controls the system based on the decision-making approach.
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4.1.1 Fundamentals of Fuzzy-Logic Control

The fuzzy-logic controller consists of main four part such as, fuzzification, rule-base,
interface mechanism, and defuzzification. Fuzzification is the process that makes the
system input acceptable for the controller. The system input may be some crisp or
algebraic value which is measured from sensors. This crisp input is converted into
fuzzy set by the fuzzification approach.

Rule-base is used to make different decision-making condition based on [IF-THEN
rule. A set of IF-THEN rules are constructed by the expert to deal with the system
behavior. The fuzzy input and the rules are fed into the interface mechanism to make
the decision based on the system and environment requirement. The mechanism finds
the matching percentage between the fuzzy input and rules provided by the expert
and produces fuzzy output to feed the system. The processed data of the controller
is fed to the practical system through the defuzzification process that converts the
fuzzy set into crisp or algebraic value.

4.1.2 Input Membership Functions for Single-Phase FLC

The first step of the FLC is to select the membership function of the input and output
of the system. For the single-phase MG, the input membership function has been
selected within the range [—500 3000] and triangular membership function has been
chosen for the fuzzy input and output where the centroid is used for defuzzification
process.

The chosen membership function of the fuzzy inputs has been shown in Fig. 9.
Eight membership functions have been considered for the input variables that are
labeled as LN = large negative; SP3 = small positive-3, SP2 = small positive-
2, SP1 = small positive-1, MP = medium positive, LP1 = large positive-1, LP2
= large positive-2, LP3 = large positive-3 respectively. These functions have the
following ranges,

LN [-500 —250 0];

SP3 [0 400 800];

SP2 [400 800 1200]

SP1 [800 1200 1600];

MP [1200 1600 2000];

LP1 [1600 2000 2400];
LP2 [2000 2400 2800]; and

Fig. 9 Input membership [ LN SP3 SP2 SPI MP LPI LP2LP3
functions for single-phase
MG based FLC T+

500 0 500 1000 1500 2000 2500 3000
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LN LP

Fig. 10 Output membership functions for single-phase MG based FLC

e LP3 [2400 2700 3000].

4.1.3 Output Membership Functions for Single-Phase FLC

In case of output variable, the membership functions have been chosen within the
range [—1 1] in which two triangular membership functions have been selected as,
LN = large negative and LP = large positive that is shown in Fig. 10. These functions
have the following ranges,

e NB[-0.5—-0.4 —0.3] and
e PB[0.8091].

4.1.4 Rule-Set and Rule Viewer for Single-Phase FL.C

The next step is to generate the [IF-THEN rule based on the input and output variables
to meet the requirements of the system. The generated rules between the input (IN)
and output (OUT) are given below whose value is represented in Fig. 11,

IN-1=0 OUT-1=0

JAN

|
|
I
/N

-500 3000

N 4 Pdd 4 4 el [d d

Fig. 11 Rule-set and rule viewer for single-phase MG based FLC
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IF (IN is LN) THEN (OUT is LN);
IF (IN is SP3) THEN (OUT is LP);
IF (IN is SP2) THEN (OUT is LP);
IF (IN is SP1) THEN (OUT is LP);
IF (IN is LP1) THEN (OUT is LP);
IF (IN is LP2) THEN (OUT is LP);
IF (IN is LP3) THEN (OUT is LP); and
IF (IN is LP1) THEN (OUT is LP).

4.1.5 Graphical User Interface of Three-Phase Fuzzy Controller Design

In case of three-phase MG as shown in Fig. 8 that is a MIMO (multi-input multi-
output) system, three triangular membership functions have been chosen for the
input variable of the three-phase MG system having range [—600 600]. Due to the
MIMO system, the three-phase MG has two input and two output. For the input
variables, similar membership functions of both the inputs have been selected that is
represented in Fig. 12. The three membership functions are chosen as S = small, M
= medium and L = large and their ranges are given below,

e S[-600 —450 —300];
e M [—300 0 300]; and
e L [300 450 600].

Similarly, three membership functions have been chosen for both output vari-
ables as S = small, M = medium and L = large within the range [—2 2] and the
corresponding values are given below as shown in the Fig. 13,

e S[-2-14-0.8];
e M[—-0.800.8]; and

e L[0.81.42].
Fig. 12 Membership S M L
functions for both IN-1 and T
IN-2 of three-phase MG 0.5t

0 } } t t t

-600 -400 -200 O 200 400 600
Fig. 13 Membership S M L
functions for both OUT-1 I
and OUT-2 of three-phase 0.5+
MG
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After completing the fuzzification of the input and output variables, a rule base
has been constructed to interface between the input and output variables. The rules

are selected as,

IF (IN-1 is S) THEN (OUT-1 is S);

IF (IN-1 is M) THEN (OUT-1 is M);

IF (IN-1 is L) THEN (OUT-1 is L);

IF (IN-2 is S) THEN (OUT-2 is S);

IF (IN-2 is M) THEN (OUT-2 is M); and
IF (IN-2 is L) THEN (OUT-2 is L).

Figure 14 exhibits the rule base of the FLC for three-phase MG. To test the
performance of the designed FLC, the inputs are taken as 0 and the outputs are taken
as 1.77e—17 that regulates the MG voltage at stable region based on the constructed

rule base.

IN-2=0 OUT-1=1.77e-17

OUT-2 =1.77e-17

|
|
5| ag

AN

o |

D)

-600 600 -600

Fig. 14 Rule view

Table 1 Single-phase MG
parameters

TTITIP
L

L

2
Parameter Magnitude
Voltage of the DC bus (Vdc) 300 V
Capacitive type filter (Cy) 15 x 10°F
Inductive type filter (L;) 2x 1073 H
Resistance type load (Ry) 045 Q@
Consumer type load (R) 40
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5 Performance Evaluation

The proficiency of the proposed controller with both single- and three-phase MG has
been investigated here with the help of MATLAB Simulation Software. Tables 1 and
2 represent the parameters for single- and three-phase islanded microgrid.

5.1 Performance Evaluation of the Single-Phase Islanded
Microgrid

The performance of the FLC based single- and three-phase MG has been investigated
based on the parameters listed in Tables 1 and 2 with load dynamics and uncertainties.
The performance has been investigated against different loads such as consumer load,
harmonic load, induction load, dynamic load as well as unknown load. Due to the
variation of the load, system performance has been changed that will hamper the
voltage, current and the power profile of the system.

Figures 15 and 16 show the simulation results for single-phase MG system for
current control against dynamic load, harmonic load, induction load and unknown
load respectively. The results have been collected without any fault condition where
closed-loop responses are quite similar to that of the open-loop responses. Dynamic,
harmonic, induction and unknown load provide closed-loop responses of 153 A, 15
A, 100 A and 100 A respectively.

Figures 17 and 18 show the simulation results for single-phase MG power control
against dynamic load, harmonic load, induction load and unknown load. The reactive
power is always at zero level. It means no generated power is at loss. Dynamic,

Table 2 Three-phase MG Parameter Magnitude

parameters
Voltage of the DC bus (Vqy) 2000 V
Voltage of the VSC 600 V
Voltage ratio of the transformer 8.28
Frequency of the PWM carrier 1980 Hz
Frequency of the system ( fo) 60 Hz
Resistance of the VSC filter (R;) 1.5 x 1073Q
Rated power of DG 3 x 10° VA
Inductance of the VSC filter (L;) 100 x 10~° H
Capacitance of the VSC filter (C;) 100 x 1072 F
Resistance type load (R) 433 Q
Capacitance type load (C) 100 x 1073 H
Inductance type load (L) 1 x1012F
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Fig. 15 Single-phase MG 150 F i —— Open-loop Response
response of current control — Closed-loop Response
for dynamic load 100
< sof]
S 0
=
© 50
-100
-150
0 0.02 0.04 0.06 0.08 0.1
Time (s)

harmonic, induction and unknown load provide active power responses of 1650 W,
95 W, 1500 W and 280 W respectively.

The voltage control of the single-phase MG under different load dynamics has
been investigated in Figs. 19 and 20. The load change is the responsible to fluctuate the
voltage profile of the open-loop system as shown in Figs. 19 and 20 that may hamper
the MG system and load completely or permanently. The regulation of the MG voltage
has been done by employing FLC controller that reduces the fluctuations of the
voltage and tracks the reference signal efficiently by maintaining desired frequency
and phase. Dynamic, harmonic, induction and unknown load provide closed-loop
responses of 300 V voltage respectively.

5.1.1 Performance of Single-Phase MG Against Dynamic Load

The stability and effectiveness of the MG largely depends on the characteristics of
the dynamic load. Dynamic load such as a current source having 50 MW active
and 25 MW reactive power has been connected with MG to investigate the voltage
and power profile. Due to the changing of the load, the system exhibits variable
voltage profile which disgraces the power and current stability. The effective control
of current, power and voltage are shown in Figs. 15, 17a and 19a, which prove the
robust performance of the proposed controller with high bandwidth and stability.

5.1.2 Performance of Single-Phase MG Against Harmonic Load

Computer, television, battery etc. are the examples of harmonic load which produce
undesirable harmonics in the MG voltage and current that are responsible for exces-
sive current flow in the system by making a complex current waveform. This excessive
current may produce overheating in the system and unsafe the nominal operation of
the MG. A third-order parallel harmonic load has been connected with MG having
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Fig. 16 Single-phase MG
responses of current control
for a harmonic load, b
induction load and ¢
unknown load
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Fig. 17 Single-phase MG
responses of power control
for a dynamic load and b
harmonic load
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7 A current source and 150 Hz frequency. Figures 16a, 17b and 19b present the
effective current, power and voltage control of the system using the controller that
ensures the effectiveness of the proposed controller.

5.1.3 Performance of Single-Phase MG Against Induction Load

Induction or asynchronous load such as induction motor may hamper the voltage,
current and power profile of the MG. An induction motor has been connected with
MG in parallel whose steady-state condition has been made zero by using dq frame.
The open-loop performances of the system are hampered while using this type of load
as shown in Figs. 16b, 18a and 19c. The closed-loop response of the Figs. 16b, 18a
and 19c ensure the high performance of the controller that enhances the robustness
and stability of MG against asynchronous load.
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Fig. 18 Single-phase MG
responses of power control
for a induction load and b
unknown load

Power [P (W), Q (VAR)]

Power [P (W), Q (VAR)]

1600
1400
1200
1000
800
600
400
200

300

200

100

23

T—r
i —Q
0 0.02 0.04 0.06 0.08 0.1
Time (s)
(a)
T—p
—Q
0 0.02 0.04 0.06 0.08 0.1
Time (s)
(b)

5.1.4 Performance of Single-Phase MG Against Unknown Load

The load which is not considered while modeling the system is known as unknown
load. The certain presence of the unknown load is responsible to change the system
parameters and deviate the system performance. An unknown load is connected
with the MG in parallel at 0.02 s which hampers the steady-state of the system
and generates undesirable peek in the performance profile. The proposed control
algorithm efficiently reduces the peeks and provides a stable performance of the
current, power and voltage as shown in Figs. 16¢, 18b and 20.
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Fig. 19 Single-phase MG 600 j —— Reference Voltage
responses of voltage control —— Open-loop Response
for a dynamic load, b 400 — Closed-loop Response
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Fig. 20 Single-phase MG 500 ——Reference Voltage
response of voltage control 200 —— Open-loop Response
for unknown load = Closed-loop Response
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2
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o
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5.2 Fault Condition Analysis of Single-Phase MG

To analysis the robust performance of the designed FLC, a mimic environment of
the fault has been created on the system and investigates its performance under
different loads. The fault has been established in the system between t = 0.03 and
0.05 s. During the fault, the system exhibits distorted signal as shown in Figs. 21 and
22 that analyze the simulation results for single-phase MG current control against
different loads. The closed-loop responses have shown high tracking performance
with respect to reference signal. Dynamic, harmonic, induction and unknown load
provide closed-loop responses of 500 A current respectively.

The power analysis of Figs. 23 and 24 are used to ensure the robust performance
of the FLC. During the fault, the active power is reduced that is regained its peak
value within a short period of time. The reactive power is always zero just like
the previous ones. Dynamic, harmonic, induction and unknown load provide active
power of 2000 W, 1600 W, 1900 W, 1950 W, respectively.

Figures 25 and 26 show that the open-loop voltage of the single-phase MG is
largely distorted during the fault condition that may hamper the load and system
permanently or partially. The restoration of the MG voltage is essential within a
short period of time for a safe and stable operation of the power system. The closed-
loop response of the Figs. 25 and 26 efficiently tracks the reference signal with same
frequency and phase that ensures higher tracking and robust performance of the
proposed fuzzy-logic controller.

5.3 Performance Investigation of Three-Phase MG

This section has been used to analysis the performance of the three-phase islanded
MG against different load dynamics and uncertainties to validate the performance of
the proposed control structure. The output results have been shown as per unit (pu)
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Fig. 21 Single-phase MG
fault condition responses of
current control for a dynamic
load and b harmonic load

S. A. Dola et al.
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though the phase-to-phase nominal voltage has been set to 600 V. To investigate the
performance of the three-phase MG, different loading conditions such as balanced
load, consumer load, nonlinear load and unknown load have been used.

5.3.1 Performance Investigation of Three-Phase MG Against Balanced

Load

A three-phase balanced load is one whose load impedance and phase angle are equal
in each phase. To construct a three-phase balanced load, a resistive load having 3 kW
active power and 60 V phase-phase voltage is considered that is connected with
the system from 0.3 to 0.31 s to analyze the current, power and voltage profile of
the three-phase MG. At this time the performance of the three-phase MG is greatly
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Fig. 22 Single-phase MG 500 F
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hampered which is regulated properly by the proposed controller as shown in Figs. 27
and 28 that ensure the high performance of the system.

5.3.2 Performance Investigation of Three-phase MG against Consumer
Load

The increase of the energy source rises the control parameter of three-phase MG
that makes it difficult to control as compared to single-phase MG. The efficiency
of the proposed controller against consumer load is shown in Fig. 29 with d and ¢
frame voltage 0.81 and 0.59 pu respectively which ensure the high performance of
the proposed controller.
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Fig. 23 Single-phase MG
fault condition responses of
power control for a dynamic
load, b harmonic load and ¢
induction load
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Fig. 24 Single-phase MG P T T T
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5.3.3 Performance Investigation of Three-Phase MG Against Nonlinear
Load

Electronic lighting, input from the rectifier etc. are the examples of nonlinear load
that is responsible to produce third-order harmonic current and voltage in the system
and increase the neutral current. This excessive current is responsible for heat gener-
ation in the system that may damage the load and power system. To investigate
the performance of the designed FLC, a diode rectifier having six pulse is used as
nonlinear load which is attached to the system from 0.35 to 0.36 s. The insertion of
the nonlinear load into the system is responsible to produce undesirable noise in the
system which is diminished by the proposed controller, shown in Figs. 30 and 31.
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Fig. 26 Single-phase MG
fault condition responses of
voltage control for a
harmonic load, b induction
load and ¢ unknown load
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Fig. 27 Control of
three-phase MG current
under balance load

Fig. 28 Control of
three-phase MG a power and
b voltage under balance load
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Fig. 29 Control of
three-phase MG a current b
power and ¢ voltage under
consumer load
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Fig. 30 Control of 2 F ' —— Load Current for Phase a
three-phase MG a current —— Load Current for Phase b
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Fig. 32 Control of —— Load Current for Phase a
three-phase MG current = Load Current for Phase b
under unknown load Load Current for Phase ¢
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5.3.4 Performance Investigation of Three-Phase MG Against Unknown
Load

A three-phase unknown load having RLC and switch whose function is to regulate
the load after a fixed time such as 0.5 s is connected with three-phase MG. Figures 32
and 33 have been investigated to have the adverse effect of the current, power and
voltage of the system against unknown load. The closed-loop performance of the
Figs. 32 and 33 ensure the efficient and high performance of the proposed controller.

5.4 Fault Condition Analysis of Three-Phase System

The robustness analysis of the designed FLC controller is ensured by investigating
the fault impact on the three-phase MG. The proper control of the MG current at the
presence of fault has been analyzed in Figs. 34 and 35. The output results have been
shown as per unit (pu) though the phase-to-phase nominal voltage has been set to
600 V. This zoom view of the simulation results declare that current is controlling
perfectly as all the three-phases are within value 1 (pu) but during the fault occurrence
the current gets higher from 0.36 to 0.38 s and restores the current profile within a
short period of time.

Figures 36 and 37 have been investigated for the power control of the three-phase
MG at the presence of fault against different loads such as balance load, consumer
load, nonlinear load and unknown load. The reactive power is no more at the level
zero. Therefore, some power loss occurred here for the three-phase systems. The
active power is 1.5 according to the per unit calculation but during the fault condition
power gets higher as the current rises.

Figures 38 and 39 analyzed the three-phase MG voltage control for having
different load with fault condition. The output results have been shown as per unit
(pu) though the phase-to-phase nominal voltage has been set to 600 V. This zoom
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Fig. 33 Control of 3 T T - . P
three-phase MG a power and
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view of the simulation results declare that current is controlling perfectly as all the
three-phases are within value 1 (pu) but during the fault condition voltage gets zero
as there remains no voltage difference between the source and grid voltage.

5.5 Performance of Multi-level Generation Units

The system design and control complexity will increase with the increasing number
of DG unit connected with the power system due to the increased parameters. The
effectiveness of the designed FLC controller has been examined in this section in
case of multi-level generation system having generation unit DG1 and DG2 against
balance load, consumer load, nonlinear load and unknown load. The current profile of
the multi-level generation system as shown in Figs. 40 and 41 which ensures that the
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Fig. 35 Three-phase fault
condition response of current
control for unknown load
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Fig. 37 Three-phase fault 7 = P
condition responses of power ol
control for a nonlinear load Q
and b unknown load 5t g
=
& 4r E
5]
2 3 1
o
f-ut
2 - -
] - -
0
1o 0.1 0.2 0.3 0.4 0.5 0.6
Time (s)
(a)
30 P
25 Q 1 -
20 1 1

Power (pu)
v

10 ¢ 1
5 - B
o L=
0 0.1 0.2 0.3 0.4 0.5 0.6
Time (s)
(b)

proposed controller efficiently regulates the closed-loop performance against load
dynamics and maintains a reliable and stable operation of the system.

The phase-to-phase nominal voltage has been set to 600 V. The regulation of MG
active and reactive power as well as MG voltage as shown in Figs. 42, 43, 44 and
45 shows the higher effectiveness and stable performance of the proposed control
algorithm.

6 Conclusion

The thrust of electricity throughout the world can be overcome with the proper
implementation of MG. The higher demand of electricity increases the DG units
that not only increases the control parameters but also reduces the stability of the
MG by increasing its complexity. Again, different noise and harmonics may be
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Fig. 39 Three-phase fault 5 T
condition response of voltage
control for unknown load
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produced in the system at the presence of any fault or uncertainty. The adverse effect
of these disturbance has been overcome by designing a robust FLC controller that
regulates the frequency, power as well as voltage and current of both single and
three-phase MG. Different loads have produced different effect on the performance
of MG which is enabled to unstabilize the nominal operation of MG. The proposed
controller efficiently minimizes these adverse effects and exhibits high tracking and
robust performance for both single and three-phase MG.
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Fig. 41 Three-phase
responses for multi-level
generation unit of current
control for a consumer load,
b nonlinear load and ¢
unknown load
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Fig. 42 Three-phase
multi-level distributed
generation responses of
power control for a balance
load, b consumer load and ¢
nonlinear load
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Fig. 43 Three-phase
multi-level distributed
generation response of power
control for unknown load

Fig. 44 Three-phase
multi-level distributed
generation responses of
voltage control for a balance
load and b consumer load
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Multi-source Microgrid Frequency )
Stability Control Using Learning-Based L
Technology

Chaoxu Mu, Yong Zhang, Weiqiang Liu, and Wei Xu

Abstract Due to stochastic power generations and uncertainties, the high penetra-
tion rate of renewable energy makes frequency control very difficult. Therefore, for
the photovoltaic (PV)-integrated multi-source microgrid, the load frequency control
(LFC) problem is investigated. A learning-based frequency control strategy is devel-
oped including thermal controller, hydro controller, and auxiliary power controller
when the power mismatches occur. The proportion-integral (PI) controller are used
for thermal and hydro generation, and auxiliary power controller is designed based
on Adaptive dynamic programming (ADP) to improve the adaptability. With the
maximal PV power, the auxiliary power controller regulates the PV power to realize
the frequency regulation or to be stored by charging electric vehicles (EVs). For
the studied benchmark microgrid, several numerical cases are applied to verify the
proposed control strategy, which demonstrates the superiority for stabilizing the
frequency and fully using solar energy. Further, a model-based intelligent frequency
control strategy is designed to adjust the power outputs of micro-turbine and energy
storage system (ESS) in the expansion and prospect, which is no longer an auxiliary
control strategy.

Keywords Microgrid - Load frequency control - Photovoltaic power - Neural
network + Adaptive dynamic programming
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APy
AP,

External resistance (£2)

Current of PV module (A)

Output current (A)

Output voltage (V)

Reverse saturation current of diode (A)
Boltzmann constant

Temperature (°C)

Electronic charge of an electron

Diode ideality factor

Open-circuit voltage (V)

MPP output voltage (V)

MPP output current (A)

Short-circuit current (A)

Maximum power of PV module (W)
Distribution coefficients

Thermal control signal

Hydro control signal

PV control signal

EV control signal

Frequency deviation (Hz)

Power mismatch from load change (p.u.)

Power mismatch from PV power generation (p.u.)
Output power change of EV aggregator (p.u.)
Output power change of hydro generation (p.u.)
Output power change of thermal generation (p.u.)
Governor position change of hydro generation
Governor position change of thermal generation
Changing/discharging coefficient

Microgrid gain

Steam turbine reheat constant

Number of EVs in a EV aggregator

Speed regulation coefficient of hydro generation
Speed regulation coefficient of thermal generation
Steam turbine time constant

Time constant of EV

Reset time of hydro turbine speed governor
Time constant of microgrid
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Time constant of hydro turbine speed governor transient droop

Steam turbine reheat time constant
Time constant of speed governor
Cost function

Utility function

State vector

Discount factor

Adaptive power control signal
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Xa Input vectors of action networks

X Input vectors of critic networks

W Activation function

lesla Number of neurons in the input-layer of critic/action network
/T, Number of neurons in the hidden-layer of critic/action network
wy} Jwi! Weights in input-to-hidden layer of critic/action network
w;fz / wjfz Weights in hidden-to-output layer of critic/action network
qi/4q§ Output of jth hidden-layer neuron of critic/action network
p;/ps Input of jth hidden-layer neuron of critic/action network
E./E, Approximate error of critic/action network

r Reinforcement learning signal

o.M Positive definite matrixes with proper dimensions

AclAq Learning rate of critic/action network

U Maximum value of PV reserve power

F Performance index

AP Output power change of micro-turbine (p.u.)

AP Governor position change of micro-turbine (p.u.)

APess Output power change of ESS (p.u.)

Tng Time constant of micro-turbine governor

T mt Time constant of micro-turbine

T oss Time constant of ESS

Omg Uncertain parameter of micro-turbine governor

R Speed regulation coefficient of micro-turbine

Umg Control signal of micro-turbine

Uess Control signal of ESS

01,0, Positive constants designed in the cost function

2. Admissible control set

Essl Electrical changes of ESS due to frequency control (p.u.)
Ess2 Electrical changes of ESS due to PV power dispatch (p.u.)
Soc® Initial electrical energy of ESS (p.u.h)

Soc™/Soc  Lower/upper bound of SOC (p.u.h)

AP /APM  Lower/upper bound of ESS power output (p.u.)

B Charging/discharging coefficient of ESS

Bias Power deviation of load demands and PV

D Regulation coefficient
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AC Alternating current

ADP Adaptive dynamic programming
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ESS Energy storage system

EVs Electric vehicles

GRC Generation rate constraint
HIB Hamiltonian-Jacobi-Bellman
Hz Hertz

LFC Load frequency control

MPP Maximum power point
MPPT Maximum power point tracker
PI Proportion-integral

PID Proportion-integral-derivative
PV Photovoltaic

PWM Pulse width modulation

SMC Sliding mode control

SOoC State of charge

A% Voltage

V2G Vehicle-to-grid

1 Introduction

In the past few decades, smart grids have rapidly developed and renewable energies
have been widely incorporated into the microgrid. In particular, solar energy, as a
clean and abundant renewable energy, has attached much attention of many research
communities and power industries [1, 2]. However, the available solar energy should
be fully used due to the high cost of infrastructure construction [3]. As the photo-
voltaic (PV) maximum power is easily affected by solar insulation and temperature,
itusually requires the PV power generation to track the maximum power point (MPP)
[4-9]. PV power generation is very sensitive to weather conditions, and even fluc-
tuates greatly in cloudy days [10-12]. For microgrid, when integrating renewable
energy such as PV power generation, there is always power mismatch and random
uncertainty.

Although renewable energy has the advantages of low pollution and large reserves,
but stochastic and intermittent power generation may cause system instability [13,
14]. For example, PV power varies with weather conditions rather than a constant
value, and frequency oscillation would occur as the PV power is injected into the
power grid. By using vehicle-to-grid (V2G) technique, EVs have been integrated
into the microgrid which can be considered as the mobile energy storage devices
and controllable loads [15-17]. EVs can provide power by discharging, or absorb
power from generation through charging, which has been widely integrated into the
microgrid. The frequency stability is an indispensable factor for the transient stability
of microgrid [18]. Therefore, the security of microgrid cannot be guaranteed when
the frequency deviation is not stabilized in time. Thus, the frequency regulation is
necessary when the power mismatches occur, especially for a multi-source microgrid.



Multi-source Microgrid Frequency Stability ... 51

Without considering generator dynamics, a linear model near the operation point
is usually applied to the power system [19]. The purpose of frequency regulation is
to maintain the frequency convergence in a specified range, and many load frequency
control (LFC) methods have been consulted to deal with this problem. For example,
the traditional proportion-integral-derivative (PID) control is the earliest used method
[20]. After the offline tuning of parameters, the PID controller can have good perfor-
mance around the designed operating point [21, 22]. In addition, several advanced
control methods have also been applied, such as sliding mode control (SMC) [23—
25], fuzzy logic control [26-29], robust control [30], intelligent control [31], and
so on. Although these controls can reduce the frequency oscillation in some decent,
considering the randomness and diversity of load and power generation in the micro-
grid, it is still an open problem to propose a frequency strategy which is able to deal
with more randomness of modern microgrid.

To enhance the adaptivity of frequency regulation for the multi-source microgrid,
adaptive dynamic programming (ADP) method has been developed to get the approx-
imate solution for solving optimal control problem, which can be implemented by
neural networks [32-34]. This method has been widely used in many fields, such as
manipulators [35], spacecrafts [36], quadrotors [37], games [38], navigations [39],
as well as in the power systems [40—46]. For example, in [40], the action dependent
heuristic dynamic programming was used for the static compensator controller design
in a multimachine microgrid. The decentralized control of large-scale power system
using ADP method has been studied in [41]. Compared with PID and fuzzy logic
control, ADP has an advantage in the optimality and adaptability of the algorithm.
This is particularly prominent in dealing with uncertainties, such as the uncertain PV
power generation, and it is also the motivation for us to use this method.

At the same time, model parameters such as governor time constant may fluctuate
in a small range of nominal values during microgrid operation [47, 48]. The stochastic
uncertainties may bring frequency fluctuations for the microgrid [49, 50]. In order
to adjust the stochastic uncertainty more effectively, some energy storage devices
may be needed, such as energy storage system (ESS), electric vehicles (EVs), etc.
[51]. The ESS has excellent charging and discharging performance, which can be
applied to improve the controllability and flexibility. Many ESSs have been studied in
recent years, such as flywheel ESS [52], battery energy storage station [53-55], and
electrolyzer/fuel cell hybrid system [56, 57]. Besides, the state of charge (SOC)
is necessary to be regarded as the constraints [58—61]. Therefore, an expansion
and prospect is added in this chapter. A model-based intelligent frequency control
strategy is designed to adjust the power outputs of micro-turbine and energy storage
system (ESS). The stochastic PV power generation, generation rate constraint (GRC)
and parameter uncertainties, SOC constraints and ESS power constraints have been
considered. Meanwhile, a regulation strategy is proposed for the full utilization of
ESS and PV power generation, where the recycling of ESS can be realized. It is
worth noting that due to the use of model information, the model-based strategy is
completely based on the ADP method but not an auxiliary control strategy, which
has much different to the previous works [25, 41, 62].
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Based on the aforementioned discussions, a learning-based multi-source
frequency control strategy including thermal controller, hydro controller, and power
controller is designed for the frequency regulation of a multi-source microgrid
composed of reheat-turbine thermal generation, hydro generation, PV system and
EVs. It is noted that the three controllers are separately designed and are used to cope
with the frequency oscillations simultaneously. The maximum PV power generation
is obtained based on the mathematical PV model, and a benchmark multi-source
microgrid system with the connection of PV power and EV aggregator is formu-
lated. The multi-source frequency control strategy is composed of thermal controller
and hydro controller based on the PI control, and the power controller is designed by
using an ADP auxiliary controller to deal with the uncertain PV power generation.
The power controller is adopted for managing the PV reserve power and regulating
the charging and discharging power of EV aggregator to improve the utilization
of solar energy, and the LFC problem under different PV generation scenarios is
discussed in detail with comparative case analysis. In the expansion and prospect, a
model-based intelligent frequency control strategy is developed to regulate the power
output of micro-turbine and ESS, which is completely based on the ADP but not an
auxiliary control strategy.

The rest of this chapter is organized as the following sections. In Sect. 2, the
studied multi-source microgrid system and the associated mathematical models are
introduced. In Sect. 3, three controllers are presented to deal with the frequency oscil-
lations. Section 4 carried out the benchmark microgrid to verify the proposed control
strategy in the simulation. For the microgrid with stochastic model uncertainties, a
model-based intelligent frequency control strategy is developed in the expansion and
prospect in Sect. 5. Some conclusions are given in Sect. 6.

2 Multi-source Benchmark Microgrid

2.1 The Mathematical Model of PV Module

The PV module is made up of semiconductor materials that directly converts the
solar irradiance into electrical energy. Figure 1 shows the equivalent circuit of PV
module, which is composed of reverse diode, series resistance Ry, parallel resistance
Ry, current source I, and external resistance R.

Iy is the generated current of PV module under the given solar radiation and
temperature. I,y and U, are the output current and voltage, respectively, which can
be calculated by

Uy + Ly R, Upv + IRy
Iy = Iph — Ia {GXP(%) - 1:| - (pR—h)’ (1a)
S.

Upv = IpvRs (lb)
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Ropva

Fig. 1 Equivalent circuit of PV module

where /4 is defined as the reverse saturation current of diode, g represents electronic
charge of an electron, A is the diode ideality factor, K is the Boltzmann constant, and
T is the temperature.

To simplify this model, we do the following simplification. Because R; is very
small, and Ry, is far greater than Ry, 0 (Upy + I,yRs)/Rg in (1a) can be ignored. Let
the short-circuit current /p, be equal to /.. Then (1a) can be simplified as follows

Iy = 150{1 —al[exp<a(2]5/ ) - 1“ (2)

where U is open-circuit voltage. oy and o5 can be expressed as

In Un
=(1-2 - , 3
. ( Isc>exp( Ol2(Jo<:> ( a)
o = —1)/mf1-2), (3b)
’ <Uoc / I

where Uy, is the output voltage and 7, is the output current when system works at
the MPP of PV module. Then the output power can be calculated as

Upy
Py (Up) = UPVISC{I — al[exp<a2(pjoc> - 1} } 4)

Therefore, Eqgs. (2)—(4) are used to simulate generation process of PV module.
When the temperature T = 25 °C, under different irradiance, Fig. 2 displays the output
characteristic curves of PV module. It can be observed that when the temperature
is constant, as the radiation decreases, the maximum power of PV module P;‘V, the
short-circuit current /. and the open-circuit voltage U, are reduced. However, ideal
conditions may not exist, so in this Chapter, the frequency response of different
PV generation scenarios including constant, decreasing and uncertain PV power is
investigated in the case analysis.
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Fig. 2 Output characteristics of PV module

2.2 PV-Integrated Microgrid Description

The studied PV-integrated multi-source microgrid is a single area system containing
reheat-turbine thermal generation, hydro generation, PV system, equivalent governor,
EV aggregator and loads, and other electrical components. The model of reheat-
turbine thermal generation and hydrogeneration can refer to [63]. In this section, the
multi-source off-grid benchmark microgrid is investigated, which is shown in Fig. 3.
The notations in Fig. 3 can be referred to Table 1.
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Fig. 3 Schematic diagram of the PV-integrated microgrid

Table 1 Notations in the
PV-integrated microgrid

Variables Meaning of notations

Af Frequency deviation

APy Power mismatch from load change

AP, Output power change of EV aggregator

APy Output power change of hydro generation

AP Output power change of thermal generation

AXpg Governor position change of hydro generation

AXig Governor position change of thermal generation

K, Changing/discharging coefficient

K, Microgrid gain

K Steam turbine reheat constant

Ne Number of EVs in a EV aggregator

Ry Speed regulation coefficient of hydro generation

R Speed regulation coefficient of thermal generation

T; Steam turbine time constant

T. Time constant of EV

Thg Reset time of hydro turbine speed governor

Ty Time constant of microgrid

Tih Time constant of hydro turbine speed governor
transient droop

T; Steam turbine reheat time constant

Ty

Time constant of speed governor
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Furthermore, §1, §, and §3 are the distribution coefficients of frequency deviations
which are defined for the thermal controller, hydro controller and power controller,
respectively, and the sum of three distribution coefficients equals to 1. u;, up, up, and
u. are control laws of different controllers to restrain the frequency deviation.

Compared with the traditional microgrid, the benchmark system in Fig. 3 is inte-
grated PV system and EV aggregator. When the microgrid is stable, we inject most
of the PV power generation in microgrid, and the rest PV reserve power is stored in
the EV aggregator. When the frequency fluctuations occur, thermal controller, hydro
controller, and power controller according to the measured frequency and distribu-
tion factor to generate appropriate control signals, so that the frequency deviation
can be adjusted quickly and effectively.

3 Frequency Control Strategy for Multi-source Microgrid

In this Section, reheat-turbine thermal generation, hydro generation, PV system and
EV aggregator all participate into frequency regulation. Thermal controller and hydro
controller are used to adjust reheat-turbine thermal generation and hydro generation,
respectively. Based on the collected microgrid data, power controller is adopted for
managing the PV reserve power and regulating the charging and discharging power
of EV aggregator. Considering that PV system and EVs are faster response than
reheat-turbine thermal generation and hydro generation for the power mismatch, the
distribution coefficient §3 should be much larger than 8, and §,. In addition, three
controllers are designed separately and are used to deal with the frequency deviation
at the same time.

3.1 Thermal Controller and Hydro Controller

In the studied microgrid, the reheat-turbine thermal generation and hydro generation
are two important power generations, so it is necessary to regulate their output power
for reducing the power mismatches. In this Section, both thermal controller and hydro
controller are designed by the PI control method for highlighting the role of power
controller.

In the proposed strategy, PI controller is used for thermal and hydro control. On
the one hand, PI control is a relatively mature and simple method, and there are
many work foundations, such as [20-22]. From the perspective of application, this
is conducive to engineers’ understanding and recognition of the proposed method.
On the other hand, the application of relatively complex control methods will not be
conducive to highlight the advantages caused by which factors.
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3.2 Adaptive Learning Design of Power Controller Based
on ADP

To improve PV energy efficiency and eliminate frequency fluctuation, the power
controller is proposed to manage the power output of PV system and control the
charging or discharging of the EVs. Since an EV only can charge the limited power,
so a great number of EVs are controlled as the EV aggregators. Then, the power
controller gives the control signal to the pulse width modulation (PWM) to generate
a suitable PV reserve power output, and provides a control signal to charge and
discharge of EV aggregator. Considering the PV power integration and load distur-
bances, a controller with strong adaptive ability is needed. In addition to the PI
controller, an ADP auxiliary controller is contained in the power controller design
by using ADP-based auxiliary control approach.

In the ADP-based auxiliary control approach, the frequency deviations of multiple
time instants and the auxiliary control signal will be used to construct the cost
function. Based on the reinforcement learning mechanism, through the interaction
between the microgrid and the network environment, the goal is to minimize the cost
function, corresponding to the physical system, that is, to minimize the frequency
fluctuation. Through iterative learning, the approximate optimal control strategy will
be obtained. Therefore, under this proposed strategy, the frequency fluctuation of
microgrid can be suppressed and the stability will be improved.

Then, the cost function for the frequency regulation of PV-integrated multi-source
microgrid can be formulated as

J@0) =)y U&E), 1), o), 5)

e=t

where U (x(), u(t), 1) is the utility function. x(¢), (¢) and y are state vector, control
signal and discount factor, respectively. To obtain the approximate optimal control,
ADP method is applied for solving the Bellman equation

J*(t)=m(ir)l{U(X(t),M(t),t)+VJ*(t+1)}, (6)
it

where J*(t) represents the current minimum cost function and J*(t + 1) is the
minimum cost in the future. With the optimal control law " (¢), the optimal cost
function J*(¢) can be achieved. Generally, the optimal control law 1" (¢) is difficult
to be directly solved, since J “(t + 1) is unknown. Therefore, neural networks as the
functional approximation method are applied to approximately solve the Bellman
equation and implement the ADP-based algorithm.

The ADP algorithm is implemented in a heuristic action-critic structure in this
Section, which contains an action network and a critic network. Therein, the control
structure is used to approximate the optimal control and the optimal cost by using
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action and critic networks, respectively. Specifically, we will give the detailed
mathematical basis and calculation principle of the ADP algorithm below.

The input of critic network contains x,(z) and fi(¢), and the output is the approx-
imate cost function J (#). For the action network, x,(¢) is the input vector which
demonstrate the frequency deviations of multiple time instants, and the output vector
[1(t) is defined as the adaptive auxiliary control law. The input vectors of these two
networks can be expressed as

xa(t) = [B3AF (1), ..., 83Af(t — 1 + DT € R4,
xXe(t) = [[i(0), 3L (1), ..., 3Af (1 — e +2)]" € R™.
In this Section, the sigmoid function ¥ (z) = (l - e’z)/(l + e’z) is used as the

activation function of both action and critic networks. Then we can calculate the
approximate cost value J (¢) as follows

Ty =Y wlngiw), j=1..... 1 (7a)
j=1

g5 = (1—e ) /(14 e770), (7b)

Pi) =Y wil(Oxe(6), i=1,....t, (7¢)
i=1

where (. and 7 represent the number of neurons in the input-layer and hidden-layer of
critic network, respectively. wfjl HeR,i=1,...tc,j=1,...,t.and w?z(t) eR
represent the weight vectors used in the input-to-hidden layer and hidden-to-output
layer, respectively. ¢ () € R and p(t) € R represent the output and input of jth
hidden-layer neuron, respectively.

The back-propagation algorithm is used in the process of weight updating. Then,

define the approximate error of critic network as
1, A R
Ect) = 5e0).ectt) = y i) = (Ja = ) =r (). ®)

In order to approximate the minimum value of J (1), r(¢) is used as the reinforce-
ment learning signal during the algorithm implementation. Using a properly positive
definite matrix Q, r(¢) is formulated as

r(t) = —x; (1) Qxy(1). (€))

When disturbances occur in the microgrid, the weights of neural networks will be
adjusted by using r(¢), and the adaptivity of proposed method is greatly improved.
By using (8) and (9), the weight updating rule of critic network is designed as
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E.(t) (1)

AwP () = — g2 2720
/ “aJ @) ows(r)

(10)

JE.(t) 8J (1) 3g§() dps(1)
9 (r) 8q5() apE(D) dws! (1)

Ao} (1) = =2 (11)

where ). is the learning rate used in the critic network.
Then, based on the forward calculation of action network, define [i(¢) as the
adaptive auxiliary controller and it is formulated as follows

pi) = Z wi (Oxa(0), i=1,..., t, (12a)
i=1
i) =1 —e i)/ +e ), j=1,.. 1, (12b)
A = (1 PSS 3N w;%t)q;(z))/(l L X u)jz(t)qf(l)>’ (12¢)
where wi”j1 WeRi=1,...t5,j=1,...,7,and w?z(t) € R represent the weight

vectors corresponding to input-to-hidden layer and hidden-to-output layer of action
network. ¢, and 7, are the number of neurons in the input-layer and hidden-layer.
The output and input of the jth hidden-layer neuron are defined as p? (t) € R and
qj(t) € R, respectively.

Similarly, for the action network, define the approximate error as

1 72
Ei() = S °(). (13)

Then the weights of action network can be updated by using the back-propagation
algorithm,

IE(1) 3J (1) d.(1) dy (1)
L0y () 3 (1) 9 (1)

IE,(1) 3J (1) du(r) dy (1) 3q(t) ap§ (@)
Y 0J @) 0@) BV (1) 9g4 (1) ApS (1) Bewl (1)’

AwP(t) = = (14)

Aa);fjl ) = —xr (15)

where the learning rate A, is used in action network.
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3.3 Power Controller Design Based on PV System and EVs

Based on the adaptive auxiliary control, Fig. 4 shows the design mechanism and
structure of power controller. The ultimate control u(#) consists of auxiliary control
u,(t) and PI control ug(r). Once the adaptive control signal fi(¢) is generated, it is
outputted through a limiter to obtain auxiliary control signal u, (), which guarantees
the stability of the power controller.

Once the control signal u(t) is generated by the power controller, up,(¢) and u.(?)
can be calculated. The details of control signal distribution are illustrated in the
flowchart of Fig. 5, where u,(¢) is the maximum value of the PV reserve power.

It is necessary to judge the sign of u(¢) in the control signal distribution process.
u(t) < 0 indicates that the total demand is less than the total power generation, and it
should decrease the power generation. In this case, the power generation of reheat-
turbine thermal generation and hydro generation should be reduced, while EVs absorb
the extra power. Note that the PV reserve power is used for EVs charging but not for
frequency regulation.

On the contrary, u(f) > 0 indicates that the power generation is insufficient. Then,
the PV reserve power will quickly inject into microgrid, and both reheat-turbine
thermal generation and hydro generation increase. The injected amount of PV reserve
power is determined by the value of u(¢). If u(t) > un(?), all PV reserve power
is injected into the microgrid, and EVs discharge to compensate the rest power.
Otherwise, the power mismatch can be eliminated by only injecting the PV power
and adjusting the reheat-turbine thermal generation and hydro generation, then the

[T ]
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0 g 4o
pa 17O [ Action | .| Critic | !
" " Processing| ~ ~ 7| Network /ul(t )= Network | |
| — s
|
| ! Auxiliary controller -/ u,(t)
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| - -t <—| N
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:_ i 53 :Af (1) [ Power - EV _ %(i)g;ra(il u(t)
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|
| 5301 (1) PI (1)
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—— Measured signal —» Control signal

Fig. 4 Schematic diagram of power controller
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Fig. 5 Operation flowchart of the control signal distribution

rest PV reserve power is still used for charging the EVs. Under this control strategy,
the frequency fluctuation can be eliminated effectively and the PV power can be fully
utilized.

4 Cases Analysis with Uncertain PV Power Generation

In this section, the influence of PV system and EVs integrating into the microgrid
is first studied. Then the frequency response using different control strategies is
comparatively studied in different kinds of PV reserve power.

4.1 Frequency Response with and Without PV and EVs

The microgrid with and without PV reserve power and EVs is investigated, and the
PV reserve power is set as 0.15 p.u. The parameters of microgrid are set as follows,
T,=008T=10,T =03,K,=3,Tpg=02,T,=2875,Ts=5Tw=1,T,
=0.035, Kp =24 x 1073, N, = 2500, T, = 10, K, = 1 and R, = Ry, = 0.05. The
distribution coefficients §; = §, = 0.2 and 83 = 0.6. The thermal controller, hydro
controller and power controller are all designed by PI method, and the proportion
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Fig. 6 Frequency response with and without PV and EVs

and integral coefficients of three controllers are given as follows: K}, = 17 and
K!' =10, K} =35and K!' =4, K} = 5and K = 10, respectively.

The frequency fluctuation does not exist at the initial moment. Then three active
power disturbances occur at 5 s, 40 s and 70 s, where 4 0.16 p.u., — 0.20 p.u. and +
0.10 p.u. step disturbances are applied, respectively. Then, the frequency response
with and without PV reserve power and EVs is shown in Fig. 6. We can find that the
system inertia has been increased when the PV reserve power and EVs are integrated,
such that the frequency stability of microgrid is significantly improved. According
to Figs. 4 and 5, only PV reserve energy is involved in frequency regulation during
5-40 s and 70-100 s, while PV reserve energy and EVs are involved in frequency
regulation in 40-70 s. In the following case, both PV reserve power and EVs are
integrated into the microgrid.

The performance index F is defined to quantify the comparison of frequency
deviation, which refers to the integral absolute value of total frequency deviation
during regulation process,

r
F= /0 1AF@)ldr, (16)

where I" represents the whole frequency regulating time. By applying the perfor-
mance index F, the results of microgrid with and without PV reserve power and
EVs are presented in Table 2, which are 11.1719 and 3.5417, respectively. This also

Table 2 Influence of PV and Without PV and EVs With PV and EVs
EVs on the values of F
F 11.1719 3.5417
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illustrates that integrating PV reserve power and EVs into the microgrid helps to
stabilize the frequency.

4.2 Frequency Response of Constant PV Power

The PV reserve power is set as constant value of 0.15 p.u. in this case. The thermal
controller and hydro controller are still designed by PI method, and all controller
parameters are the same as Case A. The power controller is designed by the supple-
mented ADP control method with PI thermal and hydro controllers, which is recorded
as adaptive control in all figures. The three controllers are designed by PI method,
recorded as multi-PI control in all figures. During the weight updating process of
ADP auxiliary control, relevant parameters are selected as A, = X, = 0.05, ¢ = 3,
t, =2, Q =diag{1, 0.5}, 7. = 7, = 6 and y = 0.95. Figure 7 shows the frequency
response by using multi-PI control and adaptive control under same disturbances
as before. The output of reheat-turbine thermal generation, hydro generation, PV
reserve power and EV aggregator are shown in Fig. 8. Figure 9 is the control signals
of power controller. Taking the third input node as an example, the weight updating
process of critic network is as shown in Fig. 10, and the weights can be adaptively
adjusted when facing with different power mismatch. Note that the ADP auxiliary
controller is constrained within [—0.01, 0.01].

It can be concluded from Fig. 7 that the adaptive control method performs better
than the multi-PI control with only two obvious frequency fluctuations during the
regulation process. From Fig. 8, the response ability of PV system and EVs to power
mismatch is faster than reheat-turbine thermal generation and hydro generation.
When the power generation is insufficient, the PV reserve power is quickly injected
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—— Adaptive control
0.01f |
= 0005 |
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S oo = =
<
-0.005} ! |
-0.01} |
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Time (s)

Fig. 7 Frequency deviation of PV at constant power
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Fig. 9 Control signals of power controller

into the microgrid, and meanwhile both reheat-turbine thermal generation and hydro
generation increase the power generation. If the gap between generated power and
load demand is greater than the maximum PV reserve power, EVs are discharged
to provide power compensation for the load consumption, such as 540 s in Fig. 8.
Otherwise, one part of the PV reserve power is injected into the microgrid, and the
other part is used for EV charging, such as 70-100 s in Fig. 8. On the contrary, it is
necessary to reduce the generation power and absorb the extra power when power
generation is too much. The power generation of reheat-turbine thermal generation
and hydro generation needs to be reduced, while EVs absorb the extra power by
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Fig. 10 Weight updating process of critic network

charging, such as 40-70 s in Fig. 8, and the PV reserve power is only used for

charging EVs.

To better illustrate the relationship between PV reserve power and EVs, the PV
reserve power used to charge EVs is shown in Fig. 11. During 0-5 s, the PV reserve
power is fully used to charge EVs because the microgrid is stable. A disturbance
is applied during 5-40 s, then the PV power is first injected into the microgrid to
eliminate power mismatches and the remaining part of PV reserve power is used
for charging EVs. Although there are also disturbances during 40-70 s, but the PV
reserve power does not need to be involved in frequency regulation, so the PV reserve
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Fig. 11 Power of the PV for charging the EVs (constant PV reserve power)
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T.able 3 Values of 7 under Multi-PI control Adaptive control
different power controller:
Case 4.2 F 3.5417 2.8614

power is all used for charging EVs. Due to the small disturbance during 70-100 s,
only a small portion of the PV reserve power is required to inject into the microgrid,
while the majority is still used for charging EVs. Under this control strategy, the
frequency fluctuation can be eliminated effectively and the PV power can be fully
utilized.

The performance index F is defined to measure the control effect of proposed
strategy, which is shown in Table 3. Obviously, the proposed adaptive control is more
effective than the multi-PI control.

4.3 Frequency Response of Decreasing PV Power

In this case, the PV power is decreasing. By applying three above disturbances, the
frequency response under different power controller is shown in Fig. 12, and the PV
reserve power used to charge EVs is shown in Fig. 13. Figure 14 gives the control
signals of power controller. Using the third input node as an example, the weight
updating process of critic network is shown in Fig. 15.

From Figs. 12 and 13, by using the proposed ADP auxiliary control during the
frequency regulation, it is obvious that the frequency response has shorter adjustment
time and smaller fluctuation, and the charging power change of PV reserve power
is also earlier to be stable. Since the auxiliary controller has the learning ability, the
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Fig. 12 Frequency deviation with decreasing PV reserve power
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Fig. 14 Control signals of power controller

frequency tends to stabilize faster in the latter two disturbances. The ADP auxiliary
controller can be adjusted to the disturbances and it is shown in Fig. 14. Although the
ADP auxiliary control signal is limited into a suitable range, but it still can effectively
improve the performance of power controller.

In addition, the values of performance index F are shown in Table 4, which are
3.4889 and 2.8294 under the multi-PI control and the adaptive control, respectively.
Similarly, the proposed adaptive control can perform better than the multi-PI control
under the condition of decreasing PV power.
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Table 4 Values of F under Multi-PI control

Adaptive control

different power controller:

Case 4.3

3.4889

2.8294

4.4 Frequency Response of Uncertain PV Power

The PV power is randomly selected in this case. Then under different control strate-
gies, Fig. 16 displays the frequency derivation. The PV reserve power used to charge
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Fig. 16 Frequency deviation of uncertain PV reserve power
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EVs is shown in Fig. 17. Figure 18 shows the detail of power control signals during
the frequency regulation and Fig. 19 is the weight updating process of critic network,
where we take the third input node as an example.

In the current strategy, both PV and EV are used to alleviate the power distur-
bances. The excess PV power will be directly used for EV charging, with little impact
on the frequency response. In the cases analysis, the power disturbances in the four
scenarios are the same. Therefore, under the same strategy, the frequency response
in Figs. 7, 12, 16 and control signals in Figs. 9, 14, 18 are similar. The EV charging
process reflected in Figs. 11, 13 and 17 are quite different.
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Fig. 17 Power of the PV for charging the EVs (uncertain PV reserve power)

0.25 ‘
Thermal PI control
02+ e Hydro PI control |
— —— ADP control
2 0.15 — Adaptive control [
é 0.1
.20
E 0.05
[ I N A I
ST .
-0.05} v ]
'|l
_01 1 14 1 1
0 20 40 60 80 100
Time (s)

Fig. 18 Control signals of power controller
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Table 5 Values of F under
different power controller:
Case 4.4 F 3.4939 2.8370

Multi-PI control Adaptive control

From Fig. 16, the frequency response of power controller designed by ADP auxil-
iary control is still better than PI control. The performance index values of two control
methods are shown in Table 5, which are 3.4939 and 2.8370, respectively.

From the above cases, the frequency stability of microgrid can be significantly
improved by integrating PV reserve power and EVs. Both frequency response and
performance index also demonstrate that the proposed adaptive control strategy has
the better control performance to restrain the frequency derivations compared with
the multi-PI control. Furthermore, the PV power can be fully utilized by participating
in frequency regulation and charging EVs.

5 Expansion and Prospect

In this section, a model-based intelligent frequency control strategy is expanded
and used to deal with uncertain problems in microgrids. The uncertain PV power
generation and load demands, GRC and parameter uncertainties of governor, the
ESS power constraints and SOC constraints are all considered. The model-based
controller is used to adjust the power outputs of micro-turbine and ESS. A regulation
strategy is proposed for the full utilization of PV power generation, and the recycling
of ESS can be realized.



Multi-source Microgrid Frequency Stability ... 71

The model information is applied in the controller design, so the robustness of
this controller is better than the data-based controller in Sect. 3. The model-based
strategy is completely based on the ADP method but not an auxiliary control strategy.
This is an innovative expansion and prospect for the application of learning-based
algorithm in LFC of microgrid.

5.1 Mathematical Model and Model-Based Intelligent
Frequency Control

In this section, the uncertainties arising from load demands, PV power generation
and time constant of governor are considered in the modeling process of benchmark
microgrid. The basic structure of ESS-based microgrid is given in Fig. 20. Then, the
mathematical model of microgrid is as follows.

1
Af(1) = [APm«r) + APess (1) + APy (1) — APy(1)] — 7, M0
P
1 1
APy (1) = __Apml(t)+ APy (1),
Tm m
. 1 1
APng(t) = — Af(1) = =—APng(t) t7 = Umg(?)
mt ng m g
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Fig. 20 Basic structure of ESS-based microgrid
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R 1 1
APes (1) = — Af(t) — TAPess(t) + T_uess(t)a (17)

mt TSSS €ss €8s

where Af(¢) represents the frequency fluctuation, A Pp(f), A Ppg(t) and A Peg(2)
are the power output of micro-turbine, position value of governor and power output
of ESS, respectively. Tmg, T'mt, Tess and T'p are the time constants. oy, () represents
the uncertain parameter of governor. Ry is the speed regulation coefficient. A Py ()
is the uncertain PV power, and A Py(#) represents the uncertain load change. umg(?)
and u.s () are the controller to be designed for micro-turbine and ESS, respectively.

Further, to facilitate the design process, the compact form of the mathematical
model can be expressed as

x(t) = Ax(t) + G(u() + A(r)) + I1(2), (18)
_1 K5 LS}
Lo (1) T g 8
0o —L L o0
A= o gmt _T:ml 0 s G = 1 0 ,
Rm!leg ng , T;“g 1
B R Ul 0 7
T (AP (1) = APu(1)
Ar) = [—ngkg(t)umg(f)} () = 0
0 Amg (= AF + APy (1))
0

where x(t) = [Af, APy, A Pryg, APCSS]T € R™ is the state variable of microgrid.
Amg(t) = omg(t)/ [ng(ng + Omg (t))] is about the parameter uncertainties. u(t) =
[umg, uess]T € R” corresponds to the control strategy.

The model-based intelligent frequency control strategy u(t) is developed by using
the nominal system

%(t) = Ax(t) + Gu(r). (19)

Then, the cost function for the nominal system is designed as
J(x) =/ (U (x(7), u(r)) + O(1))d(7), (20)
t

and U (x(7), u(t)) = xT(t) Qx(t) + u(t)"Mu(r) is the utility function. Appropriate
positive definite symmetric matrices Q and M need to be selected.

0% + 63
40262

O@) = 6;T3 (1) + O3TH() + VIl 1)
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O(t) is the perturbed term which reflects the cost of disturbances. VJ(x) =
dJ(x)/dx. 0; and 6, are two positive constants. Then, the Hamiltonian function
and Hamiltonian-Jacobi-Bellman (HJB) function can be formulated as

Hx (@), ut), VI(x) = (VI@) T x() + U (), u(t) + 0(1), (22)
and

0 = min H(x(0), (), VJ*(x)). (23)

respectively. €2, represents the admissible control set. Then, the optimal control
strategy can be expressed as

* _ 1 —1~T *
u(t) = —§M G VJ*(x). (24)

Then, substitute (24) in to (23), we can get the partial differential HIB equation

0= (VJO) %) + Ux(1), u(t)) + O@r)

= (VJ(x)"Ax(r) — j-l(VJ(x))TGM*GTVJ(x) +x(1)TOx (1) +O@), (25)

which is difficult to be directly solved [37, 64]. Therefore, in this section, the model-
based ADP method is used to get the approximate optimal solution through iterative
learning.

In the proposed model-based intelligent frequency control strategy, VJ (x) in (24)
will be approximated based on critic NNs, and G is the model information needed
in the control strategy. Then, the approximate form of optimal cost function J*(x)
is expressed as

J* () = i (DY (), (26)
where W, € R/ is estimated weight parameter and j is the dimensionality of the
hidden layer neuron. v (x) represents the activation function of critic NNs. The
partial derivative of cost function is

VJ*(x) = VT (x)de(1). (27)

Therefore, the model-based frequency controller can be formulated as
1
0t = —EM_IGTVWT(x)ﬁJC(t). (28)

For the iteration process, the estimated Hamiltonian function based on (22) is
deduced as
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6% +6
2 1 2
+ 0T (1) + 63TE (1) + 1570 VT ()i (r) ||
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To minimize E () = 0. SeT (t)e.(t), the weight update law of W (¢) can be defined
as

ﬁ)c(t) = —)/c CEt; + %V (X)GM ™' GV Ji(x)

= —m(t)W(x)Ax(r) + 1% VY (x)GM ' GV Ji(x)
= e vy vy T e
C C 292 C
+ %ycéc(r)w(x)GM—lGvaT(x)zbca), (30)

where . > 0 and y, > 0 are the learning rate of proposed intelligent frequency
control strategy. Based on Lyapunov theorem, J;(x) = 0.5xT (#)x(¢) can be selected.

Therefore, the mathematical principles and basis of the model-based intelligent
frequency control strategy have been given in detail. Further, the flow chart of the
control strategy is shown in Fig. 21.

5.2 Regulation Strategy for ESS and PV Power Generation

In this subsection, the regulation strategy is developed for the full utilization of ESS
and PV power generation. In Sect. 5.1, the proposed frequency control strategy will
be used to adjust the power output of ESS and micro-turbine. Therefore, the electrical
energy that changes due to the frequency control is defined as Ess/(¢). The initial



Multi-source Microgrid Frequency Stability ... 75
electrical energy of ESS is Soc”. Then, we have the following SOC limit

Soc(t) — fot Ess1(t)dr, Soc” < Soc(t) < Soc¥, or
Soc(t) = Soc™ and Essl(¢) > 0, or

Soc(t + 1) =
oc(t +1) Soc(t) = Soc™ and Essl(t) < 0,
Soc(?), else,
(31
APM/B,  APs(t) > APM,
M
ESS](I) — APess(t)/,B’ 0< APess(l‘) = AP@ s (32)

IBAPess(t)a APm S A})SSS(I) S 07

ess

BAP™ APu(t) < AP™,

ess?
where Soc™ is the lower bound of SOC and Soc is the upper bound. The lower
bound of power output is and the upper bound is. represents the charging/discharging
coefficient of ESS.

Generally, for the load demand and PV power generation, the day-ahead dispatch
curves are available data resource for the power sector. At the same time, in this
regulation strategy, the requirements for the accuracy of the day-ahead dispatch
curve are not strict, which is conducive to the realization of the control strategy.
Take a commercial building as an example, its day-ahead dispatch curve is given in
Fig. 22.
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Fig. 22 Day-ahead dispatch curves
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It should be noted that 2/, 4, and 6’ represent the moment of the next day. For
the microgrid powered by PV power generation, there is a moment after which the
power of PV cannot meet the load demand. Based on this moment, the regulation
strategy is divided into two parts in the Fig. 22. In Part 1, E1 represents the consumed
energy of ESS, and E2 is the excess PV power which will be stored in ESS. In Part
2, some of the electrical energy stored by the ESS will be used to compensate for
the insufficient load demand. Bias(¢) is the power deviation of load demands and PV.
The electrical energy changes of ESS are defined as Ess2(¢), and the SOC limit can
be formulated as

Soc(t) — d(¢) fol Ess2(t)dt, Soc” < Soc(t) < Soc¥, or
Soc(t) = Soc™ and Ess2(f) > 0, or

Soc(t + 1) =
oct+1) Soc(t) = Soc” and Ess2(1) < 0,
Soc(?), else,
(33)
where
APM /B, Bias(t) > APM,
. . M
Ess2(t) = Bla's(t)/,B, 0< Blas(t? < AP, (34)
BBias(t), APZ < Bias(t) <0,
BAPL, Bias(t) < APZ,
Part 1: ®(¢r) = 1.
Part 2:
(E2 — E1)/E3, E3 > (E2 — El),
(1) = 35
®) {1, E3 < (E2 — El). 35)

® (1) is the regulation coefficient. Through the regulation, the excess energy of PV can
be stored during the day and properly released at night. Therefore, the full utilization
of ESS and PV power generation can be realized. Meanwhile, ESS can also be
recycled through reasonable discharge at night, which is meaningful for engineering
practice.

In this Section, a model-based intelligent frequency control strategy is expanded
and prospected. Different from Sects. 2—4, the proposed strategy uses part of the
dynamic model of microgrid, which makes it more robust. Meanwhile, the model-
based strategy is not used as an auxiliary control in the microgrid. More complex
uncertain problems are considered, and the dispatch of PV power generation can be
well achieved through the ESS-based regulation strategy. The content of this section
is mainly to provide a model-based LFC strategy for the stochastic modeling of the
microgrid. At the same time, the proposed strategy can increase the utilization rate
of PV power generation and ensure the recycling of ESS.
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6 Summary

An improving adaptive frequency regulation strategy is proposed for a PV-integrated
multi-source microgrid in this Chapter. The thermal controller and hydro controller
based on PI control, and adaptive auxiliary controller based on ADP auxiliary control
are simultaneously applied for the frequency regulation. Then, case analysis shows
the improvement in the frequency regulation by using PV and EVs. Under different
PV scenarios, without PV, constant PV, decreasing PV and uncertain PV, compar-
ative results demonstrate the superiority of proposed adaptive control method for
restraining frequency fluctuations with the full utilization of PV power. At the same
time, under the defined frequency stability performance index, the proposed method
also has great advantages. Further, a model-based intelligent frequency control
strategy is extended and prospected to deal with more complex uncertainties in
microgrid. Meanwhile, based on the regulation strategy, the solar energy can be
effectively utilized by dispatching ESS and PV power generation.
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Abstract Issues relating to the power quality and reliability of commercial grids
are becoming an increasing concern as the penetration of renewable energy sources
increases to meet future energy demands. This chapter outlines current single source
generation systems, with particular emphasis given to wind, solar, tidal and wave
energy. Issues with such systems are explored, with particular reference to the power
generation fluctuations typical of solar farms. The potential impact of these problems
to connected power grids is also explained, highlighting the need for compensating
hybrid energy systems. Different models of hybrid renewable energy systems are
included, with reference to onshore and offshore system structures. A review of
current research relating to new technologies which have applications in energy
storage, signal control and power transmission for hybrid systems was also under-
taken. An alternative for DC or AC buses to interconnect multiple energy sources, a
common magnetic bus is considered as an alternative solution for hybrid renewable
energy systems. Although the hybridisation of energy sources reduces the intermit-
tency in renewable generated power, it is still not as stable as traditional fossil fuel
generation; requiring the development of additional technologies to achieve satis-
factory stability for grid integration. A comprehensive summary of current research
and developmental activities, and possible future avenues of research to develop a
reliable and cost-effective hybrid renewable energy system are also presented in this
chapter.
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List of Acronyms

AC Alternating current

DC Direct current

DFIG Doubly fed induction generator

Hz Hertz

IGBT Insulated-gate bipolar transistor

kW Kilowatt

MW Megawatt

PEMFC Proton exchange membrane fuel cell
PI Proportional integral

1 Introduction

Renewable energy is produced from natural resources which are constantly restored
and will never be exhausted. The current predominant method of energy production in
Australia uses coal as a fuel source and accounts for approximately 75% of domestic
energy requirements [1]. As fossil fuels are a finite resource and are being depleted;
renewable energy sources have been identified as the most important source of power
to meet future energy demands. The currently available renewable resources include
biomass, geothermal, hydro, marine current, solar, tidal, wave and wind power.

Many renewable energy sources are reliant on cyclic or stochastic weather sources
for power generation, resulting in intermittent energy production from the system
and decreasing its reliability as a power source. These issues are amplified in single
source generation systems as there is no secondary energy source or compensating
technology to mitigate the variability in energy production. Power fluctuations of
this nature also decrease the power quality and stability of the system [2]. This is
a significant problem when connecting renewable energy systems to existing power
grids with day-ahead electricity markets, which are most common [3]. In day ahead
markets, suppliers sell their electrical energy the day before it is used, and the quan-
tities sold are based on forecasted loads for the next day. A variable and unreliable
energy source is therefore not suited to connection to a power grid unless the energy
production can be stabilised.

One of the methods in development to smooth the power fluctuations is creating
hybrid renewable energy systems which combine one or more renewable energy
generation technologies with other generation systems. These systems can consist
of renewable and/or non-renewable energy generation with energy storage devices.
An example of a common onshore system would be a hybrid wind and photovoltaic
system where the complementary nature of their power production (solar generation
is more prevalent during the day, whilst wind generation is more prevalent at night)
achieves a more stable power output. The advanced state of development of the tech-
nologies employed to harness these resources is also a factor in their prominence.
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The adaptability of hybrid systems is bolstered by incorporating an energy storage
system. Battery energy storage systems are very common in solar applications and
have been shown to stabilise systems by counteracting the intermittency of renew-
able power [4]. Combining energy technologies assists in alleviating the uncertainty
associated with renewable power generation and improves the reliability of systems
integrated with power grids.

Hybrid renewable energy systems can be adapted to fulfill different purpose and
have varying energy generation capacity. They can exist as microgrids which act as
an autonomous energy source for a specific location, or as larger distributed systems
which are connected to domestic power grids. Microgrid systems must perform all
power quality and energy management issues, therefore, systems utilising intermit-
tent renewable energy sources usually include an energy storage system to provide a
controllable energy source. Grid connected systems may incorporate energy storage
systems but can also solely rely on control techniques and power electronics to
stabilise the generated power.

Currently, wind power is the most cost-effective renewable energy source for
large-scale implementation and has recently surpassed hydropower as the leading
source of clean energy in Australia in 2019 [5]. Wind power involves using wind
energy to provide the mechanical power to spin an electric generator, which produces
electricity. As a result, many existing hybrid renewable energy generation systems
incorporate wind power as a primary or secondary power source. Onshore hybrid
energy systems which include wind power are often combined with solar power;
examples of such systems are included in [4, 6-9].

Whilst the majority of installed renewable generation systems are located onshore,
the limited onshore space means offshore wind farms are expected to become increas-
ingly prevalent [10]. They are becoming a prominent research topic as they take
advantage of open marine space and large availability of renewable energy sources.
Hybrid offshore wind farms most often utilise wind energy as the primary energy
source and different ocean energy sources as the secondary source; namely marine
current, tidal or wave power. Marine current and tidal power are particularly advanta-
geous as their cyclic nature makes them highly predictable and contributes greatly to
the stability of the energy generation system. References [2, 11-16] are all examples
of different offshore hybrid renewable energy systems involving wind power and an
ocean energy source.

Offshore wind farms can produce high levels of power as offshore winds tend
to be stronger than onshore winds. However, there are some issues related to the
economic feasibility of these farms due to the need to install undersea transmission
systems to transport power from the offshore substation to onshore power grids [17].
Systems being investigated include both AC and DC-based transmission; with their
most suited applications varying based on cost and transmission distance.

The primary issues associated with current hybrid renewable energy system tech-
nologies are output power fluctuations and economic feasibility. Although utilising
multiple energy sources reduces the intermittency in generated power, it is still not as
stable as fossil fuel generation; requiring the development of additional technologies
to satisfactorily stabilise the system for grid integration. Some of the strategies used
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to mitigate this problem are connecting some form of energy storage system to the
renewable energy generators or implementing sophisticated control schemes within
the system to identify and negate voltage and current fluctuations in the power wave-
form. As many renewable energy systems are under constant re-development, some
technologies are very expensive to implement, particularly on a large scale. Other
high-cost factors are the supporting infrastructure for renewable energy generation
plants.

The most common form of energy storage system used in hybrid renewable energy
systems is a battery energy storage system. Suitable batteries include lithium-ion,
lead acid and fuel cells. All these batteries allow any excess energy to be stored and
later re-injected into the system to supplement the outgoing power supply during
periods of reduced renewable electricity generation. There are advantages of using
a battery energy storage system for personal and commercial energy systems as the
ability to store and reuse excess power decreases reliance on distributed electricity
for a standalone system; and increases the reliability and stability of a grid-connected
renewable generation plant. The disadvantages of using batteries consist of a poten-
tially high initial cost of the batteries, which is inflated by the need to also install
a battery management system to control and manage any safety issues, as well as
potentially negative environmental impacts if batteries are not appropriately disposed
of.

As aresult of research into energy storage systems to supplement hybrid renewable
energy generation, alternative technologies to batteries include compressed air energy
storage, molten salt, superconducting magnetic energy storage, supercapacitors, fly-
wheels and undersea energy storage. Examples of the different forms of energy used
by these technologies as a storage method include thermal, kinetic, electrostatic
and magnetic energy. All these alternatives result in similar improvements in the
stability of grid-connected systems compared to battery energy storage systems but
offer reduced negative environmental effects.

The specific technologies selected for a hybrid system depend partially on the type
of connection between the energy sources before transmission; this is in the form of a
bus, but these can be AC or DC in nature. Systems which supply power to grids require
transmission systems to transport the power from the generation site to grid substa-
tions. Traditional power lines carry high voltage AC electricity to minimise power
losses, but research into alternative transmission technologies is being conducted;
particularly with regards to offshore hybrid systems as these systems are placed on
the seabed and have different demands. Alternative transmission systems include
low frequency AC and high voltage DC.

2 Renewable Energy Technologies

The most commonly utilised renewable energy systems currently are hydropower,
wind energy, solar energy, biomass and geothermal energy. The suitability of these
systems for hybridisations varies depending on factors like flexibility in geographical
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location and supporting infrastructure. As aresult, the renewable energy sources most
prominently featured in research related to hybridisation are solar, wind, tidal and
wave energy. These technologies are outlined in more detail below.

2.1 Solar Energy

A photovoltaic system is comprised of numerous solar panels which form a solar
array. The capacity of this type of renewable energy system is highly adjustable and
can be connected to a power grid or act on its own.

A solar panel consists of smaller photovoltaic cells which are capable of trans-
forming light energy into electricity [18]. Each cell contains a semiconductor layer
which is surrounded on both sides by a conducting material. Within the semicon-
ductor is a p-type and a n-type layer, forming a p—n junction, which creates an electric
field forcing positively charged particles to move to the n-side and negatively charged
particles to move to the p-side. When light strikes the cell, the energy from the photons
is transferred to the electrons in the semiconductor, allowing them to move through
the conductor and create an electrical current within the cell.

Efficiency is a concern for photovoltaic systems as there are numerous limiting
factors. Most photovoltaic cells use silicon as the semiconducting material, which
is incapable of converting some photons into electricity. Furthermore, the energy
imparted to the electrons needs to exceed the band-gap energy of the semiconductor
for them to conduct electricity. As light photons have varying energy levels, not all
electrons receive enough energy to reach the conduction band and this energy is
instead transformed into thermal energy. There are other factors affecting solar cell
efficiency as well, with the estimated efficiency of silicon photovoltaic cells coming
in around 33%.

There are methods of improving photovoltaic cell efficiency, but all of them
increase costs. They include increasing the purity of the semiconductor and using a
more efficient semiconducting material such as gallium. Another cost factor is the
degradation of solar panels over time due to environmental factors, causing their
output energy to decrease.

2.2 Wind Energy

Traditional wind energy systems first developed in the 1980s used fixed-speed wind
turbines with squirrel cage induction generators. These systems had a slightly delayed
response to changes in wind speed resulting in large power variations within the
system. Power electronics were used to connect the generator to the power grid, which
only required simple semiconductor devices. The fixed generator speeds placed high
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mechanical stresses on system components which lead to more expensive construc-
tion costs and efficiency losses [19]. This reduced the energy yield from wind turbine
systems.

In the 1990s, more advanced power electronics (e.g., diode bridges, choppers)
were used for rotor resistance control of wound-rotor induction generator systems.
This allowed for variation of generation within a certain range, relieving mechanical
stresses within the wind turbine systems.

To further mitigate this problem, variable speed generators were developed in the
2000s. The advantages of these generators over fixed speed generators include:

e Allow for pitch control to limit maximum power production during periods of
high wind speeds;

e Reduce mechanical stresses by absorbing the energy from wind gusts and storing
it as mechanical torque within the turbine;
Improve power quality by reducing torque pulsations in the system;
Improve system efficiency by adjusting and optimising the turbine speed for the
current wind conditions.

The introduction of variable speed systems like doubly fed induction generators
also resulted in the development of more advanced power electronics. Devices like
bidirectional voltage source converters have allowed for complete control of the rota-
tional speed of the generator. This allows for the optimisation of generator efficiency
within a wide range of wind speeds and the providing of some ancillary services to
power grids.

Doubly fed induction generators (DFIGs) are the most common form of gener-
ator in modern wind turbines [20, 21]. Within a DFIG wind turbine system is the
wind turbine, a gearbox, the DFIG and an AC/AC converter. The gearbox is used
to increase the low rotational speed of the turbine to a much higher speed in the
shaft connected to the generator. The generator itself consists of a three-phase stator
winding and a three-phase rotor winding, the latter of which is fed by slip rings.
The stator is connected directly to the power grid or transmission system whilst the
rotor is connected to the AC/AC converter, which uses insulated-gate bipolar tran-
sistors (IGBTs). Power electronics assist with active and reactive power control in
the system, and flexibly control rotor frequency and current. Whilst this maximises
energy yield, the system had an insufficient ability to control power in the event of
a grid or generator disturbance. However, DFIG systems are well suited to high-
capacity wind turbines with output power ratings larger than 1 MW, making these
wind turbine systems favourable for offshore applications.

2.3 Tidal Energy

Tidal energy is currently not in widespread use but poses great potential for meeting
future energy demands. There are several permutations of tidal energy technology,
but all involve transforming the kinetic energy from the rise and fall of the ocean into
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usable electricity. Installing tidal energy systems is very costly, meaning it is only
practical for large-scale commercial projects [22]. More widespread usage will not
happen until costs decrease. The three main technologies used for harnessing tidal
energy are tidal turbines, tidal barrages and tidal fences.

Tidal turbines have very similar operating principles to wind turbines. Placed
below the water’s surface, the turbines use the tidal currents to turn the turbine
blades. The turbine is connected to a generator via a gearbox which is responsible
for transforming the kinetic energy into electricity. As water is more dense than
air, tidal turbines can produce more electricity than wind turbines, but the turbine
blades need to be more robust which increase manufacturing costs. There is a risk
of collision with marine life, but this is mitigated by the low rotational speed of the
turbines.

Tidal barrages are low-walled dams which are normally installed in areas of high
tidal current such as estuaries or coastal bars. The base of the barrage is bolted to the
sea floor whilst the top just clears the surface of the water. Sluice gates are used to
control the flow rate of the water to create a reservoir on one side of the barrage. Tidal
turbines are also installed near the bottom of the barrage inside tunnels. They are
turned with the incoming and outgoing tides to transform the energy into electricity.
Tidal barrages are the most efficient method of generating electricity from tidal
currents. However, the need for the construction of the supporting infrastructure
for the dam wall dramatically increases the cost of the project. As they are also a
physical barrier, they largely inhibit the ability for marine life to pass through which
can negatively affect the local ecosystem.

Tidal fences are a combination of tidal turbines and barrages. Several vertical
turnstiles are placed in narrow bodies of water with high velocity tidal currents, such
as inlets and the mouths of rivers and streams. These form a fence-like structure
where the water flow pushes the blades in a turnstile fashion rather than like a
propeller. The turnstiles are still connected to a generator in a similar fashion to
turbines and barrages. These systems don’t require the large concrete structures like
barrages and are installed completely underwater, so have a much smaller impact on
the surrounding ecosystem.

2.4 Wave Energy

Wave energy conversion systems are currently at a fairly early stage of development
[23, 24], and the primary areas of research surrounding wave energy systems are their
potential for hybridisation. The possibility of incorporation with wind turbines is the
most promising due to the ability of wave energy converters to suppress platform
motion in offshore floating wind turbines [25]. However, wave energy implemen-
tation in offshore wind farms at this stage of development can result in significant
increases in project costs.

The types of wave energy converters under development include those suited for
near coast and offshore locations, as well as varying water depths. They primarily
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fall into three categories: oscillating water columns, oscillating bodies and overtop-
ping devices. An oscillating water column involves air trapped in a chamber which
is compressed by the changing wave pressure. Oscillating bodies generate energy
through its relative motion to a stable body. Overtopping devices use the potential
energy of the water to power a low head turbine.

Two of the most notable hybrid wind and wave systems are W2Power and
Poseidon Wave and Wind; both of these projects have produced a demonstration
scale deployment in the ocean. The W2Power system involves a dual semisub-
mersible offshore wind turbine platform with two turbines. Numerous oscillating
body wave energy converters are placed under the surface on the platform. The
full scale system would produce 10 MW of power with 7.2 MW from the wind
turbines and 2-3 MW from wave energy. Currently, a small-scale device has been
tested with the wind turbines only. In comparison, the Poseidon Wave and Wind
system has a buoyancy stabilised platform with multiple wind turbines and wave
energy converters. A smaller—scale model has been tested and it featured three wind
turbines and 10 wave energy converters. The full-scale version of the system would
include 2.6 MW of power from the wave energy converters and 2.3—-5 MW from
the wind turbines. The Poseidon Wave and Wind system uses both oscillating body
and oscillating water column wave energy converters, whereas the W2Power system
only uses oscillating body converters.

Hybridising wind and wave energy on a common platform is ideal for maximising
the amount of power generated whilst being efficient in the amount of marine
space used. The other advantages of these types of systems include streamlining
of maintenance and grid connections and the wave energy would allow for the
smoothing of power fluctuations produced from wind energy. Most significant
research surrounding this subject revolves around the ability of wave energy
converters to suppress platform motion in offshore wind turbines as they absorb
the energy from incoming waves. This is an important factor when considering the
reduced system fatigue and efficiency improvement within the systems. This research
is still in the early stages but shows promise for the future implementation of offshore
hybrid wind and wave energy systems.

2.5 Issues with Single-Source System

As previously outlined, there are factors reducing the power quality and reliability of
single-source renewable energy systems. Whilst they are a feature of most renewable
energy sources, these issues are prominent and easily identifiable in solar farms.
Solar power production is almost exclusively undertaken during daylight hours and
is subject to fluctuation depending on weather factors like cloud cover and solar
irradiance. This cyclic generation means solar farms are less capable of increasing
or decreasing power production depending on present demand for energy. Specific
fluctuations caused by environmental conditions are potentially more problematic
for grids due to the higher unpredictably and rapid rate of change.
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Issues related to this problem are exacerbated by the continued commissioning of
large solar farms without accurate methods of predicting impacts on the power grid.
It is likely additional infrastructure will be required to mitigate this problem in the
future; namely large energy storage facilities to better control power distribution and
delivery, and the introduction of compensating alternate energy sources.

3 Hybrid Energy Systems and Technologies

Hybrid renewable energy systems most commonly comprise of two or three energy
sources and can be located on land or offshore. Whilst non-renewable power sources
can be included in hybrid systems, the three examples of possible of hybrid energy
systems given below only include renewable sources.

In addition to appropriate selection of renewable energy sources, developing and
adapting current and new technologies for hybrid systems is a prominent area of
research. The areas investigated for this report include specific technologies in the
areas of energy storage systems, control strategies and transmission systems.

A new technology being investigated for potential applications as a link between
renewable energy sources, or between hybrid energy systems and power grids is
magnetic buses. Their inclusion in a power system removes the need for some
supporting infrastructure like step up transformers and line filter circuits. The
experiment conducted for this report investigates different forms of windings for
transformers and evaluates their efficiency.

3.1 Structure of Hybrid Energy Systems

3.1.1 Two-Source Onshore System

Wind and solar power are two of the most developed renewable energy systems.
As more solar energy is produced during the day whilst wind energy dominates
during the night, the complementary nature of these energy sources is well suited to
hybridisation. Hybrid wind and solar systems can be adapted for use as microgrids
or grid integrated systems, and their capacity is highly flexible.

Renewable microgrid systems installed in remote areas often use energy storage
systems to stabilise the power output. The system in Fig. 1 shows the basic structure of
a hybrid wind and solar microgrid system with battery energy storage. This particular
system feeds DC and AC loads so ithas a DC and AC bus in parallel. As wind turbines
produce AC power, it is converted into DC before going to the bus, whilst DC/DC
converters are connected to the solar array and battery storage system to ensure the
inbound voltage matches the DC bus voltage. The steady state bus voltages will vary
depending on the capacity of the system, however the buses will almost always be
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rated for high voltages. Electricity is permitted to flow in both directions between the
battery storage system and the DC bus to allow the battery to charge and discharge.

3.1.2 Two-Source Offshore System

One type of offshore hybrid renewable energy system that is being researched exten-
sively is a wind and wave system. These two technologies are highly compatible and
are able to be installed on the same offshore platform which promotes an efficient
use of available marine space. The presence of wave energy conversion generators
under the water’s surface also aids in platform motion suppression of offshore wind
turbines. The main factor preventing the commercial implementation of hybrid wind
and wave systems is the high project costs.

Both wind and wave energy generation systems produce AC power, therefore,
it is more efficient to use an AC bus to transfer power to the transmission system.
As the tidal generation system will be located on or near the coast, it would be cost
effective to locate the combined wind and wave platforms relatively close to the coast,
depending on the specific geographical features of the chosen location. Generally,
this suggests smaller transmission distances to onshore power, which current research
suggests may be well suited to a high voltage DC transmission system. The basic
structure of such a system is shown in Fig. 2.

3.1.3 Three-Source Offshore System

Another possible form of an offshore hybrid system is the combination of wind,
tidal and marine current energy. In order to take maximum advantage of the avail-
able oceanic energy sources, this type of system is most beneficial as a near-coast
installation. Marine current turbines, similar to wave energy conversion systems,
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Fig. 2 Hybrid wind and wave offshore system with a DC transmission system

can be installed on the same offshore platform as wind turbines. The primary factor
preventing the research on these types of systems to progressing to real-life testing
is cost, particularly with regards to the tidal energy system.

Despite all three sources producing AC power, two AC buses have been used
in the system. This is mainly due to geographical location as the tidal system will
likely be located on the coast whilst the wind and marine current platforms will
be off the coast. Due to the placement of the generation system, the transmission
lines will likely need to traverse a smaller distance so a traditional high voltage AC
transmission system was selected. This system is shown in Fig. 3.
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Fig. 3 Hybrid wind, marine current and tidal system with an AC transmission system



92 R. Eager and M. R. Islam

3.2 Hpybrid Energy System Technologies

3.2.1 Energy Storage Systems
Battery Energy Storage for a Hybrid Wind and Photovoltaic System

Battery energy storage systems have multiple uses when applied to hybrid renew-
able energy systems. They have numerous applications which have benefits for
commercial and residential purposes which are outlined below [26].

Residential

e Self-Consumption: allows excess renewable energy generated to be stored and
used when needed (e.g., storing solar power during the day to use at night);

e Emergency Backup: used as an alternative to generators in the event of a power
outage.

Commercial

e Peak Shaving: prevents businesses from drawing more than their predetermined
threshold of grid power during peak periods;

e [oad Shifting: can manipulate energy usage to decrease grid power used during
more expensive periods, saving money on electricity bills;

e Emergency Backup: allows essential systems to operate in the event of a power
outage,

e Microgrids: improve economic feasibility of grid-disconnected, remote microgrid
energy systems;

e Renewable Integration: smooths output of renewable energy systems for more
stable grid integration.

All energy storage systems contain one or more battery modules, sensors and
control components, and an inverter [27]. They can be AC or DC coupled depending
on the system application. Using multiple battery modules is advantageous in the
event of a malfunction as the faulty module can be replaced without seriously
affecting system operation. The introduction of control components into a storage
system allows for constant monitoring of all technology to optimise efficiency, and
analysis of energy consumption data to allow for discharge in peak periods. The
inverter allows power to flow between the AC and DC system states; this promotes
the ability of the batteries charge and discharge.

The battery energy storage systems modelled in Figs. 4 and 5 can be applied to a
renewable system utilising solar energy for a commercial or residential application
[28]. The DC coupled system directs excess power production to the batteries, and
releases power through the inverter when required. This system stores power before
it is converted to AC which saves costs by limiting the number of AC and DC
conversions required and can be configured to supply power during a grid outage;
but is unable to draw power from the grid for storage. AC coupled systems aren’t as
efficient as DC coupled systems, but are more common as they offer other benefits.
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They can draw power from the grid, negating the need to use power from the grid
during peak periods which reduce utility costs, as well as provide the emergency
backup and storage of excess solar energy. They also operate independently of the
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solar power system, so they can be retrofitted whilst power is being drawn from other
sources.

The standalone microgrid system in [7] uses a wind turbine and solar array as
primary energy sources with a battery energy storage system. The storage system
consists of a proton exchange membrane fuel cell (PEMFC) and an energy manage-
ment system which regulates the power flow within the system by monitoring and
forecasting the renewable power availability and state of charge of the batteries. This
system is self-sufficient under varying climatic conditions, designed for use in remote
areas and can be connected to a power grid or acts as a microgrid system.

The different components of this hybrid system are all connected via a DC link.
On the generation-side of the system, the following components are connected; a
DC wind generator (5 kW capacity) and a DC/DC converter, photovoltaic modules
(5 kW capacity) and a DC/DC converter, a lead-acid battery and a buck-boost DC/DC
converter (includes a dumping load to dissipate battery overcharge) and a fuel cell
(6.2 kW capacity with a unidirectional DC/DC converter). The load side of the system
consisted of a three-phase inverter, LC filter and a resistive AC load.

The voltage level at the DC link is dependent on the generator outputs and the load
impedance. The DC/AC converter operates with a three-phase proportional integral
(PD)-based control system. A PEMFC was chosen as a power source due to its high
efficiency in steady-state, reliable power generation, low operation noise and eco-
friendliness [29]. However, its drawbacks include an unstable output voltage, slow
response to variation in the load and high cost [30].

The system was tested experimentally using equipment which emulates real wind
turbine and photovoltaic array behaviour. The test conducted begun with the wind
emulator operating at a fixed speed with the batteries going into discharge mode
to meet the power load requirements in the initial stages. Once the photovoltaic
generator is activated, the batteries are no longer required and begin to charge as
there is now excess power generation. The batteries go back into discharge mode
when the load requirement is raised; the DC link voltage remained constant through
the duration of the experiment. The obtained experimental results showed promised
and this hybrid renewable energy system is recommended for future studies.

Superconducting Magnetic Energy Storage for a Hybrid Wind, Thermal
and Nuclear System

In a wind farm connected to a grid with thermal and nuclear electricity generation
plants, a superconducting magnetic energy storage system was developed as an alter-
native to batteries in [31]. It was developed to better maintain the stipulated voltage
and frequency requirements for the grid during periods of dynamic disturbance. This
system was chosen for short-term energy storage due to its faster response to compen-
sate for wind power fluctuations when compared to batteries which have a slower
discharging process. However, the drawbacks of this system include the high initial
and maintenance costs, and significant supporting infrastructure.
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Two of the most prevalent types of wind turbine generators are the variable speed
double induction generator and fixed speed squirrel cage induction generator. The
squirrel cage generator was selected for this wind farm due to the reduced mainte-
nance, low cost and simplicity in operation. This is the justification for the selection of
a superconducting magnetic energy storage system; it can provide the large reactive
power and control of voltage and frequency variations that battery storage systems
can’t supply. Despite this, a new control strategy was implemented to further improve
the performance of the energy storage system. It consisted of integrating dual parallel
connected DC/DC chopper circuitry to assist the superconducting magnetic energy
storage device with switching between charging and discharging modes.

The system was first modelled and tested using a traditional superconducting
magnetic energy storage unit to stabilise the power network, later tests incorporated
a single DC-DC chopper and a dual paralle]l DC-DC chopper. The same wind speed
data was used for all experimental scenarios. The testing process showed a smaller
dip in frequency during periods of wind speed change when the DC-DC choppers
were connected compared to when they weren’t. The dual parallel DC-DC chopper
performed better than the single DC-DC chopper because it has increased current
control in the voltage source converter circuitry and enhanced switching ability. This
led to the conclusion this system provided satisfactory recovery periods for the grid
frequency in times of dynamic disturbance to fulfill grid operator requirements.

Hybrid Supercapacitor and Undersea Energy Storage System for a Wave
Energy System

The wave energy conversion system presented in [11] featured the renewable energy
source operating in parallel with a hybrid energy storage system consisting of super-
capacitors and an undersea energy storage system. The components of the storage
system each have distinctive operating characteristics, so a sophisticated energy
management system was introduced to more efficiently size components and optimise
energy yield. The wave energy conversion portion of the system used a direct-drive
linear generator-based system.

The design of the hybrid energy storage system was primarily dependent on the
energy storage technology selection, power and energy capacity of the components
and managing the power flow between storage components and the system. Super-
capacitors, like batteries and fuel cells, are commonly featured in hybrid storage
systems. The undersea energy storage system has been recently proposed as a poten-
tial alternative energy storage technology. It is placed on the seabed and consists of
a concrete sphere containing a reversible pump-turbine unit, a permanent-magnet
synchronous machine and steel pipe to allow for water flow. When the generated
electricity exceeds current demand, water is pumped out of the device and water is
permitted to flow back in when additional energy is required to meet demand.

Using components of optimal size in the hybrid energy storage system has
numerous benefits for the specified renewable energy system. These include but
aren’t limited to reduction in cost and weight of the system and increasing energy
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efficiency and yield. The relevant constraints on component sizing are the state of
charge and the voltage, current and frequency ratings of devices. The approach taken
in sizing the energy storage components involved implementing an optimisation-
based energy management strategy. In particular, a reinforcement learning technique
was used where the system takes into account the quality of power allocation within
the system for various component sizes; from this the combination with the highest
reward is selected. This method is highly adaptable, but the real-time implementation
means the optimality suffers slightly.

The hybrid energy system was tested against supercapacitors and an undersea
energy storage system on its own. It was determined the hybridisation of the two
systems resulted in reduced capacity components. The proposed energy management
strategy was also shown to adequately regulate power fluctuations within the system
in real-time, meaning it would be viable to connect this renewable energy system to
an onshore power grid.

3.2.2 Control Strategies
Power Fluctuation Compensation for a Hybrid Wind and Tidal System

The system proposed in [14] investigates a novel power fluctuation compensation
system for a hybrid offshore wind and tidal turbine system. The adjustments made to
the system aimed to mitigate generated power fluctuation and stabilise power quality
issues such as voltage sags or frequency variations.

The offshore system used consisted of 2.3 MW capacity wind turbine generators
with a 60 m rotor radius, and 1 MW capacity tidal turbines with a rotor radius of
25 m. The tidal generation system was connected in parallel to the wind system. After
generation, the AC power was passed through a transformer to increase the voltage
to 12 kV. It was then transformed into DC power by a converter before travelling
more than 10 km to the onshore power grid through an undersea DC transmission
cable. A DC/AC converter is also present on the grid-side of the transmission system
to adequately integrate the power with the grid.

The output of the tidal generators is generally more stable than that of the wind
turbines on account of the higher predictability of the renewable energy source. To
stabilise the wind turbine output, the tidal generator is connected to an insulated-
gate bipolar transistor (IGBT) bidirectional inverter system. Furthermore, the tidal
induction motor can be mechanically isolated from the tidal turbine shaft by a one-
way clutch when the rotational speed of the turbine is lower than that of the inverter’s
magnetic fields. This allows the turbine to act as a fly-wheel energy storage system by
use of the IGBT inverter control. The stored energy can be extracted by decelerating
the motor with the inverter control system.

The testing phase of the system was conducted experimentally under varying
wind and tidal turbine generator speeds. Initially, the wind turbine model starts up
to build the DC capacitor voltage before the grid-side DC/AC converter begins to
operate. When the IGBT converter starts to drive the induction motor the one-way
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clutch is off and the system is in fly-wheel mode. Finally, the modelled tidal turbine
starts up and once its rotation speed exceeds that of the induction motor, the one-way
clutch switches on and the system goes into generator mode and the power from the
tidal turbine joins the wind power already being transmitted to the grid. The system
shows satisfactory operation from the preliminary experimental results; but concerns
related to the stability of the system call for a more advanced experimental study.

Advanced Power Output Forecasting for a Hybrid Wind and Marine Current
System

The hybridisation of offshore wind turbines with a marine current system is beneficial
in combating the characteristic power fluctuations of wind energy systems. This is
due to marine current being highly predictable and subject to slow cyclic variation
which is in direct contrast to the unpredictable and erratic nature of wind. In order to
improve the prospects of grid integration in [13], advanced prediction methods were
employed to ensure the power output of this renewable energy system would satisfy
grid code requirements.

The characteristics of wind energy make it difficult to produce highly accu-
rate forecasts, one such method involves artificial neural networks. These have
outstanding approximation capabilities and can produce reasonably accurate predic-
tions, but issues can arise if the training data is too chaotic or noisy, leading to errors
in wind speed forecasting. Constructing prediction intervals is a good method to
combat this issue is they establish upper and lower bounds for a prediction with a
probability called a confidence interval. The bootstrap technique is the most common
method used to form prediction intervals for artificial neural networks and achieves
satisfactory performance. For this hybrid energy system, this is combined with a non-
linear auto-regressive exogenous neural network model to obtain point forecasts for
wind speeds.

The highly predictable nature of marine current means prediction methods can
be developed to predict currents at a particular location within a 98% accuracy. The
harmonic analysis method is a complex prediction method as all tidal harmonic
constituents need to be known for the given location but is very accurate and is the
method selected to predict marine current speeds in this system.

To further improve this system’s potential for grid integration, the wind and marine
current turbines were integrated with a small battery energy storage system. The
prediction methods employed allowed for small power fluctuations within a speci-
fied limit; these fluctuations were infrequent and can be eliminated using the battery
energy storage system. The combination of these techniques resulted in a renew-
able energy system with reliable power dispatching, satisfying onshore power grid
requirements. Furthermore, this power strategy is more economically feasible than
traditional methods of simply injecting all available renewable energy power into the
grid and can be adapted for other renewable energy systems.
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3.2.3 Transmission Systems
High Voltage DC Transmission for a Hybrid Wind, Wave and Tidal System

Traditionally, undersea transmission systems are high voltage AC, but recent research
into the feasibility of using a high voltage DC system for near-coast offshore systems
is being conducted. The potential advantage of this system is an increased ability to
control active and reactive power fluctuations within the system, improving stability
for grid connection. The system has been tested with voltage source converter
technology as the necessary control techniques can be efficiently implemented.

Voltage source converters are devices which allow for connection between high
voltage AC and DC systems. In power generation, they are used to convert AC power
into DC power, and vice versa, for integration with a high voltage DC transmission
system. These devices can operate at high frequencies and turn on or off in a controlled
manner through the use of insulated-gate bipolar transistors (IGBTs). A simplified
voltage source converter-based DC transmission system is shown below in Fig. 6
[32].

The converters are connected to the AC system via transformers to change the
AC voltage to the equivalent DC voltage level; the transformers are usually single-
phase three-winding type to accommodate for the three-phase power required in large
energy generation systems. Phase reactors and AC filters can also be connected to
the voltage source converters; the phase reactors control active and reactive power
and reduce high frequency harmonic currents, and the AC filters prevent voltage
harmonics from entering the system. The voltage source converter devices themselves
can be two-level or three-level, but both consist of a bank of IGBTs which serve
as switches. The capacitor in the DC transmission line reduces voltage ripple, but
also aids in power flow control by providing a low inductive path for current when
the source converters are off. The control system in this type of transmission system
utilises a pulse width modulation technique. This system produces the desired voltage
signal from the voltage source converters by comparing it to a sinusoidal reference
signal, which can be changed almost instantly in different ways to control active
and reactive power. The cables used as the transmission line are usually made of a
polymer as they are light, flexible and have high mechanical strength.

An offshore hybrid wind, tidal and wave renewable energy system was presented
in [12]. The system was connected to an onshore power grid via a high voltage DC link
based on voltage source converter technology. The wind and tidal turbines are both



Hybrid Renewable Energy Systems for Future Power Grids 99

modelled by a doubly fed induction generator system, whilst a permanent-magnet
synchronous generator was used for wave energy conversion. A damping controller
system was incorporated with the DC link and the ability of this technology to
stabilise the microgrid system was assessed.

An undersea DC transmission system was selected due to its economic benefits
when compared to an equivalent AC system for a near-coast renewable energy farm.
Another benefit of this type of transmission link is its high-power capacity and
responsive control ability. The DC link was rated for 200 MW, which is based on
the capacity of the renewable energy generators; 80 MW capacity wind turbines,
60 MW capacity tidal turbines and 50 MW capacity waver generators. The wind
and tidal turbines are connected in parallel to a bus which is connected to another
bus via a short transmission line. This second bus also houses the connection to the
wave generators and is the link to the high voltage DC transmission system. On the
grid-side of the link, another bus connects the renewable energy power to the power
grid. The control system integrated with the transmission line utilised a proportional
integral derivative damping controller.

The tests conducted on an experimental model of this system showed the high
voltage DC link with the damping controller provided the best response character-
istics to reduce potentially large fluctuations in active and reactive power. When the
transmission was replaced with an equivalent AC transmission line, the three-phase
short circuit fault triggered in the power grid resulted in severe voltage fluctuations
in the tidal and wave generators. This was considerably reduced with the DC trans-
mission system. It was concluded the proposed voltage source converter-based high
voltage DC link with a proportional integral derivative damping controller rendered
adequate damping characteristics to stabilise the connected hybrid renewable energy
generation system.

Low Frequency AC Transmission for an Offshore Wind Farm

The research in [10], investigated the feasibility of applying a low frequency AC
transmission system over distances greater than 100 km to connect large offshore
wind farms to power grids. The operation of this new system was compared to high
frequency AC, and current commutated and voltage-source converter-based high
voltage DC systems.

The supporting electrical devices needed for each transmission system are outlined
below:

Conventional AC: transformers on the rotor-side and grid-side of the transmission
lines to ensure the correct voltage are present for transmission and grid integration.

Low Frequency AC: similar transformers to the conventional AC system, but
an additional AC/AC converter is placed after the transmission line to increase the
frequency of the power to meet grid requirements.

High Voltage DC: as the power produced from the wind turbine generators and
the power used in the grid is AC, AC/DC and DC/AC converters are placed before
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and after the transmission line respectively. The transformers are still necessary to
adjust the AC voltage levels.

The simulation of this system for testing included a doubly fed induction
generator-based wind farm, transformers and a power cable. Three tests were
conducted with the simulation; steady-state, variable wind speed and a short circuit
fault. The results showed improved transmission capabilities at frequencies lower
than 50-60 Hz (normal operating frequency for AC transmission), as well as better
reactive power control during the short circuit fault. It was concluded this trans-
mission technology showed potential but requires additional research to better
understand its suitability for application in real systems.

4 Summary

Renewable energy sources have been identified as the most important alternative
to fossil fuel-based electricity generation when considering future commercial and
domestic energy requirements. Whilst many forms of renewable energy are available,
this report focused on solar, wind, tidal and wave energy. Solar and wind energy are
two of the most technologically mature renewable energy sources and are two of the
most prevalent sources already in use. Tidal and wave energy are currently at earlier
stages of development, but tidal power has the potential to generate large amounts of
power for industrial usage and wave energy is widely available as an offshore energy
source.

However single source renewable generation systems are reliant on intermittent
weather sources, which introduce unreliable power into commercial electricity grids.
The resulting power fluctuations decrease the power quality of the system, poten-
tially destabilising power grids; which can cause widespread damage to power system
infrastructure and grid connected loads. This issue is prominent in solar farms, where
power generation is almost exclusively undertaken during daylight hours. Solar
power is also subject to rapid changes in power due to unpredictable weather condi-
tions. These specific problems require solutions such as large-scale energy storage
or alternate energy sources to justify the continued commissioning of commercial
solar farms. Hybrid renewable energy systems are currently being researched as a
potential solution to the rising concerns related to single source systems.

Hybrid energy systems can be adapted to onshore or offshore applications and
can combine two or more renewable energy sources. Depending on the specific
circumstances, non-renewable source can also be included as part of a hybrid power
system. The selection of renewable sources is generally based on the combination of
their power generation windows; for example, wind and solar power are well suited
as solar power will dominate during the day and wind energy will dominate at night.
This inherently goes some way towards addressing the intermittent power production
characteristic of single source systems.

Current research into hybrid systems is centred around further improving their
power quality and reliability for power generation. The main focus areas centre
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around technologies which have applications in energy storage, power signal control
and transmission systems. One such technology in the early stages of development
is a magnetic bus which may be a potential alternative to high voltage electric buses
used to interconnect energy sources as well as connect generation systems to power
grids [33-35].

The hybrid systems presented in this chapter show great potential for correcting
issues associated with single source renewable energy systems. However, the
majority of research into hybrid systems is still at an experimental stage and not
ready for small-scale implementation yet. Hence, this chapter recommends making
improvements to existing technologies and systems to better understand and predict
power quality issues in power grids whilst waiting on the construction of new hybrid
systems.
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Remote Area Power Supply Systems:
Challenges and State-of-the-Arts
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Danny Sutanto, and Afef Fekih

Abstract Remote Area Power Supply (RAPS) systems can play an effective role in
supplying electric power to rural and remote communities. RAPS systems are tradi-
tionally powered by non-renewable sources. The growing environmental awareness
and improved technology have led to the increased penetration of renewable sources
into the grid. However, the intermittent nature of renewable sources reduces the
overall reliability of the RAPS system. This chapter aims to present a comprehen-
sive review of the renewable energy-based RAPS system, its dynamic performance,
and different approaches to deal with the system instabilities. An overview of the
RAPS systems and associated challenges has also been presented.

Keywords Remote area power supply system * Frequency regulation + System
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Ic Capacitor current

C Capacitor

AP Difference in power

APy High frequency component of change in power
APy, High frequency component of change in power
S Raw time series

SwW SAX words

t PAA coefficient

i,m, k Sequence number

List of Acronyms

AC Kilogram

AREN  Australian renewable energy agency
DC Direct current

MPPT  Maximum power point tracking
PAA Piecewise aggregate approximation

PMSG  Permanent magnet synchronous generator
RAPS  Remote area power supply systems
RoCoF  Rate of change of frequency

SAX Superconducting magnetic energy storage
SMES  Superconducting magnetic energy storage
SOPPT  Suboptimal power point tracking

WECS  Wind energy conversion systems

1 Introduction

Electricity generation is one of the largest sources of carbon emission. Global
warming and carbon emission have been accelerating at an alarming rate which
calls for the need to reduce the use of fossil fuels, which are still the main source of
energy. Underdeveloped countries are explicitly dependent on fossil fuels due to the
lack of available infrastructure. Figure 1 shows that CO, emission has been signif-
icantly increasing over the years. The fastest growth of the emission comes from
fossil fuels and industry, which is very alarming. Due to the serious environmental
impact, renewable energy has drawn the attention of world leaders, and it has been
recognized that renewable energy sources are an effective solution to these serious
challenges [1-3]. Figure 2 shows that renewable sources are still showing significant
growth in recent years. In the last few decades, wind energy has increased rapidly
and has become the leading source of clean energy in Australia [4].
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Fig. 1 Change in Carbon flux over the years [expressed in Gigaton (Gt)] [4]
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Fig. 2 Renewable energy generation in Australia by technology type [18]

The integration of renewable energy sources with the large grid is a popular topic
of research; however, the rural and remote areas which are deprived of the central
utility grid are often dependent on renewable sources. Instead of the large utility
grid, the electrical power to the remote communities is usually supplied through
a remote area power supply (RAPS) system. A RAPS system can be defined as
a small electricity network that serves a group of households [5-10]. It is never
connected to the utility grid, which means it never absorbs from or injects power to
the grid. It is becoming increasingly popular as a feasible solution for rural areas to
get access to electric power [11-17]. They can efficiently supply power without any
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interruption to the consumers. In a large utility grid, the level of renewable energy
penetration is usually limited. But, in a RAPS system, the system can be as high as a
hundred percent renewable-based. With the higher penetration of renewable energy,
the system resilience will be lower due to the intermittent nature of the renewable
sources. Also, the load is highly fluctuating in a small network. Since there are energy
sources of different characteristics, the coordination of them can be quite challenging.
Nonlinear loads are more likely to occupy a large portion of the total load, which
can compromise the power quality significantly.

RAPS system is an effective way to supply electric power to remote communities.
A significant amount of the world population is without access to the utility grid, and
the RAPS system is a convenient solution to this. It is even promoted rigorously by
different non-governmental organizations (NGOs). Traditionally, the RAPS system is
usually diesel generator/engine (DE) based. However, with the increasing concern for
the environment, renewable energy options have been increasingly utilized. It seems
unwise not to utilize renewable sources since one of the promising benefits of aremote
area is abundant accommodation for renewable energy resources. Furthermore, fuel
transfer to a remote area alone is extremely costly. Therefore, it is more economic
to utilize the local renewable resources than import costly conventional fuel. The
RAPS system can consist of a single energy source or a single energy storage. It also
can be a hybrid of energy source and storage.

Australia is one of the countries that has rigorously adopted RAPS systems. There
are several RAPS projects underway in Australia, and they are quite significant
considering the local demand in those areas. A few examples are presented as follows.
The power demand of Rottnest Island, Western Australia is supported by seven
diesel engines and one wind turbine. Huge electric energy is needed to supply the
desalination plant which produces drinkable water for that locality. The proposed
hybrid RAPS project will add 600 kW of solar energy to increase its renewable energy
capacity. Hydro Tasmania will introduce an advanced control management system
with a dynamically controlled resistor. The controlled system will be working with a
smart demand-management algorithm based on the demand of the desalination plant.
This project aims to reduce diesel—fuel consumption by 45% and provide cheaper
power [19].

So far, Hydro Tasmania has showcased some extraordinary results in the Bass
Strait with increased renewable energy penetration. In the King Island project, they
have been able to effectively lower down the fossil fuel usage by 45%, largely from
the energy converted from the wind turbines. Currently, the wind turbines support
70% of the energy demand on the island resulting in reduced fuel consumption from
around 4.5 million liters to 2.6 million liters per annum. Figure 3 shows the real-time
energy support scenario from different sources for the Kings Island RAPS system
[20].

The Australia Energy Research Agency (ARENA) plays a leading role in the
development and growth of RAPS systems. Funded by ARENA, Windlab, and Eurus
will develop the Kennedy Energy Park in partnership as a hybrid RAPS which is
located in North Queensland. A 15 MW solar, 43.2 MW wind, and a 2 MW battery
storage facility will support the community. Integration of battery storage with solar
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Fig. 3 Real-time energy utilization dashboard of Kings Island RAPS system [21]

and wind will allow renewable electricity to be stored for peak use. The battery will
also mitigate any potential load fluctuations. It is expected that this system will be
able to supply continuous electricity [22].

A diesel generator-based RAPS system is more reliable; however, its operating
cost is very high. A renewable energy-based RAPS system is economically sound,
but the system can become more unreliable. Also, the effect of load fluctuation
in a RAPS system is very high. However, intermittency is an inherent nature of
renewable sources. Control mechanisms are required to ensure the efficient oper-
ation of renewable generation systems. The controls in the renewables are usually
optimized to extract the maximum power from renewable sources (wind, solar, etc.).
For example, both PV and wind energy conversion systems (WECS) are operated
by maximum power point tracking. Therefore, these techniques do not facilitate the
network event ride-through capability [23, 24]. The renewable sources are interfaced
with the network through a power electronic converter [5, 25]. Hence, the system
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dynamics do not affect their controllability [21]. The RAPS can be a single energy
resource-based, energy storage-based, or hybrid system.

Renewable sources do not have inherent inertia; and therefore, they do not have
any resilience in case of any emergency event [26]. The grid-connected renewable
sources have different operation strategies since any large utility grid is very stringent
in maintaining the fundamental parameters [27, 28]. But RAPS system is a small
network and it is non-stringent. All the generators are primary power suppliers and
failure of any of them will cause a generation demand mismatch. To maintain the
power quality, load-shedding will be needed which reduces the power system relia-
bility. In a conventional generator, the power generation can be adjusted according
to the demand by injecting more fossil fuels. But, for renewable sources, it is not
possible to adjust the generation according to the demand. The maximum available
renewable energy is fixed in any area with a given conversion system at its highest effi-
ciency. The current environmental concern calls for increasing the level of renewable
energy penetration. But, with the higher renewable penetration, the system reliability
may be affected. Also, unlike large utility grids, there will be no advanced protec-
tion devices or control systems. The grid code is not maintained strictly in a RAPS
system. Rather, a RAPS system is expected to incorporate cost-effective and effi-
cient protection and control system. The main target of a RAPS system is end-user
satisfaction. Since the high penetration of renewables produces unpredictable power
generation; it also increases the probability of unplanned tripping and power outage.
Also, the reliability measurement in a large grid is much rigorous and complex. On
the other hand, in a RAPS system, customer satisfaction and meeting some primary
standards are the main priorities.

Since it has been established that the RAPS systems are not robust enough to
withstand network incidents, it is expected that the control becomes faster and more
efficient. They also require continuous monitoring and rapid decision-making. The
central control administrator needs to deal with a large number of data. Analyzing
those data and making a quick decision will be extremely difficult if these data are
processed in a conventional approach. Therefore, in this chapter, a symbolic aggregate
approximation-based data mining tool is presented in this chapter for efficient and
rapid processing of data and decision-making.

The structure of this chapter is organized as follows. In Sect. 2, the RAPS systems
in Australia are reviewed. In Sect. 3, the support for frequency regulation from the
WECS is discussed. Finally, in summary, the conclusion is presented.

2 Basic Topology of RAPS Systems

The RAPS system can be ac bus, dc bus, or hybrid-bus. However, the most common
RAPS system in Australia is the ac bus. In a common ac bus RAPS system as shown
in Fig. 4a, both the ac generator and dc generator are connected to the common
ac bus. Therefore, inverters are used at the dc generator to convert the dc power
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to ac power. The ac load absorbs energy from the ac bus, and the dc load absorbs
energy from the ac bus through ac/dc converters. If a storage system is installed in
the system, it absorbs or injects power to achieve power balance between generation
and load demand through bidirectional converters [5]. Figure 4b shows the dc bus
system, where the ac sources are connected to the bus through an ac/dc converter.
DC sources are directly connected to the bus. AC loads are supplied through an
inverter. The dc loads are connected to the bus directly unlike an ac bus system. A
hybrid-bus system is shown in Fig. 4c. In this system, all sources can be connected to
the bus as their type. AC sources are connected to the ac bus whereas, dc sources are
connected to the dc bus. In this case, unlike dc or ac bus systems, sources do not need
to be connected through power converters. Similarly, the loads are connected to their
respective types of buses. An example of the RAPS system is shown in Fig. 4d. It
shows the solar power and diesel generator-based RAPS system in Windorah, north
Queensland which is an ac bus system. It is worth mentioning that most of the RAPS
systems in Australia are ac bus. Also, usually in a RAPS system, a conventional
generator, e.g., diesel generator is responsible for maintaining the system voltage
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and frequency level. Figure 4d shows that the power is mainly supported by diesel
generators.

3 Dynamic Behavior of RAPS Systems with Renewable
Energy Sources During Sudden Load Changes

3.1 Frequency Regulation Support from Variable-Speed
WECS

Frequency events can occur for various reasons such as load rejection, load changes,
motor starting, fault, etc. However, this section focuses on the impact of the high rate-
of-change-of-frequency (RoCoF) as well as the voltage fluctuation in the dc-link. The
sources and the causes of power system events must be known before appropriate
mitigating actions are taken. A comparative analysis between two types of distributed
generators (DG): (i) diesel generators and (ii) wind turbines has been examined under
the steady-state and transient operation. Usually, a rapid load variation in a RAPS
system causes RoCoF and causes the system to shut down. Besides load variations,
high wind fluctuations too can cause the frequency event.

Although in a large grid, the system frequency does not change much; in a RAPS
system, this is a very common cause of system failure. The conventional generators
generally have natural inertia, and the governors also adjust the power outputs with
respect to the power demand to regulate the system frequency. But the variable-speed
WECS are isolated from the grid; and although the DFIG-based WECS has some
natural inertia, it is not significant. That is why advanced management is needed for
WECS-based RAPS [30]. To enhance the frequency support by utilizing the kinetic
energy of the variable-speed WECS rotor, a power reserve was recommended in
[31]. In [31-34], the frequency support from the wind turbines was investigated. In
[31], the power fluctuation that causes the frequency excursion is mitigated using
two approaches. The power fluctuations are passed through a high-pass filter with a
pre-defined cut-off frequency as shown in Fig. 5. If the fluctuation rate is higher than

Fig. 5 High-pass filter to (supported by
extract the high-frequency AP APn SMES/Super-
power fluctuations [31] > High-pass filter >

capacitor)

)&

\I/APL (supported by

battery)
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the cut-off limit, it would be mitigated through high power energy storage such as
super-capacitor or superconducting magnetic energy storage (SMES) whereas, if the
fluctuation is below the cut-off frequency, it would be mitigated by a conventional
battery. Although SMES/super-capacitors have high power density, they have a very
low energy density which means they cannot supply power for a long time. Therefore,
it is expected that they can only support intermittent frequency regulation.

Since WECS are electronically controlled, they are faster in their response than
conventional generators, and they can be controlled to respond to the rapid variation in
network parameters. In [34], this feature has been exploited to explore the feasibility
of a transient control. The proposed method in [34] utilized a fraction of the kinetic
energy stored in the rotational masses to support the frequency regulation. Also,
communication with the conventional diesel generator allowed the power imbalance
to be handled efficiently. But, releasing kinetic energy would shift the operating
point from the MPP which would cause a secondary frequency event. Also, after the
operating point is shifted, it would take time to move back to the previous point.

For a permanent magnet synchronous generator-based wind turbine, the electro-
magnetic torque can be controlled by controlling the inductor current. However, a
sudden change in the torque will cause significant torque stress on the drive train.
Therefore, to improve the reliability for frequency regulation and to improve the
stress on the drivetrain, an enhanced frequency response strategy using the ultra-
capacitor for a PMSG based wind turbine has been proposed for the RAPS system
in [35]. In [35], the super-capacitor mitigates the transient power imbalance to
support the frequency. The reserved power by the suboptimal operation is utilized
to charge the super-capacitor. The artificial inertia controller activates the super-
capacitor to support the power imbalance. As super-capacitor can respond very fast, it
improves the transient performance of the WECS significantly. However, the RoCoF
is still significantly high as observed from the result presented in [35]. In [36],
another frequency regulation technique has been proposed which further improves
the frequency regulation support. But, in this case, the RoCoF has been managed
to be within the limit. Figure 6 shows the basic topology of the integration of the
different types of energy storage with the power conditioning system of WECS for
frequency regulation support. Figure 7 shows the SMES available at the University
of Wollongong.

3.2 Determination of Optimum Charging Power in Cases
of Energy Storage with High Power Density

In [21], the suboptimal power point tracking (SOPPT) strategy with artificial inertia
support has was discussed to reserve the power to charge the SMES. In this strategy,
the WECS is deliberately operated away from the maximum power point tracking
(MPPT) curve. Therefore, when the charging is necessary, the WECS shifts to the
MPPT curve to supply the reserved power for SMES charging. Otherwise, if the
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WECS was operating along the MPPT curve, sudden load increase due to SMES
charging would cause frequency excursion. The quantity of the reserved power is
dependent on the SOPPT curve. Figure 8 shows the wind turbine power curves.

In [35], the frequency regulation support by an ultra-capacitor was proposed. In
both cases, the charging is necessary which is supported by available wind power
and suboptimal power point tracking (SOPPT). The SMES or ultra-capacitor can
support significant power. However, in a small RAPS system, full power capacity
is not required. But the power reserve should be enough to support the worst load
fluctuation. However, due to the intermittent nature of the wind and the resulting
unreliable power reserve, this SOPPT strategy is not the best solution to meet the
sudden change in power demand. Also, continuous operating away from the MPPT
curve is not economical. Also, the mechanical stress caused by the sudden torque
increase is extremely detrimental to the drivetrain. The frequent mechanical stress
will increase the maintenance cost of the mechanical counterparts. The frequency
excursions are very common in a RAPS since system resilience is typically low in a
small grid, unlike that of a large grid. Therefore, it is mandatory to design a resilient
frequency regulation control approach to ensure system reliability. The SMES/ultra-
capacitor charging power is supplied by the reserved power, P;.s due to suboptimal
power point tracking. But, continuously operating the wind turbine away from the
MPP will cause significant stress as mentioned earlier. Also, a continuous operation
in the suboptimal point might cause secondary frequency events. Therefore, it is
necessary to predict how much power reserved in the SMES might be sufficient and
when it would be needed. This latter can be estimated from the previously recorded
load profiles of different households in a RAPS system, which could be a large
number of data. Classifying load patterns and finding the relevant load profile could
be very burdensome and inefficient. To solve this problem, a dimensionality reduction
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is required, and SAX is a good solution for this problem. Also, partitioning around
medoids (PAM) is an efficient algorithm for further classification or clustering of the
profiles. A brief theory of SAX and PAM is discussed in Sects. 3.2.1 and 3.2.2.

3.2.1 A Brief Review of Symbolic Aggregate Approximation (SAX)
Algorithm

An algorithm called SAX was proposed by Keogh to reduce the dimensionality
of data and ease the burden of calculation [37]. Using the SAX algorithm, a time
series is represented by characters, significantly reducing the dimensionality. Keogh
also proposed a technique to find the most unusual time series subsequence. The
brute force and the heuristic methods were used to discover the time series discord.
This algorithm is used for the assessment of the solar PV impacts on low voltage
(LV) and medium voltage (MV) networks. In this technique, the raw time series
is converted to piecewise aggregate approximation (PAA) coefficients. Then, the
PAA coefficients are converted to characters according to the level they are in as per
Gaussian distribution. After that, the strings are grouped according to their pattern
using a clustering algorithm. The cluster, containing the time series of interest, is
separated and subject to the Brute force analysis. The profile with the largest non-
self-match distance is detected as the most anomalous time series.

A time series, m is considered which is of length, n: m = m;, my, m;.....,m,. After
normalizing the time series, it will be converted to a w-dimensional time series,
such that w < n, using Piecewise Aggregate Approximation (PAA). The formula for
calculating PAA is

n
= Y s, (1)

k=2 (i—1)+1

If the PAA series is expected to be symbolized using k-alphabet, then the Gaus-
sian distributed curve has to be divided into k-1 breakpoints. W is the word size.
With the higher number of w, the resolution will be higher, but it would cause a
computational burden. It is expected that the Euclidean distance between the raw
time series is greater or equal to the Euclidean distance of the raw time series. If
this condition is fulfilled, it will satisfy the “Lower Bounding” of the distance. The
equation representing this is given by (2):

D(@my,my, m3,...,m,) < Dy, 1, 15,...,1,) (2)

The lower bounding distance is calculated from the Gaussian breakpoints with
the expression given as below:
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where, sa i, say; are the alphabets of the SAX words SW; and SW, respectively.

The right-hand side of the above equation represents the lower bounding distance
of the SAX representation. Figure 9 shows the flow chart of the SAX representation
process.

For illustration, the above-mentioned mathematical operation is applied to a wind
profile data of 100 days as shown in Fig. 10. The Gaussian curve is divided into 4
breakpoints. The values of them are obtained from the Gaussian distribution table.
The symbolization of the PAA series will be carried out in an ascending manner. Any
value equal or less than the 1st level will be assigned the character “a,” equal or less
than the 2nd level will be assigned character “b,” equal or less than the 3rd level will
be assigned character “c,” and so on. The dimensionality reduction of the raw time
series using the SAX representation preserves its essential characteristics. The raw
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Fig. 10 Converting time series into SAX representation
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time series is presented by the blue line, and the PAA approximation level is shown
by the red line. The time series is presented by the 5 alphabets and the word size will
be 8. The larger the value of the word length, the resolution will be higher, but this
will increase the computational burden.

3.2.2 Demonstration of the SAX-Based Clustering Technique
for a Sample Set of Load Profiles

Three loads have been considered which corresponds to three different households.
To choose the appropriate amount of reserved power, the load profiles of those house-
holds need to be analyzed. The time series of a 24-h load profile with a 5 min interval
for three consecutive days have been taken for analysis. They are collected from the
Amy Close suburb of NSW state of Australia. These time series are converted to the
PAA (piecewise aggregate approximation) coefficients. As per Gaussian distribution,
the PAA coefficients will be converted to characters which will significantly reduce
the dimensionality while preserving the essential features of the time series.

If the PAA series for the load profiles are expected to be symbolized using k-
alphabet, then the Gaussian distributed curve has to be divided into k — 1 breakpoints.
In this case, the alphabet size is considered to be 6. Therefore, there will be 5 levels
of Gaussian distribution. Any values that are equal or less than the 1st level will be
assigned “a,” whereas the ones equal or less than the 2nd level will be assigned “b,”
and those equal or less than the 3rd level will be assigned “c,” and so on. The SAX
strings of the time series for the three days are shown in Table 1. Instead of 2880
data, the time series has been interpreted with only 8 data strings. The results are
shown in Fig. 11.

Now the load profiles represented by SAX strings will be classified according to
their characteristics to identify the most fluctuating load profile using a clustering
algorithm. The K-means clustering has been used in this experiment to classify the
load profiles. It has been observed that Cluster 1, which is shown in blue, shows
the most fluctuating characteristic and a significant increase in demand from 2 to
6 pm. Cluster 1 belongs to load 3. After that, a brute force algorithm has been
implemented for the load 3 clusters to find the most anomalous load profile among
load 3 profiles. The profile with the highest Euclidean distance within the cluster
is the most anomalous one and its peak demand will be the amount of the required

Table 1 SAX character
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Fig. 11 Discriminated wind profile with SAX and clustering algorithm

reserved power. The peak demand of this profile will be taken as a reference for the
power reserve in the wind turbine. It also shows that the peak demand continues from
2 to 6 pm, which means during that period, the PMSG based WECS will operate
along a SOPPT curve so that there is a power reserve of the same amount. Therefore,
in the worst-case scenario, if there is a sudden demand of the peak load, the WECS
will be able to meet the generation demand gap through SMES.

4 Summary

The remote and rural areas can facilitate the deployment of renewable energy sources
for power generation by providing the necessary geographical space. However, the
most common challenge of renewable energy resources is their intermittent nature,
which can reduce the overall system reliability. Also, the control of the RAPS system
is complex, because, unlike large utility grids, RAPS systems are prone to network
disturbances. The RAPS system needs to supply the demand on its own and cannot
depend on the grid. Therefore, it is expected that each component of the RAPS
system participates in supporting the network events. In this review, it is revealed
that the improvement of dynamic performance, especially frequency regulation of
the RAPS system is a major focus of many reported papers and several strategies have
been proposed to improve its performance. Most of the effective techniques include
external energy storage with a very high power density. A strategy has been discussed
in this chapter to find the optimum reserved power for these storage devices. Also,
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an efficient and advanced approach has been presented for automatic detection and
characterization of voltage events in a RAPS network which would be beneficial to
system planning and design.
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Danny Sutanto, and Afef Fekih

Abstract Precise detection and classification of voltage events would require very
detailed investigation from a very large pool of data. There exist several data mining
and parametric analysis techniques to detect voltage events, however, they are compu-
tationally burdensome. In this chapter, a symbolic aggregate approximation (SAX)-
based data mining tool is developed that can not only detect and classify voltage
events accurately but also with considerably less computational effort. Instead of
cycle-by-cycle analysis, a cluster-based analysis is proposed to classify the voltage
events where the SAX algorithm is used for reducing the dimensionality of the raw
time series. The proposed algorithm has been tested on a practical test network and
results have been presented.

Keywords Voltage events + Symbolic aggregate approximation + Cluster + Voltage
sag + Voltage swell

List of Symbols

Vv Voltage

M. R. Islam - K. M. Muttaqi - D. Sutanto

School of Electrical, Computer and Telecommunications Engineering, University of Wollongong,
Wollongong, NSW 2522, Australia

e-mail: mrislam @uow.edu.au

K. M. Muttaqi
e-mail: kashem @uow.edu.au

D. Sutanto
e-mail: soetanto @uow.edu.au

M. N. Musarrat (<) - A. Fekih
The University of Louisiana at Lafayette, Lafayette, LA 70504, USA
e-mail: md-nafiz.musarrat] @louisiana.edu

A. Fekih
e-mail: afef.fekih@louisiana.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 123
S. K. Das et al. (eds.), Advances in Control Techniques for Smart Grid Applications,
https://doi.org/10.1007/978-981-16-9856-9_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9856-9_5&domain=pdf
mailto:mrislam@uow.edu.au
mailto:kashem@uow.edu.au
mailto:soetanto@uow.edu.au
mailto:md-nafiz.musarrat1@louisiana.edu
mailto:afef.fekih@louisiana.edu
https://doi.org/10.1007/978-981-16-9856-9_5

124 M. N. Musarrat et al.

Va a-component of three phase voltage
Vg B-component of three phase voltage
A Major axis

A Minor axis

Vv’ Voltage during network event

List of Acronyms

DFT  Discrete Fourier transform

IEEE [Institute of Electrical and Electronic Engineers
PAA  Piecewise aggregate approximation

PAM Partitioning around medoids

pu Per unit

RMS Root mean square

RVC  Rapid voltage changes

SAX  Symbolic aggregate approximation

1 Introduction

In the past, the power quality was ensured merely by establishing a continuous
power supply. Now, the definition of power quality has become more sophisticated
[1]. Several criteria need to be fulfilled to maintain the quality of supply power up to
standard. Renewable energy sources have become very popular worldwide and have
become mainstream sources of electricity [2—4]. With a large number of renewable
energy sources network instability increases [5—7]. The voltage fluctuation is one
of the major issues that need to be addressed. The evolvement of technology and
the increased customer demand for improved service facilitated this need for fast
detection of disturbance. According to IEEE, the voltage sag or swell would occur if
the RMS voltage is less or more than 10% of the nominal value [8] for one-half cycle
to one minute. The voltage sag or swell is not good for electric components. Often
these electric components would trip if the voltage level falls below or rises above a
certain limit. Therefore, the voltage sag or swell is often given equal importance as
the short interruptions of the power supply. However, recently a new type of voltage
event has been introduced which is named the rapid voltage (fluctuations or) changes
(RVC). This is a fairly new idea. In the 3rd edition of IEC 61000-3-7, the definition
and standard to detect the RVC were discussed [9]. According to this standard, if the
RMS voltage at any instance falls below or rises above the nominal voltage and the
deviation is more than the threshold but does not cross the sag or swell limit, then it
will be categorized as an RVC event. RVC events are usually ignored, but they have
a significant effect on flickers [10]. To mitigate the effect of flickering, the detection
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and analysis of RVC have received much attention. An experiment conducted in [11]
dictates that the flickering would be visible to more than 95% of the subjects if the
RVC magnitude is equal to or below 4%. Therefore, in this chapter, a 4% deviation
from the nominal voltage is taken as the threshold for the RVC detection.

To improve the power quality, it is needed to detect and analyze voltage events such
as sag, swell, or RVC, and take initiative to mitigate these problems. The automatic
analysis of voltage events has become a promising aspect [12]. Many techniques
have been developed for the detection and analysis of different voltage events in
distribution systems. Most of the available techniques to characterize voltage events
are achieved by measuring the magnitude and the period [12—-15]. These techniques
require rigorous calculation and cause a heavy computational burden. Hence, the
process becomes significantly slow. Therefore, it has become a necessity to develop
a computational tool to detect and analyze voltage events without causing a heavy
computational burden. It is also to be noted that, to detect a short duration (a cycle
or two) voltage event, the data should be analyzed in the millisecond range and
hence a huge database will be required. Analyzing the huge database through the
conventional process is not efficient at all.

To overcome the huge computational burden, a new computational tool is devel-
oped in this chapter. The SAX algorithm is used in this chapter to reduce the dimen-
sionality of the raw data. An elliptic parameter analysis is performed to classify
voltage events. The rest of the chapter is structured as follows. In Sect. 2, a brief
review of the present different algorithms and techniques is provided, and a compre-
hensive description of the proposed approach is given. In Sect. 3, the validity of the
proposed approach is tested. Real power system data from the 230 V Swedish grid in
Oslo is used in this chapter for analysis. The data is obtained from the data recording
in PQube database available on PQube website [16]. Finally, Sect. 4 concludes the
chapter.

2 Proposed Approach to Detect and Classify Voltage Events

As stated earlier, huge computations are usually required to observe and classify
different voltage events precisely from a huge database. Usually, there is a huge
number of data recorded every day through smart devices and meters placed at
different points of the network. Modern meters can record data with a very high
resolution. Although this feature can facilitate precise detection, it increases the
computational burden. Analyzing the whole data series to classify the voltage events
is not an efficient approach since only a specific number of time frames contain
voltage events that occur only a few times a day. Some of the irregularities in voltage
profiles are not significant and it is not worth analyzing every single piece of data. If
the times and locations are identified for the most severe fluctuations, a more detailed
analysis can be carried out later to investigate the cause.

To distinguish the time series of interest from a huge database that contains signif-
icant irregularities, the mining of data using pattern recognition tools is necessary.
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However, performing those data mining algorithms on raw data series would cause an
excessive computational burden. To reduce the computational stress, dimensionality
reduction is necessary. There are several methods to reduce the dimensionality but
in this chapter, the symbolic aggregate approximation (SAX) method is used. The
SAX algorithm converts the raw time series into a symbolic string. The length of the
string depends on the sampling window. The character strings are formulated in such
a way that it preserves the basic features or characteristics of the original profile.
After that, the clustering algorithm is performed on the strings. After identifying the
clusters and time frames of interest, a more detailed analysis can be carried out to
characterize them.

Characterizing voltage events from elliptic parameters has drawn much attention
recently. However, analyzing the ellipses for every single cycle would require over-
whelming resolution of data and it is not efficient at all for a long and high number of
voltage profiles. Therefore, the elliptic analysis is proposed to be carried out only for
the clusters of interest in this chapter. If an event is detected, the ellipse conversion is
performed for a short-time frame around the events. Then those ellipses are classified
into several clusters too as per their characteristics before parameter calculations to
label those clusters for the specific type of voltage events.

2.1 SAX Algorithm

A brief review on the SAX algorithm [12] was provided in the chapter Opera-
tion of Renewable Energy and Energy Storage-based Hybrid Remote-area Power
Supply (RAPS) Systems: Challenges and State-of-the-arts. Its application to effi-
ciently find the anomaly among a set of time series due to computation in the reduced
dimensionality [17, 18] can be utilized in detecting the events in the voltage profiles.

2.2 A Brief Review of Partitioning Around Medoids (PAM)
Algorithm

The PAM algorithm groups n datasets into k clusters. This algorithm is used to mini-
mize the dissimilarity between the representatives of each cluster and its members.
The following equations representing the algorithm are used to solve this.

F(x)y=Y_Y"d. j)z (1)

i=1 k=1
Sa=1j=1.23 n @
i=I

Zij < y,',j = 1, 2, 3, ....n (3)
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vi,zij €{0,1}%i,j=1,2,..,n €]

where F(x) is the main function that needs to be minimized. d(i, j) is the matrix
of estimated dissimilarities between i and j elements. z; is a variable to make sure
that dissimilarities among the members of the same cluster are calculated in the main
function [14]. Equation (2) dictates the assignment of one element to one cluster only.
Also, Eq. (3) ensures the condition to be fulfilled so that the element is assigned to
a medoid that corresponds to the cluster and the number of clusters is maintained at
the predefined value. Equation (4) assigns the decision variable with just O or 1. The
algorithm for PAM is shown in Fig. 1.

Fig. 1 PAM process -
/ Start /

A J
Number of cluster centers and
medoids

. Group objects to closest
medoids

Swap each medoid and non-
medoid objects

Set minimum distance

No change?
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2.3 A Brief Review of Elliptic Parameter Analysis of Voltage
Events

It is assumed that the phase difference between the three-phase voltages is 120°.
Clarke’s transformation maps the three-phase voltages into the alpha—beta domain.
The matrix for evaluating Clarke’s coefficients is shown in (5). The voltage
components in the alpha—beta domain are obtained as given in (10)—-(11) [18].

[]—\/?
A=yV3

VotﬁO = CVabc (6)

V(t)—\/7|V| 1|v|*/’%’ lv % 7

all) = 5 a—E ble —§| e (7
2 3 i 2 - 21

V() = \/;(g(|vb|e_]3 — |Vc|e-’s)> (8)

Figure 2 depicts the mapping of three-phase voltages into the alpha—beta domain
under normal conditions. Note, the perfect unity circle in this case, which means
that the major and minor axes are equal. However, for unsymmetrical voltage sag
or swell, the three-phase voltages become ellipsoid in the alpha—beta domain. The
eccentricity, inclination angle as well as major and minor axes depend on the severity
of the sag or swell. The ellipses that correspond to the sag or downward RVC, will
be inside the unit circle. On the contrary, the ellipses that correspond to the swell
or upward RVC will be outside the unity circle [19]. In this chapter, the focus is on
classifying the sag, swell, and RVC. Further classification of sag or swell is outside
the scope of this chapter. Therefore, among all the elliptic parameters, only the major
and minor axes are of interest. By analyzing the major and minor axis, different types
of voltage events are identified.

The appropriate conditions for characterizing voltage events are as below. The
following thresholds are determined from the formulas presented in the next section.
However, the detailed graphical representation can be found in [20].

1
0 ®)
V2

2

)

%mm

(a) Unsymmetrical voltage sag: A,;,i/Amq < 0.933, symmetrical voltage sag: A,,; <
0.9

(b) Unsymmetrical voltage swell: A,,, > 1.06, symmetrical voltage swell: A,,, >
1.1

(c) Unsymmetrical RVC events: 0.933 < A,,,;//A,,s < 0.973 (downward) or 1.026 <
Apa < 1.067 (upward) Symmetrical RVC events: 0.9 < A,,; < 0.96 (downward)
or 1.04 <A, < 1.1 (upward)
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Fig. 2 Three-phase voltages mapped into the alpha—beta domain

2.4 Theoretical Approach for Calculating the Thresholds
Jor Elliptic Parameters to Classify Voltage Events

The major and minor axes of the ellipses are obtained as given in (9)—(10).

Ama=}|Va|+’Vf3|| (9)

Api = |IVal = | V5| (10)

The voltage magnitudes in normal conditions and during the event are denoted
by V and V”, respectively.

As mentioned earlier, the sag, swell, RVC (downward), and RVC (upward) limits
are taken as 0.9 pu, 1.1 pu, 0.96 pu, and 1.04 pu respectively.

The major and minor axis lengths during voltage events can be obtained by
replacing Vo and VB in (9) and (10) from (7) and (8).

If the voltage event occurs in one phase, the thresholds of minor axis length and
the length ratio of the minor axis to the major axis are calculated for different voltage
limits from (11) and (12) [20, 21].

Apa =V an
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Api = V" 4+V)/3 (12)

In this case, for any event, the major axis is unchanged. However, the minor axis
length changes with the severity of voltage fluctuation.

If the voltage event occurs in two phases, the thresholds of major and minor axis
length and their ratio are calculated for different voltage limits from (13) and (14)
[20].

Api =V’ (13)

Apa =RV +V")/3 (14)

In this case, major and minor axis length changes with different types of events.

If the event occurs in all three phases, the length of both major and minor axes
will be V".

Substituting the values of voltage limits for different voltage events in (11)-
(14) yields the thresholds for major/minor axis length and their ratio. For example,
putting the sag limit 0.9 in (12)—(14), the ratio of the major and minor axis length
is found to be 0.933 for each case. This is considered as the threshold for detecting
an unsymmetrical sag. Putting the downward RVC limit of 0.96, the threshold ratio
of the minor axis to the major axis to detect the unsymmetrical downward RVC is
found to be 0.973. In the same approach, thresholds can be evaluated for swell and
upward RVC events.

2.5 Approximation of the Elliptic Parameters by Image
Processing-Based Contour Fitting Approach

In [20], the DFT (discrete Fourier transformation) analysis is performed on the orig-
inal voltage profiles to obtain the harmonics and extract the system frequency compo-
nents by phasor analysis. However, performing Fourier analysis on that huge number
of data set would require heavy computation. Therefore, an image processing-based
approximation process is utilized in this chapter. In this process, the ellipse image is
converted to a binary image. Then, a weighted average method is performed on the
points of these binary images to estimate the centroids and the eccentricity. These
data are used then to approximate a contour that would be the best fit for the given
perimeter of the distorted ellipse or circle. This method is illustrated in Fig. 3 where
an ellipse distorted with severe phase angle jump is shown. The heavily distorted
shape of a normal ellipse makes it very complicated to measure the elliptic parame-
ters. With the proposed contour fitting algorithm, the prospective ellipse is extracted
(red marked) as shown in the figure. Now, the parameters can be approximated easily
from this figure.
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Fig. 3 Image
processing-based contour
fitting approach to
approximate the elliptic
parameters

Binary image

Fitted contour after image
processing

2.6 Detection Algorithm of the Proposed Approach

The RMS voltage profiles are recorded for 24 h. Each of the time series will be
then split into 24 1-h time series segments or sub-profiles. The dimensionality of
these sub-profiles is reduced by SAX representation. After converting the time series
into SAX strings, a PAM clustering algorithm is performed to classify them into 2
clusters: non-fluctuating and fluctuating sub-profiles. Most of the sub-profiles contain
no fluctuations. The fluctuating profiles are of interest here.

In the previous step, the sub-profiles that contained fluctuations have been iden-
tified. Now, as explained in Sect. 2.2, the three-phase voltages of these profiles will
be converted to an ellipse for each cycle. The orientation of all these ellipses will be
converted to zero degrees. Hence, the clustering will be carried out solely based on
their shape or perimeter; not their orientation. The elliptic parameters are approx-
imated through a contour fitting approach discussed in Sect. 2.5. After that, these
ellipses are again mapped into SAX strings and clustered into 5 groups: normal
condition, sag, swell, and RVC (upward and downward) using the PAM algorithm.
However, the ellipses that fit the criteria for normal conditions are automatically
redacted from the record and not considered for further analysis. Figure 4 shows the
complete process of the proposed approach.

An analysis of elliptic parameters is carried out to label each cluster. Using the
Brute-force method, the ellipse with the lowest non-self-match distance in a specific
cluster is determined. If the parameters of that ellipse satisfy the conditions of a
voltage event, the whole cluster is labeled for that voltage event. The algorithm is
shown in Fig. 5. This strategy effectively reduces the computational burden since
parametric analysis is performed on only one ellipse for each cluster. Moreover, the
SAX transformation reduces the dimensionality, notably.

The voltage sag/swell and RVC have a fine line to distinguish them from each
other. Although these two different clusters (labeled as sag/swell and RVC) have
sufficient distinctive features, the borderline ellipses should be checked if they are
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Fig. 4 Detection and classification algorithm of the proposed approach

in the right cluster. To achieve this, a Brute force method is performed between
the downward RVC and sag clustered ellipses, and upward RVC and swell clustered
ellipses. The lowest Euclidean distance between the members of two opposite clusters
denotes which two ellipses are adjacent in borderline. Next, these two ellipses can
be analyzed using the algorithm in Fig. 5 to check if they are in the right cluster.

3 Validation Test of the Proposed Approach

The validity of the proposed approach will be tested in this section. Real power
system data is collected from the 230 V Swedish grid in Oslo. PQube meter provides
the RMS data of every half cycle. For the validity test, the voltage data of a specific
day (24 h) is taken.

The 24 h’ data will be split into 24 sub-profiles in a 1-h interval. Figure 6 shows
the RMS voltage profile for 24 h. The sudden spikes in the profile denote the voltage
events. From the figure, the voltage events are observed between 3—4 h, 6-7 h,
16-17 h, 20-21 h, and 23-24 h timeframe.

Therefore, among 24 1-h sub-profiles, only 5 sub-profiles of the above-mentioned
time frame should be separated for further analysis. The rest 19 sub-profiles should
be deleted as they present normal conditions. This is carried out by converting the
sub-profiles into SAX strings and performing a PAM clustering algorithm. For SAX
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Fig. 5 Application of the proposed algorithm for event classification
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Fig. 7 1-h RMS voltage profiles grouped into 2 clusters

conversion, the alphabet size is taken as 5 and the word size is taken as 16. Figure 7
shows the clustered profiles. 19 of them are found to be normal conditions, whereas
5 of them contain voltage events.

The three-phase voltages corresponding to these 5 sub-profiles are mapped into
the alpha—beta domain. Therefore, as explained earlier, the alpha—beta domain plot
shows ellipses for each cycle. The inclination angle for each ellipse is changed to zero.
The time series of these ellipses are clustered using the PAM algorithm again after
converting the time series to SAX strings. To demonstrate and verify the proposed
approach of ellipse processing (shown in Fig. 4) in detail, analysis is shown for events
in 1-h voltage sub-profiles in a 20-24 h time frame. For SAX conversion, in this case,
the alphabet size is taken 6 and the word size is taken 8. The proposed technique is
implemented through MATLAB programming. The interface for MATLAB coding
is shown in Fig. 8. A new script is needed to be opened in the “Editor” mode for
writing the codes. Once the code is complete, clicking the “Run” button will compile
the code and show outputs. If there is an error in the code, an error window will pop
up detailing the type of error.

Figure 9 shows the MATLAB code for finding the PAA coefficients and break-
points. The breakpoints are determined by the Gaussian distribution model. The
number of breakpoints is dependent on the alphabet size.

Figure 10 shows the MATLAB code for the symbolic representation of the PAA
coefficients. The symbols are assigned according to the breakpoints. The word size
determines the number of symbols that will be used to represent the whole time
series.

From Fig. 11, it is observed that there are 3 clusters. Cluster 1 and 2 are inside the
unit circle and they correspond to voltage sag and downward RVC. Cluster (cluster 1,
blue marked) with the smallest ellipses is supposed to correspond to the voltage sag
events. The cluster which is between the unit circle and the sag cluster corresponds to
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Fig. 8 MATLAB interface for coding

8-  word_sizesinput{‘word sizes '); b |
9-  alphabet_size=input(‘'alphabet size= '); &
- win_size=floor{lengthidata) /word_sizel;:

n

12- [} W )i

13- plotidatal;

1 - hold on;

13

16 - if [lengthldata)==word_size)

17 - PAA=data;

- else

19 - PAA=nean(reshapeldata,win_size,word_sizell;

- end

n

22 - PAA_plot = repmat(PAA', 1, win_size);

23-  PAA_plot = reshape(PAA_plot’, 1, lengthidata)}’;

]

5 - plotiPaa_plot, 'r');

%

7 - string = zeros(1,length(PAA}); -1
EL =
29 - switch alphabet_size

- case 2, cut_points = [-inf @);

- case 3, cut_points = [-inf -0.43 0.43];

2 - case 4, cut_points = [-inf -0.67 @ 0.67]; =
33 - case 5, cut_points = [-inf -0.84 -0,25 0.25 0.84];

34 - case 6, cut_points = [-inf -8.97 -0.43 @ 0.43 9.97);

£ case 7, cut_points = [-inf -1.07 -0.57 -9.18 9.18 0.57 1.87];

36 - case B, cut_points = [-inf -1,15 -0.67 -0.32 0 0,32 .67 1.15];

- case 9, cut_points = [-inf -1,22 -0.76 -0.43 -0.14 0.14 0.43 0.76 1.22];

38 - case 18, cut_points = [-inf -1.28 -0.84 -0.52 -0.25 9. 0.25 0.52 0.B4 1.28);

- case 11, cut_points = [-inf -1.34 -0.91 9,35 -08.11 2,11 0.25 0.6 0.91 1.M4];

40 - case 12, cut_points = [-inf -1.38 -0.97 43 -0.21 @ 9.21 0.43 0.67 0.97 1.38];

- case 13, cut_points = [-inf -1.43 -1.82 . .5 -8.29 -0.1 8.1 0.29 0.5 0.74 1.02 1.43);

a - case 14, cut_points = [-inf -1.47 -1.07 -0.79 -0.57 -0.37 -0.18 @ 0.18 0.37 .57 Q.79 1.07 1.47];

- case 15, cut_points = [-inf -1.5 -1.11 -0.84 -0.62 -9.43 -0.25 -0.08 0.08 0.25 0.43 0.62 0.84 1.11 1.5];

4 - case 16, cut_points = [-inf -1.53 -1.15 -0.B9 -0.67 -0.49 -0.32 -0.16 @ 0.16 8.32 0.49 9.567 9.89 1.15 1.53);

e rate 17 rut nainte = [-inf =1.84 -1.10 -0.61 -8.77 -A. 54 -, -A.77 -A.A7 A.AT A.77 A. I8 A.54 A7 A.83 1.19 1. %1

Fig. 9 MATLAB code for finding PAA coefficients and breakpoints according to Gaussian
distribution



Fig. 10 MATLAB code for symbolic representation of PAA coefficients which are

synbolss{'a’, 'b', "¢, @', "e', 'f', g, "N, "E', "5, K%, CLT, @000, 00, P . N, s

for i = 1 : lengthiPAA)
stringli) = sumi (cut_points <= PRAIL)), 2 );
end

for i=1:length{PAA)
sax_stringli}=synbols(stringlil};
end

disp(*SAX String: *)
displsax_string)

guidelines = repmaticut_points', 1, lengthldatal);
plotiguidelines'};
hold on;

% get the x coordinates for the segments
for i = 1 : word_size
x_start = (i-1) = win_size + 1;
x_end = x_start + win_size - 1;
xmid = x_start + [x_end - x_start) / 2;

% show symbols

text(x_mid, PAA_plot(x_start), symbols{string(i)}, ‘fontsize', 14);:

according to breakpoints

Fig. 11 Clustered ellipses corresponding to different voltage events
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115 - saxmatecel(Zmatisax_string); —
116 =3;

17 [idx]=kmedoids(saxmat, k) ;

18

119 - for isi:lengthiidx)

120 if (idx(i)==1)

1 - plot{dfii,:), 6"}

122 - hold an;

123

124 elseif(idx(i)==2)

125 - plotidfii, :},"g");

126 - hold on;

127 else

128 plot{df(i,z), 'r");

129 - hold on;

130 end

1m end

132

133 - displ*cluster indices: *);

134 displidx);

135

136 - indice=input(’indice nuaber: ');
137 - nus_indssus{idx(: )smindice);

138 anomaly=zeros(word_size,num_ind);
139

140 - 1=1;

141

142 for k=1:length(idx)

143 - if(idxik)==indice)

144 - anomalyl:,Ussaxmatik,:);
145 l=le1;

146 - end

17 - end

148

148 anodist=dist(anomaly);

150 - disp(non self match distances: ')
l'l')l - displancdist)

Fig. 12 MATLAB code for PAM clustering of SAX strings

the downward RVC (cluster 2, yellow marked). There is only one cluster outside the
unit circle which should correspond to either RVC or the voltage swell (red marked).

Figure 12 shows the MATLAB code for PAM clustering. The SAX strings are
clustered by assigning index numbers to SAX strings. SAX strings in a cluster have
the same index numbers.

In this step, the non-self-match distances are calculated using the Brute-force
method for each of the members of a cluster. As mentioned in Sect. 2.6 of the
previous section, the ellipse with the lowest non-self-match distance in a cluster is
identified. This ellipse is then analyzed with the algorithm shown in Fig. 3 to label
the cluster for a specific voltage event.

Figure 13 shows the matrix of Euclidean distances among the ellipses of clusters
1 and 2. The top left box and the bottom right box in the matrix represent the non-
self-match distances of the ellipses in cluster 1 and cluster 2 respectively. The rest
of the area (shaded) represents the Euclidean distances of the ellipses in one cluster
from the ellipses of another cluster.

Cluster 1: The matrix of the non-self-match distances for cluster 1 is shown in
the top left box of Fig. 10. If the smallest value for each column is considered, it is
observed from the matrix that column 2 of this sub-matrix has the lowest “minimum”
value which is 2.23. Therefore, ellipse 2 has the highest non-self-match distance. Its
parameters are analyzed. For ellipse 2, the minor axis length is 0.65, major axis
length is 0.72. Therefore, their ratio is 0.902 which is below the threshold of 0.933
which makes it a sag event. Hence, it can be concluded that all other ellipses in that
cluster present voltage sag events.
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Ellipse 4 of cluster | and ellipse | of

Ellipse 2 has the lowest non-self- cluster 2 has the lowest Euclidean
match distance in cluster | distance (separate clusters)
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Ellipse 1 has the lowest non-self-
match distance in cluster 2

Fig. 13 Matrix of Euclidean distances among the ellipses of clusters 1 and 2

Cluster 2: Now for cluster 2, non-self-match distances are calculated which is shown
in the bottom right box of Fig. 10 and it is observed that ellipse 1 has the lowest non-
self-match distance. Therefore, its parameters are analyzed. For ellipse 1, the minor
axis length is 0.75, major axis length is 0.79. Therefore, their ratio is 0.96 which is
above the threshold of 0.933 but below the RVC limit of 0.95 which makes itan RVC
event. Hence, it can be concluded that all other ellipses in that cluster present RVC
events.

Cluster 3: There is only one cluster outside the unit circle. It corresponds to either
upward RVC or voltage swell. Ellipse 2 is identified as the ellipse with the lowest
non-self-match distance in the same process as used for clusters 1 and 2. For ellipse
2, the major and minor axis lengths are found to be 1.1 and 1.02, respectively. Since
the length of the major axis is greater than the swell threshold of 1.067, this cluster
presents a swell event.

As mentioned earlier in Sect. 2.6, the ellipses at the borderline of sag/swell and
RVC clusters are separated by a fine line. From the shaded area of the matrix in
Fig. 10, it is evident that ellipse 4 from cluster 1 and ellipse 1 from cluster 2 are
adjacents since they have the lowest Euclidean distance. Ellipse 1 of cluster 2 has
already been checked before. Now, ellipse 4 of cluster 1 needs to be checked. Ellipse
4: Minor axis length: 0.70, major axis length: 0.76. Therefore, their ratio is 0.92
which is below the threshold of 0.933 which confirms that it is a sag. Hence, it can
be concluded that clustering has been done appropriately.
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4 Summary

This chapter proposed a SAX-based computational tool that detects and characterizes
different types of grid voltage events without causing a heavy computational burden.
Dimensionality reduction of the time series by the SAX algorithm and cluster-based
analysis for voltage event identification makes the process a lot faster. PAM algorithm
has been used for clustering the same type of events. Since RVC and sag/swell some-
times show resemblance in the ellipse shape, a brute-force method-based strategy
has been considered to ensure that they belong to the right cluster. Also, a contour
fitting approach has been used to estimate the elliptic parameters. This technique
has allowed the estimation of the parameters even if the ellipses have been severely
distorted. The results presented in this chapter, show that the proposed SAX-based
data mining technique can successfully detect voltage events from a huge database
and correctly classify them.
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of Renewable DG Units in Smart Grids L
Considering Protection Systems
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and Nagy I. Elkalashy

Abstract This chapter introduces a framework to define the optimal allocations
and permissible hosting capacity of renewable distributed generations (DGs) using
genetic algorithm (GA). The investigation is carried out considering inverter-based
technologies such as the case of photovoltaic system. The inverter control is exploited
to dynamically limit the DG contribution current during network faults. Accordingly,
the DG penetration ratings can be significantly increased with avoiding their effects
on the overcurrent protection coordination. To accomplish this task, a multi-objective
function is established considering the overall maximum capacity of DGs, power
loss reduction, voltage enhancement, and fault current limitation. In addition, the
optimization process takes into account the protection coordination and voltage level
as constraints. The constraints of coordination, including recloser-relay and fuse-
recloser schemes, are inserted with the multi-objective function in an improved fitness
function. The proposed framework is applied on an 11 kV overhead distribution
feeder. Without replacement of the existing protection systems, the results confirm
the large DGs integration possibility with significant loss reduction, improvement of
voltage level, and fault current decrease. This is realized through the inverter control
to limit DG contribution in fault currents.
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Scaling factors for maximization problem

Capacity of the installed DGs (MW)

Fault locations

Fault currents from the DG (A)

Fault currents from the substation (A)

IBDG rated current installed (A)

Short circuit current (A)

Degree of limiting the fault current

Time multiplier

Number of DGs

Maximum coordination margins between recloser and
relay (s)

Minimum coordination margin between recloser and
fuse (s)

Minimum coordination margins between recloser and
relay (s)

Active power losses (W)

Reactive power losses (VAR)

Fuse operating time (s)

Fast curve operating time of recloser (s)

Slow curve operating time of recloser (s)

Relay operating time (s)

DG terminal voltage during fault (pu)

Jjth Bus voltage (pu)

Nominal value of voltage (pu)

Maximum voltage limits (pu)

Ninimum voltage limits (pu)

Positive constant weights

Inequality constraints

Voltage deviations (pu

Alternating Current,

Aluminium Conductor Steel Reinforced,
Combined Heat and Power,
Coordination Margin,

Direct Current,

Distributed Generation,

Distribution System,
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FC Fuel cells,

FCL Fault Current Limiter,

GA Genetic Algorithm,

IBDG Inverter-based distributed generations,
IEEE The Institute of Electrical and Electronics Engineers,
LTC Load tap changing transformers,
MFCL Magnetic Fault Current Limiters,

MM Minimum Melting,

MTG Micro turbines generators,

MVA Mega Volt Ampere,

MW Mega Watt,

OPF Optimal Power Flow,

PE Power electronic,

PV Photovoltaic,

RCGA Real-Coded Genetic Algorithms,
RMS Root Mean Square,

SFCL Superconducting Fault Current Limiters,
SG Synchronous generator,

SSFCL Solid State Fault Current Limiter,
VAR Volt Ampere Reactive,

WT Wind turbines

1 Introduction

The connection and utilization of distributed generators in distribution systems (DS)
have become a necessity all over the world. There are many economic, environmental
and technical benefits of using DGs [1]. The higher efficiency and lower power
losses are examples of economic aspects. In addition, the reduction of greenhouse
gas emissions represents a main environmental benefit. Finally, DGs can support the
network voltage and increase the reliability as technical advantages.

DGs can improve the voltage profile along the feeder due to the changes in direc-
tion and magnitude of real and reactive power flow [1, 2]. Also, the DGs inter-
connection will reduce the feeder losses since they supply local active and reactive
powers according to their optimal locations within the network [3]. Regardless of
these benefits, DGs have adverse influence on protection scheme, especially when
they are used with high capacities. Generally, DGs cause variations in fault current
level and direction causing false tripping due to the coordination mismatch [3-5].
Conventional distribution systems have radial structure with a single source, where
the protection schemes depend on relay, reclosers, and fuses. For temporary faults,
reclosers are used to protect the main feeders. In addition, the system is protected
against permanent faults by connecting fuses in laterals and sub-laterals [2—-6].
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The current contribution of DGs may result in a miscoordination between recloser
and fuse, which is commonly accomplished according to fuse-saving principles
[4]. DGs also increase the short-circuit currents in distribution networks causing
a possible trip to healthy lines. After DGs connection according to the smart grid
concept, original protection system may still be valid when the power flow direction
is maintained unchanged [4]. This could be accomplished based on hosting capacity
strategy for the DG units.

The same problem is discussed in [5] including the impact on the fault current
level, malfunctioning, and protection coordination. The use of directional recloser
to solve these problems is assessed regarding various faults using real-time power
system simulator [6]. According to IEEE standard 1457, DGs have to be discon-
nected under any abnormal conditions [7]. This is recommended since the classical
protection system is not designed to clear DGs fault currents [7]. The DG optimal size
has been determined based on optimal power flow (OPF) and regarding the coordina-
tion of recloser-fuse [8]. At each node of the distribution system, the DG maximum
capacity has been determined by taking into account the coordination protection. At
the first stage, a single DG in the distribution system has been considered. Then in
the second stage, several DGs are considered at separated nodes [9]. However, the
optimum DG capacities are not evaluated widely with the support of fault current
limitation of DG contribution current.

Due to the rapid increase of DG penetration in DSs, the protection design and
coordination exhibit more complication because of the mix between generation and
load nodes. It is a must to consider several factors in this situation including number,
size, location, and technology of the connected DGs. The reason is their effect on
changing short circuit levels and protective devices coordination [10, 11]. Protective
algorithms for radial DSs with multiple DGs are presented in [12, 13]. These algo-
rithms consider the system topology by obtaining feedback about the circuit breakers
status. Generally, the control system identifies the time—current curve (TCC) that
should be adapted for a certain relay to guarantee suitable protection coordination of
systems comprising DGs. Some algorithms depend on some calculations developed
in Microsoft Excel, with TCC and operating cycle as inputs [12]. Other algorithms
utilize the communication feasibility existing in modern relays [13]. Thus, adaptive
protection algorithms can be effective for appropriate coordination and operations of
inverse-time overcurrent relays (OCRs) even with load variations and/or insertion of
DGs units. The execution of these algorithms requires microcontroller-based digital
protection relays equipped with memory [14].

Fault current limiters (FCL) are commonly utilized to limit fault currents to accept-
able levels. Regardless of their connection in series with power lines, they should
provide low impedance and power losses under normal operation [15]. FCLs can also
enhance system stability and fault-ride through capability and reduce the overall cost
in the case of new installations [15]. The best location of FCLs in DSs comprising
DGs is beside the DGs in order to effectively limit their effects on the protection
coordination [2].

Recently, inverters are extensively utilized with renewable energy resources with
continuous increase of their employment. The reasons of this trend are the price
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drop of the photovoltaic modules manufacturing, better social acceptance of photo-
voltaic parks, and government support for renewable resources. Thus, grid-connected
systems necessitate better understanding and development of photovoltaic inverters
in both normal and abnormal conditions [15].

2 Motivation and Contribution

The previous discussion ensures the following facts:

e The integration of distributed generation (DG) in power systems is increasing
dramatically every year

e The use of renewable energy-based DGs will be a must with increasing fuel costs
of conventional power plants

e DGs can improve the power system reliability, since they are unlimited, and have
less pollution effects

e Insertion of DGs in distribution systems has negative impacts on the existing
protection scheme due to the miscoordination, where the contribution of DG fault
current speeds up the downstream relay before the upstream relay.

The previous issues give special importance to deeply investigate the capacity
limits of DG in DSs in order to maintain the traditional protection scheme. The
impacts of DG penetration on overcurrent protection coordination including fuse-
recloser and recloser-relay have also to be analyzed. These points represent the main
motivations behind this research point.

In order to analyze the above framework, a typical 11 kV overhead distribution
feeder is built in MATLAB/Simulink®. The simulation will be accomplished consid-
ering different types of distributed generators. The results will define DG capacity
limits and location for different line faults without affecting the protection system
coordination in the distribution system. The voltages profile, power losses, and total
fault current, due to DG insertion in the DS, will be also studied.

3 Distributed Generation Technology

Distributed generation is defined as an electrical power source connected to a certain
point in the power system, where this point is very close to consumer’s location,
while this source is small related to the centralized power plants [3, 16]. The most
obvious effect of increasing generation from DG units is the reduction in the network
loading [17, 18]. DG technologies may contain small/medium ratings, modular
energy conversion units, that convert primary energy forms into electrical energy,
and in certain cases, heat and cooling through combined heat and power (CHP)
technology.
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There are three basic types of distributed generation based on the machine type
and the grid connection [19, 20]. Two types are conventional ones of DGs, which
can be directly interconnected with the utility system. The first one uses induction
generators, while the second is based on synchronous generators type. The inverter-
based distributed generation (IBDG) is the third type.

Synchronous generators are used with most reciprocating engines and most high-
power turbines (gas, steam, and hydro). They can be a source of both active and
reactive power to the utility. Thus, these generators can provide sustainable fault
current that affects the utility.

Induction generators are commonly used only with wind turbines and some low-
head hydro applications [21]. They may be equipped with capacitors, or power
electronic-based reactive compensators [22]. These generators can supply fault
currents for only few cycles during three-phase faults on the utility side. Inter-
connection protection associated with induction generators typically requires only
over/under voltage and frequency relaying.

Due to their continuous progress, the power electronic (PE) technologies are used
extensively in converting most forms of electrical energy to desirable forms. One of
the most important benefits of PE converters is their fast response, which is reflected
on improving power quality. PE-based inverters are widely used in non-traditional,
small dispersed generators, especially the micro turbines generators (MTG), fuel cells
(FC), photovoltaic (PV), and fuel cell combined with an energy storage system like
batteries. Conventionally, these devices are asynchronously connected to the power
system using solid-state microprocessor-controlled devices. The output power can be
regulated through digital control, which can also shut the unit down when the utility
system is unavailable. Thus, these schemes can be used in high-reliability applications
such as micro grids and may reduce fault currents of distributed generation that
increases the hosting capacity of DG units [21-23].

The PE interface can provide protective functions with suitable flexibility for
paralleling and disconnection according to the IEEE standard 1547 interconnection
requirements [6]. However, it can be more sensitive depending on the situation and
utility interconnection requirements.

4 Inverter-Based Distributed Generators (IBDG)

From protection point of view, DG connection schemes can be classified into two
main types, namely rotating machine-based and inverter-based connection types.
Regarding inverter-based DG, the generated voltage may be in a DC or an AC form
depending on the nature of generating unit. In this case, the inverters are used with
DG systems to convert their voltage into the nominal value at system frequency [24].

The use of a power electronic interface becomes mandatory between renewable
energy source and power networks. Recently, there are two motivations for the rapid
evolution of power electronic devices. The first one is the enhancement in power
electronic capabilities regarding the speed and power capacity of these switches. On
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the other hand, the implementation of advanced and complex control algorithms by
real-time computer controllers is the second one. Therefore, the cost-effective and
grid-friendly converters are greatly improved by these two expansions [25].

In the following section, a general overview about DG units will be discussed
focusing on their potential impacts on the distribution networks. In addition, a
summary of some aspects related to PV, wind turbine, fuel cells, and micro-turbine
units as inverter-based DG sources is highlighted. The objective is to clarify some
critical points about these technologies.

4.1 Wind Turbines

Wind farm is a group of wind turbines (WTs) that can be regarded as a single elec-
tricity source. Modern wind farms are installed either offshore or on land (onshore).
The capacity and site of wind turbines is selected according to the load demand and
the wind speed. The main power system problems associated with integrating wind
energy into electric grid come from the lack of active and reactive powers control.
The active and reactive powers control aims to keep the frequency and voltage stable
within acceptable limits. Therefore, the voltage must be transferred to DC and back
again to AC with the aid of inverters, due to the variable nature of wind speed.
However, fixed-speed wind turbines are connected directly to the main grid system
[26].

4.2 Photovoltaic Units

A photovoltaic system receives the sun light and converts its energy into electrical
form. In this system, the construction of solar cells uses the semiconductor materials,
which transform the collected photons’ energy into electrical energy, when they are
subjected to sunlight. The cells are arranged in an array that may be fixed or movable
to track the sun to extract the maximum power [26].

Figure 1 shows the block diagram of the grid-connected PV generator. PV arrays
are connected to main DC bus through a DC chopper of boost type. It is mandatory
to use inverters to integrate between PV system and AC-grids. PV arrays consist of
Nist parallel strings, while each string consists of certain number of series connected
PV-modules. To extract 