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A Robust Controller for Multilevel
Distributed Generation Based Islanded
Microgrid

Sadia Afrin Dola, Md. Faisal Rahman Badal, Sajal Kumar Das,
Md. Rabiul Islam, and Wei Xu

Abstract The power requirement throughout the world is continuously increasing
due to the technological development and change in human life. The unplanned uses
of the fossil fuel to fulfill the electric demand hampers the future resources that will
make resource threat for the future generation. Non-renewable energy sources are
the alternative of fossil fuel that increases the possibility of the microgrid (MG)
technology that not only reduces the excess pressure on fossil fuel but also produces
clean energy. The control of proper operation of the MG is essential for maintaining
stable voltage, current and power delivery. The stable profile of the performance
of MG may be greatly hampered due to the presence of load dynamics as well as
uncertainties that is responsible to damage the system. This chapter represents an
improved design of fuzzy logic control approach to regulate the stable and tracking
performance of the MG against different faults and uncertainties.
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VSC Voltage source converter
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1 Introduction

Fossil fuels are the major choice for generating electricity that are the main cause of
the reduction of the fossil fuels as well as the tremendous growth of the greenhouse
gases that adversely effects the world environments [1, 2]. These greenhouse gases
have an adverse effect on our environment and health of the mass population. Again,
once these fossil fuels are finished, they are gone forever.

The procedure of electricity generation, distribution and transmission solely
depends on the economical, technical and environmental inducements, which are
known as common phenomena in the field of power generation unit. The larger
disconnection between the fuel production location and consumption area faces a
great challenge due to lack of proper transportation and transmission system [1].

The delivery of the proper power to any location by adjusting the use of fossil fuels,
the development of microgrids has been pursued [3–7]. Microgrids are a good means
to meet the consumer demand as they are able to supply power by disconnecting the
main grid during disturbances. Moreover, the dependency of the world on MG is
growing rapidly due to the higher reliability, sustainability, and utility and lower
required investment of microgrids [8–13].

Microgrid refers to the small scaled power grid that have its own loads and energy
sources and capable to combine and separate itself from the utility grid [1]. It is used to
meet the increasing demand for the low-cost electric power. Electrification in remote
places and developing countries becomes easier by implementing microgrid [2].
To deliver necessary power to any particular location, the MG concept is emerged
including various load dynamics and micro sources functioning in islanded mode
which is considered as a single controllable system [2]. The MG concept has created
a revolutionary era when distributed generation unit captures the major focus. The
MG surrounds a wide variety of distributed energy resources (DER) to develop
distribution system of electric power at local downstream [3]. That is why, MG has
gained high demand in competitive energy trading market [4]. The idea of generating
power from the islanded MG plays an innovative role as electricity delivery system
from producers to consumers [5].
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1.1 Mode of Operation of Microgrid

The operation of MGs can be divided into two modes. One of them is called grid-
connected mode where there is a direct connection between utility grid and MG
and the whole performance of the MG can be directly maintained from the utility
grid. The connection between the utility grid and MG is termed as point of common
coupling (PCC).

Another type is called islanded mode in which the connection of the PCC is kept
open that is used in case of fault or disturbance. The main grid has no control over
the MG and the profile of the MG voltage or current may be easily hampered at the
presence of load dynamics or uncertainties. The control structure of grid-connected
and islanded MGs is quite different [12, 14].

1.2 Components of Microgrid

A microgrid generally comprises of some major components such as distributed
generation units (DG), loads, immediate storage, power conversion device, controller
and point of common coupling as shown in Fig. 1 [3, 4].

1.2.1 Distributed Generation Units

Power generation units are termed as DG units which are mainly renewable energy
(RE) sources such as wind, solar, water, biogas etc. RE sources come from nature and
these sources are not affected by use. Also, due to their availability, sustainability,
ease of use and connection with the MG, low cost and effect on the environment, the
use of these RE sources in power systems is growing [15–18]. The lack of the fossil
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fuels and easy maintenance of the RE accelerate the dependency of the people on
the RE sources and growing interest to make energy farm [19–23].

Standalone solar photovoltaic (PV) resource is used in MG plant to provide basic
electricity to the rural residents, even though AC power system is capable enough to
transfer efficient amount of voltage by carrying power from producer to consumer
with minimum line losses [11]. The disadvantage of wind-turbines and solar parks
is they fail to retain balanced position during the time of natural calamity and they
cannot compensate the losses [13]. The primary energy source of DG unit can be DC
orAC [12].However,DCzones becomemorewidely distributed and shared over time
among customers than AC zones [12]. DG resources must have the characteristics
of improved facilities, such as, service and safety reliability, better power supply
quality, greater energy efficiency by making use of accessible dissipate heat from
power propagation unit [12]. So, DG source will be determined in such a way where
major concern will be given to the energy management system to avoid any kind of
uncertainties [13].

1.2.2 Power Distribution System

Different types of power distribution system of MG such as DC power distribution
microgrid, AC power distribution microgrid and Hybrid DC and AC power distri-
bution microgrid are used to manage electricity demand from RE sources. Figure 2
shows different power distribution systems of MG.

The voltage source converter (VSC), voltage source inverter (VSI), DC/DC and
DC/AC converter are used for conversion between AC and DC as per needed by the
energy distribution system. Figure 2a represents the AC MG system whose whole
control structure is responsible to produce AC power. Large power generating, long
distance travelling and power transforming capability increase the popularity of the
AC MG [24].

The operation of most telecommunication system, industrial components as well
as many home appliances require DC power to maintain their operation which
increases the requirement of the DC MG as shown in Fig. 2b. The benefits of both
types of MG can be achieved from the AC–DC hybrid MG as shown in Fig. 2c that
efficiently regulate the feeder loss, voltage sag and voltage harmonic [24].

Energy storage system (ESS) is used to store the energy for further use. After
conversion, the voltage is needed to be stepped up or down as per required by the
loads. Step-up and step-down transformers are used for converting the voltage in
higher and lower ratings respectively. The loads get connected to the transformer for
consuming the electricity [24].

1.2.3 Power Conversion System

Most of the RE sources produces DC power while the loads require AC power to
operate that employs the implementation of voltage source converter, voltage source
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Fig. 2 Power distribution
systems of microgrid a AC,
b DC and c AC–DC hybrid
microgrid
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inverter, DC/DC or AC/DC conversion system. Different types of transformer or
transformerless inverter with different modulation technique has been employed to
control the gate signal of the converter so that it can efficiently produce the AC power
and feed it to the load through filter [24].

1.2.4 Filter

The signal may be disturbed by different types of noise and disturbance that makes
the signal unstable. To stabilize the voltage and current, a proper filter design is
required. The parameter selection of this filter is very important to minimize the
higher frequency component from the signals [24].
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1.3 Challenges of Controlling Microgrid

In islanded mode, the microgrid system needs to be operated separately from the
utility grid. Grid mode is converted into islanded mode at the presence of fault in the
transmission line and voltage collapse. Again, the primemover of the islandedMG is
RE sources whose behavior are largely depended on the nature that is responsible for
voltage and power profile disturbance. So, the MG system is needed to have its own
voltage and power control system. Some technical challenges occurwhile controlling
the voltage of islanded MG. It seems that control and protection become the primary
challenge during operation of islanded microgrid [24–26]. The challenging sections
of an islanded microgrid are:

(1) As MG uses weather dependent energy sources, the generation of electricity
is challenging. Moreover, the design of a hybrid system becomes complicated
[10].

(2) In islanded mode, the active and reactive power control become a problem in
controlling the MG. So, PQ control is an important consideration in MG [11].

(3) Voltage fluctuation control is anothermajor issue inMG,which is caused due to
the non-uniform voltage output from RE sources [12]. The harmonics caused
by power electronics devices are also a prime cause of voltage fluctuations
[13, 27].

(4) Addition of different load dynamics can cause unstable operation of an islanded
MG [14]. So, it is needed to control the operation under the application of
different load dynamics.

(5) Uncertainties and faults can degrade the performance of the MG which are
major issues in controlling the operation of the MG [28].

2 Control Approaches for Voltage Regulation of Islanded
Microgrid

There are different types of MG system having different generation units and archi-
tectures [3]. The MG is considered as a case of system (CoS) [18] and control
system should be applied to overcome the technical challenges which appear during
the operation of MG [19, 20]. Some significant controllers are described in the next
section.

2.1 Distributed Secondary Control (DSC)

DSC can be defined as the system where the control elements are distributed
throughout the system [21]. It is a system where an auxiliary control system is
established along with the primary control system, as shown in Fig. 3 where the DG
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Fig. 3 Illustration of distributed secondary control

units are separately controlled by primary control and secondary control afterwards.
After that the DG units are merged at the communication section. This ensures the
distribution of the DG units. The main features of this controller are [22, 23, 29]:

• Restoring capability of frequency; and
• Controlling the bus voltage and reactive power.

2.2 Droop Control

Commonly used method for controlling the generator’s frequency and voltage is
droop controller, as shown in Fig. 4, whose governing equations are [26, 30],

fs = fb + rp(P − Pb)

Vs = Vb + rq(Q − Qb)

Energy
Source

+
VSI

Micro-grid
Network

Power 
Meter

Voltage 
Control

Lt
Ct

IL Vg

P Droop

Q Droop

PWM

Qref

Pref1/s

Fig. 4 Illustration of droop control
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Fig. 5 Illustration of
hierarchical control Top Level Node

Node Node

ActuatorSensor Sensor/Actuator

Controlled System and Controlled Process

Acquisition Action Acquisition Action

Task Task
Result

where f s and f b is the system and base frequency, P and Pb represents active and
base active power, Vs and V b represents the voltage at the measurement location and
base voltage, Q and Qb is the reactive power and base reactive power.

Droop controllers are used to coordinate between different DG units. It provides
stabilized voltage and frequency output during disturbance in MG. Particle swarm
optimization (PSO), inverter output controller optimization, droop controller opti-
mization are some of the optimization techniques used to find the droop control
parameters. The major disadvantage of the control method is that it limits the power
sharing accuracy due to voltage deviation.

2.3 Hierarchical Control

Hierarchical control arranges the hardware and software hierarchically, as shown
in Fig. 5 that enhances the system’s bandwidth [31, 32]. The hierarchical control
scheme is more feasible. It is a multi-level control method.

2.4 Parallel Structure Fractional Repetitive Control (PSFRC)

PSFRC is a control scheme that gets the tracking error of the system, filters it ith
times with a finite of control gains, sums them and gives the best output, shown in
Fig. 6. From Fig. 6, Qi can be represented as [33],

Qi = e
ji2πσ

n ∗ Z−round( N
n )

where σ is the correction factor,N is the ratio of sampling and fundamental frequency
and i ≤ n.

The controller works in a parallel structure and the filter compensates the error
repetitively. The control scheme facilitates more flexibility and substantive selection
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Fig. 6 Block diagram of parallel structure fractional repetitive controller

for different harmonics. Thus, the PSFRC scheme provides improved tracking accu-
racy for grid simulators. The controller is also faster, more flexible andmore accurate
than the conventional repetitive control approach. Although the PSFRCgives theMG
system flexibility and faster output, the controller has not been tested for uncertainty,
fault occurrence and under different loads that are so much important for tracking
the performance of a MG [33].

3 Microgrid Modelling

Figure 7 represents the control structure of the single-phase islanded MG where the
switching action of the VSI can be represented as Ṽsw =∝ (s)Ṽdc, which has impact
on the faster action of the MG. Large amount of noise is produced in the VSI side
that is diminished by implementing a LC filter. The voltage across the filter capacitor
is the grid voltage [26].

Figure 8a, b represents the control structure of three-phase MG with single- and
two-phase energy source. Distribution line connects the DG units and transformer

Fig. 7 Closed-loop control
strategy for single-phase MG
system with a single energy
source
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Fig. 8 Closed-loop control strategy for a three-phase microgrid systemwith a single energy source
b three-phase microgrid systems with dual energy sources

in Y–� connection. The unidentified parameters create undesired noise and distur-
bances due to the load dynamics. The harmonics and oscillatory behavior may harm
the MG systems which is controlled by Ct [34].

3.1 Voltage, Frequency, Current and Power Control Method

The system consists of one basic control structure based on fuzzy logic. First of
all, the activation of the current controller is activated for controlling the duty ratio
∝ of VSI by using pulse width modulation (PWM) that is responsible to enhance
the system’s response. The reference signal’s parameters are modified with the help
of the modulation index. The falsification of the parameters of the reference signal
and the modulated unstable state appeared from the carrier signal can be taken into
account by characterizing the modulation index [34–36].

The voltage controller finds the grid voltage error with the help of reference
voltage and produces an inductor current (IL ) to generate duty ratio ∝. The proper
regulation of the duty ratio is responsible to stabilize the MG performance against
different faults and uncertainties.
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3.2 Single-Phase MG Modelling

The inductor voltage ṼL can be calculated based on the single-phase MG as shown
in Fig. 7 as [34–36],

ṼL = Lt
dIL
dt

(1)

where Lt is the inductance and IL is the inductor current. The inverter’s switching
voltage Ṽsw(s) is given by,

Ṽsw(s) =∝ (s)Ṽdc(s) (2)

where Ṽdc(s) is the voltage of the DC source and ∝ (s) ∈ {−1, 1}.
Hence,

dIL
dt

= ṼL

Lt
= Ṽsw − Vg

Lt
(3)

The Laplace transformation of these equation can be represented as,

ṼL(s) = sLt IL(s) (4)

And

IL(s) = ṼL(s)

sLt
= Ṽsw(s) − Vg(s)

sLt
(5)

And the voltage across the capacitor Ct is the output or MG voltage V g that can
be given from Fig. 7 as,

dVg

dt
= 1

Ct
ĨC = 1

Ct

(
IL − Ĩg

)
(6)

where Ĩc is the capacitor current having capacitance Ct . For linear conversation,

dx

dt
= Ax + Bu (7)

y = Cx + Du (8)
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where x =
[
IL
Vg

]
, y =

[
0
Vg

]
, A =

[
0 − 1

Lt

− 1
Ct

0

]
, B =

[
1
Lt

0

]
, C = [

0 1
]
, D = 0 and

u = Ṽsw. Then it can be written,

d

dt

[
IL
Vg

]
=

[
0 − 1

Lt

− 1
Ct

0

][
IL
Vg

]
+

[
1
Lt

0

][
Ṽsw

]
+

[
0

− 1
Ct

][
Ĩg

]

and

y = [
Vg

] = [
0 1

][ IL
Vg

]
.

3.3 Three-Phase MG Modelling

The mathematical representation of three-phase MG based on Fig. 8a can be given
as [34–36],

�

V t,abc = Lt
d

�

I t,abc
dt

+ Rt
�

I t,abc + �

V abc (9)

And

d
�

I t,abc
dt

= − Rt

Lt

�

I t,abc + 1

Lt

�

V t,abc − 1

Lt

�

V abc (10)

Hence,

d
�

V abc

dt
= 1

Ct

�

I t,abc (11)

The dq frame of these equations are,

d
�

I t,dq
dt

= − jωo
�

I t,dq − Rt

Lt

�

I t,dq + 1

Lt

�

V t,dq − 1

Lt

�

V dq (12)

And

d
�

V dq

dt
= − jωo

�

V dq + 1

Ct

�

I t,dq (13)
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By separating the d and q part, we can write,

d

dt

�

V d = ωo
�

V q + 1

Ct

�

I t,d (14)

d

dt

�

V q = −ωo
�

V d + 1

Ct

�

I t,q (15)

d

dt

�

I t,d= − 1

Lt

�

V d − Rt

Lt

�

I t,d + ωo
�

I t,q + 1

Lt

�

V t,d (16)

d

dt

�

I t,q= − 1

Lt

�

V q + ωo
�

I t,d − Rt

Lt

�

I t,q + 1

Lt

�

V t,q (17)

Now using (16) and (17), we consider Gp(s) = Cp(sI – Ap)−1 Bp + Dp where

Ap =

⎡
⎢⎢⎢⎣

0 ω0
1
Cpt

0

−ω0 0 0 1
Cpt

− 1
Ltt

0 Rst
Ltt

ω0

0 1
Ltt

ω0
Rst
Ltt

⎤
⎥⎥⎥⎦; Bp =

⎡
⎢⎢⎢⎣

0 0
0 0
1
Ltt

0

0 1
Ltt

⎤
⎥⎥⎥⎦; Cp =

[
1 0 0 0
0 1 0 0

]
; and Dp = 0

where the state vector x =
[

�

V d
�

V q
�

I t,d
�

I t,q

]T
; input vector u =

[
�

V t,d
�

V t,q

]T

and the output vector y =
[

�

V d
�

V q

]
.

4 Controller Design

The nonlinear and uncertain behavior of the RE sources hamper the activities ofMG.
With the change of environment such as, the direction and speed of wind flow, light
intensity, the presence of fog etc., the production of MG is greatly hampered with
the fluctuation of the voltage and frequency which requires a proper control design
to reduce these impacts.

4.1 Fuzzy-Logic Control

Fuzzy-logic control (FLC), proposed by Lotfi Zadeh in1965, is a rule based powerful
tool that can handle any complex problem. This control approach has the capability
to deal with the system whose behavior is unknown or ill-defined. Fuzzy logic takes
the available dates and controls the system based on the decision-making approach.



A Robust Controller for Multilevel … 15

4.1.1 Fundamentals of Fuzzy-Logic Control

The fuzzy-logic controller consists of main four part such as, fuzzification, rule-base,
interface mechanism, and defuzzification. Fuzzification is the process that makes the
system input acceptable for the controller. The system input may be some crisp or
algebraic value which is measured from sensors. This crisp input is converted into
fuzzy set by the fuzzification approach.

Rule-base is used tomakedifferent decision-making condition based on IF–THEN
rule. A set of IF–THEN rules are constructed by the expert to deal with the system
behavior. The fuzzy input and the rules are fed into the interface mechanism to make
the decision based on the system and environment requirement. Themechanismfinds
the matching percentage between the fuzzy input and rules provided by the expert
and produces fuzzy output to feed the system. The processed data of the controller
is fed to the practical system through the defuzzification process that converts the
fuzzy set into crisp or algebraic value.

4.1.2 Input Membership Functions for Single-Phase FLC

The first step of the FLC is to select the membership function of the input and output
of the system. For the single-phase MG, the input membership function has been
selected within the range [−500 3000] and triangular membership function has been
chosen for the fuzzy input and output where the centroid is used for defuzzification
process.

The chosen membership function of the fuzzy inputs has been shown in Fig. 9.
Eight membership functions have been considered for the input variables that are
labeled as LN = large negative; SP3 = small positive-3, SP2 = small positive-
2, SP1 = small positive-1, MP = medium positive, LP1 = large positive-1, LP2
= large positive-2, LP3 = large positive-3 respectively. These functions have the
following ranges,

• LN [−500 −250 0];
• SP3 [0 400 800];
• SP2 [400 800 1200]
• SP1 [800 1200 1600];
• MP [1200 1600 2000];
• LP1 [1600 2000 2400];
• LP2 [2000 2400 2800]; and

Fig. 9 Input membership
functions for single-phase
MG based FLC

-500 0 1000 1500 2000 2500 3000500

LN SP3 SP2 SP1 MP LP1 LP2 LP3
1
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Fig. 10 Output membership functions for single-phase MG based FLC

• LP3 [2400 2700 3000].

4.1.3 Output Membership Functions for Single-Phase FLC

In case of output variable, the membership functions have been chosen within the
range [−1 1] in which two triangular membership functions have been selected as,
LN= large negative and LP= large positive that is shown in Fig. 10. These functions
have the following ranges,

• NB [−0.5 −0.4 −0.3] and
• PB [0.8 0.9 1].

4.1.4 Rule-Set and Rule Viewer for Single-Phase FLC

The next step is to generate the IF–THEN rule based on the input and output variables
to meet the requirements of the system. The generated rules between the input (IN)
and output (OUT) are given below whose value is represented in Fig. 11,

1
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3

4

5

6

7

8

IN-1 = 0 OUT-1 = 0

-500 3000

-1 1

Fig. 11 Rule-set and rule viewer for single-phase MG based FLC
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• IF (IN is LN) THEN (OUT is LN);
• IF (IN is SP3) THEN (OUT is LP);
• IF (IN is SP2) THEN (OUT is LP);
• IF (IN is SP1) THEN (OUT is LP);
• IF (IN is LP1) THEN (OUT is LP);
• IF (IN is LP2) THEN (OUT is LP);
• IF (IN is LP3) THEN (OUT is LP); and
• IF (IN is LP1) THEN (OUT is LP).

4.1.5 Graphical User Interface of Three-Phase Fuzzy Controller Design

.
In case of three-phase MG as shown in Fig. 8 that is a MIMO (multi-input multi-

output) system, three triangular membership functions have been chosen for the
input variable of the three-phase MG system having range [−600 600]. Due to the
MIMO system, the three-phase MG has two input and two output. For the input
variables, similar membership functions of both the inputs have been selected that is
represented in Fig. 12. The three membership functions are chosen as S = small, M
= medium and L = large and their ranges are given below,

• S [−600 −450 −300];
• M [−300 0 300]; and
• L [300 450 600].

Similarly, three membership functions have been chosen for both output vari-
ables as S = small, M = medium and L = large within the range [−2 2] and the
corresponding values are given below as shown in the Fig. 13,

• S [−2 −1.4 −0.8];
• M [−0.8 0 0.8]; and
• L [0.8 1.4 2].

Fig. 12 Membership
functions for both IN-1 and
IN-2 of three-phase MG
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Fig. 13 Membership
functions for both OUT-1
and OUT-2 of three-phase
MG
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After completing the fuzzification of the input and output variables, a rule base
has been constructed to interface between the input and output variables. The rules
are selected as,

• IF (IN-1 is S) THEN (OUT-1 is S);
• IF (IN-1 is M) THEN (OUT-1 is M);
• IF (IN-1 is L) THEN (OUT-1 is L);
• IF (IN-2 is S) THEN (OUT-2 is S);
• IF (IN-2 is M) THEN (OUT-2 is M); and
• IF (IN-2 is L) THEN (OUT-2 is L).

Figure 14 exhibits the rule base of the FLC for three-phase MG. To test the
performance of the designed FLC, the inputs are taken as 0 and the outputs are taken
as 1.77e−17 that regulates the MG voltage at stable region based on the constructed
rule base.

1

2

3

4

5

6

IN-1 = 0 OUT-1 = 1.77e-17IN-2 = 0 OUT-2 = 1.77e-17

-600 600 -600 600

2-2 2-2

Fig. 14 Rule view

Table 1 Single-phase MG
parameters

Parameter Magnitude

Voltage of the DC bus
(
Ṽdc

)
300 V

Capacitive type filter (Ct) 15 × 10–9 F

Inductive type filter (Lt) 2 × 10−3 H

Resistance type load (RL) 0.45 �

Consumer type load (R) 40 �
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5 Performance Evaluation

The proficiency of the proposed controller with both single- and three-phaseMG has
been investigated here with the help of MATLAB Simulation Software. Tables 1 and
2 represent the parameters for single- and three-phase islanded microgrid.

5.1 Performance Evaluation of the Single-Phase Islanded
Microgrid

The performance of the FLC based single- and three-phaseMGhas been investigated
based on the parameters listed in Tables 1 and 2with load dynamics and uncertainties.
The performance has been investigated against different loads such as consumer load,
harmonic load, induction load, dynamic load as well as unknown load. Due to the
variation of the load, system performance has been changed that will hamper the
voltage, current and the power profile of the system.

Figures 15 and 16 show the simulation results for single-phase MG system for
current control against dynamic load, harmonic load, induction load and unknown
load respectively. The results have been collected without any fault condition where
closed-loop responses are quite similar to that of the open-loop responses. Dynamic,
harmonic, induction and unknown load provide closed-loop responses of 153 A, 15
A, 100 A and 100 A respectively.

Figures 17 and 18 show the simulation results for single-phase MG power control
against dynamic load, harmonic load, induction load and unknown load. The reactive
power is always at zero level. It means no generated power is at loss. Dynamic,

Table 2 Three-phase MG
parameters

Parameter Magnitude

Voltage of the DC bus (Vdc) 2000 V

Voltage of the VSC 600 V

Voltage ratio of the transformer 8.28

Frequency of the PWM carrier 1980 Hz

Frequency of the system ( f0) 60 Hz

Resistance of the VSC filter (Rt ) 1.5 × 10−3�

Rated power of DG 3 × 106 VA

Inductance of the VSC filter (Lt ) 100 × 10−9 H

Capacitance of the VSC filter (Ct ) 100 × 10−9 F

Resistance type load (R) 4.33 �

Capacitance type load (C) 100 × 10−3 H

Inductance type load (L) 1 × 10–12 F
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Fig. 15 Single-phase MG
response of current control
for dynamic load
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harmonic, induction and unknown load provide active power responses of 1650 W,
95 W, 1500 W and 280 W respectively.

The voltage control of the single-phase MG under different load dynamics has
been investigated inFigs. 19 and20.The load change is the responsible tofluctuate the
voltage profile of the open-loop system as shown in Figs. 19 and 20 that may hamper
theMGsystemand load completely or permanently. The regulation of theMGvoltage
has been done by employing FLC controller that reduces the fluctuations of the
voltage and tracks the reference signal efficiently by maintaining desired frequency
and phase. Dynamic, harmonic, induction and unknown load provide closed-loop
responses of 300 V voltage respectively.

5.1.1 Performance of Single-Phase MG Against Dynamic Load

The stability and effectiveness of the MG largely depends on the characteristics of
the dynamic load. Dynamic load such as a current source having 50 MW active
and 25 MW reactive power has been connected with MG to investigate the voltage
and power profile. Due to the changing of the load, the system exhibits variable
voltage profile which disgraces the power and current stability. The effective control
of current, power and voltage are shown in Figs. 15, 17a and 19a, which prove the
robust performance of the proposed controller with high bandwidth and stability.

5.1.2 Performance of Single-Phase MG Against Harmonic Load

Computer, television, battery etc. are the examples of harmonic load which produce
undesirable harmonics in the MG voltage and current that are responsible for exces-
sive current flow in the systembymaking a complex currentwaveform.This excessive
current may produce overheating in the system and unsafe the nominal operation of
the MG. A third-order parallel harmonic load has been connected with MG having
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Fig. 16 Single-phase MG
responses of current control
for a harmonic load, b
induction load and c
unknown load
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Fig. 17 Single-phase MG
responses of power control
for a dynamic load and b
harmonic load
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7 A current source and 150 Hz frequency. Figures 16a, 17b and 19b present the
effective current, power and voltage control of the system using the controller that
ensures the effectiveness of the proposed controller.

5.1.3 Performance of Single-Phase MG Against Induction Load

Induction or asynchronous load such as induction motor may hamper the voltage,
current and power profile of the MG. An induction motor has been connected with
MG in parallel whose steady-state condition has been made zero by using dq frame.
The open-loop performances of the system are hamperedwhile using this type of load
as shown in Figs. 16b, 18a and 19c. The closed-loop response of the Figs. 16b, 18a
and 19c ensure the high performance of the controller that enhances the robustness
and stability of MG against asynchronous load.
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Fig. 18 Single-phase MG
responses of power control
for a induction load and b
unknown load
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5.1.4 Performance of Single-Phase MG Against Unknown Load

The load which is not considered while modeling the system is known as unknown
load. The certain presence of the unknown load is responsible to change the system
parameters and deviate the system performance. An unknown load is connected
with the MG in parallel at 0.02 s which hampers the steady-state of the system
and generates undesirable peek in the performance profile. The proposed control
algorithm efficiently reduces the peeks and provides a stable performance of the
current, power and voltage as shown in Figs. 16c, 18b and 20.
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Fig. 19 Single-phase MG
responses of voltage control
for a dynamic load, b
harmonic load and c
induction load
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Fig. 20 Single-phase MG
response of voltage control
for unknown load

0 0.02 0.04 0.06 0.08 0.1
-300
-200

-100
0

100

200
300
400

500

V
ol

ta
ge

 (V
) 

Reference Voltage
Open-loop Response
Closed-loop Response

Time (s) 

5.2 Fault Condition Analysis of Single-Phase MG

To analysis the robust performance of the designed FLC, a mimic environment of
the fault has been created on the system and investigates its performance under
different loads. The fault has been established in the system between t = 0.03 and
0.05 s. During the fault, the system exhibits distorted signal as shown in Figs. 21 and
22 that analyze the simulation results for single-phase MG current control against
different loads. The closed-loop responses have shown high tracking performance
with respect to reference signal. Dynamic, harmonic, induction and unknown load
provide closed-loop responses of 500 A current respectively.

The power analysis of Figs. 23 and 24 are used to ensure the robust performance
of the FLC. During the fault, the active power is reduced that is regained its peak
value within a short period of time. The reactive power is always zero just like
the previous ones. Dynamic, harmonic, induction and unknown load provide active
power of 2000 W, 1600 W, 1900 W, 1950 W, respectively.

Figures 25 and 26 show that the open-loop voltage of the single-phase MG is
largely distorted during the fault condition that may hamper the load and system
permanently or partially. The restoration of the MG voltage is essential within a
short period of time for a safe and stable operation of the power system. The closed-
loop response of the Figs. 25 and 26 efficiently tracks the reference signal with same
frequency and phase that ensures higher tracking and robust performance of the
proposed fuzzy-logic controller.

5.3 Performance Investigation of Three-Phase MG

This section has been used to analysis the performance of the three-phase islanded
MG against different load dynamics and uncertainties to validate the performance of
the proposed control structure. The output results have been shown as per unit (pu)
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Fig. 21 Single-phase MG
fault condition responses of
current control for a dynamic
load and b harmonic load
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though the phase-to-phase nominal voltage has been set to 600 V. To investigate the
performance of the three-phase MG, different loading conditions such as balanced
load, consumer load, nonlinear load and unknown load have been used.

5.3.1 Performance Investigation of Three-Phase MG Against Balanced
Load

A three-phase balanced load is one whose load impedance and phase angle are equal
in each phase. To construct a three-phase balanced load, a resistive load having 3 kW
active power and 60 V phase-phase voltage is considered that is connected with
the system from 0.3 to 0.31 s to analyze the current, power and voltage profile of
the three-phase MG. At this time the performance of the three-phase MG is greatly
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Fig. 22 Single-phase MG
fault condition responses of
current control for a
induction load and b
unknown load
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hamperedwhich is regulated properly by the proposed controller as shown in Figs. 27
and 28 that ensure the high performance of the system.

5.3.2 Performance Investigation of Three-phase MG against Consumer
Load

The increase of the energy source rises the control parameter of three-phase MG
that makes it difficult to control as compared to single-phase MG. The efficiency
of the proposed controller against consumer load is shown in Fig. 29 with d and q
frame voltage 0.81 and 0.59 pu respectively which ensure the high performance of
the proposed controller.
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Fig. 23 Single-phase MG
fault condition responses of
power control for a dynamic
load, b harmonic load and c
induction load
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Fig. 24 Single-phase MG
fault condition response of
power control for unknown
load
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Fig. 25 Single-phase MG
fault condition response of
voltage control for dynamic
load
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5.3.3 Performance Investigation of Three-Phase MG Against Nonlinear
Load

Electronic lighting, input from the rectifier etc. are the examples of nonlinear load
that is responsible to produce third-order harmonic current and voltage in the system
and increase the neutral current. This excessive current is responsible for heat gener-
ation in the system that may damage the load and power system. To investigate
the performance of the designed FLC, a diode rectifier having six pulse is used as
nonlinear load which is attached to the system from 0.35 to 0.36 s. The insertion of
the nonlinear load into the system is responsible to produce undesirable noise in the
system which is diminished by the proposed controller, shown in Figs. 30 and 31.
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Fig. 26 Single-phase MG
fault condition responses of
voltage control for a
harmonic load, b induction
load and c unknown load
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Fig. 27 Control of
three-phase MG current
under balance load
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Fig. 28 Control of
three-phase MG a power and
b voltage under balance load
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Fig. 29 Control of
three-phase MG a current b
power and c voltage under
consumer load
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Fig. 30 Control of
three-phase MG a current
and b power under nonlinear
load
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Fig. 31 Control of
three-phase MG voltage
under nonlinear load
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Fig. 32 Control of
three-phase MG current
under unknown load
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5.3.4 Performance Investigation of Three-Phase MG Against Unknown
Load

A three-phase unknown load having RLC and switch whose function is to regulate
the load after a fixed time such as 0.5 s is connected with three-phaseMG. Figures 32
and 33 have been investigated to have the adverse effect of the current, power and
voltage of the system against unknown load. The closed-loop performance of the
Figs. 32 and 33 ensure the efficient and high performance of the proposed controller.

5.4 Fault Condition Analysis of Three-Phase System

The robustness analysis of the designed FLC controller is ensured by investigating
the fault impact on the three-phase MG. The proper control of the MG current at the
presence of fault has been analyzed in Figs. 34 and 35. The output results have been
shown as per unit (pu) though the phase-to-phase nominal voltage has been set to
600 V. This zoom view of the simulation results declare that current is controlling
perfectly as all the three-phases arewithin value 1 (pu) but during the fault occurrence
the current gets higher from 0.36 to 0.38 s and restores the current profile within a
short period of time.

Figures 36 and 37 have been investigated for the power control of the three-phase
MG at the presence of fault against different loads such as balance load, consumer
load, nonlinear load and unknown load. The reactive power is no more at the level
zero. Therefore, some power loss occurred here for the three-phase systems. The
active power is 1.5 according to the per unit calculation but during the fault condition
power gets higher as the current rises.

Figures 38 and 39 analyzed the three-phase MG voltage control for having
different load with fault condition. The output results have been shown as per unit
(pu) though the phase-to-phase nominal voltage has been set to 600 V. This zoom



A Robust Controller for Multilevel … 35

Fig. 33 Control of
three-phase MG a power and
b voltage under unknown
load
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view of the simulation results declare that current is controlling perfectly as all the
three-phases are within value 1 (pu) but during the fault condition voltage gets zero
as there remains no voltage difference between the source and grid voltage.

5.5 Performance of Multi-level Generation Units

The system design and control complexity will increase with the increasing number
of DG unit connected with the power system due to the increased parameters. The
effectiveness of the designed FLC controller has been examined in this section in
case of multi-level generation system having generation unit DG1 and DG2 against
balance load, consumer load, nonlinear load and unknown load. The current profile of
the multi-level generation system as shown in Figs. 40 and 41 which ensures that the
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Fig. 34 Three-phase fault
condition responses of
current control for a balance
load, b consumer load and c
nonlinear load
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Fig. 35 Three-phase fault
condition response of current
control for unknown load
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Fig. 36 Three-phase fault
condition responses of power
control for a balanced load
and b consumer load
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Fig. 37 Three-phase fault
condition responses of power
control for a nonlinear load
and b unknown load
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proposed controller efficiently regulates the closed-loop performance against load
dynamics and maintains a reliable and stable operation of the system.

The phase-to-phase nominal voltage has been set to 600 V. The regulation of MG
active and reactive power as well as MG voltage as shown in Figs. 42, 43, 44 and
45 shows the higher effectiveness and stable performance of the proposed control
algorithm.

6 Conclusion

The thrust of electricity throughout the world can be overcome with the proper
implementation of MG. The higher demand of electricity increases the DG units
that not only increases the control parameters but also reduces the stability of the
MG by increasing its complexity. Again, different noise and harmonics may be
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Fig. 38 Three-phase fault
condition responses of
voltage control for a balance
load, b consumer load and c
nonlinear load
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Fig. 39 Three-phase fault
condition response of voltage
control for unknown load
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Fig. 40 Three-phase
response for multi-level
generation unit of current
control for balance load
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produced in the system at the presence of any fault or uncertainty. The adverse effect
of these disturbance has been overcome by designing a robust FLC controller that
regulates the frequency, power as well as voltage and current of both single and
three-phase MG. Different loads have produced different effect on the performance
of MG which is enabled to unstabilize the nominal operation of MG. The proposed
controller efficiently minimizes these adverse effects and exhibits high tracking and
robust performance for both single and three-phase MG.
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Fig. 41 Three-phase
responses for multi-level
generation unit of current
control for a consumer load,
b nonlinear load and c
unknown load
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Fig. 42 Three-phase
multi-level distributed
generation responses of
power control for a balance
load, b consumer load and c
nonlinear load
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Fig. 43 Three-phase
multi-level distributed
generation response of power
control for unknown load
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Fig. 44 Three-phase
multi-level distributed
generation responses of
voltage control for a balance
load and b consumer load
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Fig. 45 Three-phase
multi-level distributed
generation responses of
voltage control for a
nonlinear load and b
unknown load
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Multi-source Microgrid Frequency
Stability Control Using Learning-Based
Technology

Chaoxu Mu, Yong Zhang, Weiqiang Liu, and Wei Xu

Abstract Due to stochastic power generations and uncertainties, the high penetra-
tion rate of renewable energy makes frequency control very difficult. Therefore, for
the photovoltaic (PV)-integrated multi-source microgrid, the load frequency control
(LFC) problem is investigated. A learning-based frequency control strategy is devel-
oped including thermal controller, hydro controller, and auxiliary power controller
when the power mismatches occur. The proportion-integral (PI) controller are used
for thermal and hydro generation, and auxiliary power controller is designed based
on Adaptive dynamic programming (ADP) to improve the adaptability. With the
maximal PV power, the auxiliary power controller regulates the PV power to realize
the frequency regulation or to be stored by charging electric vehicles (EVs). For
the studied benchmark microgrid, several numerical cases are applied to verify the
proposed control strategy, which demonstrates the superiority for stabilizing the
frequency and fully using solar energy. Further, a model-based intelligent frequency
control strategy is designed to adjust the power outputs of micro-turbine and energy
storage system (ESS) in the expansion and prospect, which is no longer an auxiliary
control strategy.

Keywords Microgrid · Load frequency control · Photovoltaic power · Neural
network · Adaptive dynamic programming
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Rsh Parallel resistance (�)
Iph Current source (A)

C. Mu · Y. Zhang · W. Liu
Tianjin University, Tianjin 300072, China
e-mail: cxmu@tju.edu.cn

W. Xu (B)
Huazhong University of Science and Technology, Wuhan 430074, China
e-mail: weixu@hust.edu.cn

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. K. Das et al. (eds.), Advances in Control Techniques for Smart Grid Applications,
https://doi.org/10.1007/978-981-16-9856-9_2

47

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9856-9_2&domain=pdf
mailto:cxmu@tju.edu.cn
mailto:weixu@hust.edu.cn
https://doi.org/10.1007/978-981-16-9856-9_2


48 C. Mu et al.

R External resistance (�)
Iph Current of PV module (A)
Ipv Output current (A)
Upv Output voltage (V)
Id Reverse saturation current of diode (A)
K Boltzmann constant
T Temperature (°C)
q Electronic charge of an electron
A Diode ideality factor
Uoc Open-circuit voltage (V)
Um MPP output voltage (V)
Im MPP output current (A)
Isc Short-circuit current (A)
P∗
pv Maximum power of PV module (W)

δ1, δ2, δ3 Distribution coefficients
ut Thermal control signal
uh Hydro control signal
upv PV control signal
ue EV control signal
Δf Frequency deviation (Hz)
ΔPd Power mismatch from load change (p.u.)
ΔPpv Power mismatch from PV power generation (p.u.)
ΔPe Output power change of EV aggregator (p.u.)
ΔPh Output power change of hydro generation (p.u.)
ΔPt Output power change of thermal generation (p.u.)
ΔXhg Governor position change of hydro generation
ΔX tg Governor position change of thermal generation
Ka Changing/discharging coefficient
Kp Microgrid gain
K r Steam turbine reheat constant
Ne Number of EVs in a EV aggregator
Rh Speed regulation coefficient of hydro generation
Rt Speed regulation coefficient of thermal generation
T t Steam turbine time constant
T e Time constant of EV
T lg Reset time of hydro turbine speed governor
T p Time constant of microgrid
T rh Time constant of hydro turbine speed governor transient droop
T r Steam turbine reheat time constant
T tg Time constant of speed governor
J Cost function
U Utility function
x State vector
γ Discount factor
μ Adaptive power control signal
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xa Input vectors of action networks
xc Input vectors of critic networks
ψ Activation function
ιc/ ιa Number of neurons in the input-layer of critic/action network
τ c/τ a Number of neurons in the hidden-layer of critic/action network
wc1

i j /w
a1
i j Weights in input-to-hidden layer of critic/action network

wc2
j /wa2

j Weights in hidden-to-output layer of critic/action network
qc
j/q

a
j Output of jth hidden-layer neuron of critic/action network

pcj/p
a
j Input of jth hidden-layer neuron of critic/action network

Ec/Ea Approximate error of critic/action network
r Reinforcement learning signal
Q,M Positive definite matrixes with proper dimensions
λc/λa Learning rate of critic/action network
um Maximum value of PV reserve power
F Performance index
ΔPmt Output power change of micro-turbine (p.u.)
ΔPmg Governor position change of micro-turbine (p.u.)
ΔPess Output power change of ESS (p.u.)
Tmg Time constant of micro-turbine governor
Tmt Time constant of micro-turbine
T ess Time constant of ESS
σmg Uncertain parameter of micro-turbine governor
Rmt Speed regulation coefficient of micro-turbine
umg Control signal of micro-turbine
uess Control signal of ESS
θ1, θ2 Positive constants designed in the cost function
Ωc Admissible control set
Ess1 Electrical changes of ESS due to frequency control (p.u.)
Ess2 Electrical changes of ESS due to PV power dispatch (p.u.)
Soc0 Initial electrical energy of ESS (p.u.h)
Socm/SocM Lower/upper bound of SOC (p.u.h)
Pm

ess/PM
ess Lower/upper bound of ESS power output (p.u.)

β Charging/discharging coefficient of ESS
Bias Power deviation of load demands and PV
� Regulation coefficient

List of Acronyms

A Ampere
AC Alternating current
ADP Adaptive dynamic programming
DC Direct current
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ESS Energy storage system
EVs Electric vehicles
GRC Generation rate constraint
HJB Hamiltonian-Jacobi-Bellman
Hz Hertz
LFC Load frequency control
MPP Maximum power point
MPPT Maximum power point tracker
PI Proportion-integral
PID Proportion-integral-derivative
PV Photovoltaic
PWM Pulse width modulation
SMC Sliding mode control
SOC State of charge
V Voltage
V2G Vehicle-to-grid

1 Introduction

In the past few decades, smart grids have rapidly developed and renewable energies
have been widely incorporated into the microgrid. In particular, solar energy, as a
clean and abundant renewable energy, has attached much attention of many research
communities and power industries [1, 2]. However, the available solar energy should
be fully used due to the high cost of infrastructure construction [3]. As the photo-
voltaic (PV) maximum power is easily affected by solar insulation and temperature,
it usually requires the PV power generation to track themaximumpower point (MPP)
[4–9]. PV power generation is very sensitive to weather conditions, and even fluc-
tuates greatly in cloudy days [10–12]. For microgrid, when integrating renewable
energy such as PV power generation, there is always power mismatch and random
uncertainty.

Although renewable energy has the advantages of lowpollution and large reserves,
but stochastic and intermittent power generation may cause system instability [13,
14]. For example, PV power varies with weather conditions rather than a constant
value, and frequency oscillation would occur as the PV power is injected into the
power grid. By using vehicle-to-grid (V2G) technique, EVs have been integrated
into the microgrid which can be considered as the mobile energy storage devices
and controllable loads [15–17]. EVs can provide power by discharging, or absorb
power from generation through charging, which has been widely integrated into the
microgrid. The frequency stability is an indispensable factor for the transient stability
of microgrid [18]. Therefore, the security of microgrid cannot be guaranteed when
the frequency deviation is not stabilized in time. Thus, the frequency regulation is
necessarywhen the powermismatches occur, especially for amulti-sourcemicrogrid.
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Without considering generator dynamics, a linear model near the operation point
is usually applied to the power system [19]. The purpose of frequency regulation is
to maintain the frequency convergence in a specified range, andmany load frequency
control (LFC) methods have been consulted to deal with this problem. For example,
the traditional proportion-integral-derivative (PID) control is the earliest usedmethod
[20]. After the offline tuning of parameters, the PID controller can have good perfor-
mance around the designed operating point [21, 22]. In addition, several advanced
control methods have also been applied, such as sliding mode control (SMC) [23–
25], fuzzy logic control [26–29], robust control [30], intelligent control [31], and
so on. Although these controls can reduce the frequency oscillation in some decent,
considering the randomness and diversity of load and power generation in the micro-
grid, it is still an open problem to propose a frequency strategy which is able to deal
with more randomness of modern microgrid.

To enhance the adaptivity of frequency regulation for the multi-source microgrid,
adaptive dynamic programming (ADP)method has been developed to get the approx-
imate solution for solving optimal control problem, which can be implemented by
neural networks [32–34]. This method has been widely used in many fields, such as
manipulators [35], spacecrafts [36], quadrotors [37], games [38], navigations [39],
as well as in the power systems [40–46]. For example, in [40], the action dependent
heuristic dynamic programmingwas used for the static compensator controller design
in a multimachine microgrid. The decentralized control of large-scale power system
using ADP method has been studied in [41]. Compared with PID and fuzzy logic
control, ADP has an advantage in the optimality and adaptability of the algorithm.
This is particularly prominent in dealing with uncertainties, such as the uncertain PV
power generation, and it is also the motivation for us to use this method.

At the same time, model parameters such as governor time constant may fluctuate
in a small range of nominal values duringmicrogrid operation [47, 48]. The stochastic
uncertainties may bring frequency fluctuations for the microgrid [49, 50]. In order
to adjust the stochastic uncertainty more effectively, some energy storage devices
may be needed, such as energy storage system (ESS), electric vehicles (EVs), etc.
[51]. The ESS has excellent charging and discharging performance, which can be
applied to improve the controllability and flexibility.Many ESSs have been studied in
recent years, such as flywheel ESS [52], battery energy storage station [53–55], and
electrolyzer/fuel cell hybrid system [56, 57]. Besides, the state of charge (SOC)
is necessary to be regarded as the constraints [58–61]. Therefore, an expansion
and prospect is added in this chapter. A model-based intelligent frequency control
strategy is designed to adjust the power outputs of micro-turbine and energy storage
system (ESS). The stochastic PV power generation, generation rate constraint (GRC)
and parameter uncertainties, SOC constraints and ESS power constraints have been
considered. Meanwhile, a regulation strategy is proposed for the full utilization of
ESS and PV power generation, where the recycling of ESS can be realized. It is
worth noting that due to the use of model information, the model-based strategy is
completely based on the ADP method but not an auxiliary control strategy, which
has much different to the previous works [25, 41, 62].
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Based on the aforementioned discussions, a learning-based multi-source
frequency control strategy including thermal controller, hydro controller, and power
controller is designed for the frequency regulation of a multi-source microgrid
composed of reheat-turbine thermal generation, hydro generation, PV system and
EVs. It is noted that the three controllers are separately designed and are used to cope
with the frequency oscillations simultaneously. The maximum PV power generation
is obtained based on the mathematical PV model, and a benchmark multi-source
microgrid system with the connection of PV power and EV aggregator is formu-
lated. The multi-source frequency control strategy is composed of thermal controller
and hydro controller based on the PI control, and the power controller is designed by
using an ADP auxiliary controller to deal with the uncertain PV power generation.
The power controller is adopted for managing the PV reserve power and regulating
the charging and discharging power of EV aggregator to improve the utilization
of solar energy, and the LFC problem under different PV generation scenarios is
discussed in detail with comparative case analysis. In the expansion and prospect, a
model-based intelligent frequency control strategy is developed to regulate the power
output of micro-turbine and ESS, which is completely based on the ADP but not an
auxiliary control strategy.

The rest of this chapter is organized as the following sections. In Sect. 2, the
studied multi-source microgrid system and the associated mathematical models are
introduced. In Sect. 3, three controllers are presented to deal with the frequency oscil-
lations. Section 4 carried out the benchmark microgrid to verify the proposed control
strategy in the simulation. For the microgrid with stochastic model uncertainties, a
model-based intelligent frequency control strategy is developed in the expansion and
prospect in Sect. 5. Some conclusions are given in Sect. 6.

2 Multi-source Benchmark Microgrid

2.1 The Mathematical Model of PV Module

The PV module is made up of semiconductor materials that directly converts the
solar irradiance into electrical energy. Figure 1 shows the equivalent circuit of PV
module, which is composed of reverse diode, series resistance Rs, parallel resistance
Rsh, current source Iph and external resistance R.

Iph is the generated current of PV module under the given solar radiation and
temperature. Ipv and Upv are the output current and voltage, respectively, which can
be calculated by

Ipv = Iph − Id

[
exp

(
q
(
Upv + IpvRs

)
AKT

)
− 1

]
−
(
Upv + I Rs

)
Rsh

, (1a)

Upv = IpvR, (1b)
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phI dI shI R

sR

shR pvIpvU

Fig. 1 Equivalent circuit of PV module

where Id is defined as the reverse saturation current of diode, q represents electronic
charge of an electron, A is the diode ideality factor, K is the Boltzmann constant, and
T is the temperature.

To simplify this model, we do the following simplification. Because Rs is very
small, and Rsh is far greater than Rs, so (Upv + IpvRs)/Rsh in (1a) can be ignored. Let
the short-circuit current Iph be equal to Isc. Then (1a) can be simplified as follows

Ipv = Isc

{
1 − α1

[
exp

(
Upv

α2Uoc

)
− 1

]}
, (2)

where Uoc is open-circuit voltage. α1 and α2 can be expressed as

α1 =
(
1 − Im

Isc

)
exp

(
− Um

α2Uoc

)
, (3a)

α2 =
(
Um

Uoc
− 1

)
/ ln

(
1 − Im

Isc

)
, (3b)

where Um is the output voltage and Im is the output current when system works at
the MPP of PV module. Then the output power can be calculated as

Ppv
(
Upv
) = Upv Isc

{
1 − α1

[
exp

(
Upv

α2Uoc

)
− 1

]}
. (4)

Therefore, Eqs. (2)–(4) are used to simulate generation process of PV module.
When the temperatureT =25 °C, under different irradiance, Fig. 2 displays the output
characteristic curves of PV module. It can be observed that when the temperature
is constant, as the radiation decreases, the maximum power of PV module P∗

pv, the
short-circuit current Isc and the open-circuit voltageUoc are reduced. However, ideal
conditions may not exist, so in this Chapter, the frequency response of different
PV generation scenarios including constant, decreasing and uncertain PV power is
investigated in the case analysis.
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(a) Current-voltage curves 

(b) Power-voltage curves 

Fig. 2 Output characteristics of PV module

2.2 PV-Integrated Microgrid Description

The studied PV-integrated multi-source microgrid is a single area system containing
reheat-turbine thermal generation, hydrogeneration, PVsystem, equivalent governor,
EV aggregator and loads, and other electrical components. The model of reheat-
turbine thermal generation and hydrogeneration can refer to [63]. In this section, the
multi-source off-grid benchmark microgrid is investigated, which is shown in Fig. 3.
The notations in Fig. 3 can be referred to Table 1.
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Fig. 3 Schematic diagram of the PV-integrated microgrid

Table 1 Notations in the
PV-integrated microgrid

Variables Meaning of notations

 f Frequency deviation

Pd Power mismatch from load change

Pe Output power change of EV aggregator

Ph Output power change of hydro generation

Pt Output power change of thermal generation

Xhg Governor position change of hydro generation

X tg Governor position change of thermal generation

Ka Changing/discharging coefficient

Kp Microgrid gain

Kr Steam turbine reheat constant

Ne Number of EVs in a EV aggregator

Rh Speed regulation coefficient of hydro generation

Rt Speed regulation coefficient of thermal generation

Tt Steam turbine time constant

Te Time constant of EV

Thg Reset time of hydro turbine speed governor

Tp Time constant of microgrid

Trh Time constant of hydro turbine speed governor
transient droop

Tr Steam turbine reheat time constant

Ttg Time constant of speed governor



56 C. Mu et al.

Furthermore, δ1, δ2 and δ3 are the distribution coefficients of frequency deviations
which are defined for the thermal controller, hydro controller and power controller,
respectively, and the sum of three distribution coefficients equals to 1. ut, uh, upv and
ue are control laws of different controllers to restrain the frequency deviation.

Compared with the traditional microgrid, the benchmark system in Fig. 3 is inte-
grated PV system and EV aggregator. When the microgrid is stable, we inject most
of the PV power generation in microgrid, and the rest PV reserve power is stored in
the EV aggregator. When the frequency fluctuations occur, thermal controller, hydro
controller, and power controller according to the measured frequency and distribu-
tion factor to generate appropriate control signals, so that the frequency deviation
can be adjusted quickly and effectively.

3 Frequency Control Strategy for Multi-source Microgrid

In this Section, reheat-turbine thermal generation, hydro generation, PV system and
EVaggregator all participate into frequency regulation. Thermal controller and hydro
controller are used to adjust reheat-turbine thermal generation and hydro generation,
respectively. Based on the collected microgrid data, power controller is adopted for
managing the PV reserve power and regulating the charging and discharging power
of EV aggregator. Considering that PV system and EVs are faster response than
reheat-turbine thermal generation and hydro generation for the power mismatch, the
distribution coefficient δ3 should be much larger than δ1 and δ2. In addition, three
controllers are designed separately and are used to deal with the frequency deviation
at the same time.

3.1 Thermal Controller and Hydro Controller

In the studied microgrid, the reheat-turbine thermal generation and hydro generation
are two important power generations, so it is necessary to regulate their output power
for reducing the powermismatches. In this Section, both thermal controller and hydro
controller are designed by the PI control method for highlighting the role of power
controller.

In the proposed strategy, PI controller is used for thermal and hydro control. On
the one hand, PI control is a relatively mature and simple method, and there are
many work foundations, such as [20–22]. From the perspective of application, this
is conducive to engineers’ understanding and recognition of the proposed method.
On the other hand, the application of relatively complex control methods will not be
conducive to highlight the advantages caused by which factors.
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3.2 Adaptive Learning Design of Power Controller Based
on ADP

To improve PV energy efficiency and eliminate frequency fluctuation, the power
controller is proposed to manage the power output of PV system and control the
charging or discharging of the EVs. Since an EV only can charge the limited power,
so a great number of EVs are controlled as the EV aggregators. Then, the power
controller gives the control signal to the pulse width modulation (PWM) to generate
a suitable PV reserve power output, and provides a control signal to charge and
discharge of EV aggregator. Considering the PV power integration and load distur-
bances, a controller with strong adaptive ability is needed. In addition to the PI
controller, an ADP auxiliary controller is contained in the power controller design
by using ADP-based auxiliary control approach.

In theADP-based auxiliary control approach, the frequency deviations ofmultiple
time instants and the auxiliary control signal will be used to construct the cost
function. Based on the reinforcement learning mechanism, through the interaction
between the microgrid and the network environment, the goal is to minimize the cost
function, corresponding to the physical system, that is, to minimize the frequency
fluctuation. Through iterative learning, the approximate optimal control strategy will
be obtained. Therefore, under this proposed strategy, the frequency fluctuation of
microgrid can be suppressed and the stability will be improved.

Then, the cost function for the frequency regulation of PV-integrated multi-source
microgrid can be formulated as

J (t) =
∞∑
ε=t

γ ε−tU (x(ε), μ(ε), ε), (5)

where U(x(t), μ(t), t) is the utility function. x(t), μ(t) and γ are state vector, control
signal and discount factor, respectively. To obtain the approximate optimal control,
ADP method is applied for solving the Bellman equation

J ∗(t) = min
μ(t)

{
U (x(t), μ(t), t) + γ J ∗(t + 1)

}
, (6)

where J*(t) represents the current minimum cost function and J*(t + 1) is the
minimum cost in the future. With the optimal control law μ*(t), the optimal cost
function J*(t) can be achieved. Generally, the optimal control law μ*(t) is difficult
to be directly solved, since J*(t + 1) is unknown. Therefore, neural networks as the
functional approximation method are applied to approximately solve the Bellman
equation and implement the ADP-based algorithm.

The ADP algorithm is implemented in a heuristic action-critic structure in this
Section, which contains an action network and a critic network. Therein, the control
structure is used to approximate the optimal control and the optimal cost by using
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action and critic networks, respectively. Specifically, we will give the detailed
mathematical basis and calculation principle of the ADP algorithm below.

The input of critic network contains xa(t) and μ̂(t), and the output is the approx-
imate cost function Ĵ (t). For the action network, xa(t) is the input vector which
demonstrate the frequency deviations of multiple time instants, and the output vector
μ̂(t) is defined as the adaptive auxiliary control law. The input vectors of these two
networks can be expressed as

xa(t) = [δ3 f (t), . . . , δ3 f (t − ιa + 1)]T ∈ R
ιa ,

xc(t) = [μ̂(t), δ3 f (t), . . . , δ3 f (t − ιc + 2)
]T ∈ R

ιc .

In this Section, the sigmoid function ψ(z) = (1 − e−z
)
/
(
1 + e−z

)
is used as the

activation function of both action and critic networks. Then we can calculate the
approximate cost value Ĵ (t) as follows

Ĵ (t) =
τc∑
j=1

wc2
j (t)qc

j (t), j = 1, . . . , τc, (7a)

qc
j (t) = (1 − e−pcj (t)

)
/
(
1 + e−pcj (t)

)
, (7b)

pcj (t) =
ιc∑
i=1

wc1
i j (t)xc(t), i = 1, . . . , ιc, (7c)

where ιc and τ c represent the number of neurons in the input-layer and hidden-layer of
critic network, respectively. wc1

i j (t) ∈ R, i = 1, . . . ιc, j = 1, . . . , τc and wc2
j (t) ∈ R

represent the weight vectors used in the input-to-hidden layer and hidden-to-output
layer, respectively. qc

j (t) ∈ R and pcj (t) ∈ R represent the output and input of jth
hidden-layer neuron, respectively.

The back-propagation algorithm is used in the process of weight updating. Then,
define the approximate error of critic network as

Ec(t) = 1

2
e2c (t), ec(t) = γ Ĵ (t) −

(
Ĵ (t − 1) − r(t)

)
. (8)

In order to approximate the minimum value of Ĵ (t), r(t) is used as the reinforce-
ment learning signal during the algorithm implementation. Using a properly positive
definite matrix Q, r(t) is formulated as

r(t) = −xTa (t)Qxa(t). (9)

When disturbances occur in the microgrid, the weights of neural networks will be
adjusted by using r(t), and the adaptivity of proposed method is greatly improved.
By using (8) and (9), the weight updating rule of critic network is designed as
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ωc2
j (t) = −λc

∂Ec(t)

∂ Ĵ (t)

∂ Ĵ (t)

∂wc2
j (t)

, (10)

ωc1
i j (t) = −λc

∂Ec(t)

∂ Ĵ (t)

∂ Ĵ (t)

∂qc
j (t)

∂qc
j (t)

∂pcj (t)

∂pcj (t)

∂wc1
i j (t)

, (11)

where λc is the learning rate used in the critic network.
Then, based on the forward calculation of action network, define μ̂(t) as the

adaptive auxiliary controller and it is formulated as follows

paj (t) =
ιa∑
i=1

wa1
i j (t)xa(t), i = 1, . . . , ιa, (12a)

qa
j (t) = (1 − e−paj (t))/(1 + e−paj (t)), j = 1, . . . , τa, (12b)

μ̂(t) =
(
1 − e−∑τa

j=1 wa2
j (t)qa

j (t)
)
/
(
1 + e−∑τa

j=1 wa2
j (t)qa

j (t)
)
, (12c)

where wa1
i j (t) ∈ R, i = 1, . . . ιa, j = 1, . . . , τa and wa2

j (t) ∈ R represent the weight
vectors corresponding to input-to-hidden layer and hidden-to-output layer of action
network. ιa and τa are the number of neurons in the input-layer and hidden-layer.
The output and input of the jth hidden-layer neuron are defined as paj (t) ∈ R and
qa
j (t) ∈ R, respectively.
Similarly, for the action network, define the approximate error as

Ea(t) = 1

2
Ĵ 2(t). (13)

Then the weights of action network can be updated by using the back-propagation
algorithm,

ωa2
j (t) = −λa

∂Ea(t)

∂ Ĵ (t)

∂ Ĵ (t)

∂μ̂(t)

∂μ̂(t)

∂ψ(t)

∂ψ(t)

∂ωa2
j (t)

, (14)

ωa1
i j (t) = −λa

∂Ea(t)

∂ Ĵ (t)

∂ Ĵ (t)

∂μ̂(t)

∂μ̂(t)

∂ψ(t)

∂ψ(t)

∂qa
j (t)

∂qa
j (t)

∂paj (t)

∂paj (t)

∂ωa1
i j (t)

, (15)

where the learning rate λa is used in action network.
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3.3 Power Controller Design Based on PV System and EVs

Based on the adaptive auxiliary control, Fig. 4 shows the design mechanism and
structure of power controller. The ultimate control u(t) consists of auxiliary control
ua(t) and PI control u0(t). Once the adaptive control signal μ̂(t) is generated, it is
outputted through a limiter to obtain auxiliary control signal ua(t), which guarantees
the stability of the power controller.

Once the control signal u(t) is generated by the power controller, upv(t) and ue(t)
can be calculated. The details of control signal distribution are illustrated in the
flowchart of Fig. 5, where um(t) is the maximum value of the PV reserve power.

It is necessary to judge the sign of u(t) in the control signal distribution process.
u(t) < 0 indicates that the total demand is less than the total power generation, and it
should decrease the power generation. In this case, the power generation of reheat-
turbine thermal generation andhydrogeneration shouldbe reduced,whileEVsabsorb
the extra power. Note that the PV reserve power is used for EVs charging but not for
frequency regulation.

On the contrary, u(t) > 0 indicates that the power generation is insufficient. Then,
the PV reserve power will quickly inject into microgrid, and both reheat-turbine
thermal generation and hydro generation increase. The injected amount of PV reserve
power is determined by the value of u(t). If u(t) > um(t), all PV reserve power
is injected into the microgrid, and EVs discharge to compensate the rest power.
Otherwise, the power mismatch can be eliminated by only injecting the PV power
and adjusting the reheat-turbine thermal generation and hydro generation, then the

Fig. 4 Schematic diagram of power controller
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Fig. 5 Operation flowchart of the control signal distribution

rest PV reserve power is still used for charging the EVs. Under this control strategy,
the frequency fluctuation can be eliminated effectively and the PV power can be fully
utilized.

4 Cases Analysis with Uncertain PV Power Generation

In this section, the influence of PV system and EVs integrating into the microgrid
is first studied. Then the frequency response using different control strategies is
comparatively studied in different kinds of PV reserve power.

4.1 Frequency Response with and Without PV and EVs

The microgrid with and without PV reserve power and EVs is investigated, and the
PV reserve power is set as 0.15 p.u. The parameters of microgrid are set as follows,
T tg = 0.08, T r = 10, T t = 0.3, K r = 3, T hg = 0.2, T rh = 28.75, T rs = 5, Tw = 1, T e

= 0.035, KA = 2.4 × 10−3, Ne = 2500, T p = 10, Kp = 1 and Rt = Rh = 0.05. The
distribution coefficients δ1 = δ2 = 0.2 and δ3 = 0.6. The thermal controller, hydro
controller and power controller are all designed by PI method, and the proportion
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Fig. 6 Frequency response with and without PV and EVs

and integral coefficients of three controllers are given as follows: K t
P = 17 and

K t
I = 10, Kh

P = 35 and Kh
I = 4, K p

P = 5 and K p
I = 10, respectively.

The frequency fluctuation does not exist at the initial moment. Then three active
power disturbances occur at 5 s, 40 s and 70 s, where + 0.16 p.u., − 0.20 p.u. and +
0.10 p.u. step disturbances are applied, respectively. Then, the frequency response
with and without PV reserve power and EVs is shown in Fig. 6. We can find that the
system inertia has been increased when the PV reserve power and EVs are integrated,
such that the frequency stability of microgrid is significantly improved. According
to Figs. 4 and 5, only PV reserve energy is involved in frequency regulation during
5–40 s and 70–100 s, while PV reserve energy and EVs are involved in frequency
regulation in 40–70 s. In the following case, both PV reserve power and EVs are
integrated into the microgrid.

The performance index F is defined to quantify the comparison of frequency
deviation, which refers to the integral absolute value of total frequency deviation
during regulation process,

F =
∫ �

0
‖ f (t)‖dt, (16)

where � represents the whole frequency regulating time. By applying the perfor-
mance index F , the results of microgrid with and without PV reserve power and
EVs are presented in Table 2, which are 11.1719 and 3.5417, respectively. This also

Table 2 Influence of PV and
EVs on the values of F Without PV and EVs With PV and EVs

F 11.1719 3.5417
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illustrates that integrating PV reserve power and EVs into the microgrid helps to
stabilize the frequency.

4.2 Frequency Response of Constant PV Power

The PV reserve power is set as constant value of 0.15 p.u. in this case. The thermal
controller and hydro controller are still designed by PI method, and all controller
parameters are the same as Case A. The power controller is designed by the supple-
mentedADPcontrolmethodwith PI thermal and hydro controllers, which is recorded
as adaptive control in all figures. The three controllers are designed by PI method,
recorded as multi-PI control in all figures. During the weight updating process of
ADP auxiliary control, relevant parameters are selected as λc = λa = 0.05, ιc = 3,
ιa = 2, Q = diag{1, 0.5}, τ c = τ a = 6 and γ = 0.95. Figure 7 shows the frequency
response by using multi-PI control and adaptive control under same disturbances
as before. The output of reheat-turbine thermal generation, hydro generation, PV
reserve power and EV aggregator are shown in Fig. 8. Figure 9 is the control signals
of power controller. Taking the third input node as an example, the weight updating
process of critic network is as shown in Fig. 10, and the weights can be adaptively
adjusted when facing with different power mismatch. Note that the ADP auxiliary
controller is constrained within [−0.01, 0.01].

It can be concluded from Fig. 7 that the adaptive control method performs better
than the multi-PI control with only two obvious frequency fluctuations during the
regulation process. From Fig. 8, the response ability of PV system and EVs to power
mismatch is faster than reheat-turbine thermal generation and hydro generation.
When the power generation is insufficient, the PV reserve power is quickly injected

Fig. 7 Frequency deviation of PV at constant power
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Fig. 8 Output power changes with the different control strategy

Fig. 9 Control signals of power controller

into the microgrid, and meanwhile both reheat-turbine thermal generation and hydro
generation increase the power generation. If the gap between generated power and
load demand is greater than the maximum PV reserve power, EVs are discharged
to provide power compensation for the load consumption, such as 5–40 s in Fig. 8.
Otherwise, one part of the PV reserve power is injected into the microgrid, and the
other part is used for EV charging, such as 70–100 s in Fig. 8. On the contrary, it is
necessary to reduce the generation power and absorb the extra power when power
generation is too much. The power generation of reheat-turbine thermal generation
and hydro generation needs to be reduced, while EVs absorb the extra power by



Multi-source Microgrid Frequency Stability … 65

Fig. 10 Weight updating process of critic network

charging, such as 40–70 s in Fig. 8, and the PV reserve power is only used for
charging EVs.

To better illustrate the relationship between PV reserve power and EVs, the PV
reserve power used to charge EVs is shown in Fig. 11. During 0–5 s, the PV reserve
power is fully used to charge EVs because the microgrid is stable. A disturbance
is applied during 5–40 s, then the PV power is first injected into the microgrid to
eliminate power mismatches and the remaining part of PV reserve power is used
for charging EVs. Although there are also disturbances during 40–70 s, but the PV
reserve power does not need to be involved in frequency regulation, so the PV reserve

Fig. 11 Power of the PV for charging the EVs (constant PV reserve power)
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Table 3 Values of F under
different power controller:
Case 4.2

Multi-PI control Adaptive control

F 3.5417 2.8614

power is all used for charging EVs. Due to the small disturbance during 70–100 s,
only a small portion of the PV reserve power is required to inject into the microgrid,
while the majority is still used for charging EVs. Under this control strategy, the
frequency fluctuation can be eliminated effectively and the PV power can be fully
utilized.

The performance index F is defined to measure the control effect of proposed
strategy, which is shown in Table 3. Obviously, the proposed adaptive control is more
effective than the multi-PI control.

4.3 Frequency Response of Decreasing PV Power

In this case, the PV power is decreasing. By applying three above disturbances, the
frequency response under different power controller is shown in Fig. 12, and the PV
reserve power used to charge EVs is shown in Fig. 13. Figure 14 gives the control
signals of power controller. Using the third input node as an example, the weight
updating process of critic network is shown in Fig. 15.

From Figs. 12 and 13, by using the proposed ADP auxiliary control during the
frequency regulation, it is obvious that the frequency response has shorter adjustment
time and smaller fluctuation, and the charging power change of PV reserve power
is also earlier to be stable. Since the auxiliary controller has the learning ability, the

Fig. 12 Frequency deviation with decreasing PV reserve power
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Fig. 13 Power of the PV for charging the EVs (decreasing PV reserve power)

Fig. 14 Control signals of power controller

frequency tends to stabilize faster in the latter two disturbances. The ADP auxiliary
controller can be adjusted to the disturbances and it is shown in Fig. 14. Although the
ADP auxiliary control signal is limited into a suitable range, but it still can effectively
improve the performance of power controller.

In addition, the values of performance index F are shown in Table 4, which are
3.4889 and 2.8294 under the multi-PI control and the adaptive control, respectively.
Similarly, the proposed adaptive control can perform better than the multi-PI control
under the condition of decreasing PV power.
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Fig. 15 Weight updating process of critic network

Table 4 Values of F under
different power controller:
Case 4.3

Multi-PI control Adaptive control

F 3.4889 2.8294

4.4 Frequency Response of Uncertain PV Power

The PV power is randomly selected in this case. Then under different control strate-
gies, Fig. 16 displays the frequency derivation. The PV reserve power used to charge

Fig. 16 Frequency deviation of uncertain PV reserve power
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EVs is shown in Fig. 17. Figure 18 shows the detail of power control signals during
the frequency regulation and Fig. 19 is the weight updating process of critic network,
where we take the third input node as an example.

In the current strategy, both PV and EV are used to alleviate the power distur-
bances. The excess PV power will be directly used for EV charging, with little impact
on the frequency response. In the cases analysis, the power disturbances in the four
scenarios are the same. Therefore, under the same strategy, the frequency response
in Figs. 7, 12, 16 and control signals in Figs. 9, 14, 18 are similar. The EV charging
process reflected in Figs. 11, 13 and 17 are quite different.

Fig. 17 Power of the PV for charging the EVs (uncertain PV reserve power)

Fig. 18 Control signals of power controller
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Fig. 19 Weight updating process of critic network

Table 5 Values of F under
different power controller:
Case 4.4

Multi-PI control Adaptive control

F 3.4939 2.8370

From Fig. 16, the frequency response of power controller designed by ADP auxil-
iary control is still better than PI control. The performance index values of two control
methods are shown in Table 5, which are 3.4939 and 2.8370, respectively.

From the above cases, the frequency stability of microgrid can be significantly
improved by integrating PV reserve power and EVs. Both frequency response and
performance index also demonstrate that the proposed adaptive control strategy has
the better control performance to restrain the frequency derivations compared with
themulti-PI control. Furthermore, the PV power can be fully utilized by participating
in frequency regulation and charging EVs.

5 Expansion and Prospect

In this section, a model-based intelligent frequency control strategy is expanded
and used to deal with uncertain problems in microgrids. The uncertain PV power
generation and load demands, GRC and parameter uncertainties of governor, the
ESS power constraints and SOC constraints are all considered. The model-based
controller is used to adjust the power outputs of micro-turbine and ESS. A regulation
strategy is proposed for the full utilization of PV power generation, and the recycling
of ESS can be realized.
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The model information is applied in the controller design, so the robustness of
this controller is better than the data-based controller in Sect. 3. The model-based
strategy is completely based on the ADPmethod but not an auxiliary control strategy.
This is an innovative expansion and prospect for the application of learning-based
algorithm in LFC of microgrid.

5.1 Mathematical Model and Model-Based Intelligent
Frequency Control

In this section, the uncertainties arising from load demands, PV power generation
and time constant of governor are considered in the modeling process of benchmark
microgrid. The basic structure of ESS-based microgrid is given in Fig. 20. Then, the
mathematical model of microgrid is as follows.

 ḟ (t) = Kp

Tp

[
Pmt(t) + Pess(t) + Ppv(t) − Pd(t)

]− 1

Tp
 f (t),

Ṗmt(t) = − 1

Tmt
Pmt(t) + 1

Tmt
Pmg(t),

Ṗmg(t) = − 1

RmtTmg
 f (t) − 1

Tmg
Pmg(t) + 1

Tmg
umg(t)

+ σg(t)

Tmg
(
Tmg + σmg(t)

)[ 1

Rmt
 f (t) + Pmg(t) − umg(t)

]
,

Fig. 20 Basic structure of ESS-based microgrid
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Ṗess(t) = − 1

RmtTess
 f (t) − 1

Tess
Pess(t) + 1

Tess
uess(t), (17)

where  f (t) represents the frequency fluctuation, Pmt(t),Pmg(t) and Pess(t)
are the power output of micro-turbine, position value of governor and power output
of ESS, respectively. Tmg, Tmt, T ess and T p are the time constants. σmg(t) represents
the uncertain parameter of governor. Rmt is the speed regulation coefficient. Ppv(t)
is the uncertain PV power, and Pd(t) represents the uncertain load change. umg(t)
and uess(t) are the controller to be designed for micro-turbine and ESS, respectively.

Further, to facilitate the design process, the compact form of the mathematical
model can be expressed as

ẋ(t) = Ax(t) + G(u(t) + �(t)) + �(t), (18)

A =

⎡
⎢⎢⎢⎣

− 1
Tp

Kp

Tp
0 Kp

Tp

0 − 1
Tmt

1
Tmt

0

− 1
RmtTmg

0 − 1
Tmg

0

− 1
RmtTess

0 0 − 1
Tess

⎤
⎥⎥⎥⎦, G =

⎡
⎢⎢⎢⎣

0 0
0 0
1
Tmg

0

0 1
Tess

⎤
⎥⎥⎥⎦,

�(t) =
[−Tmgλg(t)umg(t)

0

]
, �(t) =

⎡
⎢⎢⎢⎢⎣

Kp

Tp

(
Ppv(t) − Pd(t)

)
0

λmg(t)
(

1
Rmt

 f + Pmg(t)
)

0

⎤
⎥⎥⎥⎥⎦.

where x(t) = [
 f,Pmt,Pmg,Pess

]T ∈ R
m is the state variable of microgrid.

λmg(t) = σmg(t)/
[
Tmg
(
Tmg + σmg(t)

)]
is about the parameter uncertainties. u(t) =[

umg, uess
]T ∈ R

n corresponds to the control strategy.
The model-based intelligent frequency control strategy u(t) is developed by using

the nominal system

ẋ(t) = Ax(t) + Gu(t). (19)

Then, the cost function for the nominal system is designed as

J (x) =
∫ ∞

t
(U (x(τ ), u(τ )) + �(τ))d(τ ), (20)

and U (x(t), u(t)) = xT(t)Qx(t) + u(t)TMu(t) is the utility function. Appropriate
positive definite symmetric matrices Q and M need to be selected.

�(t) = θ2
1�2

�(t) + θ2
2�2

�(t) + θ2
1 + θ2

2

4θ2
1 θ2

2

‖∇ J (x)‖2. (21)
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�(t) is the perturbed term which reflects the cost of disturbances. ∇ J (x) =
∂ J (x)/∂x . θ1 and θ2 are two positive constants. Then, the Hamiltonian function
and Hamiltonian-Jacobi-Bellman (HJB) function can be formulated as

H(x(t), u(t),∇ J (x)) = (∇ J (x))T ẋ(t) +U (x(t), u(t)) + �(t), (22)

and

0 = min
u∈�c

H
(
x(t), u(t),∇ J ∗(x)

)
. (23)

respectively. �c represents the admissible control set. Then, the optimal control
strategy can be expressed as

u∗(t) = −1

2
M−1GT∇ J ∗(x). (24)

Then, substitute (24) in to (23), we can get the partial differential HJB equation

0 = (∇ J (x))T ẋ(t) +U (x(τ ), u(τ )) + �(t)

= (∇ J (x))TAx(t) − 1

4
(∇ J (x))TGM−1GT∇ J (x) + x(t)TQx(t) + �(t), (25)

which is difficult to be directly solved [37, 64]. Therefore, in this section, the model-
based ADP method is used to get the approximate optimal solution through iterative
learning.

In the proposed model-based intelligent frequency control strategy,∇ J (x) in (24)
will be approximated based on critic NNs, and G is the model information needed
in the control strategy. Then, the approximate form of optimal cost function Ĵ ∗(x)
is expressed as

Ĵ ∗(x) = ŵT
c (t)ψ(x), (26)

where ŵc ∈ R
j is estimated weight parameter and j is the dimensionality of the

hidden layer neuron. ψ(x) represents the activation function of critic NNs. The
partial derivative of cost function is

∇ Ĵ ∗(x) = ∇ψT(x)ŵc(t). (27)

Therefore, the model-based frequency controller can be formulated as

û∗(t) = −1

2
M−1GT∇ψT(x)ŵc(t). (28)

For the iteration process, the estimated Hamiltonian function based on (22) is
deduced as
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Fig. 21 Flow chart of model-based intelligent frequency control strategy

H
(
x(t), u∗(t), ŵc(t)

) = (∇ψT(x)ŵc(t)
)T
ẋ +U

(
x(t), u∗(t)

)
+ θ2

1�
2
�(t) + θ2

2�
2
�(t) + θ2

1 + θ2
2

4θ2
1 θ2

2

∥∥∇ψT(x)ŵc(t)
∥∥2

= êc(t). (29)

Tominimize Ec(t) = 0.5êTc (t)êc(t), the weight update law of ŵc(t) can be defined
as

˙̂wc(t) = −γc
∂Ec(t)

∂ŵc(t)
+ γa∇ψ(x)GM−1GT∇ Js(x)

= −γcêc(t)∇ψ(x)Ax(t) + γa∇ψ(x)GM−1GT∇ Js(x)

− γcêc(t)
θ2
1 + θ2

2

2θ2
1 θ

2
2

∇ψ(x)∇ψT(x)ŵc(t)

+ 1

2
γcêc(t)∇ψ(x)GM−1GT∇ψT(x)ŵc(t), (30)

where γc > 0 and γa > 0 are the learning rate of proposed intelligent frequency
control strategy. Based on Lyapunov theorem, Js(x) = 0.5xT(t)x(t) can be selected.

Therefore, the mathematical principles and basis of the model-based intelligent
frequency control strategy have been given in detail. Further, the flow chart of the
control strategy is shown in Fig. 21.

5.2 Regulation Strategy for ESS and PV Power Generation

In this subsection, the regulation strategy is developed for the full utilization of ESS
and PV power generation. In Sect. 5.1, the proposed frequency control strategy will
be used to adjust the power output of ESS andmicro-turbine. Therefore, the electrical
energy that changes due to the frequency control is defined as Ess1(t). The initial



Multi-source Microgrid Frequency Stability … 75

electrical energy of ESS is Soc0. Then, we have the following SOC limit

Soc(t + 1) =

⎧⎪⎪⎨
⎪⎪⎩
Soc(t) − ∫ t

0 Ess1(τ )dτ, Socm < Soc(t) < SocM , or
Soc(t) = SocM and Ess1(t) > 0, or
Soc(t) = Socm and Ess1(t) < 0,

Soc(t), else,
(31)

Ess1(t) =

⎧⎪⎪⎨
⎪⎪⎩

PM
ess/β, Pess(t) > PM

ess,

Pess(t)/β, 0 < Pess(t) ≤ PM
e ,

βPess(t), Pm
ess ≤ Pess(t) ≤ 0,

βPm
ess, Pess(t) < Pm

ess,

(32)

where Socm is the lower bound of SOC and SocM is the upper bound. The lower
bound of power output is and the upper bound is. represents the charging/discharging
coefficient of ESS.

Generally, for the load demand and PV power generation, the day-ahead dispatch
curves are available data resource for the power sector. At the same time, in this
regulation strategy, the requirements for the accuracy of the day-ahead dispatch
curve are not strict, which is conducive to the realization of the control strategy.
Take a commercial building as an example, its day-ahead dispatch curve is given in
Fig. 22.
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It should be noted that 2′, 4′, and 6′ represent the moment of the next day. For
the microgrid powered by PV power generation, there is a moment after which the
power of PV cannot meet the load demand. Based on this moment, the regulation
strategy is divided into two parts in the Fig. 22. In Part 1, E1 represents the consumed
energy of ESS, and E2 is the excess PV power which will be stored in ESS. In Part
2, some of the electrical energy stored by the ESS will be used to compensate for
the insufficient load demand. Bias(t) is the power deviation of load demands and PV.
The electrical energy changes of ESS are defined as Ess2(t), and the SOC limit can
be formulated as

Soc(t + 1) =

⎧⎪⎪⎨
⎪⎪⎩
Soc(t) − �(t)

∫ t
0 Ess2(τ )dτ, Socm < Soc(t) < SocM , or

Soc(t) = SocM and Ess2(t) > 0, or
Soc(t) = Socm and Ess2(t) < 0,

Soc(t), else,
(33)

where

Ess2(t) =

⎧⎪⎪⎨
⎪⎪⎩

PM
ess/β, Bias(t) > PM

ess,

Bias(t)/β, 0 < Bias(t) ≤ PM
ess,

βBias(t), Pm
ess ≤ Bias(t) ≤ 0,

βPm
ess, Bias(t) < Pm

ess,

(34)

Part 1: �(t) = 1.
Part 2:

�(t) =
{

(E2 − E1)/E3, E3 > (E2 − E1),
1, E3 ≤ (E2 − E1).

(35)

�(t) is the regulation coefficient. Through the regulation, the excess energy of PVcan
be stored during the day and properly released at night. Therefore, the full utilization
of ESS and PV power generation can be realized. Meanwhile, ESS can also be
recycled through reasonable discharge at night, which is meaningful for engineering
practice.

In this Section, a model-based intelligent frequency control strategy is expanded
and prospected. Different from Sects. 2–4, the proposed strategy uses part of the
dynamic model of microgrid, which makes it more robust. Meanwhile, the model-
based strategy is not used as an auxiliary control in the microgrid. More complex
uncertain problems are considered, and the dispatch of PV power generation can be
well achieved through the ESS-based regulation strategy. The content of this section
is mainly to provide a model-based LFC strategy for the stochastic modeling of the
microgrid. At the same time, the proposed strategy can increase the utilization rate
of PV power generation and ensure the recycling of ESS.
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6 Summary

An improving adaptive frequency regulation strategy is proposed for a PV-integrated
multi-source microgrid in this Chapter. The thermal controller and hydro controller
based on PI control, and adaptive auxiliary controller based onADP auxiliary control
are simultaneously applied for the frequency regulation. Then, case analysis shows
the improvement in the frequency regulation by using PV and EVs. Under different
PV scenarios, without PV, constant PV, decreasing PV and uncertain PV, compar-
ative results demonstrate the superiority of proposed adaptive control method for
restraining frequency fluctuations with the full utilization of PV power. At the same
time, under the defined frequency stability performance index, the proposed method
also has great advantages. Further, a model-based intelligent frequency control
strategy is extended and prospected to deal with more complex uncertainties in
microgrid. Meanwhile, based on the regulation strategy, the solar energy can be
effectively utilized by dispatching ESS and PV power generation.
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Hybrid Renewable Energy Systems
for Future Power Grids

Rebecca Eager and Md. Rabiul Islam

Abstract Issues relating to the power quality and reliability of commercial grids
are becoming an increasing concern as the penetration of renewable energy sources
increases to meet future energy demands. This chapter outlines current single source
generation systems, with particular emphasis given to wind, solar, tidal and wave
energy. Issues with such systems are explored, with particular reference to the power
generation fluctuations typical of solar farms. The potential impact of these problems
to connected power grids is also explained, highlighting the need for compensating
hybrid energy systems. Different models of hybrid renewable energy systems are
included, with reference to onshore and offshore system structures. A review of
current research relating to new technologies which have applications in energy
storage, signal control and power transmission for hybrid systems was also under-
taken. An alternative for DC or AC buses to interconnect multiple energy sources, a
common magnetic bus is considered as an alternative solution for hybrid renewable
energy systems. Although the hybridisation of energy sources reduces the intermit-
tency in renewable generated power, it is still not as stable as traditional fossil fuel
generation; requiring the development of additional technologies to achieve satis-
factory stability for grid integration. A comprehensive summary of current research
and developmental activities, and possible future avenues of research to develop a
reliable and cost-effective hybrid renewable energy system are also presented in this
chapter.
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List of Acronyms

AC Alternating current
DC Direct current
DFIG Doubly fed induction generator
Hz Hertz
IGBT Insulated-gate bipolar transistor
kW Kilowatt
MW Megawatt
PEMFC Proton exchange membrane fuel cell
PI Proportional integral

1 Introduction

Renewable energy is produced from natural resources which are constantly restored
andwill never be exhausted. The current predominantmethod of energy production in
Australia uses coal as a fuel source and accounts for approximately 75% of domestic
energy requirements [1]. As fossil fuels are a finite resource and are being depleted;
renewable energy sources have been identified as the most important source of power
to meet future energy demands. The currently available renewable resources include
biomass, geothermal, hydro, marine current, solar, tidal, wave and wind power.

Many renewable energy sources are reliant on cyclic or stochastic weather sources
for power generation, resulting in intermittent energy production from the system
and decreasing its reliability as a power source. These issues are amplified in single
source generation systems as there is no secondary energy source or compensating
technology to mitigate the variability in energy production. Power fluctuations of
this nature also decrease the power quality and stability of the system [2]. This is
a significant problem when connecting renewable energy systems to existing power
grids with day-ahead electricity markets, which are most common [3]. In day ahead
markets, suppliers sell their electrical energy the day before it is used, and the quan-
tities sold are based on forecasted loads for the next day. A variable and unreliable
energy source is therefore not suited to connection to a power grid unless the energy
production can be stabilised.

One of the methods in development to smooth the power fluctuations is creating
hybrid renewable energy systems which combine one or more renewable energy
generation technologies with other generation systems. These systems can consist
of renewable and/or non-renewable energy generation with energy storage devices.
An example of a common onshore system would be a hybrid wind and photovoltaic
system where the complementary nature of their power production (solar generation
is more prevalent during the day, whilst wind generation is more prevalent at night)
achieves a more stable power output. The advanced state of development of the tech-
nologies employed to harness these resources is also a factor in their prominence.
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The adaptability of hybrid systems is bolstered by incorporating an energy storage
system. Battery energy storage systems are very common in solar applications and
have been shown to stabilise systems by counteracting the intermittency of renew-
able power [4]. Combining energy technologies assists in alleviating the uncertainty
associated with renewable power generation and improves the reliability of systems
integrated with power grids.

Hybrid renewable energy systems can be adapted to fulfill different purpose and
have varying energy generation capacity. They can exist as microgrids which act as
an autonomous energy source for a specific location, or as larger distributed systems
which are connected to domestic power grids. Microgrid systems must perform all
power quality and energy management issues, therefore, systems utilising intermit-
tent renewable energy sources usually include an energy storage system to provide a
controllable energy source. Grid connected systems may incorporate energy storage
systems but can also solely rely on control techniques and power electronics to
stabilise the generated power.

Currently, wind power is the most cost-effective renewable energy source for
large-scale implementation and has recently surpassed hydropower as the leading
source of clean energy in Australia in 2019 [5]. Wind power involves using wind
energy to provide themechanical power to spin an electric generator, which produces
electricity. As a result, many existing hybrid renewable energy generation systems
incorporate wind power as a primary or secondary power source. Onshore hybrid
energy systems which include wind power are often combined with solar power;
examples of such systems are included in [4, 6–9].

Whilst themajority of installed renewable generation systems are located onshore,
the limited onshore spacemeans offshorewind farms are expected to become increas-
ingly prevalent [10]. They are becoming a prominent research topic as they take
advantage of open marine space and large availability of renewable energy sources.
Hybrid offshore wind farms most often utilise wind energy as the primary energy
source and different ocean energy sources as the secondary source; namely marine
current, tidal or wave power. Marine current and tidal power are particularly advanta-
geous as their cyclic nature makes them highly predictable and contributes greatly to
the stability of the energy generation system. References [2, 11–16] are all examples
of different offshore hybrid renewable energy systems involving wind power and an
ocean energy source.

Offshore wind farms can produce high levels of power as offshore winds tend
to be stronger than onshore winds. However, there are some issues related to the
economic feasibility of these farms due to the need to install undersea transmission
systems to transport power from the offshore substation to onshore power grids [17].
Systems being investigated include both AC and DC-based transmission; with their
most suited applications varying based on cost and transmission distance.

The primary issues associated with current hybrid renewable energy system tech-
nologies are output power fluctuations and economic feasibility. Although utilising
multiple energy sources reduces the intermittency in generated power, it is still not as
stable as fossil fuel generation; requiring the development of additional technologies
to satisfactorily stabilise the system for grid integration. Some of the strategies used
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to mitigate this problem are connecting some form of energy storage system to the
renewable energy generators or implementing sophisticated control schemes within
the system to identify and negate voltage and current fluctuations in the power wave-
form. As many renewable energy systems are under constant re-development, some
technologies are very expensive to implement, particularly on a large scale. Other
high-cost factors are the supporting infrastructure for renewable energy generation
plants.

Themost common formof energy storage systemused in hybrid renewable energy
systems is a battery energy storage system. Suitable batteries include lithium-ion,
lead acid and fuel cells. All these batteries allow any excess energy to be stored and
later re-injected into the system to supplement the outgoing power supply during
periods of reduced renewable electricity generation. There are advantages of using
a battery energy storage system for personal and commercial energy systems as the
ability to store and reuse excess power decreases reliance on distributed electricity
for a standalone system; and increases the reliability and stability of a grid-connected
renewable generation plant. The disadvantages of using batteries consist of a poten-
tially high initial cost of the batteries, which is inflated by the need to also install
a battery management system to control and manage any safety issues, as well as
potentially negative environmental impacts if batteries are not appropriately disposed
of.

As a result of research into energy storage systems to supplement hybrid renewable
energygeneration, alternative technologies to batteries include compressed air energy
storage, molten salt, superconducting magnetic energy storage, supercapacitors, fly-
wheels and undersea energy storage. Examples of the different forms of energy used
by these technologies as a storage method include thermal, kinetic, electrostatic
and magnetic energy. All these alternatives result in similar improvements in the
stability of grid-connected systems compared to battery energy storage systems but
offer reduced negative environmental effects.

The specific technologies selected for a hybrid system depend partially on the type
of connection between the energy sources before transmission; this is in the form of a
bus, but these can beACorDC in nature. Systemswhich supply power to grids require
transmission systems to transport the power from the generation site to grid substa-
tions. Traditional power lines carry high voltage AC electricity to minimise power
losses, but research into alternative transmission technologies is being conducted;
particularly with regards to offshore hybrid systems as these systems are placed on
the seabed and have different demands. Alternative transmission systems include
low frequency AC and high voltage DC.

2 Renewable Energy Technologies

The most commonly utilised renewable energy systems currently are hydropower,
wind energy, solar energy, biomass and geothermal energy. The suitability of these
systems for hybridisations varies depending on factors like flexibility in geographical
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location and supporting infrastructure. As a result, the renewable energy sourcesmost
prominently featured in research related to hybridisation are solar, wind, tidal and
wave energy. These technologies are outlined in more detail below.

2.1 Solar Energy

A photovoltaic system is comprised of numerous solar panels which form a solar
array. The capacity of this type of renewable energy system is highly adjustable and
can be connected to a power grid or act on its own.

A solar panel consists of smaller photovoltaic cells which are capable of trans-
forming light energy into electricity [18]. Each cell contains a semiconductor layer
which is surrounded on both sides by a conducting material. Within the semicon-
ductor is a p-type and a n-type layer, forming a p–n junction, which creates an electric
field forcing positively charged particles tomove to the n-side and negatively charged
particles tomove to the p-side.When light strikes the cell, the energy from the photons
is transferred to the electrons in the semiconductor, allowing them to move through
the conductor and create an electrical current within the cell.

Efficiency is a concern for photovoltaic systems as there are numerous limiting
factors. Most photovoltaic cells use silicon as the semiconducting material, which
is incapable of converting some photons into electricity. Furthermore, the energy
imparted to the electrons needs to exceed the band-gap energy of the semiconductor
for them to conduct electricity. As light photons have varying energy levels, not all
electrons receive enough energy to reach the conduction band and this energy is
instead transformed into thermal energy. There are other factors affecting solar cell
efficiency as well, with the estimated efficiency of silicon photovoltaic cells coming
in around 33%.

There are methods of improving photovoltaic cell efficiency, but all of them
increase costs. They include increasing the purity of the semiconductor and using a
more efficient semiconducting material such as gallium. Another cost factor is the
degradation of solar panels over time due to environmental factors, causing their
output energy to decrease.

2.2 Wind Energy

Traditional wind energy systems first developed in the 1980s used fixed-speed wind
turbineswith squirrel cage induction generators. These systems had a slightly delayed
response to changes in wind speed resulting in large power variations within the
system. Power electronicswere used to connect the generator to the power grid,which
only required simple semiconductor devices. The fixed generator speeds placed high
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mechanical stresses on system components which lead to more expensive construc-
tion costs and efficiency losses [19]. This reduced the energy yield fromwind turbine
systems.

In the 1990s, more advanced power electronics (e.g., diode bridges, choppers)
were used for rotor resistance control of wound-rotor induction generator systems.
This allowed for variation of generation within a certain range, relieving mechanical
stresses within the wind turbine systems.

To further mitigate this problem, variable speed generators were developed in the
2000s. The advantages of these generators over fixed speed generators include:

• Allow for pitch control to limit maximum power production during periods of
high wind speeds;

• Reduce mechanical stresses by absorbing the energy from wind gusts and storing
it as mechanical torque within the turbine;

• Improve power quality by reducing torque pulsations in the system;
• Improve system efficiency by adjusting and optimising the turbine speed for the

current wind conditions.

The introduction of variable speed systems like doubly fed induction generators
also resulted in the development of more advanced power electronics. Devices like
bidirectional voltage source converters have allowed for complete control of the rota-
tional speed of the generator. This allows for the optimisation of generator efficiency
within a wide range of wind speeds and the providing of some ancillary services to
power grids.

Doubly fed induction generators (DFIGs) are the most common form of gener-
ator in modern wind turbines [20, 21]. Within a DFIG wind turbine system is the
wind turbine, a gearbox, the DFIG and an AC/AC converter. The gearbox is used
to increase the low rotational speed of the turbine to a much higher speed in the
shaft connected to the generator. The generator itself consists of a three-phase stator
winding and a three-phase rotor winding, the latter of which is fed by slip rings.
The stator is connected directly to the power grid or transmission system whilst the
rotor is connected to the AC/AC converter, which uses insulated-gate bipolar tran-
sistors (IGBTs). Power electronics assist with active and reactive power control in
the system, and flexibly control rotor frequency and current. Whilst this maximises
energy yield, the system had an insufficient ability to control power in the event of
a grid or generator disturbance. However, DFIG systems are well suited to high-
capacity wind turbines with output power ratings larger than 1 MW; making these
wind turbine systems favourable for offshore applications.

2.3 Tidal Energy

Tidal energy is currently not in widespread use but poses great potential for meeting
future energy demands. There are several permutations of tidal energy technology,
but all involve transforming the kinetic energy from the rise and fall of the ocean into
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usable electricity. Installing tidal energy systems is very costly, meaning it is only
practical for large-scale commercial projects [22]. More widespread usage will not
happen until costs decrease. The three main technologies used for harnessing tidal
energy are tidal turbines, tidal barrages and tidal fences.

Tidal turbines have very similar operating principles to wind turbines. Placed
below the water’s surface, the turbines use the tidal currents to turn the turbine
blades. The turbine is connected to a generator via a gearbox which is responsible
for transforming the kinetic energy into electricity. As water is more dense than
air, tidal turbines can produce more electricity than wind turbines, but the turbine
blades need to be more robust which increase manufacturing costs. There is a risk
of collision with marine life, but this is mitigated by the low rotational speed of the
turbines.

Tidal barrages are low-walled dams which are normally installed in areas of high
tidal current such as estuaries or coastal bars. The base of the barrage is bolted to the
sea floor whilst the top just clears the surface of the water. Sluice gates are used to
control the flow rate of the water to create a reservoir on one side of the barrage. Tidal
turbines are also installed near the bottom of the barrage inside tunnels. They are
turned with the incoming and outgoing tides to transform the energy into electricity.
Tidal barrages are the most efficient method of generating electricity from tidal
currents. However, the need for the construction of the supporting infrastructure
for the dam wall dramatically increases the cost of the project. As they are also a
physical barrier, they largely inhibit the ability for marine life to pass through which
can negatively affect the local ecosystem.

Tidal fences are a combination of tidal turbines and barrages. Several vertical
turnstiles are placed in narrow bodies of water with high velocity tidal currents, such
as inlets and the mouths of rivers and streams. These form a fence-like structure
where the water flow pushes the blades in a turnstile fashion rather than like a
propeller. The turnstiles are still connected to a generator in a similar fashion to
turbines and barrages. These systems don’t require the large concrete structures like
barrages and are installed completely underwater, so have a much smaller impact on
the surrounding ecosystem.

2.4 Wave Energy

Wave energy conversion systems are currently at a fairly early stage of development
[23, 24], and the primary areas of research surroundingwave energy systems are their
potential for hybridisation. The possibility of incorporation with wind turbines is the
most promising due to the ability of wave energy converters to suppress platform
motion in offshore floating wind turbines [25]. However, wave energy implemen-
tation in offshore wind farms at this stage of development can result in significant
increases in project costs.

The types of wave energy converters under development include those suited for
near coast and offshore locations, as well as varying water depths. They primarily
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fall into three categories: oscillating water columns, oscillating bodies and overtop-
ping devices. An oscillating water column involves air trapped in a chamber which
is compressed by the changing wave pressure. Oscillating bodies generate energy
through its relative motion to a stable body. Overtopping devices use the potential
energy of the water to power a low head turbine.

Two of the most notable hybrid wind and wave systems are W2Power and
Poseidon Wave and Wind; both of these projects have produced a demonstration
scale deployment in the ocean. The W2Power system involves a dual semisub-
mersible offshore wind turbine platform with two turbines. Numerous oscillating
body wave energy converters are placed under the surface on the platform. The
full scale system would produce 10 MW of power with 7.2 MW from the wind
turbines and 2–3 MW from wave energy. Currently, a small-scale device has been
tested with the wind turbines only. In comparison, the Poseidon Wave and Wind
system has a buoyancy stabilised platform with multiple wind turbines and wave
energy converters. A smaller–scale model has been tested and it featured three wind
turbines and 10 wave energy converters. The full-scale version of the system would
include 2.6 MW of power from the wave energy converters and 2.3–5 MW from
the wind turbines. The Poseidon Wave and Wind system uses both oscillating body
and oscillating water column wave energy converters, whereas the W2Power system
only uses oscillating body converters.

Hybridising wind and wave energy on a common platform is ideal for maximising
the amount of power generated whilst being efficient in the amount of marine
space used. The other advantages of these types of systems include streamlining
of maintenance and grid connections and the wave energy would allow for the
smoothing of power fluctuations produced from wind energy. Most significant
research surrounding this subject revolves around the ability of wave energy
converters to suppress platform motion in offshore wind turbines as they absorb
the energy from incoming waves. This is an important factor when considering the
reduced system fatigue and efficiency improvementwithin the systems. This research
is still in the early stages but shows promise for the future implementation of offshore
hybrid wind and wave energy systems.

2.5 Issues with Single-Source System

As previously outlined, there are factors reducing the power quality and reliability of
single-source renewable energy systems.Whilst they are a feature of most renewable
energy sources, these issues are prominent and easily identifiable in solar farms.
Solar power production is almost exclusively undertaken during daylight hours and
is subject to fluctuation depending on weather factors like cloud cover and solar
irradiance. This cyclic generation means solar farms are less capable of increasing
or decreasing power production depending on present demand for energy. Specific
fluctuations caused by environmental conditions are potentially more problematic
for grids due to the higher unpredictably and rapid rate of change.
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Issues related to this problem are exacerbated by the continued commissioning of
large solar farms without accurate methods of predicting impacts on the power grid.
It is likely additional infrastructure will be required to mitigate this problem in the
future; namely large energy storage facilities to better control power distribution and
delivery, and the introduction of compensating alternate energy sources.

3 Hybrid Energy Systems and Technologies

Hybrid renewable energy systems most commonly comprise of two or three energy
sources and can be located on land or offshore. Whilst non-renewable power sources
can be included in hybrid systems, the three examples of possible of hybrid energy
systems given below only include renewable sources.

In addition to appropriate selection of renewable energy sources, developing and
adapting current and new technologies for hybrid systems is a prominent area of
research. The areas investigated for this report include specific technologies in the
areas of energy storage systems, control strategies and transmission systems.

A new technology being investigated for potential applications as a link between
renewable energy sources, or between hybrid energy systems and power grids is
magnetic buses. Their inclusion in a power system removes the need for some
supporting infrastructure like step up transformers and line filter circuits. The
experiment conducted for this report investigates different forms of windings for
transformers and evaluates their efficiency.

3.1 Structure of Hybrid Energy Systems

3.1.1 Two-Source Onshore System

Wind and solar power are two of the most developed renewable energy systems.
As more solar energy is produced during the day whilst wind energy dominates
during the night, the complementary nature of these energy sources is well suited to
hybridisation. Hybrid wind and solar systems can be adapted for use as microgrids
or grid integrated systems, and their capacity is highly flexible.

Renewable microgrid systems installed in remote areas often use energy storage
systems to stabilise the power output. The system inFig. 1 shows the basic structure of
a hybrid wind and solar microgrid systemwith battery energy storage. This particular
system feedsDC andAC loads so it has aDC andACbus in parallel. Aswind turbines
produce AC power, it is converted into DC before going to the bus, whilst DC/DC
converters are connected to the solar array and battery storage system to ensure the
inbound voltage matches the DC bus voltage. The steady state bus voltages will vary
depending on the capacity of the system, however the buses will almost always be
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Fig. 1 Hybrid wind and
solar microgrid system with
AC and DC loads

rated for high voltages. Electricity is permitted to flow in both directions between the
battery storage system and the DC bus to allow the battery to charge and discharge.

3.1.2 Two-Source Offshore System

One type of offshore hybrid renewable energy system that is being researched exten-
sively is a wind and wave system. These two technologies are highly compatible and
are able to be installed on the same offshore platform which promotes an efficient
use of available marine space. The presence of wave energy conversion generators
under the water’s surface also aids in platform motion suppression of offshore wind
turbines. The main factor preventing the commercial implementation of hybrid wind
and wave systems is the high project costs.

Both wind and wave energy generation systems produce AC power, therefore,
it is more efficient to use an AC bus to transfer power to the transmission system.
As the tidal generation system will be located on or near the coast, it would be cost
effective to locate the combinedwind andwave platforms relatively close to the coast,
depending on the specific geographical features of the chosen location. Generally,
this suggests smaller transmission distances to onshore power,which current research
suggests may be well suited to a high voltage DC transmission system. The basic
structure of such a system is shown in Fig. 2.

3.1.3 Three-Source Offshore System

Another possible form of an offshore hybrid system is the combination of wind,
tidal and marine current energy. In order to take maximum advantage of the avail-
able oceanic energy sources, this type of system is most beneficial as a near-coast
installation. Marine current turbines, similar to wave energy conversion systems,
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Fig. 2 Hybrid wind and wave offshore system with a DC transmission system

can be installed on the same offshore platform as wind turbines. The primary factor
preventing the research on these types of systems to progressing to real-life testing
is cost, particularly with regards to the tidal energy system.

Despite all three sources producing AC power, two AC buses have been used
in the system. This is mainly due to geographical location as the tidal system will
likely be located on the coast whilst the wind and marine current platforms will
be off the coast. Due to the placement of the generation system, the transmission
lines will likely need to traverse a smaller distance so a traditional high voltage AC
transmission system was selected. This system is shown in Fig. 3.

Fig. 3 Hybrid wind, marine current and tidal system with an AC transmission system
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3.2 Hybrid Energy System Technologies

3.2.1 Energy Storage Systems

Battery Energy Storage for a Hybrid Wind and Photovoltaic System

Battery energy storage systems have multiple uses when applied to hybrid renew-
able energy systems. They have numerous applications which have benefits for
commercial and residential purposes which are outlined below [26].

Residential

• Self-Consumption: allows excess renewable energy generated to be stored and
used when needed (e.g., storing solar power during the day to use at night);

• Emergency Backup: used as an alternative to generators in the event of a power
outage.

Commercial

• Peak Shaving: prevents businesses from drawing more than their predetermined
threshold of grid power during peak periods;

• Load Shifting: can manipulate energy usage to decrease grid power used during
more expensive periods, saving money on electricity bills;

• Emergency Backup: allows essential systems to operate in the event of a power
outage;

• Microgrids: improve economic feasibility of grid-disconnected, remotemicrogrid
energy systems;

• Renewable Integration: smooths output of renewable energy systems for more
stable grid integration.

All energy storage systems contain one or more battery modules, sensors and
control components, and an inverter [27]. They can be AC or DC coupled depending
on the system application. Using multiple battery modules is advantageous in the
event of a malfunction as the faulty module can be replaced without seriously
affecting system operation. The introduction of control components into a storage
system allows for constant monitoring of all technology to optimise efficiency, and
analysis of energy consumption data to allow for discharge in peak periods. The
inverter allows power to flow between the AC and DC system states; this promotes
the ability of the batteries charge and discharge.

The battery energy storage systems modelled in Figs. 4 and 5 can be applied to a
renewable system utilising solar energy for a commercial or residential application
[28]. The DC coupled system directs excess power production to the batteries, and
releases power through the inverter when required. This system stores power before
it is converted to AC which saves costs by limiting the number of AC and DC
conversions required and can be configured to supply power during a grid outage;
but is unable to draw power from the grid for storage. AC coupled systems aren’t as
efficient as DC coupled systems, but are more common as they offer other benefits.
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Fig. 4 DC coupled storage system

Fig. 5 AC coupled storage system

They can draw power from the grid, negating the need to use power from the grid
during peak periods which reduce utility costs, as well as provide the emergency
backup and storage of excess solar energy. They also operate independently of the
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solar power system, so they can be retrofitted whilst power is being drawn from other
sources.

The standalone microgrid system in [7] uses a wind turbine and solar array as
primary energy sources with a battery energy storage system. The storage system
consists of a proton exchange membrane fuel cell (PEMFC) and an energy manage-
ment system which regulates the power flow within the system by monitoring and
forecasting the renewable power availability and state of charge of the batteries. This
system is self-sufficient under varying climatic conditions, designed for use in remote
areas and can be connected to a power grid or acts as a microgrid system.

The different components of this hybrid system are all connected via a DC link.
On the generation-side of the system, the following components are connected; a
DC wind generator (5 kW capacity) and a DC/DC converter, photovoltaic modules
(5 kWcapacity) and aDC/DC converter, a lead-acid battery and a buck-boost DC/DC
converter (includes a dumping load to dissipate battery overcharge) and a fuel cell
(6.2 kWcapacitywith a unidirectionalDC/DCconverter). The load side of the system
consisted of a three-phase inverter, LC filter and a resistive AC load.

The voltage level at the DC link is dependent on the generator outputs and the load
impedance. The DC/AC converter operates with a three-phase proportional integral
(PI)-based control system. A PEMFC was chosen as a power source due to its high
efficiency in steady-state, reliable power generation, low operation noise and eco-
friendliness [29]. However, its drawbacks include an unstable output voltage, slow
response to variation in the load and high cost [30].

The system was tested experimentally using equipment which emulates real wind
turbine and photovoltaic array behaviour. The test conducted begun with the wind
emulator operating at a fixed speed with the batteries going into discharge mode
to meet the power load requirements in the initial stages. Once the photovoltaic
generator is activated, the batteries are no longer required and begin to charge as
there is now excess power generation. The batteries go back into discharge mode
when the load requirement is raised; the DC link voltage remained constant through
the duration of the experiment. The obtained experimental results showed promised
and this hybrid renewable energy system is recommended for future studies.

Superconducting Magnetic Energy Storage for a Hybrid Wind, Thermal
and Nuclear System

In a wind farm connected to a grid with thermal and nuclear electricity generation
plants, a superconducting magnetic energy storage systemwas developed as an alter-
native to batteries in [31]. It was developed to better maintain the stipulated voltage
and frequency requirements for the grid during periods of dynamic disturbance. This
systemwas chosen for short-term energy storage due to its faster response to compen-
sate for wind power fluctuations when compared to batteries which have a slower
discharging process. However, the drawbacks of this system include the high initial
and maintenance costs, and significant supporting infrastructure.
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Two of the most prevalent types of wind turbine generators are the variable speed
double induction generator and fixed speed squirrel cage induction generator. The
squirrel cage generator was selected for this wind farm due to the reduced mainte-
nance, low cost and simplicity in operation. This is the justification for the selection of
a superconducting magnetic energy storage system; it can provide the large reactive
power and control of voltage and frequency variations that battery storage systems
can’t supply. Despite this, a new control strategywas implemented to further improve
the performance of the energy storage system. It consisted of integrating dual parallel
connected DC/DC chopper circuitry to assist the superconducting magnetic energy
storage device with switching between charging and discharging modes.

The system was first modelled and tested using a traditional superconducting
magnetic energy storage unit to stabilise the power network, later tests incorporated
a single DC-DC chopper and a dual parallel DC-DC chopper. The same wind speed
data was used for all experimental scenarios. The testing process showed a smaller
dip in frequency during periods of wind speed change when the DC-DC choppers
were connected compared to when they weren’t. The dual parallel DC-DC chopper
performed better than the single DC-DC chopper because it has increased current
control in the voltage source converter circuitry and enhanced switching ability. This
led to the conclusion this system provided satisfactory recovery periods for the grid
frequency in times of dynamic disturbance to fulfill grid operator requirements.

Hybrid Supercapacitor and Undersea Energy Storage System for a Wave
Energy System

The wave energy conversion system presented in [11] featured the renewable energy
source operating in parallel with a hybrid energy storage system consisting of super-
capacitors and an undersea energy storage system. The components of the storage
system each have distinctive operating characteristics, so a sophisticated energy
management systemwas introduced tomore efficiently size components andoptimise
energy yield. The wave energy conversion portion of the system used a direct-drive
linear generator-based system.

The design of the hybrid energy storage system was primarily dependent on the
energy storage technology selection, power and energy capacity of the components
and managing the power flow between storage components and the system. Super-
capacitors, like batteries and fuel cells, are commonly featured in hybrid storage
systems. The undersea energy storage system has been recently proposed as a poten-
tial alternative energy storage technology. It is placed on the seabed and consists of
a concrete sphere containing a reversible pump-turbine unit, a permanent-magnet
synchronous machine and steel pipe to allow for water flow. When the generated
electricity exceeds current demand, water is pumped out of the device and water is
permitted to flow back in when additional energy is required to meet demand.

Using components of optimal size in the hybrid energy storage system has
numerous benefits for the specified renewable energy system. These include but
aren’t limited to reduction in cost and weight of the system and increasing energy
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efficiency and yield. The relevant constraints on component sizing are the state of
charge and the voltage, current and frequency ratings of devices. The approach taken
in sizing the energy storage components involved implementing an optimisation-
based energy management strategy. In particular, a reinforcement learning technique
was used where the system takes into account the quality of power allocation within
the system for various component sizes; from this the combination with the highest
reward is selected. This method is highly adaptable, but the real-time implementation
means the optimality suffers slightly.

The hybrid energy system was tested against supercapacitors and an undersea
energy storage system on its own. It was determined the hybridisation of the two
systems resulted in reduced capacity components. The proposed energymanagement
strategy was also shown to adequately regulate power fluctuations within the system
in real-time, meaning it would be viable to connect this renewable energy system to
an onshore power grid.

3.2.2 Control Strategies

Power Fluctuation Compensation for a Hybrid Wind and Tidal System

The system proposed in [14] investigates a novel power fluctuation compensation
system for a hybrid offshore wind and tidal turbine system. The adjustments made to
the system aimed to mitigate generated power fluctuation and stabilise power quality
issues such as voltage sags or frequency variations.

The offshore system used consisted of 2.3 MW capacity wind turbine generators
with a 60 m rotor radius, and 1 MW capacity tidal turbines with a rotor radius of
25m. The tidal generation systemwas connected in parallel to thewind system. After
generation, the AC power was passed through a transformer to increase the voltage
to 12 kV. It was then transformed into DC power by a converter before travelling
more than 10 km to the onshore power grid through an undersea DC transmission
cable. A DC/AC converter is also present on the grid-side of the transmission system
to adequately integrate the power with the grid.

The output of the tidal generators is generally more stable than that of the wind
turbines on account of the higher predictability of the renewable energy source. To
stabilise the wind turbine output, the tidal generator is connected to an insulated-
gate bipolar transistor (IGBT) bidirectional inverter system. Furthermore, the tidal
induction motor can be mechanically isolated from the tidal turbine shaft by a one-
way clutch when the rotational speed of the turbine is lower than that of the inverter’s
magnetic fields. This allows the turbine to act as a fly-wheel energy storage system by
use of the IGBT inverter control. The stored energy can be extracted by decelerating
the motor with the inverter control system.

The testing phase of the system was conducted experimentally under varying
wind and tidal turbine generator speeds. Initially, the wind turbine model starts up
to build the DC capacitor voltage before the grid-side DC/AC converter begins to
operate. When the IGBT converter starts to drive the induction motor the one-way



Hybrid Renewable Energy Systems for Future Power Grids 97

clutch is off and the system is in fly-wheel mode. Finally, the modelled tidal turbine
starts up and once its rotation speed exceeds that of the induction motor, the one-way
clutch switches on and the system goes into generator mode and the power from the
tidal turbine joins the wind power already being transmitted to the grid. The system
shows satisfactory operation from the preliminary experimental results; but concerns
related to the stability of the system call for a more advanced experimental study.

Advanced Power Output Forecasting for a Hybrid Wind and Marine Current
System

The hybridisation of offshorewind turbineswith amarine current system is beneficial
in combating the characteristic power fluctuations of wind energy systems. This is
due to marine current being highly predictable and subject to slow cyclic variation
which is in direct contrast to the unpredictable and erratic nature of wind. In order to
improve the prospects of grid integration in [13], advanced prediction methods were
employed to ensure the power output of this renewable energy system would satisfy
grid code requirements.

The characteristics of wind energy make it difficult to produce highly accu-
rate forecasts, one such method involves artificial neural networks. These have
outstanding approximation capabilities and can produce reasonably accurate predic-
tions, but issues can arise if the training data is too chaotic or noisy, leading to errors
in wind speed forecasting. Constructing prediction intervals is a good method to
combat this issue is they establish upper and lower bounds for a prediction with a
probability called a confidence interval. The bootstrap technique is themost common
method used to form prediction intervals for artificial neural networks and achieves
satisfactory performance. For this hybrid energy system, this is combinedwith a non-
linear auto-regressive exogenous neural network model to obtain point forecasts for
wind speeds.

The highly predictable nature of marine current means prediction methods can
be developed to predict currents at a particular location within a 98% accuracy. The
harmonic analysis method is a complex prediction method as all tidal harmonic
constituents need to be known for the given location but is very accurate and is the
method selected to predict marine current speeds in this system.

To further improve this system’s potential for grid integration, thewind andmarine
current turbines were integrated with a small battery energy storage system. The
prediction methods employed allowed for small power fluctuations within a speci-
fied limit; these fluctuations were infrequent and can be eliminated using the battery
energy storage system. The combination of these techniques resulted in a renew-
able energy system with reliable power dispatching, satisfying onshore power grid
requirements. Furthermore, this power strategy is more economically feasible than
traditional methods of simply injecting all available renewable energy power into the
grid and can be adapted for other renewable energy systems.
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Fig. 6 Voltage source converter high voltage DC transmission system

3.2.3 Transmission Systems

High Voltage DC Transmission for a Hybrid Wind, Wave and Tidal System

Traditionally, undersea transmission systems are high voltageAC, but recent research
into the feasibility of using a high voltage DC system for near-coast offshore systems
is being conducted. The potential advantage of this system is an increased ability to
control active and reactive power fluctuations within the system, improving stability
for grid connection. The system has been tested with voltage source converter
technology as the necessary control techniques can be efficiently implemented.

Voltage source converters are devices which allow for connection between high
voltage AC and DC systems. In power generation, they are used to convert AC power
into DC power, and vice versa, for integration with a high voltage DC transmission
system.These devices canoperate at high frequencies and turn onor off in a controlled
manner through the use of insulated-gate bipolar transistors (IGBTs). A simplified
voltage source converter-based DC transmission system is shown below in Fig. 6
[32].

The converters are connected to the AC system via transformers to change the
AC voltage to the equivalent DC voltage level; the transformers are usually single-
phase three-winding type to accommodate for the three-phase power required in large
energy generation systems. Phase reactors and AC filters can also be connected to
the voltage source converters; the phase reactors control active and reactive power
and reduce high frequency harmonic currents, and the AC filters prevent voltage
harmonics fromentering the system.Thevoltage source converter devices themselves
can be two-level or three-level, but both consist of a bank of IGBTs which serve
as switches. The capacitor in the DC transmission line reduces voltage ripple, but
also aids in power flow control by providing a low inductive path for current when
the source converters are off. The control system in this type of transmission system
utilises a pulsewidthmodulation technique. This systemproduces the desired voltage
signal from the voltage source converters by comparing it to a sinusoidal reference
signal, which can be changed almost instantly in different ways to control active
and reactive power. The cables used as the transmission line are usually made of a
polymer as they are light, flexible and have high mechanical strength.

An offshore hybrid wind, tidal and wave renewable energy system was presented
in [12]. The systemwas connected to an onshore power grid via a high voltageDC link
based on voltage source converter technology. The wind and tidal turbines are both



Hybrid Renewable Energy Systems for Future Power Grids 99

modelled by a doubly fed induction generator system, whilst a permanent-magnet
synchronous generator was used for wave energy conversion. A damping controller
system was incorporated with the DC link and the ability of this technology to
stabilise the microgrid system was assessed.

An undersea DC transmission system was selected due to its economic benefits
when compared to an equivalent AC system for a near-coast renewable energy farm.
Another benefit of this type of transmission link is its high-power capacity and
responsive control ability. The DC link was rated for 200 MW, which is based on
the capacity of the renewable energy generators; 80 MW capacity wind turbines,
60 MW capacity tidal turbines and 50 MW capacity waver generators. The wind
and tidal turbines are connected in parallel to a bus which is connected to another
bus via a short transmission line. This second bus also houses the connection to the
wave generators and is the link to the high voltage DC transmission system. On the
grid-side of the link, another bus connects the renewable energy power to the power
grid. The control system integrated with the transmission line utilised a proportional
integral derivative damping controller.

The tests conducted on an experimental model of this system showed the high
voltage DC link with the damping controller provided the best response character-
istics to reduce potentially large fluctuations in active and reactive power. When the
transmission was replaced with an equivalent AC transmission line, the three-phase
short circuit fault triggered in the power grid resulted in severe voltage fluctuations
in the tidal and wave generators. This was considerably reduced with the DC trans-
mission system. It was concluded the proposed voltage source converter-based high
voltage DC link with a proportional integral derivative damping controller rendered
adequate damping characteristics to stabilise the connected hybrid renewable energy
generation system.

Low Frequency AC Transmission for an Offshore Wind Farm

The research in [10], investigated the feasibility of applying a low frequency AC
transmission system over distances greater than 100 km to connect large offshore
wind farms to power grids. The operation of this new system was compared to high
frequency AC, and current commutated and voltage-source converter-based high
voltage DC systems.

The supporting electrical devices needed for each transmission systemare outlined
below:

Conventional AC: transformers on the rotor-side and grid-side of the transmission
lines to ensure the correct voltage are present for transmission and grid integration.

Low Frequency AC: similar transformers to the conventional AC system, but
an additional AC/AC converter is placed after the transmission line to increase the
frequency of the power to meet grid requirements.

High Voltage DC: as the power produced from the wind turbine generators and
the power used in the grid is AC, AC/DC and DC/AC converters are placed before
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and after the transmission line respectively. The transformers are still necessary to
adjust the AC voltage levels.

The simulation of this system for testing included a doubly fed induction
generator-based wind farm, transformers and a power cable. Three tests were
conducted with the simulation; steady-state, variable wind speed and a short circuit
fault. The results showed improved transmission capabilities at frequencies lower
than 50–60 Hz (normal operating frequency for AC transmission), as well as better
reactive power control during the short circuit fault. It was concluded this trans-
mission technology showed potential but requires additional research to better
understand its suitability for application in real systems.

4 Summary

Renewable energy sources have been identified as the most important alternative
to fossil fuel-based electricity generation when considering future commercial and
domestic energy requirements.Whilst many forms of renewable energy are available,
this report focused on solar, wind, tidal and wave energy. Solar and wind energy are
two of the most technologically mature renewable energy sources and are two of the
most prevalent sources already in use. Tidal and wave energy are currently at earlier
stages of development, but tidal power has the potential to generate large amounts of
power for industrial usage and wave energy is widely available as an offshore energy
source.

However single source renewable generation systems are reliant on intermittent
weather sources, which introduce unreliable power into commercial electricity grids.
The resulting power fluctuations decrease the power quality of the system, poten-
tially destabilising power grids;which can causewidespread damage to power system
infrastructure and grid connected loads. This issue is prominent in solar farms, where
power generation is almost exclusively undertaken during daylight hours. Solar
power is also subject to rapid changes in power due to unpredictable weather condi-
tions. These specific problems require solutions such as large-scale energy storage
or alternate energy sources to justify the continued commissioning of commercial
solar farms. Hybrid renewable energy systems are currently being researched as a
potential solution to the rising concerns related to single source systems.

Hybrid energy systems can be adapted to onshore or offshore applications and
can combine two or more renewable energy sources. Depending on the specific
circumstances, non-renewable source can also be included as part of a hybrid power
system. The selection of renewable sources is generally based on the combination of
their power generation windows; for example, wind and solar power are well suited
as solar power will dominate during the day and wind energy will dominate at night.
This inherently goes someway towards addressing the intermittent power production
characteristic of single source systems.

Current research into hybrid systems is centred around further improving their
power quality and reliability for power generation. The main focus areas centre
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around technologies which have applications in energy storage, power signal control
and transmission systems. One such technology in the early stages of development
is a magnetic bus which may be a potential alternative to high voltage electric buses
used to interconnect energy sources as well as connect generation systems to power
grids [33–35].

The hybrid systems presented in this chapter show great potential for correcting
issues associated with single source renewable energy systems. However, the
majority of research into hybrid systems is still at an experimental stage and not
ready for small-scale implementation yet. Hence, this chapter recommends making
improvements to existing technologies and systems to better understand and predict
power quality issues in power grids whilst waiting on the construction of new hybrid
systems.
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Operation of Renewable Energy
and Energy Storage-Based Hybrid
Remote Area Power Supply Systems:
Challenges and State-of-the-Arts

Md. Nafiz Musarrat, Md. Rabiul Islam, Kashem M. Muttaqi,
Danny Sutanto, and Afef Fekih

Abstract Remote Area Power Supply (RAPS) systems can play an effective role in
supplying electric power to rural and remote communities. RAPS systems are tradi-
tionally powered by non-renewable sources. The growing environmental awareness
and improved technology have led to the increased penetration of renewable sources
into the grid. However, the intermittent nature of renewable sources reduces the
overall reliability of the RAPS system. This chapter aims to present a comprehen-
sive review of the renewable energy-based RAPS system, its dynamic performance,
and different approaches to deal with the system instabilities. An overview of the
RAPS systems and associated challenges has also been presented.

Keywords Remote area power supply system · Frequency regulation · System
instability · Wind energy
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Ic Capacitor current
C Capacitor
�P Difference in power
�Ph High frequency component of change in power
�PL High frequency component of change in power
S Raw time series
SW SAX words
t PAA coefficient
i, m, k Sequence number

List of Acronyms

AC Kilogram
AREN Australian renewable energy agency
DC Direct current
MPPT Maximum power point tracking
PAA Piecewise aggregate approximation
PMSG Permanent magnet synchronous generator
RAPS Remote area power supply systems
RoCoF Rate of change of frequency
SAX Superconducting magnetic energy storage
SMES Superconducting magnetic energy storage
SOPPT Suboptimal power point tracking
WECS Wind energy conversion systems

1 Introduction

Electricity generation is one of the largest sources of carbon emission. Global
warming and carbon emission have been accelerating at an alarming rate which
calls for the need to reduce the use of fossil fuels, which are still the main source of
energy. Underdeveloped countries are explicitly dependent on fossil fuels due to the
lack of available infrastructure. Figure 1 shows that CO2 emission has been signif-
icantly increasing over the years. The fastest growth of the emission comes from
fossil fuels and industry, which is very alarming. Due to the serious environmental
impact, renewable energy has drawn the attention of world leaders, and it has been
recognized that renewable energy sources are an effective solution to these serious
challenges [1–3]. Figure 2 shows that renewable sources are still showing significant
growth in recent years. In the last few decades, wind energy has increased rapidly
and has become the leading source of clean energy in Australia [4].
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Fig. 1 Change in Carbon flux over the years [expressed in Gigaton (Gt)] [4]

Fig. 2 Renewable energy generation in Australia by technology type [18]

The integration of renewable energy sources with the large grid is a popular topic
of research; however, the rural and remote areas which are deprived of the central
utility grid are often dependent on renewable sources. Instead of the large utility
grid, the electrical power to the remote communities is usually supplied through
a remote area power supply (RAPS) system. A RAPS system can be defined as
a small electricity network that serves a group of households [5–10]. It is never
connected to the utility grid, which means it never absorbs from or injects power to
the grid. It is becoming increasingly popular as a feasible solution for rural areas to
get access to electric power [11–17]. They can efficiently supply power without any
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interruption to the consumers. In a large utility grid, the level of renewable energy
penetration is usually limited. But, in a RAPS system, the system can be as high as a
hundred percent renewable-based. With the higher penetration of renewable energy,
the system resilience will be lower due to the intermittent nature of the renewable
sources. Also, the load is highly fluctuating in a small network. Since there are energy
sources of different characteristics, the coordination of themcan be quite challenging.
Nonlinear loads are more likely to occupy a large portion of the total load, which
can compromise the power quality significantly.

RAPS system is an effective way to supply electric power to remote communities.
A significant amount of the world population is without access to the utility grid, and
the RAPS system is a convenient solution to this. It is even promoted rigorously by
different non-governmental organizations (NGOs). Traditionally, theRAPS system is
usually diesel generator/engine (DE) based.However,with the increasing concern for
the environment, renewable energy options have been increasingly utilized. It seems
unwise not to utilize renewable sources since one of the promising benefits of a remote
area is abundant accommodation for renewable energy resources. Furthermore, fuel
transfer to a remote area alone is extremely costly. Therefore, it is more economic
to utilize the local renewable resources than import costly conventional fuel. The
RAPS system can consist of a single energy source or a single energy storage. It also
can be a hybrid of energy source and storage.

Australia is one of the countries that has rigorously adopted RAPS systems. There
are several RAPS projects underway in Australia, and they are quite significant
considering the local demand in those areas.A few examples are presented as follows.
The power demand of Rottnest Island, Western Australia is supported by seven
diesel engines and one wind turbine. Huge electric energy is needed to supply the
desalination plant which produces drinkable water for that locality. The proposed
hybridRAPSprojectwill add 600 kWof solar energy to increase its renewable energy
capacity. Hydro Tasmania will introduce an advanced control management system
with a dynamically controlled resistor. The controlled system will be working with a
smart demand-management algorithm based on the demand of the desalination plant.
This project aims to reduce diesel–fuel consumption by 45% and provide cheaper
power [19].

So far, Hydro Tasmania has showcased some extraordinary results in the Bass
Strait with increased renewable energy penetration. In the King Island project, they
have been able to effectively lower down the fossil fuel usage by 45%, largely from
the energy converted from the wind turbines. Currently, the wind turbines support
70% of the energy demand on the island resulting in reduced fuel consumption from
around 4.5 million liters to 2.6 million liters per annum. Figure 3 shows the real-time
energy support scenario from different sources for the Kings Island RAPS system
[20].

The Australia Energy Research Agency (ARENA) plays a leading role in the
development and growth of RAPS systems. Funded by ARENA,Windlab, and Eurus
will develop the Kennedy Energy Park in partnership as a hybrid RAPS which is
located in North Queensland. A 15 MW solar, 43.2 MW wind, and a 2 MW battery
storage facility will support the community. Integration of battery storage with solar
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Fig. 3 Real-time energy utilization dashboard of Kings Island RAPS system [21]

and wind will allow renewable electricity to be stored for peak use. The battery will
also mitigate any potential load fluctuations. It is expected that this system will be
able to supply continuous electricity [22].

A diesel generator-based RAPS system is more reliable; however, its operating
cost is very high. A renewable energy-based RAPS system is economically sound,
but the system can become more unreliable. Also, the effect of load fluctuation
in a RAPS system is very high. However, intermittency is an inherent nature of
renewable sources. Control mechanisms are required to ensure the efficient oper-
ation of renewable generation systems. The controls in the renewables are usually
optimized to extract the maximum power from renewable sources (wind, solar, etc.).
For example, both PV and wind energy conversion systems (WECS) are operated
by maximum power point tracking. Therefore, these techniques do not facilitate the
network event ride-through capability [23, 24]. The renewable sources are interfaced
with the network through a power electronic converter [5, 25]. Hence, the system
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dynamics do not affect their controllability [21]. The RAPS can be a single energy
resource-based, energy storage-based, or hybrid system.

Renewable sources do not have inherent inertia; and therefore, they do not have
any resilience in case of any emergency event [26]. The grid-connected renewable
sources have different operation strategies since any large utility grid is very stringent
in maintaining the fundamental parameters [27, 28]. But RAPS system is a small
network and it is non-stringent. All the generators are primary power suppliers and
failure of any of them will cause a generation demand mismatch. To maintain the
power quality, load-shedding will be needed which reduces the power system relia-
bility. In a conventional generator, the power generation can be adjusted according
to the demand by injecting more fossil fuels. But, for renewable sources, it is not
possible to adjust the generation according to the demand. The maximum available
renewable energy is fixed in any areawith a given conversion systemat its highest effi-
ciency. The current environmental concern calls for increasing the level of renewable
energy penetration. But, with the higher renewable penetration, the system reliability
may be affected. Also, unlike large utility grids, there will be no advanced protec-
tion devices or control systems. The grid code is not maintained strictly in a RAPS
system. Rather, a RAPS system is expected to incorporate cost-effective and effi-
cient protection and control system. The main target of a RAPS system is end-user
satisfaction. Since the high penetration of renewables produces unpredictable power
generation; it also increases the probability of unplanned tripping and power outage.
Also, the reliability measurement in a large grid is much rigorous and complex. On
the other hand, in a RAPS system, customer satisfaction and meeting some primary
standards are the main priorities.

Since it has been established that the RAPS systems are not robust enough to
withstand network incidents, it is expected that the control becomes faster and more
efficient. They also require continuous monitoring and rapid decision-making. The
central control administrator needs to deal with a large number of data. Analyzing
those data and making a quick decision will be extremely difficult if these data are
processed in a conventional approach.Therefore, in this chapter, a symbolic aggregate
approximation-based data mining tool is presented in this chapter for efficient and
rapid processing of data and decision-making.

The structure of this chapter is organized as follows. In Sect. 2, the RAPS systems
in Australia are reviewed. In Sect. 3, the support for frequency regulation from the
WECS is discussed. Finally, in summary, the conclusion is presented.

2 Basic Topology of RAPS Systems

The RAPS system can be ac bus, dc bus, or hybrid-bus. However, the most common
RAPS system in Australia is the ac bus. In a common ac bus RAPS system as shown
in Fig. 4a, both the ac generator and dc generator are connected to the common
ac bus. Therefore, inverters are used at the dc generator to convert the dc power
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Fig. 4 Basic block diagramof an ac bus hybridRAPS system: a a hypothetical ac busRAPS system;
b a hypothetical dc bus RAPS system; c a hypothetical hybrid-bus RAPS system; dWindorah RAPS
system from Energy Queensland (Ergon Energy) [29]

to ac power. The ac load absorbs energy from the ac bus, and the dc load absorbs
energy from the ac bus through ac/dc converters. If a storage system is installed in
the system, it absorbs or injects power to achieve power balance between generation
and load demand through bidirectional converters [5]. Figure 4b shows the dc bus
system, where the ac sources are connected to the bus through an ac/dc converter.
DC sources are directly connected to the bus. AC loads are supplied through an
inverter. The dc loads are connected to the bus directly unlike an ac bus system. A
hybrid-bus system is shown in Fig. 4c. In this system, all sources can be connected to
the bus as their type. AC sources are connected to the ac bus whereas, dc sources are
connected to the dc bus. In this case, unlike dc or ac bus systems, sources do not need
to be connected through power converters. Similarly, the loads are connected to their
respective types of buses. An example of the RAPS system is shown in Fig. 4d. It
shows the solar power and diesel generator-based RAPS system in Windorah, north
Queensland which is an ac bus system. It is worth mentioning that most of the RAPS
systems in Australia are ac bus. Also, usually in a RAPS system, a conventional
generator, e.g., diesel generator is responsible for maintaining the system voltage
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and frequency level. Figure 4d shows that the power is mainly supported by diesel
generators.

3 Dynamic Behavior of RAPS Systems with Renewable
Energy Sources During Sudden Load Changes

3.1 Frequency Regulation Support from Variable-Speed
WECS

Frequency events can occur for various reasons such as load rejection, load changes,
motor starting, fault, etc. However, this section focuses on the impact of the high rate-
of-change-of-frequency (RoCoF) aswell as the voltage fluctuation in the dc-link. The
sources and the causes of power system events must be known before appropriate
mitigating actions are taken. A comparative analysis between two types of distributed
generators (DG): (i) diesel generators and (ii) wind turbines has been examined under
the steady-state and transient operation. Usually, a rapid load variation in a RAPS
system causes RoCoF and causes the system to shut down. Besides load variations,
high wind fluctuations too can cause the frequency event.

Although in a large grid, the system frequency does not change much; in a RAPS
system, this is a very common cause of system failure. The conventional generators
generally have natural inertia, and the governors also adjust the power outputs with
respect to the power demand to regulate the system frequency. But the variable-speed
WECS are isolated from the grid; and although the DFIG-based WECS has some
natural inertia, it is not significant. That is why advanced management is needed for
WECS-based RAPS [30]. To enhance the frequency support by utilizing the kinetic
energy of the variable-speed WECS rotor, a power reserve was recommended in
[31]. In [31–34], the frequency support from the wind turbines was investigated. In
[31], the power fluctuation that causes the frequency excursion is mitigated using
two approaches. The power fluctuations are passed through a high-pass filter with a
pre-defined cut-off frequency as shown in Fig. 5. If the fluctuation rate is higher than

Fig. 5 High-pass filter to
extract the high-frequency
power fluctuations [31] High-pass filter

ΔP ΔPh

+ -

ΔPL

(supported by 
SMES/Super-
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(supported by 
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the cut-off limit, it would be mitigated through high power energy storage such as
super-capacitor or superconducting magnetic energy storage (SMES) whereas, if the
fluctuation is below the cut-off frequency, it would be mitigated by a conventional
battery. Although SMES/super-capacitors have high power density, they have a very
low energy densitywhichmeans they cannot supply power for a long time. Therefore,
it is expected that they can only support intermittent frequency regulation.

Since WECS are electronically controlled, they are faster in their response than
conventional generators, and they can be controlled to respond to the rapid variation in
network parameters. In [34], this feature has been exploited to explore the feasibility
of a transient control. The proposed method in [34] utilized a fraction of the kinetic
energy stored in the rotational masses to support the frequency regulation. Also,
communication with the conventional diesel generator allowed the power imbalance
to be handled efficiently. But, releasing kinetic energy would shift the operating
point from the MPP which would cause a secondary frequency event. Also, after the
operating point is shifted, it would take time to move back to the previous point.

For a permanent magnet synchronous generator-based wind turbine, the electro-
magnetic torque can be controlled by controlling the inductor current. However, a
sudden change in the torque will cause significant torque stress on the drive train.
Therefore, to improve the reliability for frequency regulation and to improve the
stress on the drivetrain, an enhanced frequency response strategy using the ultra-
capacitor for a PMSG based wind turbine has been proposed for the RAPS system
in [35]. In [35], the super-capacitor mitigates the transient power imbalance to
support the frequency. The reserved power by the suboptimal operation is utilized
to charge the super-capacitor. The artificial inertia controller activates the super-
capacitor to support the power imbalance. As super-capacitor can respond very fast, it
improves the transient performance of theWECS significantly. However, the RoCoF
is still significantly high as observed from the result presented in [35]. In [36],
another frequency regulation technique has been proposed which further improves
the frequency regulation support. But, in this case, the RoCoF has been managed
to be within the limit. Figure 6 shows the basic topology of the integration of the
different types of energy storage with the power conditioning system of WECS for
frequency regulation support. Figure 7 shows the SMES available at the University
of Wollongong.

3.2 Determination of Optimum Charging Power in Cases
of Energy Storage with High Power Density

In [21], the suboptimal power point tracking (SOPPT) strategy with artificial inertia
support has was discussed to reserve the power to charge the SMES. In this strategy,
the WECS is deliberately operated away from the maximum power point tracking
(MPPT) curve. Therefore, when the charging is necessary, the WECS shifts to the
MPPT curve to supply the reserved power for SMES charging. Otherwise, if the
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Fig. 6 Supplemental energy storage integration in a wind energy conversion system

Fig. 7 The iron-cored high-temperature SMES coil at the University of Wollongong and its cross-
sectional view from the top [36]
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Fig. 8 Wind turbine power curves

WECS was operating along the MPPT curve, sudden load increase due to SMES
charging would cause frequency excursion. The quantity of the reserved power is
dependent on the SOPPT curve. Figure 8 shows the wind turbine power curves.

In [35], the frequency regulation support by an ultra-capacitor was proposed. In
both cases, the charging is necessary which is supported by available wind power
and suboptimal power point tracking (SOPPT). The SMES or ultra-capacitor can
support significant power. However, in a small RAPS system, full power capacity
is not required. But the power reserve should be enough to support the worst load
fluctuation. However, due to the intermittent nature of the wind and the resulting
unreliable power reserve, this SOPPT strategy is not the best solution to meet the
sudden change in power demand. Also, continuous operating away from the MPPT
curve is not economical. Also, the mechanical stress caused by the sudden torque
increase is extremely detrimental to the drivetrain. The frequent mechanical stress
will increase the maintenance cost of the mechanical counterparts. The frequency
excursions are very common in a RAPS since system resilience is typically low in a
small grid, unlike that of a large grid. Therefore, it is mandatory to design a resilient
frequency regulation control approach to ensure system reliability. The SMES/ultra-
capacitor charging power is supplied by the reserved power, Pres due to suboptimal
power point tracking. But, continuously operating the wind turbine away from the
MPP will cause significant stress as mentioned earlier. Also, a continuous operation
in the suboptimal point might cause secondary frequency events. Therefore, it is
necessary to predict how much power reserved in the SMES might be sufficient and
when it would be needed. This latter can be estimated from the previously recorded
load profiles of different households in a RAPS system, which could be a large
number of data. Classifying load patterns and finding the relevant load profile could
be very burdensome and inefficient. To solve this problem, a dimensionality reduction
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is required, and SAX is a good solution for this problem. Also, partitioning around
medoids (PAM) is an efficient algorithm for further classification or clustering of the
profiles. A brief theory of SAX and PAM is discussed in Sects. 3.2.1 and 3.2.2.

3.2.1 A Brief Review of Symbolic Aggregate Approximation (SAX)
Algorithm

An algorithm called SAX was proposed by Keogh to reduce the dimensionality
of data and ease the burden of calculation [37]. Using the SAX algorithm, a time
series is represented by characters, significantly reducing the dimensionality. Keogh
also proposed a technique to find the most unusual time series subsequence. The
brute force and the heuristic methods were used to discover the time series discord.
This algorithm is used for the assessment of the solar PV impacts on low voltage
(LV) and medium voltage (MV) networks. In this technique, the raw time series
is converted to piecewise aggregate approximation (PAA) coefficients. Then, the
PAA coefficients are converted to characters according to the level they are in as per
Gaussian distribution. After that, the strings are grouped according to their pattern
using a clustering algorithm. The cluster, containing the time series of interest, is
separated and subject to the Brute force analysis. The profile with the largest non-
self-match distance is detected as the most anomalous time series.

A time series,m is considered which is of length, n:m=m1,m2,m3…..,mn. After
normalizing the time series, it will be converted to a w-dimensional time series,
such that w < n, using Piecewise Aggregate Approximation (PAA). The formula for
calculating PAA is

ti = w

n

n
w
i∑

k= n
w

(i−1)+1

Sk (1)

If the PAA series is expected to be symbolized using k-alphabet, then the Gaus-
sian distributed curve has to be divided into k-1 breakpoints. W is the word size.
With the higher number of w, the resolution will be higher, but it would cause a
computational burden. It is expected that the Euclidean distance between the raw
time series is greater or equal to the Euclidean distance of the raw time series. If
this condition is fulfilled, it will satisfy the “Lower Bounding” of the distance. The
equation representing this is given by (2):

D(m1,m2,m3, . . . ,mn) ≤ D(l1, l2, l3, . . . , ln) (2)

The lower bounding distance is calculated from the Gaussian breakpoints with
the expression given as below:
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Fig. 9 SAX representation process

distmin(SW1, SW2) =
√√√√ n

w

w∑

k=1

[dist (sa1k, sa2k)]2 (3)

where, sa1k , sa2k are the alphabets of the SAX words SW1 and SW2, respectively.
The right-hand side of the above equation represents the lower bounding distance

of the SAX representation. Figure 9 shows the flow chart of the SAX representation
process.

For illustration, the above-mentioned mathematical operation is applied to a wind
profile data of 100 days as shown in Fig. 10. The Gaussian curve is divided into 4
breakpoints. The values of them are obtained from the Gaussian distribution table.
The symbolization of the PAA series will be carried out in an ascending manner. Any
value equal or less than the 1st level will be assigned the character “a,” equal or less
than the 2nd level will be assigned character “b,” equal or less than the 3rd level will
be assigned character “c,” and so on. The dimensionality reduction of the raw time
series using the SAX representation preserves its essential characteristics. The raw

Fig. 10 Converting time series into SAX representation
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time series is presented by the blue line, and the PAA approximation level is shown
by the red line. The time series is presented by the 5 alphabets and the word size will
be 8. The larger the value of the word length, the resolution will be higher, but this
will increase the computational burden.

3.2.2 Demonstration of the SAX-Based Clustering Technique
for a Sample Set of Load Profiles

Three loads have been considered which corresponds to three different households.
To choose the appropriate amount of reserved power, the load profiles of those house-
holds need to be analyzed. The time series of a 24-h load profile with a 5 min interval
for three consecutive days have been taken for analysis. They are collected from the
Amy Close suburb of NSW state of Australia. These time series are converted to the
PAA (piecewise aggregate approximation) coefficients. As per Gaussian distribution,
the PAA coefficients will be converted to characters which will significantly reduce
the dimensionality while preserving the essential features of the time series.

If the PAA series for the load profiles are expected to be symbolized using k-
alphabet, then the Gaussian distributed curve has to be divided into k – 1 breakpoints.
In this case, the alphabet size is considered to be 6. Therefore, there will be 5 levels
of Gaussian distribution. Any values that are equal or less than the 1st level will be
assigned “a,” whereas the ones equal or less than the 2nd level will be assigned “b,”
and those equal or less than the 3rd level will be assigned “c,” and so on. The SAX
strings of the time series for the three days are shown in Table 1. Instead of 2880
data, the time series has been interpreted with only 8 data strings. The results are
shown in Fig. 11.

Now the load profiles represented by SAX strings will be classified according to
their characteristics to identify the most fluctuating load profile using a clustering
algorithm. The K-means clustering has been used in this experiment to classify the
load profiles. It has been observed that Cluster 1, which is shown in blue, shows
the most fluctuating characteristic and a significant increase in demand from 2 to
6 pm. Cluster 1 belongs to load 3. After that, a brute force algorithm has been
implemented for the load 3 clusters to find the most anomalous load profile among
load 3 profiles. The profile with the highest Euclidean distance within the cluster
is the most anomalous one and its peak demand will be the amount of the required

Table 1 SAX character
strings

Day Load 1 Load 2 Load 3

1 ‘b’ ‘a’ ‘d’ ‘c’ ‘b’
‘c’ ‘f’ ‘f’

‘a’ ‘e’ ‘e’ ‘d’ ‘c’
‘e’ ‘d’ ‘a’

‘c’ ‘a’ ‘a’ ‘b’ ‘e’
‘f’ ‘e’ ‘f’

2 ‘b’ ‘a’ ‘b’ ‘c’ ‘d’
‘d’ ‘f’ ‘f’

‘a’ ‘e’ ‘e’ ‘d’ ‘c’
‘e’ ‘d’ ‘a’

‘b’ ‘a’ ‘b’ ‘e’ ‘e’
‘f’ ‘e’ ‘d’

3 ‘a’ ‘a’ ‘d’ ‘c’ ‘c’
‘e’ ‘f’ ‘e’

‘a’ ‘e’ ‘e’ ‘d’ ‘c’
‘e’ ‘d’ ‘a’

‘b’ ‘b’ ‘c’ ‘b’ ‘e’
‘f’ ‘d’ ‘c’
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Fig. 11 Discriminated wind profile with SAX and clustering algorithm

reserved power. The peak demand of this profile will be taken as a reference for the
power reserve in the wind turbine. It also shows that the peak demand continues from
2 to 6 pm, which means during that period, the PMSG based WECS will operate
along a SOPPT curve so that there is a power reserve of the same amount. Therefore,
in the worst-case scenario, if there is a sudden demand of the peak load, the WECS
will be able to meet the generation demand gap through SMES.

4 Summary

The remote and rural areas can facilitate the deployment of renewable energy sources
for power generation by providing the necessary geographical space. However, the
most common challenge of renewable energy resources is their intermittent nature,
which can reduce the overall system reliability. Also, the control of the RAPS system
is complex, because, unlike large utility grids, RAPS systems are prone to network
disturbances. The RAPS system needs to supply the demand on its own and cannot
depend on the grid. Therefore, it is expected that each component of the RAPS
system participates in supporting the network events. In this review, it is revealed
that the improvement of dynamic performance, especially frequency regulation of
the RAPS system is amajor focus ofmany reported papers and several strategies have
been proposed to improve its performance. Most of the effective techniques include
external energy storagewith a very high power density. A strategy has been discussed
in this chapter to find the optimum reserved power for these storage devices. Also,



120 M. N. Musarrat et al.

an efficient and advanced approach has been presented for automatic detection and
characterization of voltage events in a RAPS network which would be beneficial to
system planning and design.
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A Symbolic Aggregate
Approximation-Based Data Mining Tool
for the Detection and Classification
of Power Grid Voltage Events
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Danny Sutanto, and Afef Fekih

Abstract Precise detection and classification of voltage events would require very
detailed investigation from a very large pool of data. There exist several data mining
and parametric analysis techniques to detect voltage events, however, they are compu-
tationally burdensome. In this chapter, a symbolic aggregate approximation (SAX)-
based data mining tool is developed that can not only detect and classify voltage
events accurately but also with considerably less computational effort. Instead of
cycle-by-cycle analysis, a cluster-based analysis is proposed to classify the voltage
events where the SAX algorithm is used for reducing the dimensionality of the raw
time series. The proposed algorithm has been tested on a practical test network and
results have been presented.
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Vα α-component of three phase voltage
Vβ β-component of three phase voltage
Ama Major axis
Ami Minor axis
V′′ Voltage during network event
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pu Per unit
RMS Root mean square
RVC Rapid voltage changes
SAX Symbolic aggregate approximation

1 Introduction

In the past, the power quality was ensured merely by establishing a continuous
power supply. Now, the definition of power quality has become more sophisticated
[1]. Several criteria need to be fulfilled to maintain the quality of supply power up to
standard. Renewable energy sources have become very popular worldwide and have
become mainstream sources of electricity [2–4]. With a large number of renewable
energy sources network instability increases [5–7]. The voltage fluctuation is one
of the major issues that need to be addressed. The evolvement of technology and
the increased customer demand for improved service facilitated this need for fast
detection of disturbance. According to IEEE, the voltage sag or swell would occur if
the RMS voltage is less or more than 10% of the nominal value [8] for one-half cycle
to one minute. The voltage sag or swell is not good for electric components. Often
these electric components would trip if the voltage level falls below or rises above a
certain limit. Therefore, the voltage sag or swell is often given equal importance as
the short interruptions of the power supply. However, recently a new type of voltage
event has been introduced which is named the rapid voltage (fluctuations or) changes
(RVC). This is a fairly new idea. In the 3rd edition of IEC 61000-3-7, the definition
and standard to detect the RVC were discussed [9]. According to this standard, if the
RMS voltage at any instance falls below or rises above the nominal voltage and the
deviation is more than the threshold but does not cross the sag or swell limit, then it
will be categorized as an RVC event. RVC events are usually ignored, but they have
a significant effect on flickers [10]. To mitigate the effect of flickering, the detection
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and analysis of RVC have received much attention. An experiment conducted in [11]
dictates that the flickering would be visible to more than 95% of the subjects if the
RVC magnitude is equal to or below 4%. Therefore, in this chapter, a 4% deviation
from the nominal voltage is taken as the threshold for the RVC detection.

To improve the power quality, it is needed to detect and analyze voltage events such
as sag, swell, or RVC, and take initiative to mitigate these problems. The automatic
analysis of voltage events has become a promising aspect [12]. Many techniques
have been developed for the detection and analysis of different voltage events in
distribution systems. Most of the available techniques to characterize voltage events
are achieved by measuring the magnitude and the period [12–15]. These techniques
require rigorous calculation and cause a heavy computational burden. Hence, the
process becomes significantly slow. Therefore, it has become a necessity to develop
a computational tool to detect and analyze voltage events without causing a heavy
computational burden. It is also to be noted that, to detect a short duration (a cycle
or two) voltage event, the data should be analyzed in the millisecond range and
hence a huge database will be required. Analyzing the huge database through the
conventional process is not efficient at all.

To overcome the huge computational burden, a new computational tool is devel-
oped in this chapter. The SAX algorithm is used in this chapter to reduce the dimen-
sionality of the raw data. An elliptic parameter analysis is performed to classify
voltage events. The rest of the chapter is structured as follows. In Sect. 2, a brief
review of the present different algorithms and techniques is provided, and a compre-
hensive description of the proposed approach is given. In Sect. 3, the validity of the
proposed approach is tested. Real power system data from the 230 V Swedish grid in
Oslo is used in this chapter for analysis. The data is obtained from the data recording
in PQube database available on PQube website [16]. Finally, Sect. 4 concludes the
chapter.

2 Proposed Approach to Detect and Classify Voltage Events

As stated earlier, huge computations are usually required to observe and classify
different voltage events precisely from a huge database. Usually, there is a huge
number of data recorded every day through smart devices and meters placed at
different points of the network. Modern meters can record data with a very high
resolution. Although this feature can facilitate precise detection, it increases the
computational burden. Analyzing the whole data series to classify the voltage events
is not an efficient approach since only a specific number of time frames contain
voltage events that occur only a few times a day. Some of the irregularities in voltage
profiles are not significant and it is not worth analyzing every single piece of data. If
the times and locations are identified for the most severe fluctuations, a more detailed
analysis can be carried out later to investigate the cause.

To distinguish the time series of interest from a huge database that contains signif-
icant irregularities, the mining of data using pattern recognition tools is necessary.
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However, performing those datamining algorithms on raw data series would cause an
excessive computational burden. To reduce the computational stress, dimensionality
reduction is necessary. There are several methods to reduce the dimensionality but
in this chapter, the symbolic aggregate approximation (SAX) method is used. The
SAX algorithm converts the raw time series into a symbolic string. The length of the
string depends on the sampling window. The character strings are formulated in such
a way that it preserves the basic features or characteristics of the original profile.
After that, the clustering algorithm is performed on the strings. After identifying the
clusters and time frames of interest, a more detailed analysis can be carried out to
characterize them.

Characterizing voltage events from elliptic parameters has drawn much attention
recently. However, analyzing the ellipses for every single cycle would require over-
whelming resolution of data and it is not efficient at all for a long and high number of
voltage profiles. Therefore, the elliptic analysis is proposed to be carried out only for
the clusters of interest in this chapter. If an event is detected, the ellipse conversion is
performed for a short-time frame around the events. Then those ellipses are classified
into several clusters too as per their characteristics before parameter calculations to
label those clusters for the specific type of voltage events.

2.1 SAX Algorithm

A brief review on the SAX algorithm [12] was provided in the chapter Opera-
tion of Renewable Energy and Energy Storage-based Hybrid Remote-area Power
Supply (RAPS) Systems: Challenges and State-of-the-arts. Its application to effi-
ciently find the anomaly among a set of time series due to computation in the reduced
dimensionality [17, 18] can be utilized in detecting the events in the voltage profiles.

2.2 A Brief Review of Partitioning Around Medoids (PAM)
Algorithm

The PAM algorithm groups n datasets into k clusters. This algorithm is used to mini-
mize the dissimilarity between the representatives of each cluster and its members.
The following equations representing the algorithm are used to solve this.

F(x) =
n∑

i=1

n∑

k=1

d(i, j)zi j (1)

n∑

i=1

zi j = 1, j = 1, 2, 3, ....n (2)

zi j ≤ yi , j = 1, 2, 3, ....n (3)
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yi , zi j ∈ {0, 1}; i, j = 1, 2, .., n (4)

where F(x) is the main function that needs to be minimized. d(i, j) is the matrix
of estimated dissimilarities between i and j elements. zij is a variable to make sure
that dissimilarities among the members of the same cluster are calculated in the main
function [14]. Equation (2) dictates the assignment of one element to one cluster only.
Also, Eq. (3) ensures the condition to be fulfilled so that the element is assigned to
a medoid that corresponds to the cluster and the number of clusters is maintained at
the predefined value. Equation (4) assigns the decision variable with just 0 or 1. The
algorithm for PAM is shown in Fig. 1.

Fig. 1 PAM process
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2.3 A Brief Review of Elliptic Parameter Analysis of Voltage
Events

It is assumed that the phase difference between the three-phase voltages is 120o.
Clarke’s transformation maps the three-phase voltages into the alpha–beta domain.
The matrix for evaluating Clarke’s coefficients is shown in (5). The voltage
components in the alpha–beta domain are obtained as given in (10)–(11) [18].

[c] =
√
2

3

⎡

⎢⎣
1 − 1

2 − 1
2

0
√

3
2 −

√
3
2√

2
2

√
2
2

√
2
2

⎤

⎥⎦ (5)

Vαβ0 = CVabc (6)

Vα(t) =
√
2

3

(
|Va| − 1

2
|Vb|e− j 2π3 − 1

2
|Vc|e j 2π3

)
(7)

Vβ(t) =
√
2

3

(√
3

2

(
|Vb|e− j 2π3 − |Vc|e j 2π3

))
(8)

Figure 2 depicts the mapping of three-phase voltages into the alpha–beta domain
under normal conditions. Note, the perfect unity circle in this case, which means
that the major and minor axes are equal. However, for unsymmetrical voltage sag
or swell, the three-phase voltages become ellipsoid in the alpha–beta domain. The
eccentricity, inclination angle as well as major and minor axes depend on the severity
of the sag or swell. The ellipses that correspond to the sag or downward RVC, will
be inside the unit circle. On the contrary, the ellipses that correspond to the swell
or upward RVC will be outside the unity circle [19]. In this chapter, the focus is on
classifying the sag, swell, and RVC. Further classification of sag or swell is outside
the scope of this chapter. Therefore, among all the elliptic parameters, only the major
andminor axes are of interest. By analyzing the major andminor axis, different types
of voltage events are identified.

The appropriate conditions for characterizing voltage events are as below. The
following thresholds are determined from the formulas presented in the next section.
However, the detailed graphical representation can be found in [20].

(a) Unsymmetrical voltage sag: Ami/Ama < 0.933, symmetrical voltage sag: Ami <
0.9

(b) Unsymmetrical voltage swell: Ama > 1.06, symmetrical voltage swell: Ama >
1.1

(c) Unsymmetrical RVC events: 0.933 < Ami/Ama < 0.973 (downward) or 1.026 <
Ama < 1.067 (upward) Symmetrical RVC events: 0.9 < Ami < 0.96 (downward)
or 1.04 < Ama < 1.1 (upward)
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Fig. 2 Three-phase voltages mapped into the alpha–beta domain

2.4 Theoretical Approach for Calculating the Thresholds
for Elliptic Parameters to Classify Voltage Events

The major and minor axes of the ellipses are obtained as given in (9)–(10).

Ama = ∣∣|Vα| + ∣∣Vβ

∣∣∣∣ (9)

Ami = ∣∣|Vα| − ∣∣Vβ

∣∣∣∣ (10)

The voltage magnitudes in normal conditions and during the event are denoted
by V and V′′, respectively.

As mentioned earlier, the sag, swell, RVC (downward), and RVC (upward) limits
are taken as 0.9 pu, 1.1 pu, 0.96 pu, and 1.04 pu respectively.

The major and minor axis lengths during voltage events can be obtained by
replacing Vα and Vβ in (9) and (10) from (7) and (8).

If the voltage event occurs in one phase, the thresholds of minor axis length and
the length ratio of the minor axis to the major axis are calculated for different voltage
limits from (11) and (12) [20, 21].

Ama = V (11)
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Ami = (2V ′′ + V )/3 (12)

In this case, for any event, the major axis is unchanged. However, the minor axis
length changes with the severity of voltage fluctuation.

If the voltage event occurs in two phases, the thresholds of major and minor axis
length and their ratio are calculated for different voltage limits from (13) and (14)
[20].

Ami = V ′′ (13)

Ama = (2V + V ′′)/3 (14)

In this case, major and minor axis length changes with different types of events.
If the event occurs in all three phases, the length of both major and minor axes

will be V′′.
Substituting the values of voltage limits for different voltage events in (11)–

(14) yields the thresholds for major/minor axis length and their ratio. For example,
putting the sag limit 0.9 in (12)–(14), the ratio of the major and minor axis length
is found to be 0.933 for each case. This is considered as the threshold for detecting
an unsymmetrical sag. Putting the downward RVC limit of 0.96, the threshold ratio
of the minor axis to the major axis to detect the unsymmetrical downward RVC is
found to be 0.973. In the same approach, thresholds can be evaluated for swell and
upward RVC events.

2.5 Approximation of the Elliptic Parameters by Image
Processing-Based Contour Fitting Approach

In [20], the DFT (discrete Fourier transformation) analysis is performed on the orig-
inal voltage profiles to obtain the harmonics and extract the system frequency compo-
nents by phasor analysis. However, performing Fourier analysis on that huge number
of data set would require heavy computation. Therefore, an image processing-based
approximation process is utilized in this chapter. In this process, the ellipse image is
converted to a binary image. Then, a weighted average method is performed on the
points of these binary images to estimate the centroids and the eccentricity. These
data are used then to approximate a contour that would be the best fit for the given
perimeter of the distorted ellipse or circle. This method is illustrated in Fig. 3 where
an ellipse distorted with severe phase angle jump is shown. The heavily distorted
shape of a normal ellipse makes it very complicated to measure the elliptic parame-
ters. With the proposed contour fitting algorithm, the prospective ellipse is extracted
(red marked) as shown in the figure. Now, the parameters can be approximated easily
from this figure.
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Fig. 3 Image
processing-based contour
fitting approach to
approximate the elliptic
parameters

2.6 Detection Algorithm of the Proposed Approach

The RMS voltage profiles are recorded for 24 h. Each of the time series will be
then split into 24 1-h time series segments or sub-profiles. The dimensionality of
these sub-profiles is reduced by SAX representation. After converting the time series
into SAX strings, a PAM clustering algorithm is performed to classify them into 2
clusters: non-fluctuating andfluctuating sub-profiles.Most of the sub-profiles contain
no fluctuations. The fluctuating profiles are of interest here.

In the previous step, the sub-profiles that contained fluctuations have been iden-
tified. Now, as explained in Sect. 2.2, the three-phase voltages of these profiles will
be converted to an ellipse for each cycle. The orientation of all these ellipses will be
converted to zero degrees. Hence, the clustering will be carried out solely based on
their shape or perimeter; not their orientation. The elliptic parameters are approx-
imated through a contour fitting approach discussed in Sect. 2.5. After that, these
ellipses are again mapped into SAX strings and clustered into 5 groups: normal
condition, sag, swell, and RVC (upward and downward) using the PAM algorithm.
However, the ellipses that fit the criteria for normal conditions are automatically
redacted from the record and not considered for further analysis. Figure 4 shows the
complete process of the proposed approach.

An analysis of elliptic parameters is carried out to label each cluster. Using the
Brute-force method, the ellipse with the lowest non-self-match distance in a specific
cluster is determined. If the parameters of that ellipse satisfy the conditions of a
voltage event, the whole cluster is labeled for that voltage event. The algorithm is
shown in Fig. 5. This strategy effectively reduces the computational burden since
parametric analysis is performed on only one ellipse for each cluster. Moreover, the
SAX transformation reduces the dimensionality, notably.

The voltage sag/swell and RVC have a fine line to distinguish them from each
other. Although these two different clusters (labeled as sag/swell and RVC) have
sufficient distinctive features, the borderline ellipses should be checked if they are
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Fig. 4 Detection and classification algorithm of the proposed approach

in the right cluster. To achieve this, a Brute force method is performed between
the downward RVC and sag clustered ellipses, and upward RVC and swell clustered
ellipses. The lowest Euclidean distance between themembers of twoopposite clusters
denotes which two ellipses are adjacent in borderline. Next, these two ellipses can
be analyzed using the algorithm in Fig. 5 to check if they are in the right cluster.

3 Validation Test of the Proposed Approach

The validity of the proposed approach will be tested in this section. Real power
system data is collected from the 230 V Swedish grid in Oslo. PQube meter provides
the RMS data of every half cycle. For the validity test, the voltage data of a specific
day (24 h) is taken.

The 24 h’ data will be split into 24 sub-profiles in a 1-h interval. Figure 6 shows
the RMS voltage profile for 24 h. The sudden spikes in the profile denote the voltage
events. From the figure, the voltage events are observed between 3–4 h, 6–7 h,
16–17 h, 20–21 h, and 23–24 h timeframe.

Therefore, among 24 1-h sub-profiles, only 5 sub-profiles of the above-mentioned
time frame should be separated for further analysis. The rest 19 sub-profiles should
be deleted as they present normal conditions. This is carried out by converting the
sub-profiles into SAX strings and performing a PAM clustering algorithm. For SAX
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Fig. 5 Application of the proposed algorithm for event classification

Fig. 6 RMS voltage profile of 24 h
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Fig. 7 1-h RMS voltage profiles grouped into 2 clusters

conversion, the alphabet size is taken as 5 and the word size is taken as 16. Figure 7
shows the clustered profiles. 19 of them are found to be normal conditions, whereas
5 of them contain voltage events.

The three-phase voltages corresponding to these 5 sub-profiles are mapped into
the alpha–beta domain. Therefore, as explained earlier, the alpha–beta domain plot
shows ellipses for each cycle. The inclination angle for each ellipse is changed to zero.
The time series of these ellipses are clustered using the PAM algorithm again after
converting the time series to SAX strings. To demonstrate and verify the proposed
approach of ellipse processing (shown in Fig. 4) in detail, analysis is shown for events
in 1-h voltage sub-profiles in a 20–24 h time frame. For SAX conversion, in this case,
the alphabet size is taken 6 and the word size is taken 8. The proposed technique is
implemented through MATLAB programming. The interface for MATLAB coding
is shown in Fig. 8. A new script is needed to be opened in the “Editor” mode for
writing the codes. Once the code is complete, clicking the “Run” button will compile
the code and show outputs. If there is an error in the code, an error window will pop
up detailing the type of error.

Figure 9 shows the MATLAB code for finding the PAA coefficients and break-
points. The breakpoints are determined by the Gaussian distribution model. The
number of breakpoints is dependent on the alphabet size.

Figure 10 shows the MATLAB code for the symbolic representation of the PAA
coefficients. The symbols are assigned according to the breakpoints. The word size
determines the number of symbols that will be used to represent the whole time
series.

From Fig. 11, it is observed that there are 3 clusters. Cluster 1 and 2 are inside the
unit circle and they correspond to voltage sag and downward RVC. Cluster (cluster 1,
blue marked) with the smallest ellipses is supposed to correspond to the voltage sag
events. The cluster which is between the unit circle and the sag cluster corresponds to
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Fig. 8 MATLAB interface for coding

Fig. 9 MATLAB code for finding PAA coefficients and breakpoints according to Gaussian
distribution



136 M. N. Musarrat et al.

Fig. 10 MATLAB code for symbolic representation of PAA coefficients which are assigned
according to breakpoints

Fig. 11 Clustered ellipses corresponding to different voltage events
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Fig. 12 MATLAB code for PAM clustering of SAX strings

the downward RVC (cluster 2, yellow marked). There is only one cluster outside the
unit circle which should correspond to either RVC or the voltage swell (red marked).

Figure 12 shows the MATLAB code for PAM clustering. The SAX strings are
clustered by assigning index numbers to SAX strings. SAX strings in a cluster have
the same index numbers.

In this step, the non-self-match distances are calculated using the Brute-force
method for each of the members of a cluster. As mentioned in Sect. 2.6 of the
previous section, the ellipse with the lowest non-self-match distance in a cluster is
identified. This ellipse is then analyzed with the algorithm shown in Fig. 3 to label
the cluster for a specific voltage event.

Figure 13 shows the matrix of Euclidean distances among the ellipses of clusters
1 and 2. The top left box and the bottom right box in the matrix represent the non-
self-match distances of the ellipses in cluster 1 and cluster 2 respectively. The rest
of the area (shaded) represents the Euclidean distances of the ellipses in one cluster
from the ellipses of another cluster.

Cluster 1: The matrix of the non-self-match distances for cluster 1 is shown in
the top left box of Fig. 10. If the smallest value for each column is considered, it is
observed from thematrix that column 2 of this sub-matrix has the lowest “minimum”
value which is 2.23. Therefore, ellipse 2 has the highest non-self-match distance. Its
parameters are analyzed. For ellipse 2, the minor axis length is 0.65, major axis
length is 0.72. Therefore, their ratio is 0.902 which is below the threshold of 0.933
which makes it a sag event. Hence, it can be concluded that all other ellipses in that
cluster present voltage sag events.
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Fig. 13 Matrix of Euclidean distances among the ellipses of clusters 1 and 2

Cluster 2:Now for cluster 2, non-self-match distances are calculated which is shown
in the bottom right box of Fig. 10 and it is observed that ellipse 1 has the lowest non-
self-match distance. Therefore, its parameters are analyzed. For ellipse 1, the minor
axis length is 0.75, major axis length is 0.79. Therefore, their ratio is 0.96 which is
above the threshold of 0.933 but below the RVC limit of 0.95 which makes it an RVC
event. Hence, it can be concluded that all other ellipses in that cluster present RVC
events.

Cluster 3: There is only one cluster outside the unit circle. It corresponds to either
upward RVC or voltage swell. Ellipse 2 is identified as the ellipse with the lowest
non-self-match distance in the same process as used for clusters 1 and 2. For ellipse
2, the major and minor axis lengths are found to be 1.1 and 1.02, respectively. Since
the length of the major axis is greater than the swell threshold of 1.067, this cluster
presents a swell event.

As mentioned earlier in Sect. 2.6, the ellipses at the borderline of sag/swell and
RVC clusters are separated by a fine line. From the shaded area of the matrix in
Fig. 10, it is evident that ellipse 4 from cluster 1 and ellipse 1 from cluster 2 are
adjacents since they have the lowest Euclidean distance. Ellipse 1 of cluster 2 has
already been checked before. Now, ellipse 4 of cluster 1 needs to be checked. Ellipse
4: Minor axis length: 0.70, major axis length: 0.76. Therefore, their ratio is 0.92
which is below the threshold of 0.933 which confirms that it is a sag. Hence, it can
be concluded that clustering has been done appropriately.
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4 Summary

This chapter proposed a SAX-based computational tool that detects and characterizes
different types of grid voltage events without causing a heavy computational burden.
Dimensionality reduction of the time series by the SAX algorithm and cluster-based
analysis for voltage event identificationmakes the process a lot faster. PAMalgorithm
has been used for clustering the same type of events. Since RVC and sag/swell some-
times show resemblance in the ellipse shape, a brute-force method-based strategy
has been considered to ensure that they belong to the right cluster. Also, a contour
fitting approach has been used to estimate the elliptic parameters. This technique
has allowed the estimation of the parameters even if the ellipses have been severely
distorted. The results presented in this chapter, show that the proposed SAX-based
data mining technique can successfully detect voltage events from a huge database
and correctly classify them.
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Identifying Hosting Capacity
of Renewable DG Units in Smart Grids
Considering Protection Systems

Hossam A. Abd el-Ghany, Essam M. Rashad, Ahmed M. Azmy,
and Nagy I. Elkalashy

Abstract This chapter introduces a framework to define the optimal allocations
and permissible hosting capacity of renewable distributed generations (DGs) using
genetic algorithm (GA). The investigation is carried out considering inverter-based
technologies such as the case of photovoltaic system. The inverter control is exploited
to dynamically limit the DG contribution current during network faults. Accordingly,
the DG penetration ratings can be significantly increased with avoiding their effects
on the overcurrent protection coordination. To accomplish this task, amulti-objective
function is established considering the overall maximum capacity of DGs, power
loss reduction, voltage enhancement, and fault current limitation. In addition, the
optimization process takes into account the protection coordination and voltage level
as constraints. The constraints of coordination, including recloser-relay and fuse-
recloser schemes, are insertedwith themulti-objective function in an improvedfitness
function. The proposed framework is applied on an 11 kV overhead distribution
feeder. Without replacement of the existing protection systems, the results confirm
the large DGs integration possibility with significant loss reduction, improvement of
voltage level, and fault current decrease. This is realized through the inverter control
to limit DG contribution in fault currents.
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List of Symbols

C2, C3 and C4 Scaling factors for maximization problem
DGCi Capacity of the installed DGs (MW)
F1, F2, F3, and F4 Fault locations
(I fDG) Fault currents from the DG (A)
(I fs) Fault currents from the substation (A)
I rated IBDG rated current installed (A)
ISC Short circuit current (A)
K Degree of limiting the fault current
Km Time multiplier
NDG Number of DGs
max _CMrelayrecl Maximum coordination margins between recloser and

relay (s)
min _CMfusereclfast Minimum coordination margin between recloser and

fuse (s)
min _CMrelayrecl Minimum coordination margins between recloser and

relay (s)
Ploss Active power losses (W)
Qloss Reactive power losses (VAR)
tfuse Fuse operating time (s)
treclfast Fast curve operating time of recloser (s)
treclslow Slow curve operating time of recloser (s)
trelay Relay operating time (s)
VDG-f DG terminal voltage during fault (pu)
V j jth Bus voltage (pu)
V nom Nominal value of voltage (pu)
Vmax Maximum voltage limits (pu)
Vmin Ninimum voltage limits (pu)
W1,W2, W3, W4 and W5 Positive constant weights
∅CM Inequality constraints
(|�V|) Voltage deviations (pu

List of Acronyms

AC Alternating Current,
ACSR Aluminium Conductor Steel Reinforced,
CHP Combined Heat and Power,
CM Coordination Margin,
DC Direct Current,
DG Distributed Generation,
DS Distribution System,
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FC Fuel cells,
FCL Fault Current Limiter,
GA Genetic Algorithm,
IBDG Inverter-based distributed generations,
IEEE The Institute of Electrical and Electronics Engineers,
LTC Load tap changing transformers,
MFCL Magnetic Fault Current Limiters,
MM Minimum Melting,
MTG Micro turbines generators,
MVA Mega Volt Ampere,
MW Mega Watt,
OPF Optimal Power Flow,
PE Power electronic,
PV Photovoltaic,
RCGA Real-Coded Genetic Algorithms,
RMS Root Mean Square,
SFCL Superconducting Fault Current Limiters,
SG Synchronous generator,
SSFCL Solid State Fault Current Limiter,
VAR Volt Ampere Reactive,
WT Wind turbines

1 Introduction

The connection and utilization of distributed generators in distribution systems (DS)
have become a necessity all over theworld. There aremany economic, environmental
and technical benefits of using DGs [1]. The higher efficiency and lower power
losses are examples of economic aspects. In addition, the reduction of greenhouse
gas emissions represents a main environmental benefit. Finally, DGs can support the
network voltage and increase the reliability as technical advantages.

DGs can improve the voltage profile along the feeder due to the changes in direc-
tion and magnitude of real and reactive power flow [1, 2]. Also, the DGs inter-
connection will reduce the feeder losses since they supply local active and reactive
powers according to their optimal locations within the network [3]. Regardless of
these benefits, DGs have adverse influence on protection scheme, especially when
they are used with high capacities. Generally, DGs cause variations in fault current
level and direction causing false tripping due to the coordination mismatch [3–5].
Conventional distribution systems have radial structure with a single source, where
the protection schemes depend on relay, reclosers, and fuses. For temporary faults,
reclosers are used to protect the main feeders. In addition, the system is protected
against permanent faults by connecting fuses in laterals and sub-laterals [2–6].
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The current contribution of DGsmay result in a miscoordination between recloser
and fuse, which is commonly accomplished according to fuse-saving principles
[4]. DGs also increase the short-circuit currents in distribution networks causing
a possible trip to healthy lines. After DGs connection according to the smart grid
concept, original protection system may still be valid when the power flow direction
is maintained unchanged [4]. This could be accomplished based on hosting capacity
strategy for the DG units.

The same problem is discussed in [5] including the impact on the fault current
level, malfunctioning, and protection coordination. The use of directional recloser
to solve these problems is assessed regarding various faults using real-time power
system simulator [6]. According to IEEE standard 1457, DGs have to be discon-
nected under any abnormal conditions [7]. This is recommended since the classical
protection system is not designed to clear DGs fault currents [7]. TheDGoptimal size
has been determined based on optimal power flow (OPF) and regarding the coordina-
tion of recloser-fuse [8]. At each node of the distribution system, the DG maximum
capacity has been determined by taking into account the coordination protection. At
the first stage, a single DG in the distribution system has been considered. Then in
the second stage, several DGs are considered at separated nodes [9]. However, the
optimum DG capacities are not evaluated widely with the support of fault current
limitation of DG contribution current.

Due to the rapid increase of DG penetration in DSs, the protection design and
coordination exhibit more complication because of the mix between generation and
load nodes. It is a must to consider several factors in this situation including number,
size, location, and technology of the connected DGs. The reason is their effect on
changing short circuit levels and protective devices coordination [10, 11]. Protective
algorithms for radial DSs with multiple DGs are presented in [12, 13]. These algo-
rithms consider the system topology by obtaining feedback about the circuit breakers
status. Generally, the control system identifies the time–current curve (TCC) that
should be adapted for a certain relay to guarantee suitable protection coordination of
systems comprising DGs. Some algorithms depend on some calculations developed
in Microsoft Excel, with TCC and operating cycle as inputs [12]. Other algorithms
utilize the communication feasibility existing in modern relays [13]. Thus, adaptive
protection algorithms can be effective for appropriate coordination and operations of
inverse-time overcurrent relays (OCRs) even with load variations and/or insertion of
DGs units. The execution of these algorithms requires microcontroller-based digital
protection relays equipped with memory [14].

Fault current limiters (FCL) are commonly utilized to limit fault currents to accept-
able levels. Regardless of their connection in series with power lines, they should
provide low impedance and power losses under normal operation [15]. FCLs can also
enhance system stability and fault-ride through capability and reduce the overall cost
in the case of new installations [15]. The best location of FCLs in DSs comprising
DGs is beside the DGs in order to effectively limit their effects on the protection
coordination [2].

Recently, inverters are extensively utilized with renewable energy resources with
continuous increase of their employment. The reasons of this trend are the price
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drop of the photovoltaic modules manufacturing, better social acceptance of photo-
voltaic parks, and government support for renewable resources. Thus, grid-connected
systems necessitate better understanding and development of photovoltaic inverters
in both normal and abnormal conditions [15].

2 Motivation and Contribution

The previous discussion ensures the following facts:

• The integration of distributed generation (DG) in power systems is increasing
dramatically every year

• The use of renewable energy-based DGs will be a must with increasing fuel costs
of conventional power plants

• DGs can improve the power system reliability, since they are unlimited, and have
less pollution effects

• Insertion of DGs in distribution systems has negative impacts on the existing
protection scheme due to the miscoordination, where the contribution of DG fault
current speeds up the downstream relay before the upstream relay.

The previous issues give special importance to deeply investigate the capacity
limits of DG in DSs in order to maintain the traditional protection scheme. The
impacts of DG penetration on overcurrent protection coordination including fuse-
recloser and recloser-relay have also to be analyzed. These points represent the main
motivations behind this research point.

In order to analyze the above framework, a typical 11 kV overhead distribution
feeder is built inMATLAB/Simulink®. The simulationwill be accomplished consid-
ering different types of distributed generators. The results will define DG capacity
limits and location for different line faults without affecting the protection system
coordination in the distribution system. The voltages profile, power losses, and total
fault current, due to DG insertion in the DS, will be also studied.

3 Distributed Generation Technology

Distributed generation is defined as an electrical power source connected to a certain
point in the power system, where this point is very close to consumer’s location,
while this source is small related to the centralized power plants [3, 16]. The most
obvious effect of increasing generation fromDG units is the reduction in the network
loading [17, 18]. DG technologies may contain small/medium ratings, modular
energy conversion units, that convert primary energy forms into electrical energy,
and in certain cases, heat and cooling through combined heat and power (CHP)
technology.
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There are three basic types of distributed generation based on the machine type
and the grid connection [19, 20]. Two types are conventional ones of DGs, which
can be directly interconnected with the utility system. The first one uses induction
generators, while the second is based on synchronous generators type. The inverter-
based distributed generation (IBDG) is the third type.

Synchronous generators are used with most reciprocating engines and most high-
power turbines (gas, steam, and hydro). They can be a source of both active and
reactive power to the utility. Thus, these generators can provide sustainable fault
current that affects the utility.

Induction generators are commonly used only with wind turbines and some low-
head hydro applications [21]. They may be equipped with capacitors, or power
electronic-based reactive compensators [22]. These generators can supply fault
currents for only few cycles during three-phase faults on the utility side. Inter-
connection protection associated with induction generators typically requires only
over/under voltage and frequency relaying.

Due to their continuous progress, the power electronic (PE) technologies are used
extensively in converting most forms of electrical energy to desirable forms. One of
the most important benefits of PE converters is their fast response, which is reflected
on improving power quality. PE-based inverters are widely used in non-traditional,
small dispersed generators, especially themicro turbines generators (MTG), fuel cells
(FC), photovoltaic (PV), and fuel cell combined with an energy storage system like
batteries. Conventionally, these devices are asynchronously connected to the power
system using solid-statemicroprocessor-controlled devices. The output power can be
regulated through digital control, which can also shut the unit down when the utility
system is unavailable. Thus, these schemes canbeused in high-reliability applications
such as micro grids and may reduce fault currents of distributed generation that
increases the hosting capacity of DG units [21–23].

The PE interface can provide protective functions with suitable flexibility for
paralleling and disconnection according to the IEEE standard 1547 interconnection
requirements [6]. However, it can be more sensitive depending on the situation and
utility interconnection requirements.

4 Inverter-Based Distributed Generators (IBDG)

From protection point of view, DG connection schemes can be classified into two
main types, namely rotating machine-based and inverter-based connection types.
Regarding inverter-based DG, the generated voltage may be in a DC or an AC form
depending on the nature of generating unit. In this case, the inverters are used with
DG systems to convert their voltage into the nominal value at system frequency [24].

The use of a power electronic interface becomes mandatory between renewable
energy source and power networks. Recently, there are two motivations for the rapid
evolution of power electronic devices. The first one is the enhancement in power
electronic capabilities regarding the speed and power capacity of these switches. On
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the other hand, the implementation of advanced and complex control algorithms by
real-time computer controllers is the second one. Therefore, the cost-effective and
grid-friendly converters are greatly improved by these two expansions [25].

In the following section, a general overview about DG units will be discussed
focusing on their potential impacts on the distribution networks. In addition, a
summary of some aspects related to PV, wind turbine, fuel cells, and micro-turbine
units as inverter-based DG sources is highlighted. The objective is to clarify some
critical points about these technologies.

4.1 Wind Turbines

Wind farm is a group of wind turbines (WTs) that can be regarded as a single elec-
tricity source. Modern wind farms are installed either offshore or on land (onshore).
The capacity and site of wind turbines is selected according to the load demand and
the wind speed. The main power system problems associated with integrating wind
energy into electric grid come from the lack of active and reactive powers control.
The active and reactive powers control aims to keep the frequency and voltage stable
within acceptable limits. Therefore, the voltage must be transferred to DC and back
again to AC with the aid of inverters, due to the variable nature of wind speed.
However, fixed-speed wind turbines are connected directly to the main grid system
[26].

4.2 Photovoltaic Units

A photovoltaic system receives the sun light and converts its energy into electrical
form. In this system, the construction of solar cells uses the semiconductor materials,
which transform the collected photons’ energy into electrical energy, when they are
subjected to sunlight. The cells are arranged in an array that may be fixed or movable
to track the sun to extract the maximum power [26].

Figure 1 shows the block diagram of the grid-connected PV generator. PV arrays
are connected to main DC bus through a DC chopper of boost type. It is mandatory
to use inverters to integrate between PV system and AC-grids. PV arrays consist of
Nst parallel strings, while each string consists of certain number of series connected
PV-modules. To extract the available power during different weather conditions,
maximum power point tracking technique (perturb and observe) is used [27].

These systems are environmentally friendly without any kind of emissions. They
are easy to be used with simple designs without the need for any other fuel sources.
On the other hand, they need large spaces and their initial cost is relatively high.
PV systems generate DC voltage, which is then transferred into AC form with the
aid of inverters. Photovoltaic systems can be used with and without storage systems
depending on the application.
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Fig. 1 Block diagram of the PV system assisted with one diode per each string [27]

4.3 Fuel Cells

Due to their modularity, high efficiency, environmental benefits, and power quality,
the fuel cells have attracted high attention in several applications. Themain principles
of these systems are based on generating electricity using the electrotechnical process
through converting oxygen (commonly from the air) and hydrogen (from a fuel
source) into water. The oxygen is fed to the cathode and the hydrogen is directed
to the anode. The electricity can be attained through the moving process of the
charged particles toward each other (hydrogen and oxygen). Based on an inverter,
the DC voltage generated from the fuel cells can be converted to obtain the AC
voltage required for the load/grid sides. The function of electrolyte is to regulate
the conduction process from the protons by providing low resistance to them and
also force the electrons to be passed through the other electrode within the external
circuit. The electrical power can be regulated by controlling the moving process of
particles. A reformer is used in the fuel cell to get the hydrogen fromhydrocarbon fuel
such as methane, ethane, natural gas, and gasoline without any combustion, which
ensures its cleanliness and efficiency. For the fuel cells with low temperatures, an
external reformer is used. Conversely, for the cells with high temperatures, an internal
reformer is used for a highly efficient operation [26]. Figure 2 explains the fuel cells
principles of operation.
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Fig. 2 Operation principles of fuel cells [24]

A main disadvantage of the fuel cell is that it also produces heat besides the
electricity generation, which would increase the efficiency. However, the issue of
electrolyte aging, and this impact on the lifetime and efficiency should be considered
and studied [24].

4.4 Micro-turbines

The mechanism of a micro-turbine is to convert thermal energy into mechanical
energy by using natural gas flow. The air is pumped by the compressor in the
combustion chamber and is mixed with gas. When rotates, the turbine drives the
generator and the compressor at the same time. In the most commonly-used designs,
the compressor, turbine, and generator are connected to the same shaft as shown in
Fig. 3. Due to the generator high speed, the obtained voltage has to be transferred
to the DC form and then back to the AC form that can be provided for a suitable
frequency and voltage.

The clean operation is the main merit of micro-turbines, and also the reduced size
and high efficiency. The main drawback of micro-turbines is their high maintenance
cost. In addition, selling the surplus energy and developing the dispatch and control
methods for a large number of micro turbines have not been settled yet [24].
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Fig. 3 Schematic diagram of a micro-turbine [24]

5 Distribution System Protection

The common distribution feeder’s configuration has a radial form, where the loads
are supplied from higher-voltage levels. The traditional distribution systems protec-
tion is an integration of simple overcurrent relays, reclosers, and fuses as protective
devices [3, 28]. The objective of feeder protection structure is to guarantee the service
continuity to the most of healthy users. This combination is used to clear temporary
and permanent faults. The permanent fault along the main feeder is isolated by the
main circuit breaker at the beginning of the feeder equipped with an (OC) relay.
The time speed of OC relay is inversely proportional to the fault-current magnitude.
The fuses are responsible for isolating permanent faults at laterals. The automatic
recloser clears downstream temporary faults from its location.

6 Mitigating DG Impact for Increasing Hosting Capacity

HigherDGpenetration levels increase the short circuit current (ISC) in the distribution
system [21, 29–31]. Regarding the coordination of protective devices, there are two
ways to mitigate this increase. The first one is to modify the protective devices
setting and/or characteristics. The second way is to use fault current limiters with the
distributed generation in order to overcome its impact on the overcurrent protection
without setting modification, protection replacement or using extra communication
features.
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6.1 Modified Recloser Characteristics

Based on proper coordination margin, the recloser has the priority for distribution
system protection before fuse action. The high penetration of DGs into the recloser-
fuse section badly affects the selectivity of the protection scheme between recloser
and fuse. To overcome this problem, it is proposed to move the characteristic of the
recloser slow curve to operate earlier the fuse melting.

6.2 Fault Current Limiters

Fault current limiter (FCL) devices are used to limit fault currents to an acceptable
level. Although they are connected in series with power lines, they provide very
small impedance and power losses under normal operation [32]. Normal operational
losses, reliability, economics, and size should be considered when selecting these
devices. FCLs can also improve the system stability and fault-ride through capability
in addition to the reduction of cost in the case of new installations [33].

There aremany types of FCLswith different strategies [34]. They can be classified
into two main categories, i.e., passive and active, based on their ignition concept.
According to the technology used to increase the series impedance, they are classified
as superconducting fault current limiters (SFCL) [35], magnetic fault current limiters
(MFCL) [36], and solid-state fault current limiters (SSFCL) [37]. Regarding their
impedance seen by the fault current, these FCLs are generally classified as resistive
and inductive types.

7 Fault Current Limiting Using Inverter Control

Since the current limiting scheme considered in this study depends on just controlling
the DG inverter; the DG contribution fault current can be easily restricted without
any additional hardware. Such a limiting concept can be categorized as another type
of the passive FCLs. The objective of the limiting scheme is to reduce inverter output
current during solid short circuits in the network area. This limitation can restrict
the current value to the corresponding inverter rating power or to limit the current
to certain values depending on the inverter terminal voltages. Lower voltage results
in higher limiting currents and, thus, higher allowable DG size, i.e., higher hosting
capacity. This can be achieved by developing a direct relation with the corresponding
per unit terminal voltage.

To highlight the considered FCL technique, Fig. 4 depicts the inverter controller
for limiting its contributing fault current [38]. The major variables that affect the
current level are the direct and quadrature current components. If a voltage dip exists
due to a fault situation, there would be a noticeable increase in the current level in
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order to retrieve the value of the active power set point. This would be featured by a
high value of the direct current component as control action consequences.

The basic idea behind the introduced methodology is to limit the direct current
component during the fault. The limitation methodology is set such that the limited
direct current component is proportional to the per unit voltage dip. This is accom-
plished with the aid of the selector in order to select the direct current either under
normal control operation or under limiting control condition. As shown in the figure,
there are two proposed selectors to choose between positions 1 and 2.

For the selector 2, position 1 represents the normal operation, where the inverter
controls active and reactive power. On other hand, position 2 is selected during fault
conditions and, accordingly, the modified control scheme is activated. The selectors
change their positions based on the monitored voltage level. For example, if the
voltage level is lower than 0.8 pu, indicating a fault condition, the selector is at
position 2. The first selector, at the lift hand side in Fig. 4, is used to maintain
the reference value of the active power at zero level during the fault. This is done to
diminish the reference direct current component to provide a smooth voltage recovery
after the fault clearance. In this case, the reference current will be low at the instant
of recovery to provide a soft building up of the voltage waveforms after clearing the
fault. This control concept is practically evaluated using laboratory setup addressed
in [38]. In order to limit the fault current of IBDG, a factor k, representing the degree
of limiting the fault current, is introduced and expressed by the following equation,

I fDG,i = V k
i · Irated,i (1)
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where Irated,i is the IBDG rated current installed at bus i, I fDG,i is the IBDG fault
current contribution, V is the pu voltage, and k = 0, 1, 2 … etc. k = 0, refers to
limiting the fault current to the rated current of IBDG, while k = 1 refers to limiting
the fault current in proportional to the per unit voltage at IBDG bus multiplied by
the rated current of IBDG. This proportional factor is depicted in the up middle box
in Fig. 4 by a solid curve. For DG higher rating, this factor is suggested to be k =
2 that is proportional to the square of the measured per unit voltage as depicted by
a dashed curve. Such a concept of limiting proportionality as a function of terminal
per unit voltage will be evaluated later.

8 Technical Impacts of DG

The radial distribution system is characterized by the one-way energy flow nature.
This leads to higher voltage regulation. At substations, the insertion of load tap
changing transformers (LTC), line regulators into distribution feeders, and/or shunt
capacitors into feeders or along the line regulates the system voltage [2]. The connec-
tion of DGs may lead to changing the direction and magnitude of real and reactive
power flows. This affects the voltage profile along this feeder. At the customer’s
location, per unit voltage may exceed the primary-side voltage of the distribution
transformer.

The DGs connection may reduce the power losses of the feeder since the
DG provides active and reactive powers. The reduction of losses requires the
determination of an appropriate DGs location in the system [9, 39].

9 Problem Formulation

Multi-objective optimization problems have a set of different optimal solutions. On
the other hand, single-objective problems have a single optimal solution. The optimal
solutions have to be utilized to avoid all terms of the multi-objective problems, which
are instantaneously considered from the point of view of the decision-making. The
decision-makers have resilience to compromise among these terms according to the
system requirements and situation. The main objective of this problem is defining
the hosting capacity of IBDGs according to the coordination margin of existing
protective devices. In addition, the problem combines terms of various nature, such
asmaximizing voltage improvement, minimizing power losses, andminimizing fault
current levels. In the following subsections, the terms of the multi-objective function
and the main constraints will be addressed.
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9.1 Terms of the Multi-objective Function

Mathematically, the proposed optimization problem can be described using four-
term objective functions with three constraints. The four parts are the IBDG unit’s
hosting capacity (F1), the voltage regulation (F2), the total fault current level (F3)
for the distribution system, and the power loss (F4).

The main goal of this chapter is to maximize the hosting capacity and number of
DGs. To achieve this goal, the following function F1 is defined:

F1 =
NDG∑

i=1

DGCi (2)

where, DGCi is the capacity of the ith installed DG in MW and NDG is the number
of DGs.

The second goal of siting and capacity DGs is to improve the voltage level (F2).
It is required to reduce the voltage deviations (|�V |) from the nominal value (Vnom).
The value of the voltage deviations |�V | can be defined as:

F2 = |�V | =
N∑

j=1

∣∣Vnom − Vj

∣∣
Vnom

(3)

where, Vj is the jth bus voltage and N is the number of buses.
Fault current levels of the grid increase based on the DGs capacities and their

location. The equivalent impedance, from the fault point of view, is decreased since
the impedance of DG is represented in parallel with the impedance to the grid at its
insertion point. Regarding the network fault current level, it increases due to DGs
insertion. The related term is the summation of the fault currents from substation
(I fs) and the DG (I fDG) as follows:

F3 = I f =
NDG∑

i=1

(
I fDG

) + I f s (4)

On the contrary, the power losses may be reduced by decreasing lines power flow.
This is achieved by locating the DG units optimally nearby load centers. The losses
also can be decreased by reducing the reactive power flow. This is accomplished by
controlling the generation and absorbed reactive power throughout the network. In
addition, the voltage profile can be improved too. For the power loss term, F4, the
active power losses between ith and jth buses are defined as:

Plossi− j + j Qlossi− j = Si− j + Sj−i (5)
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F4 =
N∑

j=0

N∑

i=1

(
Plossi− j

)
(6)

Then, the general multi-objective function can be given based on the four terms
as follows:

max(F) = max(W1 · F1 − W2 · (C2 · F2) − W3 · (C3 · F3) − W4 · (C3 · F4)) (7)

where W1, W2, … are weights of positive constants for maximization problem. C2,
C3, and C4 are scaling factors. These factors are assigned in terms of the objective
function in order to obtain the same effect on fitness function [26]. The first part has
to be maximized, while the other three parts have to be minimized.

To achieve the DGs capacity limits and location in radial systems, the multi-
objective function (F) becomes:

F = W1

NDG∑

i=1

DGCi − W2

(
C2 ·

N∑

i=1

|Vnom - Vi |
Vnom

)

− W3

(
C3.

(
NDG∑

i=1

(
I fDG

) + I f s

))
− W4

⎛

⎝C4 ·
N∑

j=0

N∑

i=1

(
Plossi− j

)
⎞

⎠ (8)

9.2 System Constraints

The first constraint is the Fuse-Recloser coordination margin given as:

tfuse − treclfast ≥ min _CMfusereclfast (9)

where tfuse is the operating time of fuse in seconds, treclfast is the recloser fast curve
operating time, min _CMfusereclfast is the minimum margin between recloser and fuse.
The second constraint is Relay-Recloser coordination that is given as:

max _CMrelayrecl ≥ trelay − treclslow ≥ min _CMrelayrecl (10)

where trelay is the relay operating time, treclslow is the slow curve operating time of
recloser; min _CMrelayrecl and max _CMrelayrecl are minimum and maximum margins
between recloser and relay. The third constraint is related to voltage limits. The
voltages at buses depend on voltage regulation limits and should be within specified
limits as [40]:
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Vmin ≤ Vi ≤ Vmax (11)

where, Vmin and Vmax are the minimum and maximum voltage limits, respectively.
The allowable voltages are within 0.95–1.05 pu limits [41].

10 Solution of the Optimization Problem Using GA
and Proposed Framework

The genetic algorithm (GA) is a numerical optimization algorithm that is inspired by
both natural genetics and natural selection with the parallel searching method. For
directing the population toward convergence to the global optimum solution, Real-
Coded Genetic Algorithms (RCGA) are preferred [40]. The “initialization”, “selec-
tion”, “crossover and mutation”, and “evaluation” processes are the main procedures
in this algorithm.

Multi-population RCGA [18] leads the population to the global optimum solution.
Moreover, the multi-population construction enhances the obtained results quality,
which is employed in this chapter. Rendering this framework, the individuals migrate
every population between subpopulations to interchange information among them.
Other techniques as Particle Swarm Optimization (PSO) could be characterized by
simple construction. The convergence of PSO speed is faster and, in addition, it
needs less parameters identification. However, these techniques could easily fall into
local-optimal solutions in the first iterations unlike GA. In general, GA is preferred
compared to other techniques for highly constrained formulations such as the adopted
problem.

In terms of amulti-objective function, the optimization problem can be formulated
considering fault current limits,DGspenetration limits, voltage regulation, andpower
losses. Moreover, the inequality constraints (∅CM) are considered with the coordina-
tion margin of protective devices. The formulation and declaration of the coordina-
tion margin for the recloser-relay and the constraints representing fuse-recloser are
discussed in [42]. The fitness function can be formulated as:

fitness = F − W5∅CM(x) (12)

When the violation to protection constraint happens, the value W5 takes a non-
zero. For excluding a certain term from the objective function, the corresponding
weight factor, i.e., W2, W3, and/or W4, is set to zero, except the first term.

Attaining the final solution of the genetic model and creating new individuals
are the main jobs of genetic operators. The framework is outlined as follows. For
the population of chromosomes, the random initialization is the first stage. After
that, the evaluation of fitness for all individuals (chromosomes) is performed in the
population. Using an individual GA search, the selection is done with the conjecture
of natural selection and genetics. The genitors are chosen as the chromosomes for
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reproduction. Finally, by modifying and combining the genetic code of the operators
(crossover and mutation), they could manipulate the selected individuals. For one
generation, this cycle is defined and repeated until reaching the stop criterion. Figure 5
illustrates the outlines of the proposed framework. The genetic operators generate
new individuals and provide the final solution of the genetic model.

The steps of the random initialization are presented as:

• Reading system data.
• Performing load flow, short circuit, and protection settings.
• Setting coordination margins among protective devices.
• Inserting DG and initializing chromosome population randomly.

Perform Load flow, short circuit, coordination margin, voltage 
profile, power losses, and total fault current calculations

Perform Load flow, short circuit, coordination margin, voltage 
profile, power losses, and total fault current calculations

No
Print unit output power and power flow

Stop

Start

Read system data

Perform Load flow, short circuit and 
protection devices sitting calculations

Calculate the coordination margin (CM) 
between the protection devices without DG

Insert DG buses.
Initialize chromosome population randomly

Evaluate fitness function (Eqn. (12))

Select Parent from the population

Creation of offspring chromosomes via 
crossover & mutation

Yes

Evaluate fitness function (Eqn. (12))

Termination 
criteria satisfied?

Extract offspring 
population's fitness 
statistics & perform 

crossover and 
mutation

Fig. 5 Flowchart of GA evaluation process for the proposed framework
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The steps of population evaluation are performed as follows:

• Performing load flow to calculate the voltage values, power losses, and voltage
levels during fault.

• Performing short circuit calculations to obtain the coordination margin and total
fault current.

• Calculating the coordination margin (CM) between the protection devices
considering the DG penetration.

• Evaluating fitness function as given by (12).

Generally, for calculating the power losses, voltage values, and pre-fault voltage,
the optimal power flow is developed for each individual. This step depends
on updating the system data when inserting the DG units through cables and
transformers.

11 Investigated Overhead Distribution System

Nediba feeder is selected as the case study, which represents a typical Egyptian
overhead distribution system supplied from a substation 66/11 kV (Khairy). The
adopted system one-line diagram is given in Fig. 6 containing one underground
cable, 45 overhead sections, and 47 buses. The MATLAB® code is the simulation
tool used for the adopted distribution system. A current of about 196 A is supplied
through the feeder. A 16 km-AluminumConductor Steel Reinforced (ACSR70/12) is
presented as the overhead transmission line.With an impedance of 10%A, a delta/star
transformer 25 MVA, 66/11 kV is used. A recloser and a fuse are put at 10.65 and
13.5 km, respectively. A detailed description of the system is given in [28].

In the main feeder and at arbitrary locations, a DG is connected with a trans-
former having a similar rating. The delta/star earthed 11/0.4 kV transformer is used,
where the zero-sequence loop is opened using the delta winding on the utility side at
transformer point in the distribution feeder during earth faults (phase to earth fault
type). For a three-phase fault, the investigation is carried out due to the highest fault
current.

For all fault places such as in the fuse section, the recloser has to be coordinated
with the fuse on the main line, where the recloser and fuse currents are closed to each
other. The corresponding time of operation for the recloser and fuse fault currents is
illustrated in Fig. 7 [28]. On the fuse section and for the whole range of fault currents,
both devices must be coordinated. Considering the characteristics of recloser curves,
the coordination procedure can be obtained. For a fast recloser curve and aided with
the characteristics given in [42], the current setting is selected as 140 A and the time
multiplier (Km) is set as 0.05.

For the slow recloser curve, the current setting is selected as 250 A and the time
multiplier (Km) is set as 0.15. For the whole range of fault currents in the fuse section,
with the 100 A fuse characteristics (defined in [42]), the recloser setting is selected to
get the coordination. In a similar manner, the setting current of the feeder relay curve
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Fig. 7 Relay, recloser, and fuse characteristics [28]

is chosen as 390 A and the time multiplier (Km) is set as 0.14. To get the coordination
with the slow curve characteristics of the recloser, the relay setting is chosen. Due
to the time difference allowed between the minimum melting (MM) of the fuse and
the recloser fast curve, the minimum margin between fuse and recloser is obtained
as 0.2 s. Without causing any effect for the protection coordination, the rating limits
of DGs penetration should be studied.

12 Performance Analysis and Discussion

The siting and sizing problem of the DG units is solved using meta-heuristic opti-
mization techniques. The GA is used to solve this problem regarding the following
three cases. The first case is when the DG is located in recloser-fuse region, while
it is located in feeder-relay-recloser region in the second case. In the third case, the
DGs are located along the feeder. These cases are studied to evaluate the effect of
DGs on the recloser-fuse coordination and feeder relay-recloser coordination. The
fault locations (F1 and F4), shown in Fig. 6, refer to these cases.

Different weight values are assigned to objective function terms in order to obtain
the same effect on fitness function. From experience, the proposed weight values are
set as: summation of maximum limits of DGs ratings: W1 = 0.25, voltage values:
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W2 = 0.25, total system fault current: W3 = 0.25, power losses: W4 = 0.25, and
coordination margin constraint between protective devices: W5 = 1000.

12.1 Case 1: DGs Located in Recloser-Fuse Region

As can be expected, the fuse operating time is reduced when the DGs capacity
increases for faults at F1. Conversely, the DGs capacity has almost no effect on the
recloser operating time since the fault is simulated at the terminals of DGs. Generally,
the network fault current is reduced with the higher terminal voltage of recloser. The
coordination between recloser and feeder-relay is preserved for a wide range of DG
capacities since their operating times are decreased at the same time. On the other
hand, there will be no difference regarding the recloser and feeder-relay since they
will have the same fault currents because DG is located at fuse terminals only.

Figure 8 shows the maximum hosting capacity of a single synchronous generator
(SG) and IBDG based on FCL at different locations in recloser-fuse region with a
fault at F1. In case of SG, the maximum capacity of DG that can be installed in
the recloser-fuse zone is 0.1483 MW at bus 23 alone. Alternatively, the maximum
hosting capacity of DG unit at bus 17 alone is 0.4618 MW. This capacity satisfies
the coordination between the recloser and fuse for conventional protection scheme.

Figure 9 shows the maximum limits of a single IBDG unit at different locations
with a fault at worst condition, which is F1 for a factor k equals to 0 and downstream
fault for k equal to 1. The worst fault condition for k > 0 is that the fault occurs far
from theDG location at the downstreamdirection. Since the line impedance produces
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voltage at the DG location and the limitation current depends on the multiple of V k

and the IBDG rated current, this limitation value is decreased when the fault occurs
at the far end.

When a fault occurs at the upstream section, the voltage is extremely reduced
during the fault occurrence. Then, the maximum capacity of IBDG can be increased
by increasing the level of fault current limitation, i.e., the decrease in the value
of V k . When a fault occurs at the extremely downstream location, the voltage is
increased during the fault occurrence. The current limitation will not be high and
miscoordination between protective devices occurs due to decreasing the level of
fault current limitation.

Referring to the results in Fig. 9, themaximum capacity of the IBDG is recognized
when located at bus 23 alone in two cases. In the first case, where k = 0, the unit
current is limited to the rated value. In this case, the maximum capacity is found to be
0.15MW. In the second case, where k = 1, the unit current is maintained proportional
to the per unit terminal voltage. Accordingly, the maximum capacity is significantly
increased to be 19.96 MW. Alternatively, the maximum capacities of IBDG with
FCL unit at bus 17 alone for rated and proportional limits are, respectively, 1.81 and
12.73 MW. These results confirm that limiting the fault current of the DG has the
ability to provide larger capacities. Themaximum capacity of IBDG can be increased
by increasing the level of fault current limitation, i.e., decreasing the value of V k .
This can be accomplished by increasing the factor k and/or decreasing the per unit
terminal voltage by locating the IBDG closer to the fuse location.
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Figure 10 shows the variation of factor k with different locations of a single IBDG.
This relation is obtained under the condition that all IBDG units have the same rating
at all buses. The evaluation is carried out to limit the fault current according to the
pu terminal voltage. Accordingly, the inverter mode of operation depends on the
computation of rms values of phase and line voltages. Then, the computation of pu
values is achieved in order to select theminimum one that limits the fault current. The
voltage is extremely reduced during the fault occurrence, with the DG is located at
downstream bus. Accordingly, the inverter current is increased as shown in Table 1.
The factor k is computed depending on the selected current rating of IBDG,measured
per unit voltage, and obtained fault current at this bus. The selected IBDG rating is
20 MW at bus 17 as shown in Table 1. The factor k has highest value of 1.73, where
IBDG is located near recloser location, while it is decreased to 1 when IBDG is
placed near the fuse location.

Table 2 shows the limits of IBDG rating for different locations in recloser-fuse
region and different values of factor k for a fault under worst conditions. The best
location and maximum hosting capacity of the IBDGs are achieved by the combina-
tion of DG units by saving the coordination margin between fuse and reclosure. In

Table 1 IBDG terminal voltage, minimum voltage, and power losses during normal operation and
fault occurrence under worst conditions

DG location Bus 17 Bus 18 Bus 19 Bus 20 Bus 21 Bus 22 Bus 23

VDG-f (pu) 0.54 0.53 0.48 0.44 0.42 0.31 0.25

Min. V (%) 97.71 97.78 97.64 97.39 97.28 96.7 96.4

Ploss (MW) 0.087 0.087 0.089 0.093 0.095 0.11 0.12

Qloss (Mvar) 0.134 0.142 0.157 0.172 0.18 0.22 0.247
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Table 2 IBDG penetration limits with different DG locations in recloser-fuse region with a fault
under worst conditions based on FCL

DG location Bus 17 Bus 18 Bus 19 Bus 20 Bus 21 Bus 22 Bus 23

P (MW) k = 0 0 1.76 0 0 0 0 0

k = 1 4.32 1.51 3.57 0.74 0.77 0.90 3.87

k = 2 8.89 3.21 8.13 1.89 2.06 3.27 17.45

VDG-f (pu) 0.49 0.47 0.44 0.39 0.38 0.28 0.22

Min. V (%) 98

Ploss (MW) 0.067

Qloss (Mvar) 0.126

conclusion, k = 2 results in the maximum penetration level of DG and all relations
are incorporated in the objective function as illustrated in Table 2.

The DG power generation enhances the voltage levels in the system as indicated
by “min V (%)” in the table evaluated at different buses in most cases. This is
attributed to the ability of IBDG to produce reactive power during normal operation.
Furthermore, the increasing of IBDG penetration reduces active and reactive power
losses in the feeder. The main reason of power losses reduction is the reduction of
power flows through the system. Nevertheless, the fault current level is enlarged in
the feeder with the IBDG penetration increase.

Table 2 illustrates the total fault at the faulty bus and the minimum value of the
feeder voltages from substation to fuse location. Likewise, the voltage and fault
current values under the best situation from the point of view of the multi-objective
function are shown in this Table. Due to the consideration of a multi-objective func-
tion comprisingdifferent terms at the same time, all performance indices are enhanced
with different degrees consistent with the weight factors.

To verify the validity of various cases concerning protection coordination, the
fault currents of the fuse and recloser are investigated for a fault at F1 after inserting
a 0.15 MW IBDG unit at bus 23 as an example. Figure 11 shows the recloser-fuse
coordination margin for a 0.15 MW IBDG unit at bus 23 with a fault at F1, where
the coordination margin is satisfied. The fault current values sensed by the recloser
and fuse are 858.91 A and 970.8 A, respectively, where the IBDG injects a current of
7.85 A that is the critical current before the miscoordination. The per unit terminal
voltage during the fault is 0.001 pu at bus 23. Hence, the rating current of the IBDG
is proportional to the fault current contribution of DG for k = 0.

Similar results are obtained for different capacities and DG locations with higher
values of factor k. For the case when k equals 1 to limit the fault current to 7.85 A,
the maximum capacity is 19.96 MW, with a rated current of 1047.9 A. When k
equals 2 and to limit the fault current to the same level, the maximum capacity can
be increased to 79.21 MW with a rated current of 4158.5 A. The per unit terminal
voltage during the fault (under the worst conditions) is 0.25 pu at bus 23 as shown
in Fig. 6. Actually, the presented capacities of IBDG are not practical choices due to
their high values. In both cases, i.e., k= 1 and k = 2, the high currentsmay activate the
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protective devices during the normal operation. In addition, the conductor capacity
cannot withstand these values of currents. The analysis presented here is to ensure
that very high capacities of IBDGs can be installed without affecting the protection
coordination considering the proposed strategy. Thus, the capacity of these units can
be chosen according to technical and economic aspects without any restrictions from
the protection system.

The practical constraints, such as transmission line maximum limits, must be
taken into consideration when defining appropriate size taking into account that
the capacity of IBDG units is restricted by the network rated power. According to
Fig. 12, the recloser-fuse CM is improved with increasing the factor k with the same
capacity of IBDG unit located at bus 23. The most acceptable and commonly used
coordination margin between protective devices is 0.35 s. This value is achieved at
a factor “k” of 0.44 at IBDG capacity of 3.5 MW, which is about 33% of the total
load. This value is selected since many researches recommend a level around 30%
for the maximum contribution of DG units.

12.2 Case 2: DG Located in Relay-Recloser Region

Once the fault happens at F1, the reclosure and fuse operating times are reduced with
the IBDG rating increase when it is placed in the relay-recloser zone. The protective
devices operating times are reduced when IBDG units are placed near the relay, and
they are increasedwhen IBDGunits are positioned near the recloser. This is due to the
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Table 3 Limits of DG penetration with different IBDG positions at one bus in relay-recloser region
and fault locations at F1

DG location Bus 4 Bus 7 Bus 10 Bus 11 Bus 12 Bus 13 Bus 14 Bus 15 Bus 16

P (MW) k = 0 9.48 5.96 4.73 4.30 3.94 3.54 2.77 2.57 2.38

k = 1 11.57 9.13 8.07 7.76 7.53 7.33 7.21 7.23 7.29

k = 2 14.11 13.98 13.77 13.99 14.39 15.20 18.75 20.36 22.32

VDG-f (pu) 0.82 0.65 0.59 0.55 0.52 0.48 0.38 0.36 0.33

lower fault current contribution from IBDG since the fault path is longer. According
to Table 3, the DG rating maximum limit that fulfills the coordination between the
recloser (fast curve) and fuse equals 9.48 MW for a factor k equals 0.

For any fault under the worst conditions (F4 or downstream of this section),
there is no change in the fault current through feeder-relay from the value without
IBDG placed near recloser but the recloser fault current will rise. The IBDG rating
maximum limit that fulfills the coordination between the relay and recloser (slow
curve) is 3.54 MW for a factor k equals 0 as shown in Table 4. The maximum limit
of IBDG rating is reduced from 9.48 MW to 3.54 MW to achieve all coordination
margins. From these Tables, the best choice of the distributed generation is an IBDG
unit in the relay-recloser section close to the relay.

The per unit voltage during fault is increased when IBDG is located near relay
location as shown inTable 3. This occurs since the IBDG is located near the substation
and the fault occurs after the fuse location. The IBDG siting is determined depending
on the IBDG bus voltage during fault, since the inverter control implementation
depends on the per unit voltage during fault. The allowable location for IBDG unit
is restricted by the bus per unit voltage during fault. The IBDG can be located at
all buses that have, during fault, voltage values lower than or equal to their voltage
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Table 4 Limits of DG penetration with different IBDG locations at one bus in relay-recloser region
and fault locations at F4 based on FCL

DG location Bus 4 Bus 7 Bus 10 Bus 11 Bus 12 Bus 13 Bus 14 Bus 15 Bus 16

P (MW) k = 0 3.54 3.17 3.03 2.96 2.89 2.81 2.64 2.60 2.57

k = 1 3.80 4.23 4.29 4.31 4.33 4.32 4.32 4.29 4.29

i = 2 5.62 7.66 8.61 9.14 9.74 10.62 13.72 14.95 16.56

VDG-f (pu) 0.58 0.68 0.55 0.50 0.47 0.44 0.41 0.31 0.29

Min. V (%) 91.14 93.79 94.68 95.08 95.47 95.95 97.04 97.33 97.59

Ploss (MW) 0.27 0.27 0.24 0.24 0.23 0.23 0.23 0.22 0.22

Qloss (Mvar) 0.49 0.49 0.51 0.52 0.52 0.52 0.52 0.53 0.51

setting. As shown in Table 3, if the voltage setting value is 0.8 pu, IBDG can be
located at buses 7–16 since their voltages during fault are lower than the setting
value. On the other hand, IBDG can be located at all buses if the setting voltage is
0.9 pu [19]. The setting voltage is determined by the system operator. The remaining
results show the maximum capacity of IBDG without considering the pu voltage
during fault.

Table 5 demonstrates the limits of IBDG penetration at different DG locations in
the relay-recloser zone for a fault at F4. Therefore, the best location and maximum
sizing of the DGs are a group of IBDG units saving a suitable coordination margin
between recloser and relay. Considering only the IBDG capacity and neglecting the
voltage values, total fault current and power losses in the objective function result
in locating the IBDG near the relay. Conversely, considering the voltage levels, total
fault current and power losses cause the IBDG to be located near the recloser. Table
5 illustrates the active and reactive power loss, total fault current, and minimum
voltages with different DG locations in the relay-recloser region and a fault at F4.

Table 5 IBDG penetration limits with different DG positions in relay-recloser region with a fault
under worst conditions of F4 based on FCL

DG location Bus 4 Bus 7 Bus
10

Bus
11

Bus
12

Bus
13

Bus
14

Bus
15

Bus 16

P (MW) k = 0 0 0 0 0 0 0 0 0 2.57

k = 1 0 0 0 0 0 0 0 0 4.29

k = 2 0 0 0 0 0 0 0 0 16.56

VDG-f (pu) – – – – – – – – 0.26

Min. V (%) 98

Ploss (MW) 0.22

Qloss (Mvar) 0.51
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12.3 Case 3: DG Located Along the Feeder

Limits of IBDG-capacity for different DG locations along the feeder for a fault at F1

considering all objective function terms are illustrated in Table 6. The best alternative
is the distribution of units at different buses saving coordination margin between fuse
and reclosure. As in Table 6, maximum DG penetration is achieved when 3 units are
connected at different buses around the recloser location. Conversely, the capacity
of IBDG units is taken as a ratio of maximum capacity when located in the relay-
recloser region. This ratio, which considers the coordination for the entire feeder, is
attained from a single unit positioned at bus 16. Total fault current, the active and
reactive power loss and voltage levels minimum value with different DG locations
in the relay-recloser region and a fault at F4 are also shown in Table 6.

The results show that, with IBDG units and maintaining the conventional protec-
tion scheme, the voltage values and power losses are improved in case 1 and case
3 compared to case 2. This is due to the insertion of DG units with high capacity
beside load centers (along the feeder).

Table 7 summarizes the hosting capacity of a single and multi-IBDG compared
with the conventional DG. As shown from this table, for conventional DG and IBDG,
the hosting capacity is increased when moving closer to the upstream protective
devices (bolded numbers for DG and IBDG). On the other hand, for a single proposed
IBDG, the hosting capacity is increased when moving closer to the downstream
protective devices (the bolded number for proposed IBDG). This can be achieved by
increasing the degree of limitation by locating the IBDG closer to the fuse location.
Accordingly, the optimal hosting capacity is defined along feeder regarding themulti-
objective function as shown in the last row of Table 7, where the voltage values and
power losses are improved.

Table 6 IBDG penetration limits with different DG positions along feeder

DG location Bus 16 Bus 17 Bus 18 Bus 19 Bus 20 Bus 21 Bus 22 Bus 23

P (MW) k = 0 2.21 0.26 0.10 0.16 0 0 0 0

k = 1 4.14 2.22 2.66 3.00 0.86 1.09 1.86 1.11

k = 2 7.99 4.39 5.30 6.48 2.09 2.78 6.38 4.91

VDG-f (pu) 0.52 0.51 0.50 0.46 0.41 0.39 0.29 0.23

Min. V (%) 98.09

Ploss (MW) 0.068

Qloss (Mvar) 0.1246
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Table 7 Summary of DG hosting capacity at different locations with a fault at worst condition and
k = 2 with different region

DG location Bus16 Bus17 Bus18 Bus19 Bus20 Bus21 Bus22 Bus23

For single DG

SG 1.14 0.4618 0.4451 0.3712 0.3105 0.2897 0.1903 0.1483

IBDG 2.57 1.81 1.76 1.48 1.21 1.1 0.49 0.15

Proposed
IBDG

16.56 23.7 24.24 27.39 31.33 33.58 53.94 79.21

For multi-IBDG Sum
of
max
limits

Recloser-fuse – 8.89 3.21 8.13 1.89 2.06 3.27 17.45 44.9

Along feeder 7.99 4.39 5.30 6.48 2.09 2.78 6.38 4.91 40.32

13 Summary

A new algorithm for optimal renewable energy locations is proposed to increase the
hosting capacity of DG units. The algorithm is successfully established to deter-
mine the number, locations, and maximum capacity of the DGs for inserting DG-
based inverter in distribution systems. This scheme is based on formulating a multi-
objective function using both protection and technical considerations. Technical
aspects include minimizing line loss, improving voltage levels, and maximizing
capacity of inserting DG-based inverter without replacing the existing protection
system.The analysis recommends that themaximum levels of IBDGs can be achieved
when located near recloser location without considering other factors for low degree
of limitation. On the other hand, for high degree of limitation, the IBDG maximum
capacity location is close to the fuse location. The more limitation of IBDG fault
current at a certain location, the more allowable IBDG capacity can be installed
in this location. This is valid up to certain practical constraints that consider other
technical and economic limits. The maximum capacity of IBDG can be increased
by increasing the level of fault current limitation. This can be accomplished by
increasing the degree of limitation and/or decreasing the per unit terminal voltage
during fault by moving the IBDG closer to the fuse location, where the voltage level
is lower.

References

1. H.A. Abdel-Ghany, A.E.F. Hamad, A.M. Azmy, Evaluating the effect of considering repairing-
fault periods on calculating technical losses in medium-voltage feeders of ring distribution
networks. Electr. Power Syst. Res. 196, 107192 (2021)

2. N.I. Elkalashy, N.F. Sherbilla, A.I. Taalab, T.A. Kawady, Distributed generation with fault



170 H. A. Abd el-Ghany et al.

current limiter impacts on recloser–fuse protection for distribution feeder, in Proceedings of
the 15th International Middle East Power Systems Conference (MEPCON’12), Alexandria
University, Egypt, pp. 23–25 (2012)

3. S.A.M. Javadian, M.R. Haghifam, S.M.T. Bathaee, M.F. Firoozabad, Adaptive centralized
protection scheme for distribution systems with DG using risk analysis for protective devices
placement. Int. J. Electr. Power Energy Syst. 44(1), 337–345 (2013)

4. A. Kamel, M.A. Alaam, A.M. Azmy, A.Y. Abdelaziz, Protection coordination for distribution
systems in presence of distributed generators. Electr. Power Compon. Syst. 41(15), 1555–1566
(2013)

5. S. Kwon, C. Shin, W. Jung, Evaluation of protection coordination with distributed genera-
tion in distribution networks, in Proceedings of the 10th IET International Conference on
Developments in Power System Protection (DPSP 2010), pp. 74–78 (2010)

6. A.F. Naiem, Y. Hegazy, A.Y. Abdelaziz, M.A. Elsharkawy, A classification technique for
recloser-fuse coordination in distribution systems with distributed generation. IEEE Trans.
Power Delivery 27(1), 176–185 (2011)

7. IEEE Standard for Interconnecting Distributed Resources with Electric Power Systems, IEEE
Std. 1547–2003, Jul. 2003

8. S. Katyara, L. Staszewski, Z. Leonowicz, Protection coordination of properly sized and placed
distributed generations–methods, applications and future scope. Energies 11(10), 2672 (2018)

9. M.A. Gana, U.O. Aliyu, G.A. Bakare, Integration and evaluation of the impact of distributed
generation on the protection system of distribution network with DG Using Etap. Eng. Appl.
Sci. 4(2), 44–51 (2019)

10. H. Zayandehroodi, A. Mohamed, H. Shareef, M. Mohammadjafari, M. Farhoodnea, A novel
protection coordination strategy using back tracking algorithm for distribution systems with
high penetration of DG, in 2012 IEEE International Power Engineering and Optimization
Conference Melaka, Malaysia, pp. 187–192. IEEE (2012)

11. P.T. Manditereza, R. Bansal, Renewable distributed generation: the hidden challenges—a
review from the protection perspective. Renew. Sustain. Energy Rev. 58, 1457–1465 (2016)

12. A.E. Momesso, W.M. Bernardes, E.N. Asada, Fuzzy-based non-communicating adaptive
overcurrent relay. IFAC-PapersOnLine 51(28), 315–320 (2018)

13. M. Chandran, S. Kumar, P. Somasundaram, Smart and adaptive over current protection for
distribution system with distributed generation. Int. J0 Adv. Res. Electr. Electron. Instrument.
Eng. 3(2), 102–111 (2014)

14. S. Mitra, P. Chattopadhyay, Design and implementation of flexible numerical overcurrent relay
on FPGA. Int. J. Electr. Power Energy Syst. 104, 797–806 (2019)

15. M. Firouzi, G.B. Gharehpetian, Improving fault ride-through capability of fixed-speed wind
turbine by using bridge-type fault current limiter. IEEE Trans. Energy Convers. 28(2), 361–369
(2013)

16. J.C. Hernández, J. De la Cruz, B. Ogayar, Electrical protection for the grid-interconnection of
photovoltaic-distributed generation. Electr. Power Syst. Res. 89, 85–99 (2012)

17. M. Abedini, M.H. Moradi, S.M. Hosseinian, Optimal management of microgrids including
renewable energy scources using GPSO-GM algorithm. Renew. Energy 90, 430–439 (2016)

18. A.E.F. Hamad, H.A. Abdel-Ghany, A.M. Azmy, Switching strategy for DG optimal allocation
during repairing fault periods on loop distribution networks. Int. Trans. Electr. Energy Syst.
27(12), e2454 (2017)

19. G.A. Quiroga, C.F.M. Almeida, H. Kagan, N. Kagan, Protection system considerations in
networks with distributed generation, in Electric Distribution Network Management and
Control (Springer, Singapore, 2018), pp 255–280

20. Y. Mohammadi, R.C. Leborgne, Improved DR and CBMmethods for finding relative location
of voltage sag source at the PCC of distributed energy resources. Int. J. Electr. Power Energy
Syst. 117. 105664 (2020)

21. H.R. Baghaee, M. Mirsalim, G.B. Gharehpetian, H.A. Talebi, MOPSO/FDMT-based Pareto-
optimal solution for coordination of overcurrent relays in interconnected networks and multi-
DER microgrids. IET Gener. Transm. Distrib. 12(12), 2871–2886 (2018)



Identifying Hosting Capacity of Renewable DG Units … 171

22. A. Kadri, H. Marzougui, A. Aouiti, F. Bacha, Energy management and control strategy for a
DFIG wind turbine/fuel cell hybrid system with super capacitor storage system. Energy, 192,
116518 (2020)

23. IEEE guide for the operation, classification, application, and coordination of current-limiting
fuses with rated voltages 1–38 kV, IEEE Std C37.48.1-2002

24. P. Basak, S. Chowdhury, S.H. nee Dey, S.P. Chowdhury, A literature review on integra-
tion of distributed energy resources in the perspective of control, protection and stability of
microgrid. Renew. Sustain. Energy Rev. 16(8), 5545–5556 (2012)

25. N. Femia, G. Petrone, G. Spagnuolo, M. Vitelli, Power Electronics and Control Techniques for
Maximum Energy Harvesting in Photovoltaic Systems (CRC Press, 2017)

26. J.A. Smith, M.H. Nehrir, V. Gerez, S.R. Shaw, A broad look at the workings, types, and
applications of fuel cells, in IEEE Power Engineering Society SummerMeeting, vol. 1, pp. 70–
75. IEEE (2002)

27. H.A. Abdel-Ghany, A.E. ELGebaly, I.B. Taha, A new monitoring technique for fault detection
and classification in PV systems based on rate of change of voltage-current trajectory. Int. J.
Electr. Power Energy Syste. 133, 107248 (2021)

28. H.A. Abdel-Ghany, A.M. Azmy, Defining the practical constraints of inserting DG units in
distribution systems regarding protection schemes. Int. Trans. Electr. Energy Syst. 25(12),
3618–3629 (2015)

29. D. Isle, M. Vaziri, M. Zarghami, S. Vadhva, Review of concepts to increase distributed genera-
tion into the distribution network, in 2014 Sixth Annual IEEEGreen Technologies Conference,
pp. 118–125. IEEE (2014)

30. M.Y. Shih,A.Conde, C.Ángeles-Camacho, E. Fernandez, Z. Leonowicz, F. Lezama, J. Chan,A
two stage fault current limiter anddirectional overcurrent relay optimization for adaptive protec-
tion resetting using differential evolution multi-objective algorithm in presence of distributed
generation. Electric Power Syst. Res. 190, 106844 (2021)

31. M. Sadeghi, M. Abasi, Optimal placement and sizing of hybrid superconducting fault current
limiter for protection coordination restoration of the distribution networks in the presence of
simultaneous distributed generation. Electr. Power Syst. Res. 201, 107541 (2021)

32. D. Baimel, N. Chowdhury, J. Belikov, Y. Levron, New type of bridge fault current limiter with
reduced power losses for transient stability improvement of DFIG wind farm. Electr. Power
Syst. Res. 197, 107293 (2021)

33. B. Tipo, J. Li, B. Qin, Fault ride through capability enhancement of doubly fed wind generator
using hybrid protection circuits, in 2019 IEEE 8th International Conference on Advanced
Power System Automation and Protection (APAP), pp. 1200–1203. IEEE (2019)

34. J.H. Teng, C.N. Lu, Optimum fault current limiter placement with search space reduction
technique. IET Gener. Transm. Distrib. 4(4), 485–494 (2010)

35. H. Ge, K. Yang, M. Junaid, Y. Tan, Z. Liu, Y. Geng, J. Wang, A quenching recovery time test
method for resistive type superconducting fault current limiters used in DC circuit, in 2017 4th
International Conference on Electric Power Equipment-Switching Technology (ICEPE-ST),
pp. 393–396. IEEE (2017)

36. J.R. Prigmore, J.A.Mendoza,G.G.Karady,Comparison of four different types of ferromagnetic
materials for fault current limiter applications. IEEE Trans. Power Delivery 28(3), 1491–1498
(2013)

37. H.T. Tseng, J.F. Chen, Quasi-bridge-type fault current limiter for mitigating fault transient
phenomena. IET Gener. Transm. Distrib. 8(8), 1377–1391 (2014)

38. M.S. Abbas, Limiting Effects of Renewable Distributed Generation on the Performance of
Protective Relaying (Thesis, Faculty of Engineering, Minoufiya University, Egypt, M. Sc,
2014)

39. M.A. Abdelkader, M.A. Elshahed, Z.H. Osman, An analytical formula for multiple DGs
allocations to reduce distribution system losses. Alex. Eng. J. 58(4), 1265–1280 (2019)

40. A.H. Abdel-Ghany, A.M. Azmy, M. Saad, Optimal dg deployment based on technical and
economic considerations with daily load variation. Int. J. Eng. Res. Africa Trans. Tech.
Publications Ltd. 45, 115–131 (2019)



172 H. A. Abd el-Ghany et al.

41. S.A. Hosseini, S.S.K. Madahi, F. Razavi, M. Karami, A.A. Ghadimi, Optimal sizing and siting
distributed generation resources using amultiobjective algorithm. Turk. J. Electr. Eng. Comput.
Sci. 21(3), 825–850 (2013)

42. H.A. Abdel-Ghany, A.M. Azmy, N.I. Elkalashy, E.M. Rashad, Optimizing DG penetration in
distribution networks concerning protection schemes and technical impact. Electr. Power Syst.
Res. 128, 113–122 (2015)



Management of Distributed Generation
for Smart Buildings

Ahmed M. Azmy

Abstract Small and modular Distributed Generation (DG), such as fuel cells, can
be used for onsite service within smart buildings to cover a part of the electrical
and thermal load demand. In this case, the optimal capacity and output from the
used generating unit(s) can be calculated to supply a part of load demand, where the
excess/lack of power is exported to/imported from the utility. Minimization of the
energy price is a main target in this case to achieve win–win situation and to enable
DG units to participate as a source of power with the utility. This can be achieved by
the optimalmanagement of the daily performance of the candidateDGunit(s), such as
proton exchange membrane (PEM) fuel cells located in smart buildings. The process
could be developed to includemulti-DGunits in the building in a cooperativemanner.
The simultaneous generation of electrical and thermal energy has to consider the load
requirements in an economic framework. Smart meters are required to account for
the surplus/shortage energy that is exported to/imported from the utility, respectively.
The main challenge when using such units in residential applications is their high
cost. Therefore, the management process depends on an accurate economic model
to describe all operating costs considering both electrical and thermal relations. Due
to the discontinuity and nonlinearity of the model, a robust optimization tool has to
be utilized.

Keywords Performance management · Performance optimization · Proton
exchange membrane (PEM) fuel cells · Smart buildings · Smart grids
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Co&mfc,i Overall daily operating andmaintenance cost of FCat home “i” ($/day)
Cpurc,i Overall daily cost of purchased electricity for home “i” ($/day)
Csold,i Overall daily revenue due to sold electricity by home “i” ($/day)
CTOTAL The overall daily operating cost of entire system ($/day)
DS The data size (bytes)
FCo&m Daily operation and maintenance constant of PEMFC ($/kWh)
L The required latency
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Nmax,i The maximum number of start and stops allowed for the FC at home

“i” per day
NR The network data rate (bps)
n Number of residential homes included in the study
n(start−stop),i The number of starts and stops of FC at home “i” per day
NU The number of unknowns
Paux,i Electrical power consumed by auxiliary devices of FC at home “i”

(kW)
Pel,J ,i Electric power produced by DG units at home “i” at interval “J” (kW)
Pexcess The surplus thermal power that is stored as hot water or dissipated

(kW)
Pfc(elect),i Produced electric power in FC at home “i” (kW)
Pfc(therm),i Output thermal power from FC in home “i” (kW)
Pgrid,i Purchased/Sold electric power from/to the grid in home “i” (kW)
Pi ,J−1 The power generated by the FC in home “i” at interval “J−1” (kW)
PJ ,i FC electrical power at home “i” at interval “J” (kW)
Pload(elect),i Electric load demand in home “i” (kW)
Pload(therm),i Thermal load demand of home “i” (kW)
Pmax,i Maximum limit of generated power from FC at home “i” (kW)
Pmin,i Minimum limit of generated power from FC at home “i” (kW)
Png,i Thermal power through direct burning of natural gas in home “i” (kW)
Pth,J ,i FC thermal power in home “i” at interval “J” (kW)
SCi Daily start-up cost of the FC in home “i” ($/day)
T el−p Sold electricity tariff ($/kWh)
T el−s Purchased electricity Tariff ($/kWh)
T ng−fc Natural gas tariff for supplying FCs ($/day)
T ng−rl Natural gas tariff for supplying thermal loads ($/kWh)
T off The time duration, where the FC unit at home “i” is off (h)
T t−1

on The FC running period at time interval “t−1” (h)
T t−1

off The FC stop period at time interval “t−1” (h)
Us The unit ON/OFF status: Us= 1 for runningmode and 0 for stopmode
�PD The lower limit of the ramp rate (kW/h)
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�Pu The upper limit of the ramp rate (kW/h)
�T Time interval between two successive settings of FC (h)
ηJ ,i FC electrical efficiency in home “i” at interval “J”
ei Hot start-up cost of FC at home “i” ($)
ei + ϕi Cold start-up cost of FC at home “i” ($)
τ The cooling time constant of the FC unit at home “i” (h

List of Acronyms

AMI Advanced Metering Infrastructure
DG Distributed Generation
FC Fuel Cell
PEMFC Proton Exchange Membrane Fuel Cell
PV Photovoltaic

1 Introduction

Onsite service for residential applications is one of promising fields of fuel cells
(FCs) and photovoltaic (PV) [1]. The capacity of distributed generating (DGs) units
can be selected to cover a large part of electrical and thermal load demand in the
building. A main requirement, which is essential in this regard to reduce energy
price, is the optimal management of the DGs operation to bring them to competition
with the main-grid system. The decrease in the operating cost will considerably
contribute in reducing the cost of energy and increase the feasibility of using DGs.
Proton exchange membrane FC (PEMFC) and PV units are candidate for this task
due to their good features, especially for low-capacity applications [1].

The first step to achieve optimal management of DGs is the development of
precise economic models considering essential electrical and thermal relations [2].
Due to the discontinuous nature of such models, the utilization of artificial intelligent
optimization tool is required. The optimized settings of DGs depend on operating
conditions and can be carried out for one day in advance.

Demand side management strategy could be applied to provide a bonus for
customers who participate in this process and, hence, the customers can offset the
initial cost of the DG system [3]. To maximize the benefits behind the proposed
idea, a full automated system has to be considered with respect to the appliances
control for energy conservation. The choice of a proper communication technology
is essential to ensure a comprehensive solution that achieves a suitable data flow rate
and accepted latency with flexibility and security [4].

In [5], the authors developed a hybrid energy system including heat and power that
is used for a residential load. The energy management system depends on optimal
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Pontryagin minimum principles to minimize fuel consumption. The authors in [6]
introduced a peer-to-peer (P2P) management scheme to regulate the energy in build-
ings with the possibility of sharing energy between partners. A two-stage optimiza-
tion approach is introduced in [7] based on a hybrid demand response program
to reduce running costs considering uncertainty. In [8], home energy management
systems are proposed for self-scheduling of assets for residential applications. The
design of the management system considers dynamic pricing programs and it is
developed based on a stochastic mixed-integer linear programming framework.

This chapter establishes an intelligent technique to manage DG performance for
residential applications.This is accomplished through identifying theoptimal settings
of DGs, either a single unit or several units operating cooperatively, depending on the
developed economic models. The optimal settings are identified for a single PEMFC
and three identical PEMFCs in cooperative manner as examples of the proposed
systems.

2 Motivation and Contribution

Based on the previous discussion and literature survey, customers will face many
challenges when dealing with demand response programs. Examples are the poor
communication with the grid without the possibility of sharing the decision-making
or information. In addition, the use of DGs without coordination could not achieve
the required benefits. Thus, sharing information between grid and customers and
developing home automation and home energy management systems would achieve
the win–win situation.

The contribution of this chapter is to introduce a general framework to maximize
the benefits of utilizing DG units within smart homes in a cooperative manner. The
developed approach focuses on automated procedures that do not require any expe-
rience from customers. The framework depends on two-way information flow with
fully automated and remote control of DG units.

3 Residential System Construction

DGs can contribute electrical and thermal energy to residential loads [9]. The differ-
ence between generated and consumed powers is compensated by the main grid
system. The tariffs of sold and purchased electricity could be the same or not
according to the pool market prices. Generally, two energy meters are required to
measure the purchased and the sold electricity. If a thermal energy is produced by
the DGs, it can be utilized for water and space heating, where the load has a natural-
gas source to compensate for expectable deficiencies. According to the natural-gas
market, theremay be different tariffs for each utilization, such as residential, commer-
cial, and industrial applications [10]. In some cases, a special tariff is assigned for
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Fig. 1 Construction of a residential systemwith a fuel cell andPV for smart buildingswith electrical
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electric generation applications. Therefore, it is required to measure the consump-
tions of natural gas separately for the FCs and boilers to compute the cost of each
consumption according to its own tariff.

Figure 1 illustrates the construction of a residential system with two candidate
DGs, i.e., PV and PEMFC. This configuration assumes different supplementary
devices used in the system such as pumps, fans… etc. that are not shown in the
figure. If the PV system is used, an electrical storage battery will be considered.
However, the concentration in this chapter is only to the utilization of a PEMFC that
can provide both electrical and thermal power.

The thermal energy produced by PEMFC is used to supply the thermal load
demand, including heating of both water and space if needed. With low thermal
power from FC, the remaining thermal load demand could be supplied from either
a neighbor home or by burning natural gas. There is a possibility of exchanging
thermal energy between homes if they are close to each other. On the other hand,
if the homes are far from each other, there will be no possibility for interchanging
thermal power between them.

3.1 Selection of Communication System

It is possible to use a number of DGs in different locations within the smart building
and, thus, communication infrastructure is required to connect DGs in coopera-
tive manner to achieve higher benefits for participants [11, 12]. Figure 2 highlights
the possible multi-layer architecture of communication system in smart buildings.
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The communication system has to achieve economic, efficient, reliable, and secure
operation [13, 14].

To achieve complete, robust, reliable, and fast communication links between
different homes, many requirements are needed. Depending on the nature of appli-
cation, the communication network is selected. The main requirements needed for
any communication network to link FCs are summarized in the following points:

Data rate

Data rate specifies the speed of data transmission between smart building compo-
nents. Generally, the speed of communication data required for distributed automa-
tion and Advanced Metering Infrastructure (AMI) is relatively low.

Network latency

Network latency is defined as the minimum time taken by a message to travel from
the transmitting point to the receiving one across the communications system [15].
However, for small distances and local signals, this requirement does not represent
a critical issue.

Quality of Service

Quality of service is defined as the capability of performing required measurements
with improved transmission rates, error rates, etc. [16]. This guarantees a certain
degree of performance for data flow and represents an important issue for smart
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building management. Thus, the quality of service has a high priority when selecting
the proper communication system.

Frequency Ranges

It is required to have a low frequency range for smart building management to enable
radio signals to overcome barriers, e.g., foliage, rains, and walls.

Reliability

Reliability clarifies the operational qualification and degree of instability for the
system under study [4]. The use of smart communication and consistent control
devices would help in improving grid reliability.

Security

Security represents the capability of the communication system to handle different
physical and cyber-attacks to protect data [4]. This is achieved through many tools
such as firewall, virtual private network, intrusion detection/prevention systems, and
access control systems.

Scalability

Scalability is required due to the use of cooperative devices and services. The depen-
dency on end-user interaction and real-time monitoring increases the importance of
scalability [16].

Choice of an appropriate communication network to be compatible with smart
buildings and satisfy system requirements is the beginning of the establishment of
the infrastructure. The following steps should be applied to guarantee selecting a
proper network:

• Investigating the system to identify the required data to be transmitted through
communication system

• The number of bytes needed for different messages and the required latency are
determent to define the size of data.

• The number of DG units and the number of customers served by the network have
to be determined

• The network data rate for the system is calculated using the following relation:

DR = DS × 8 bits/bytes × NC

L
(1)

where:

NR is the network data rate (bps)
DS is the data size (bytes)
NC is the number of consumers
L is the required latency (s).

• The required coverage area is determined according to the application
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• The suitable network is designated according to the listed factors

3.2 Distributed Generating Units

The system may include many DGs in different homes. In addition, some homes
may participate in the systemwithout having DGs to purchase electricity and thermal
power from neighboring participants. The general structure of any home is illustrated
in Fig. 3. This system represents an example for smart homes, while other configu-
rations are also applicable. The introduced methodology can be extended to include
any number of homes with any number of DG units. As early mentioned, the use of
PV units is out of the scope in this chapter.

PEMFCs are candidate as a type of DGs to be utilized within smart homes to
produce heat and power simultaneously due to their advantages such as [17]:

• Low temperature operation (about 65–85 °C) enabling safe operation in residential
homes in addition to fast start-up process [18]

• Suitability for hybrid configurations of renewable energy systems especially with
wind and photovoltaic [19]

• Possibility of combined heat and power production [20]
• Providing a source for hot water that can be circulated and heated by the exhaust

heat of the unit
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Fig. 3 Different technologies within smart homes
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• The output of PEMFCs can vary quickly to meet the load demand, i.e., quick
response to load variations

• There is a great development in manufacturing of reformer/PEMFC systems for
residential applications

• PEMFCs have high power density, i.e., high power/volume compared to other
types except for AFCs [21]

• They have high efficiency reaching 40% at rated current [20]
• Long operating life that can extend to about 40,000 operating hours [17]
• Modularity and potential for simple manufacturing [22]
• Silent operation, where a level of 60 dB at 1 m is recognized, which is suitable

for indoor installation [23].

If a PV unit is used, it will depend on maximum power tracking technique for
optimal utilization.Unlike PVunit, FCs can produce both electric and thermal energy.
According to the shown configuration, the participant homes are connected at the
same bus to exchange electric energy between them. On the other hand, adjacent
homes can exchange thermal power as well.

4 The Proposed Methodology

This aim of this part is to identify the optimal operating setting of the FC if operated
alone without PV modules. This would decrease total operating costs of DGs and
provide economic benefits for utility as well as customers. For cooperative operation,
it is intended to identify the optimal operating points for all units together. Thus, the
optimal setting aims to reduce the overall daily operating cost of all DGs together.
However, the algorithm will be applied for a single unit as well as several units. To
identify the operating settings of DG units, the following steps are suggested:

• The master controller communicates with different appliances and smart meters
to collect and store daily electric and thermal consumptions.

• The master controller sends the collected information to utility’s control center to
build a complete database of consumptions for all homes to be used in the forecast
processes.

• The electricity tariffs in addition to natural-gas prices are received by control
center from service vendors.

• The control center identifies the situation of all DG unit contributing in the system
• At the end of the day, the control center forecasts the electric and thermal demands

for the next day.
• An optimization process is accomplished according to the objective function in

order to obtain the optimal settings of FC units for minimizing the overall daily
operating costs for the entire system.

• The optimal settings of FC units are used as reference set points within the smart
home.
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• The fore mentioned procedures are repeated periodically to update the settings to
account for uncertainty.

For flexibility and general formulation, the following assumptions are stipulated:

• Each home has different daily load curves for electric and thermal demands
• The different FCs could have different ratings with their own characteristics and

features
• There is a possibility for usingdifferent tariffs for purchasing and selling electricity
• There are different tariffs for purchasing natural gas to feed FC and thermal loads.

As a first step, it is assumed that each home operates individually without any
communication or coordinationwith other homes.Generally, there are two obligatory
balance equations representing total electrical and thermal power in each home as
follows:

The balance equation of total electric power in each home is given as follows [24]:

Pfc(elect.),i = Pload(elect.),i + Pgrid,i (2)

where:

Pfc(elect.),i : Produced electric power in FC unit at home “i” (kW)
Pgrid,i : Purchased/Sold electric energy from/to the utility in home “i” (kW)
Pload(elect.),i : Electric load demand in home “i” (kW).

The second balance equation belongs to total thermal power as follows:

Pfc(therm.),i + Png,i = Pload(therm.),i + Pexcess (3)

where:

Pfc(therm.),i : Output thermal power from FC in home “i” (kW)
Png,i : Thermal power through direct burning of natural gas in home “i” (kW)
Pload(therm.),i : Thermal power of home “i” (kW)
Pexcess: The surplus thermal power that is stored as hot water or dissipated.

These conditions guarantee satisfying the load demands from either DGs or grid
system and burners.

5 Development of PEMFC Economic Model

The problem has to be formulated in the form of an objective function that will be
solved subject to a number of constraints.
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5.1 Objective Function

In general, the objective function should consider all factors affecting the optimal
decisions of the DG output power. It can be derived as a daily operating cost of the
home through one day “C(TOTAL)” that is developed in terms of costs and revenues.
The costs include natural-gas price for feeding FC and thermal load, purchased
electric energy from the utility, start-up cost of FC, and maintenance cost. On the
other hand, revenues represent income due to sold electric energy to the utility. The
overall daily operating cost is derived in the following form [25]:

CTOTAL = CNGFC,i + CNGRL,i + Cpurc,i − Csold,i + Co&mfc,i + SCi (4)

where:

CTOTAL: The overall daily operating cost of home “i” ($/day)
CNGFC,i : Overall daily natural-gas cost for FC at home “i” ($/day)
CNGRL,i : Overall daily natural-gas cost to supply the remaining thermal power in
home “i” ($/day)
Cpurc,i : Overall daily cost of obtained electrical power for home “i” ($/day)
Csold,i : Overall daily revenue due to sold electrical power from home “i” ($/day)
Co&mfc,i : Overall daily operating and maintenance cost of FC at home “i” ($/day)
SCi : Daily start-up cost of FC unit in home “i” ($/day).

The details of the objective function terms are described as follows:

CNGFC,i = Tng−fc × �T
96∑

J=1

PJ,i + Paux,i
ηJ,i

(5)

CNGRL,i = Tng−rl × �T
96∑

J=1

max
(
L th,J,i − pth,J,i , 0

)
(6)

where:

Tng−fc: Natural-gas tariff for supplying FC ($/kWh)
�T : Time interval between two sequential settings of FC (h)
PJ,i : FC electrical power in home “i” at interval “J” (kW)
Paux,i : Electrical power consumed by auxiliary devices of FC at home “i” (kW)
ηJ,i : FC electrical efficiency in home “i” at interval “J”
Tng−rl: Natural-gas tariff to feed thermal loads ($/kWh)
L th,J,i : Thermal power of home “i” at interval “J” (kW)
Pth,J,i : FC thermal power in home “i” at interval “J”(kW).
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Csold,i = Tel−s × �T
96∑

J=1

max
(
PJ,i − Lel,J,i , 0

)
(7)

Cpurc,i = Tel−p × �T
96∑

J=1

max
(
Lel,J,i − PJ,i , 0

)
(8)

where:

Tel−s : Purchased electricity Tariff ($/kWh)
Tel−p: Sold electricity tariff ($/kWh)
Pel,J,i : Electric power supplied by DG units at home “i” at interval “J” (kW)
Lel,J,i : Electrical power of home “i” at interval “J” (kW)
�T : Time interval between two successive settings of the FC; 15 min.

Co&mfc,i = FCo&m × �T
96∑

J=1

PJ,i (9)

(10)

where:

FC o&m : Daily operation and maintenance constant of FC unit: 0.003$/kWh [17]
ei: Hot start-up cost of FC at home “i”
eI + ϕi: Cold start-up cost of FC at home “i”
Toff: The time duration, where the FC unit at home “i” is off (h)
τ: Cooling time constant of the FC at home “i” (h).

In the previous equations, the time interval between two successive FC settings
is assumed to be 15 min. In addition, the O&M constant of PEMFC is taken as
0.003$/kWh [17].

The power needed to supply supplementary devices could be assumed constant in
spite of the produced power because its variation is limited. Thus, it can be taken in
the range of 4%–6%of the unit rated power in all cases. Conversely, the FC efficiency
varies with the operating power. This efficiency is defined as the ratio between the
produced power from the unit to the available energy contained in the natural gas.
Generally, the FC efficiency is calculated in terms of two voltages in the cell. The
first one is the actual operating voltage of a single cell that depends on the operating
point, while the second is the reversible potential (with a standard value of 1.482 V)
[26, 27]. On the other hand, the global efficiency of the FC takes into account the
power required by supplementary devices such as pups that reduce the output power.

Figure 4 illustrates typical curves that characterize the FC efficiencies, i.e., the
ideal theoretical and the actual efficiencies [26, 27]. In the following calculations,
the typical actual efficiency curve is used in terms of the produced electric power,
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Fig. 4 Standard efficiency curves of FC system

where the efficiency is calculated depending on the electric power at the operating
point.

The thermal energy produced in the FC units depends on the value of the produced
electric energy. The electrochemical process in the stack produces thermal energy that
can be extracted using, e.g., circulating water mechanism with suitable management
system. The nature of the relation between thermal and electrical energy is almost
linear for small generated power. However, there will be a curvature in the relation
for higher produced power. The thermal power could be a little bit higher than the
electrical power in some kinds of FCs [28]. For FCs operating at low temperatures
such as PEMFC, the value of electrical efficiency is relatively lower than other high-
temperature types, but more thermal power is obtained as shown in Fig. 5. On the
other hand, for high-temperature FCs, this relation is reversed with thermal power
lower than the produced electrical power.

Generally, the ratio between thermal power and the electrical produced power
can reach 150% near the rated produced power [26–28]. To simulate this relation
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Fig. 5 Standard dependency of thermal power on electrical power of PEMFC
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in the economic model, a nonlinear relation has to be developed according to any
methodology such as curve fitting. Thus, the thermal output power could be obtained
point-by-point at each time interval with the variation of the produced electrical
power.

After calculating the thermal power at each time interval, it can be used directly in
the equations describing the daily cost of obtained natural gas for residential burners
as described by Eq. (6).

5.2 Constraints Formulation

The FC operation is restricted by many constraints. Generally, the following
constraints can be activated to ensure proper operation of the system [29]:

Upper and lower capacity constraint : Pmin,i ≤ Pi ≤ Pmax,i (11)

Constraint of up ramp rate : PJ,i − PJ−1,i ≤ �Pu (12)

Constraint of down ramp rate : PJ−1,i − PJ,i ≤ �PD (13)

When the FC unit is switched on, it is not allowed to be switched off before a
certain minimum time and vice versa. These constraints can be derived in the form
of continuous running/stop time constraint as follows:

(
T on
t−1 − MRT

) · (
Us,t−1 −Us,t

) ≥ 0 (14)

(
T off
t−1 − MST

) · (
Us,t −Us,t−1

) ≥ 0 (15)

The maximum number of start/stop cycles per day of the PEMFC unit has to be
maintained within an acceptable level as follows:

n(start−stop),i ≤ Nmax,i (16)

where:

Pmin,i : Minimum value of produced power from PEMFC at home “i”
Pmax,i : Maximum value of produced power from PEMFC at home “i”
�Pu : The upper boundary of ramp rate
�PD: The lower boundary of ramp rate
PJ−1,i : The power generated by the FC in home “i” at time interval “J−1”
PJ,i : The power generated by the FC unit in home “i” at time interval “J”
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T on
t−1, T

off
t−1: the durations of continuous PEMFC run and stop till time interval

“t−1” respectively (h)
MRT, MST: minimum continuous run and stop durations of the PEMFC,
respectively (h)
Us: the situation of unit operation, i.e., ON/OFF, where Us = 1 refers to running
status, while Us = 0 refers to stop status
n(start−stop),i : The number of start/stop cycles per day of the PEMFC unit at home
“i”
Nmax,i : Maximum number of start/stop cycles per day permissible for the PEMFC
unit at home “i”.

The detailed parameters that can be used in the previous equations to develop the
comprehensive economic model of the FC unit are summarized in Appendix A.

6 Selection of Optimization Technique and Results

For the purpose of solving the developed minimization problem in an optimization
form and getting the required optimal settings of PEMFC unit, a robust metaheuristic
algorithm is required. Examples of these algorithms are: Particle Swarm, shuffled
frog leaping, Ant colony, and simulated annealing. The reason for using such algo-
rithms is the discontinuous nature of the optimization problem. Regardless of the
optimization tool, the obtained optimal settings of the FC will be sent through the
master controller as reference values for the local controller(s) for the overall day.
These settings will ensure minimum total daily operating cost for the whole system.
Figure 6 shows the flowchart of the management process.

Figures 7 and 8 show two cases for the expected optimal output power from FC
for two cases: For the first case, there is no possibility for selling electricity to the
utility, while the extra power from the FC is sold to the grid in the second case.

In the first case, the FC does not produce electrical power that exceeds the
load demand because the extra power cannot be sold to the grid. Contrary, the FC
produces more electrical power in the second case that covers the load demand and
the remaining is sold to the main grid system. The main idea here is to understand
the effect of pool market and deregulation on the future homes and the need for
customers encouragement to participate in electricity generation. However, this is
conditioned by converting the classical grid into smart one and designing suitable
tariffs through demand side management strategies.

For more understanding of the effect of these tariffs, the effect of changing selling
electricity tariff is highlighted by illustrating an example. Figure 9 illustrates the
impact of changing the tariff related to sold electricity alone with all other tariffs are
maintained constant. As can be expected, the increase of sold electricity tariff causes
the FC to increase its electricity production up to the rated value. For the case of
a low value of sold-electricity tariff, the PEMFC unit tracks the electrical demand
of the load. For intermediate rates of the sold-electricity tariff, the optimal output
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Start

Read tariffs and natural gas prices

Build a database of consumptions for all homes for furcating process

Send the optimal settings to DG units to be used as reference set points 
within the smart home

Fig. 6 Flowchart of the proposed management procedures
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Fig. 7 Optimal produced power from the FC without selling electricity

power from the FC tracks the thermal load demand with the possibility of selling the
excess of electrical power to the utility. For the case of high rates for sold-electricity
tariff, the owners of the FC unit can achieve more profit for the sold electricity and,
hence, high produced power is observed over the entire day. Even with the wasted
thermal energy that exceeds the load demand, the sold electrical power compensates
this loss and causes higher profits.

It is possible for the optimal setting of FC to prefer not to operate the unit during
some periods of the day. This is clear through illustrating the following example with
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Fig. 9 Impact of changing the tariff of sold electricity

changing the natural-gas tariff. Varying the natural-gas tariff for feeding the FC has
the impact confirmed in Fig. 10.

The successive start/stop cycles of FC cause higher stresses and, hence, these
situations are avoided. The priority is given for running or shut down for certain
periods as in the previous case, where the FC is switched off for 12 h in case of
high natural-gas price, i.e., high tariff. Due to the high tariff of natural gas, it is not
preferred to operate the FC for prolonged periods.
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Fig. 10 Impact of changing tariff of natural gas for feeding FC

7 Management of Multi-DGs Simultaneously

It is possible for any FC to operate at partial load to provide low power for prolonged
periods according to the economic situation. Although this decision is obtained from
the optimization algorithm, better economic operation could be achieved with multi-
DG units when operating in cooperation between them. Therefore, it is suitable to
study the case of utilizing small units that could be installed in different homes in
the smart building. The following case will consider three identical units with a total
equivalent capacity similar to the required electric and thermal load demand. The
configuration of the residential system when “n” units are used is shown in Fig. 11.

The idea behind this configuration can be explained as follows:

• One unit could be used when low power is required in the building and the other
units are used when required.

• A communication system is used to regulate the performance of FC units
according to the load demand and the tariffs of electricity and natural gas.

• A protocol is established between the customers to handle the energy exchange
between them to achieve win–win situation.

• Smart meters are installed to account for the power consumed by each home to
calculate the cost of both electrical and thermal energy.

• The generated electrical and thermal power from each FC is computed and the
corresponding cost of energy is derived.

Some modifications are required to be implemented on the optimization mathe-
matical model to handle themanagement process between “n” FC units. For instance,
and as it is assumed that the time interval between two successive decisions for the
FC output is 15 min, the number of unknowns in the case of a single FC is 96. For
three units, this number will be 288 unknown variables, where 96 unknowns belong
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Fig. 11 Construction of a residential system supplied by (n) PEMFCs

to each unit. Generally, the total number of unknowns is given as:

NU = 24 × 60

�T
× N (17)

where:

NU: is the number of unknowns
N: is the number of FC units
�T: is the time interval between two successive decision of FC output (min) 24×
60 represents the total day time (min).

The balance equations representing total electrical and thermal power in the
system are also modified as follows:

The balance equation of overall electric power in the entire system is given as:

N∑

i=1

Pfc(elect.),i =
n∑

i=1

(
Pload(elect.),i + Pgrid,i

)
(18)

where:

n: Number of residential homes included in the study.
The total thermal power in the system is given as:

N∑

i=1

Pfc(therm.),i +
n∑

i=1

Png,i =
N∑

i=1

Pexcess +
n∑

i=1

Pload(therm.),i (19)
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Note that the number of FCs “N” may be different from the number of homes in
the building “n”.

The modification in the objective function is carried out as:

CTOTAL =
N∑

i=1

{
CNGFC,i + Co&mfc,i + SCi

} +
n∑

i=1

{
CNGRL,i + Cpurc,i − Csold,i

}

(20)

The complete daily cost is obtained according to the sum of supplied electrical
and also thermal power obtained from all FC units, the overall electrical and thermal
demands by loads and the overall purchased and sold electric energy. According to
this strategy, the target is directed to the overall costs and revenues rather that the
values of individual units.Applying somecooperative strategies, such as game theory,
can help in allocating the costs and revenues for each participant. The parameters
used in the economic model for the case of multi-FCs used in the smart building are
summarized in Appendix B.

In the following, some results will be illustrated for three different cases. The
modification in the three cases is only in the operating tariffs to show their effects
on the optimal decisions. Table 1 gives the values of tariffs used in the study in the
three cases. In addition, the corresponding overall operating costs are given in case
of feeding the load using a single FC unit to compare the results of this case with the
case of using three FC units.

The optimization process can be carried out using various load-demand curves
and different operating tariffs according to themarket situation. Figures 12, 13 and 14
show the optimal produced electrical power from the three FC units, as an example,
as well as the overall electrical and thermal power to feed a selected load curve in
the three cases. The obtained values of electrical and thermal produced power, as
obtained for the optimal settings of a single FC, are also depicted in the same figures.

Table 1 Various tariffs and the related overall operating costs with optimal settings of a single as
well as three FCs to feed a residential load

CNGFC($/kWh) CNGRL($/kWh) Cpurc($/kWh) Csold($/kWh) Overall
operating cost
($/day)

One
unit

Three
units

Case
(1)

0.03 0.07 0.16 0.1 1.834 1.589

Case
(2)

0.03 0.09 0.16 0.0 4.254 3.428

Case
(3)

0.03 0.05 0.12 0.0 3.783 3.395
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Fig. 12 Optimal performance of three and one fuel cells: first case

It is important to notice that the same load demands under identical operating
conditions are used in the case of a single and three FC units. Thus, it will be easy
to compare between the obtained results to evaluate the utilization of a single and a
number of units in a cooperative manner.

The total electrical and thermal supplied powers from three FCs are similar to the
produced power from a single FCwith small differences. This reflects the tendency of
the produced power under certain conditions to supply a certain load. In addition, the
similarity proves the success of the optimization process to provide similar overall
performance regardless of the number of DG units used to supply the load. However,
it is clear that the production of each unit varies according to the variation of load
demand during the day in addition to the operating tariffs. During some periods, one
or two units are not operated, where the required power is obtained from one unit
only. In other cases, some units operate for short periods to meet the load during
peak-load time. In general, when using multi-units, they operate near rated values,
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Fig. 13 Optimal performance of three and one fuel cells: case (2)

which provide a privilege for this strategy compared to the use of a single generating
unit.

On the other hand, the operation of a single unit gives the possibility for operating
at low power for long periods. For many DGs, this would shorten the life time of the
unit and reduce the overall efficiency.

The overall daily operating costs of utilizing a single unit are higher than utilizing
three FCs. This is attributed to the flexibility of operating one, two, or three units
avoiding the production of thermal power when not required. Thus, the cooperation
of the owners within same smart buildings can achieve more benefits and reduce the
overall cost. However, a demand-side management strategy has to be followed to
encourage participation for energy production in smart buildings.
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Another advantage of utilizing many DGs is avoiding the loss of thermal energy
produced from a single unit. As seen from the results, the FC, as an example, produces
thermal power more than the load requirement in many situations. This represents
a loss for the system because the storage of thermal power is a difficult task. In the
case of using many units, it is possible to exchange the surplus thermal power with
adjusting customers that increases the energy utilization and reduces overall cost.

8 Summary

This chapter presented an approach for managing the operation of FCs for smart
buildings. This step reinforces the demand-side management that will contribute in
the near future in supporting the main grid system. The idea depends on minimizing
the overall costs by optimizing the settings of PEMFCs for residential applications.
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According to pool-market strategies, therewill be possibility for purchasing or selling
electric power for different tariffs. An optimization process is performed consid-
ering different operating tariffs and load curves to minimize the overall daily cost.
The performances of a single and multi-FC units are managed optimally based on
detailed economic models. Investigating the attained results confirmed a significant
decrease in the daily operating costs after applying the management process. This
would encourage customers to participate in demand-side management strategies
after enhancing the economic feasibility of used DG units. The coordination between
customers can help in achievingmore benefits andwin–win situationswhen applying
management strategies for all DG units at the same time.

Appendix A

The following Table gives the Fuel cell parameters used in the economic model of a
single unit.

Value Unit

KO&M 0.005 $/kWh

MST 1.5 h

MRT 1.5 h

Nmax 4.0 –

Pa 0.2 kW

Pmax 4.0 kW

Pmin 0.2 kW

αh 0.05 $

β 0.15 $

�PU 8.0 kW/h

�PD 10.0 kW/h

τ 0.75 h

The relationship linking FC efficiency with the produced electrical power is given
as follows:

hJ = 0.4485 − 0.0536 PJ + 0.0127 P2
J − 0.001824 P3

J .

The relationship linking Fc thermal power with the produced electrical power is
given as follows:

Pth,J = −0.0714 + 1.152 PJ − 0.0237 P2
J + 0.0443 P3

J − 0.00373 P4
J
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Appendix B

Fuel cells parameters used in t economic model of three units

The parameters are the same for the three units assuming that they are identical.

Value Unit

KO&M 0.005 $/kWh

MDT 1.5 h

MUT 1.5 h

Nmax 4.0 –

Pa 0.08 kW

Pmax 1.35 kW

Pmin 0.1 kW

αh 0.02 $

β 0.06 $

�PU 4.0 kW/h

�PD 5.0 kW/h

τ 0.5 h

The relationship linking FC efficiency with the produced electrical power is given
as follows:

ηJ = 0.448 − 0.1608 PJ + 0.114 P2
J − 0.049073 P3

J

The relationship linking FC thermal power with the produced electrical power is
given as follows:

Pth,J = −0.02073 + 1.05 PJ − 0.0617 P2
J + 0.341 P3

J − 0.08754P4
J
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Smart Inverters and Controls
for Grid-Connected Renewable Energy
Sources

Mohd. Hasan Ali and Naga Lakshmi Thotakura

Abstract This chapter describes the concept of smart inverters and their control
strategies for the integration of renewable energy sources (RES) such as solar photo-
voltaic (PV), wind turbine generators, and fuel cell (FC) systems into the power grid.
The necessity of an inverter in RES systems and the types of inverters according to
their operational roles in grid-connectedmode are described.Mathematicalmodeling
of RES systems is described. The selection parameters criteria of the inverter, its
control technique, and switching techniques are discussed. The role of smart inverters
in renewable applications with the grid-support functions is reviewed. Three types
of grid-interacting inverters are compared, and their control schemes are discussed.
Various inner-loop controllers used at the primary control level are classified, and
their operating methods are discussed. The advantages and disadvantages of the
described inner-loop control techniques are summarized. The simulation diagram
and results of a three-phase grid-connected solar PV system are shown in the chapter.

Keywords Grid-connected renewable energy sources · Smart inverter · Distributed
energy sources · Grid-feeding converters · Inner-loop current control · Voltage
regulation · Frequency regulation
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Ig Grid current
t Time period (s)
p.u Per unit
Prated Rated active power (KW)
Pmax Maximum power
Vmax Maximum voltage
Pmin Minimum active power (W)
I rms Root-mean-square of the DER current
I rated DER unit rated current capacity
I1 Fundamental current measured at the reference point
h Individual harmonic order
Emg Microgrid voltage measured at PCC
ωmg Microgrid frequency measured at PCC
�E Error voltage
E* Reference voltage of the microgrid
�ω Error frequency
ω* Reference frequency of the microgrid
upi(t) Output response of the PI controller
upid(t) Output response of the PID controller
upR(t) Output response of the PR controller
Kp Gain of the proportional controller
K i Gain of the integral controller
Kd Gain of the derivative controller
PEpv Power error of the PV system
PEw Power error of the wind system
CPEpv Change in power error of the PV system
CPEw Change in power error of the wind system
Parray Total power of the PV array
Pm Power of each PV module
Np PV cells connected in parallel in an PV module
N s PV cells connected in series in an PV module
Iph Each PV module photo current
Iscr Short circuit current of the cell
T Temperature in Kelvins (K)
Sirrd Solar irradiation on the cell (mW/cm2)
Ki Temperature coefficient of cell’s short circuit current
I rs PV module reverse saturation current
q Charge of an electron
Eg Bandgap energy
A Diode ideality factor
K Boltzmann’s constant [J/K]
T r Cell referred temperature
Io Module saturation current
Ipv Output current of a PV cell
V pv Output voltage of a PV cell
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Ppv Power of a PV cell
T pv Temperature of a PV cell
Rse Series resistance of a cell
Rsh Shunt resistance of a cell
Pw Mechanical power of a wind turbine
Aw Rotor blades intercepting area (m2)
Vw Average wind speed (m/s)
ρ Air density (kg/m3)
λ Tip speed ratio
Cp Power coefficient (or) Betz’s coefficient
ωr Angular speed (rad/s)
Qw Wind energy (KWh)
Rw Radius of the wind turbine (m)
href Reference height of wind turbine (m)
h Height of the turbine to be measured
ho Measure of surface roughness
v(h) Wind speed at height h (m/s)
v(href) Wind speed at reference height h (m/s)
VCin Cut-in wind speed
VCout Rated wind speed
VRCout Rated cut-out speed
k Weibull form factor
ωopt Optimum rotor angular speed (rad/s)
λopt Ideal tip speed ratio
VFC Output voltage of single fuel cell
ENerst Standard reversible voltage
VAct Voltage drop due to anode and cathode activation
VOhm Ohmic voltage drop
VCon Voltage drop due to concentration
VCell Voltage of the fuel cell
n Number of cells in series in a fuel cell stack
ΔG Standard Gibbs energy change (J/mol)
F Faraday constant
S Change in entropy (J/mol)
PH2 Partial pressure of hydrogen (atm)
PO2 Partial pressure of oxygen (atm)
R Universal gas constant (8.314 J/K mol)
T ref Reference temperature (K)
ξ i Parametric coefficients
Istack Cell operating current (A)
CO2 Oxygen concentration (mol/cm)
Rc Resistance to protons passing through membrane
Rm Resistance to the passage of electrons through membrane
ρm Membrane specific resistivity for electron flow (cm)
Co Initial SOC point of the battery
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Cbat Battery capacity
Ibat Battery current
ηbat Battery efficiency of charging or discharging
σ Self-discharge rate of a battery
T bat Battery Temperature
C ′
bat Nominal battery capacity

Ps PV array’s power
Pw Wind turbine’s power
Pload Load power
ηrect Rectifier efficiency
ηinv Inverter efficiency
V o Output voltage
V s Input source voltage
Cp-opt Optimal-wind turbine power coefficient
inc Increment
Imppt(k ) Current at MPPT at sample time k
Epv(k) Error output of PV system at sample time k
CEpv(k) Change in error of a PV system at sample time k
Ew(k) Error output of wind system at sample time k
CEw(k) Change in error of a wind system at sample time k
μ(D)i Duty cycle’s aggregated membership function
Tm-opt Optimum mechanical torque
Kopt Constant
Pdc Inverter DC input power
ηMPPT Efficiency of the MPPT
f r Filter resonant frequency
f c Carrier frequency
Lfg Filter inductor on the grid side
Lfi Filter inductor on the inverter side
Cfg Filter capacitance
V n Rated line-to-neutral grid voltage
Ic,max Maximum AC current ripple
Mamp Amplitude modulation
Mfreq Frequency modulation
Ar Amplitude of the sinewave signal
Ac Amplitude of carrier wave
fr Frequency of the sinewave signal
abc Natural reference frame
dq Synchronous rotating reference
αβ Stationary reference frame
Vd* (or) V tq1 Reference voltage signal in d-coordinate
Vq* (or) V tq1 Reference voltage signal in q-coordinate
id*(or) idref Reference current signal in d-coordinate
iq*(or) iqref Reference current signal in q-coordinate
iq (or) iq1 Measured current signal in q-coordinate
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id (or) id1 Measured current signal in d-coordinate
V d Measured voltage signal in d-coordinate
Vq Measured voltage signal in q-coordinate
P* Active power reference
Q* Reactive power reference
V* Reference voltage
ω* Reference frequency
Pgm Measured active power of the grid
Qgm Measured reactive power of the grid
Pg* Grid active power reference
Qg* Grid reactive power reference

List of Acronyms

RES Renewable energy sources
PV Photovoltaic
FC Fuel cell
DER Distributed energy resources
BSS Battery storage systems
EPS Electrical power system
PCC Point of common coupling
Hz Hertz
f Frequency
V Voltage
p.u. Per unit
RMS Root mean square
THDs Total harmonic distortions
KW Kilo watt
VRT Voltage ride through
FRT Frequency ride through
UV Under voltage
OV Over voltage
OF Over frequency
UF Under frequency
DC Direct current
SCC Short circuit current
OCV Open circuit voltage
PWM Pulse width modulation
TRD Total rated current distortion
AC Alternating current
h Individual harmonic order
ESS Energy storage systems
MPPT Maximum power point tracker
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MPP Maximum power point
P&O Perturbation and Observation
INC Incremental conductance
IGBTs Insulated gate bipolar transistors
VSI Voltage source inverter
CSI Current source inverter
VV Volt-Var
P–Q Power-reactive power
V–f Voltage-frequency
I–V Current-Voltage
P–V Power- Voltage
PI Proportional-integral
PR Proportional resonant
PID Proportional-integral derivative
FLC Fuzzy logic controller
ANFIS Adaptive neuro-fuzzy inference system
NN (or) ANN Artificial neural networks
MF Membership functions
PLL Phase locked loop
VBD Voltage based droop
LQR Linear quadratic regulator
LQI Linear quadratic integrator
DB Deadbeat controller
VSC Voltage source converter
THD Total harmonic distortion
RC Repetitive controller
FL Fuzzy logic
PE Power error
CPE Change in power error
PSF Power signal feedback
OTC Optimal torque control
PMSG Permanent magnet synchronous generator
HSC Hill climbing search
TSR Tip speed ratio
SOC State of charge
PEM Proton exchange membrane
PEMFC Proton exchange membrane fuel cell
SPWM Sinusoidal Pulse width modulation
PMSG Permanent pole magnet synchronous generator
D Duty cycle
OTC Optimum torque control
PSF Power signal feedback
LF Low frequency
HF High frequency
MPC Model predictive controller
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H∞ H-infinity controller
FL Fuzzy logic
SMC Slider mode control

1 Motivation Behind Renewable Energy Sources (RES)

Fossil fuels are non-renewable energy sources and are unsustainable in nature. The
generation of electricity using pertinent fossil fuels such as coal, oil, and natural gas
can emit greenhouse gasses which will cause environmental pollution and global
warming. However, the traditional fossil fuel sources and their required maintenance
incur a high cost and generate power at low efficiencies. For example, a conventional
thermal power plant operating with coal as a fuel source has an efficiency of around
32–36% [1]. Moreover, an increase in energy demand and technological advance-
ments in renewable energy sources boost the usage of renewable energy sources to
generate electrical power. Renewable energy is a reliable source of power because
it replenishes itself over a while, never runs out, and it is free. RES such as solar,
wind, tide and waves, hydroelectric plants, fuel cells produce clean energy with
fewer pollutants or greenhouse gases. Among those, hydroelectric, solar, and wind
power plants generate most of the power from renewable sources. The discovery of
PV technology has become a promising solution for energy generation due to its
inherent features such as no presence of moving parts, low maintenance, and opera-
tion costs. RES is now replacing the traditional power sources as they are abundant to
produce electricity. Hybrid systems such as combining two or more power systems
or a combination of power systems with energy storage systems are widely used for
better output.

2 Grid-Connection Requirements for RES

Renewable resources such as small hydro, solar power, wind power, biogas,
geothermal power are various small electrical power generating sources connected to
the grid or distribution system. These are referred to as distributed energy resources
(DER) [2]. The DER systems and grid-connected storage systems play an essential
role in the electrical power distribution system. The distributed systems comprise
multiple generation systems and storage components that enable reliable power
generation from multiple renewable sources and lower environmental impacts.

The principal standard requirements for interconnection and interoperability of
DER’s with the electrical power system or network (EPS) are discussed as per the
IEEE 1547 standards. The criteria and requirements summarized in this chapter are
based on a 60Hz frequency system.All theDER technologies interconnected to EPSs
at traditional main or secondary distribution voltage levels shall follow the IEEE
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standards and specifications [3]. The specifications mentioned are lower and upper
limits of the permitted voltage and frequency trip settings described in this standard
for DER. These are not meant to limit the capabilities and settings of other devices
on the area EPS. They may vary according to the local EPS and the respective DER’s
interconnected to the power network. Incorporating the DER with the main grid
requires maintaining the grid characteristics such as frequency and voltage stability
similar to traditional power plants by withstanding various disturbances and faults
[4]. The interconnection point of RES to the main power grid is referred to as a
point of common coupling (PCC). The operating voltage of the DER system is
considered as 1.0 per unit (p.u). The major requirements in a continuous operating
mode, such as voltage regulation, frequency regulation, active and reactive power
supply capabilities, are summarized below.

The DER must operate within the specified ranges of applied voltage and device
frequency to energize the new, standalone, or disconnected DER system back with
the existing EPS network or power grid. The minimum and maximum applicable
voltage ranges are ≥0.917 p.u. and ≤1.05 p.u., respectively. The frequency of the
DER should be in the range of≥59.5 to≤60.1Hz during interfacing.And itmustwait
until the permissible service setting is enabled. When the PCC is at medium voltage
during synchronization, the DERmust parallel with the Area EPS without triggering
step changes in the RMS voltage at the PCC beyond 3% of nominal voltage. When
operating at low voltages, it should not trigger step changes beyond 5% of nominal
voltage at the PCC.

The DER must be capable of injecting (over-excited) and consuming (under-
excited) reactive power for active power output levels greater than or equal to the
DER’s minimum steady-state active power capacity (Pmin), or 5% of the DER’s rated
active power, Prated (kW), whichever is greater. The voltage regulation capability of
the DER will be provided by changing the reactive power. Voltage regulation using
reactive power control function can be made using the following methods: Constant
power factor mode, Voltage-reactive (Volt-Var) power mode, Active-reactive (Watt-
Var) power mode, and Constant-reactive power mode. The DER is responsible for
selecting one of these methods to regulate the voltage according to the reference
voltage, and the operating limits are varied according to the chosen model. In
common, the constant power factor mode with unity power factor is used in the
EPS network. A maximum of 10 s can maintain the adjustable reference point.
Similarly, the DER must limit its active power output to no more than the active
power limit set point in less than 30 s, or in the time it takes the primary energy
source to decrease its active power output to meet the active power limit set point’s
specifications, whichever is longer.

A set of technical capabilities of the DER system to operate in the abnormal oper-
ating mode (i.e., during disturbances or faults) are summarized below. During faults,
the DER’s have the capability to continuously operate within the system without
tripping. Ride-through capability is the DER system’s ability to remain connected
and continue to operate as specified by withstanding the voltage and frequency
disturbances inside the specified limits. In particular, the DERs should have voltage
ride-through (VRT) and frequency ride-through (FRT) capabilities to operate during
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minor disturbances in the grid-connected mode. The abnormal operating perfor-
mance specified here is for very high DER penetration in the EPS. It is based on
both bulk power system stability/reliability and distribution system reliability/power
quality needs and are coordinated with existing interconnection requirements. The
abnormal performance characteristics can be modified according to either of the
operational requirements.

Two under-voltage trip functions, UV1(0.88 p.u.) and UV2(0.50 p.u.), and two
overvoltage trip functions, OV1(1.10 p.u) and OV2(1.20 p.u), are specified with
respect to maximum clearing times of 2.0 s for UV’s and 0.16 s for OV’s to trip. Simi-
larly, two under-frequency limits, UF1(61.2) and UF2(62.0), and two over-frequency
ranges OF1(58.5) and OF2(56.5), are specified with a clearing time of 300 s for the
first limit (UF1 and OF1) and 0.16 s for the second limit (UF2 andOF2) violation [3].
These settings can bemodified according to the EPS requirements for EPS protection
coordination. In case of short circuit faults, the DER system shall cease to energize
the EPS circuit and trip unless the EPS operator specifies it. During open phase
conditions, the DER shall detect and cease to energize and trip all phases to which
it is connected within 2.0 s of the open phase condition [3]. The DER shall cease to
energize the EPS and trip during the respective clearing period as indicated above
when any relevant voltage is less than an under-voltage threshold or greater than
an over-voltage threshold and any frequency under and over-frequency threshold as
specified above.

DERmust be configuredwithout exceedingDER capacities to provide the voltage
disruption ride-through functionality and frequency ride-through functionality to
provide the active power output during minor deviations. In voltage ride-through
functionality, the DER remains in continuous operation when its operating voltage is
in between UV1 and OV1 (i.e., 0.88≤ V ≤ 1.10 p.u.). The DER voltages in between
OV1 AND OV2 (i.e., 1.10 < V ≤ 1.20 p.u.) and V < 0.50 p.u. make the system
operate in momentary cessation mode. The operating voltages in between 0.50 ≤ V
< 0.88 p.u. make the ride-through functionality operate in mandatory mode to make
the system voltage as close as to reference voltage. And the voltages above OV2
(i.e., V > 1.20 p.u.) make the DER cease to energize during abnormal conditions.
Similarly, the DER remains in continuous operation during its operating frequency
between UF1 and OF1 (i.e., 58.8 ≤ f ≤ 61.2). The DER operating with a frequency
range of 61.2 < f ≤ 61.8 Hz and 57.0 ≤ f < 58.8 Hz makes the frequency ride-
through functionality operate in mandatory mode to recover the system frequency to
the reference value. For the frequency disturbances, in which frequency falls outside
the ranges OF2 and UF2 of ride-through capabilities, the ride-through capabilities
shall not apply to restore the system output or the continuous ride-through operation
[3].

The total rated current distortion (TRD) includes both the harmonic and inter-
harmonic distortions. The TRD is calculated using the following Eq. 1 [3].

%TRD =
√

I 2rms − I 21

Irated
× 100% (1)
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where I rms is the root-mean-square of the DER current, including all frequency
components. I1 is the fundamental current measured at the reference point, and I rated
is the DER unit rated current capacity. All the current measurements are subjected to
the reference point. The maximum total rated current distortion (TRD) of the DER
unit at rated current capacity is 5.0% [3].

3 The Necessity of Inverters with RES

The most advanced solar PV system and wind generating systems are widely inte-
grated with the main power grid among the RES. The non-linear, intermittent avail-
ability, and dependency of RES on weather conditions can impact the power grid’s
quality, reliability, and stability by causing voltage and frequency fluctuations. To
reduce the source’s erratic nature and automatically buffer the power difference
between RES and the loads, energy storage systems (ESS) are widely incorporated
into the system. ESS, such as batteries, flue cell systems, supercapacitors, provide the
DC voltage regulation and frequency supporting functions [5]. All the RES and ESS
systems are connected to the grid using power converters. These power converters act
as an interfacing stage between the RES, ESS, and the grid loads to deliver the energy
by ensuring stable, sustainable, and reliable operation. The dc–dc boost converters
and ac–dc converters interface the RES and ESS to a dc bus in grid-connected mode.
Simultaneously, the dc–ac inverters take charge to convert the standard dc supply
from the source into ac supply to deliver reliable AC power to the grid. Therefore,
the grid interconnection requires various standards and regulations to integrate with
the power grid to ensure its proper operation and stability.

The inverter plays a vital role in the interfacing of renewable dc sources into the
AC power grid. Inverters are a class of power electronic devices that rapidly switch
action to change the direction of a DC input to regulate electrical power flow to
the grid. Thus, an inverter converts the available DC supply from the sources into
an AC supply to deliver the active and reactive power into the AC power grid. The
filters and other electronics are also employed to inject the pure sinusoidal wave at
desired frequency, voltage, and phase of the power grid. The basic block diagram
of the grid-connected RES system is shown in Fig. 1, where the solar PV array,
wind turbines, fuel cell, and a battery energy storage system are connected to the
DC-Bus through DC–DC or AC–DC converters. The three-phase two-level DC–AC
inverter is employed to convert the DC–AC supply, and the filter is used to remove
the harmonics in the output. The three-phase controlled output is fed to the smart
grid or the utility loads. The monitoring and control system is employed to control
the inverter output. The grid voltage (V g) and current (Ig) are taken from the point
of common coupling (PCC) as a reference and given to the controller to control the
inverter output according to reference values.

As the inverter stands between renewable sources and the power grid, it needs to
act smartly to obtain the maximum output from the sources. It must comply with
the grid codes with easy maintenance and cost-effective solutions. Furthermore,
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Fig. 1 Basic block diagram of grid-connected RES system

the inverter monitors the system and communicates with the computer networks to
control the system parameters to regulate the injected output to the power grid.

According to the output voltage, power level, and applications, several types of
invertersmight be used in aRES system to accomplish the dc–ac conversion. For grid-
tied interconnections, to achieve high functionality by reducing system fluctuations
and bi-directional power flows, smart inverters have been introduced in the RES
system with state-of-the-art communication protocols and control algorithms [6].

4 Mathematical Modeling of RES

The mathematical modeling of RES such as solar PV, wind power, fuel cell, and
battery sources are described below.

4.1 Modeling of Solar PV Array

The solar cell is the fundamental component of a solar array. It is a P–N junction
semiconductor that may generate electricity through the photovoltaic effect. A PV
array is formed by connecting multiple PV cells in a series–parallel pattern. The total
power of the PV array is determined as follows
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Parray = Np ∗ Ns ∗ Pm (2)

where Ns and Np are the numbers of PV cells connected in series and parallel,
respectively, Pm is the power of each module.

The equivalent circuit of a single diode solar PV cell is shown in Fig. 2. Tradition-
ally, a solar cell is represented by an equivalent circuit with a current source having
a diode in parallel. The internal resistance of a cell represents the internal heating
of each cell. A resistor in series with the current source defines the variation of the
output voltage with the current of a cell.

The module photo current Iph varies with irradiation and temperature of the cell
and is given as follows

Iph =
[

Iscr + Ki(T − 298) ∗ Sirrd
100

]
(3)

where Iscr is the short circuit current of the cell, Ki is the temperature coefficient of
the cell’s short circuit current, and T represents the cell temperature in kelvins (K).
Sirrd stands for solar irradiation on the cell in (mW/cm2).

Module reverse saturation current, I rs is given as

Irs = Iscr/

[
exp

(
q ∗ V

Ns ∗ AK T

)
− 1

]
(4)

The cell temperature affects the module saturation current I0, which is given by

Io = Irs

[
T

Tr

]3

∗ exp

[
q ∗ Eg

AK

(
1

Tr
− 1

T

)]
(5)

Fig. 2 Equivalent circuit of a single diode solar PV cell
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The output current–voltage (I–V ) characteristics of a PV cell is calculated by
using the following Eq. 6 [7]

Ipv = Iph − Io

[
exp

(
q ∗ (

Vpv ∗ IpvRse
)

A ∗ K ∗ T
− 1

)
−

(
Vpv ∗ IpvRse

)

Rsh

]
(6)

where Iph represents the current generated by the light incident on the solar cell, Eg

denotes the bandgap energy, and A signifies the diode ideality factor. K indicates
the Boltzmann’s constant [J/K], Tr is the cell referred temperature, q represents the
charge of an electron. Rse and Rsh are the series and shunt resistance of a cell. Io is the
reverse saturation current of the diode. Considering the requirement of energy, the
number of series or parallel strings of solar cells are incorporated in the PV module
to acquire the required power as per the application.

The output of the solar PV array depends on the irradiation and temperature of
the cell. The weather conditions have a certain impact on the PV array output. The
I–V characteristics of a solar PV array with different irradiation and temperature
variations are shown in Figs. 3 and 4, respectively [8].

Fig. 3 The I–V and P–V curves of a solar PV array with different irradiation [8]



214 M. H. Ali and N. L. Thotakura

Fig. 4 The I–V and P–V curves of a solar PV array with temperature variation [8]

4.2 Modeling of Wind System

The wind turbine is the main component that turns the wind’s kinetic energy into
electricity in the wind generator system. Three major parameters can be used to
assess a wind turbine’s performance: power, torque, and thrust. The turbine power
is usually chosen as the primary parameter because it controls how much energy is
released by the turbine. The basic equation that governs the mechanical power of a
wind turbine is as follows [9]:

Pw = 1

2
C p(λ, β)ρ AwV 3

w (7)

where Aw is the rotor blades intercepting area (m2), Vw is the average wind speed
(m/s), and λ is the tip speed ratio (TSR). ρ is air density (Kg/m3), Cp or also known
as Betz’s coefficient, is the power coefficient that has a theoretical maximum value
of 0.593. The TSR is the ratio of a blade’s tip’s rotational speed to the wind turbine’s
wind velocity. Mathematically, it is defined as [10]

λ = Rwωr

Vw
(8)

where Rw is the radius of the turbine in meters, ωr is the angular speed in radians per
second (rad/s), and Vw is the average wind speed in meters per second (m/s). Wind
energy in kWh can be obtained as follows:
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Qw = P ∗ t (9)

where P refers to generated power and t is the time. The wind velocity at any given
height can often be challenging to determine due to various reasons. In such cases,
the data at any reference height can be interpolated or extrapolated to determine the
wind speed at any given height. Because of vegetation, shadowing, and barriers in
the area, measuring wind velocity at a lower altitude can be inaccurate [9].

v(h) ln

(
href

ho

)
= v(href) ln

(
h

ho

)
(10)

where href is the reference height in meters (m), h is the height to be measured, ho is
the measure of surface roughness (0.1–0.25 for crop land), v(h) is the wind speed at
height h (m/s), and v(href) is the wind speed at reference height h (m/s).

Cut-in speed is the lowest wind speed at which the turbine begins to operate and
generate electricity. Cut-out speed refers to the high wind speed at which the forces
on the turbine assembly are high, posing a risk of rotor damage. To avoid damage,
the rotor is brought to a halt using the braking mechanism. The wind speed between
cut-in and cut-out at which the power output hits the highest limit that the electrical
generator is capable of is referred to as rated output speed. It is possible to estimate
the power output in terms of wind speed as follows:

Pw(v) =

⎧
⎪⎨
⎪⎩

(
vk−vk

C

vk
R−vk

C

)
∗ PRated vCin ≤ v ≤ vCout

PRated vCout ≤ v ≤ vRCout

0 v ≤ vCin andv > vRCout

(11)

where PRated stands for rated power, vCin stands for cut-in wind speed, vCout stands for
rated wind speed, vRCout stands for rated cut-out speed, and k stands for the Weibull
form factor—the value of k ranging from 1 to 3 in the existing literature according
to the application.

The power generation changes with variations in wind velocity for a fixed rotor
blade size. As a result, the best generator speed corresponding to maximum power
should be found for the variable wind velocity. Maximum power point tracking
(MPPT) is the process of changing the angular speed of the generator to extract
the maximum power (MPP). MPPT is the subject of the next section. The power
coefficient is maximized for an optimal TSR when zero blade pitches angle [9]. The
optimum rotor speed is given by

ωopt = λopt

R
∗ Vw (12)

Which can rephrase as

Vw = Rwωopt

λopt
(13)
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where ωopt denotes the optimum rotor angular speed in rad/s, λopt denotes the ideal
tip speed ratio, Rw denotes the radius of the turbine in meters (m), and Vw denotes
the wind speed in meters per second (m/s).

4.3 Modeling of Fuel Cell

A fuel cell is an electrochemical cell that uses a pair of redox processes to transform
the chemical energy of fuel, typically hydrogen and an oxidizing agent, commonly
oxygen, into electricity. Fuel cells come in a variety of shapes and sizes, but they
all have an anode, a cathode, and an electrolyte that allow ions to pass through. At
the intersections of the three segments, two chemical reactions take place. Fuel is
burned, water or carbon dioxide is produced, and an electric current is produced,
which can be utilized to power electrical devices. There are several types of fuel cell
technologies; all are designed for specific applications, but they all work on the same
principle. Among several types, the Proton ExchangeMembrane Fuel Cell (PEMFC)
is a good choice for distributed energy sources to produce power.

PEMFC produces electrochemical energy with water as a by-product by
combining hydrogen and oxygen over a platinum catalyst. The I–V parameters of a
typical FC operating at ambient temperature and normal air pressure are depicted in
Fig. 5 [11]. It shows the three different polarization characteristics of an FC cell.

The maximum cell voltage and various voltage drops are used to determine each
cell voltage (losses) variance. A single cell’s output voltage (VFC) can be defined as
[11]

Fig. 5 Ideal I–V
characteristics of a single
PEMFC [11]
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VFC = ENerst − VAct − VOhm − VCon (14)

where ENerst is the standard reversible voltage, VAct denotes the voltage drop caused
by the anode and cathode activation, VOhm denotes the ohmic voltage drop caused by
the conduction of protons through the solid electrolyte and electrons through internal
electronic resistances; VCon denotes the voltage drop caused by the concentration or
mass transportation of the reactant. ENerst denotes the no-load voltage, whereas the
other terms’ total represents the drop in the usable voltage obtainable at the cell
terminals. The voltage (V cell) can be calculated for n cells connected in series and
creating a stack as follows:

VCell = n.VFC (15)

From Fig. 5, the ideal voltage of a PEM cell is the maximum voltage produced by
each cell in the stack at a given temperature with the known partial pressures of the
reactants and products. It is supplied by and is calculated using Gibbs free energy as
follows:

Enerst = �G

2F
+ �S

2F
(T − Tref) + RT

2F

[
ln

(
PH2

) + 1

2
ln

(
PO2

)]
(16)

whereΔG denotes the standard free Gibbs energy change for the reaction in (J/mol);
F denotes the Faraday constant (96.487 C). S denotes the change in entropy (J/mol);
R denotes the universal gas constant (8.314 J/K mol). PH2 and PO2 denote the partial
pressures of hydrogen and oxygen (atm), respectively; T ref reference temperature
and the T denotes the variable cell operation temperature (K). The voltage drop in a
fuel cell is caused by several factors referred to as polarization. There are three causes
of losses: (a) activation polarization, (b) ohmic polarization, and (c) concentration
polarization [12]. Each of them is linked to a voltage drop and is prominent in
a specific current density area. The voltage drop caused by the anode and cathode
activation is known as activation over-voltage. It can be calculated using the following
formula:

VAct = −[
ξ1 + ξ2 ∗ T + ξ3 ∗ T ∗ ln

(
CO2

) + ξ4 ∗ ln(Istack)
]

(17)

The ξ i’s indicate parametric coefficients for each cell model, whose values are set
based on theoretical equations having kinetic, thermodynamic, and electrochem-
ical foundations, and Istack is the cell operating current (A). CO2 is the oxygen
concentration in the catalytic interface of the cathode is measured in mol/cm.

The ohmic voltage drop is caused by the electrode’s electrical resistance and the
electrolyte’s impedance to ion flow. It is given as

Vohm = Istack ∗ (Rm + RC) (18)
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where Rc is the resistance to protons passing through the membrane, which is usually
constant, and Rm is the resistance to the passage of electrons through the membrane.
Rm is obtained by multiplying membrane-specific resistivity (ρm) for the electron
flow (cm) with the thickness of the membrane and is divided by active cell area (l)
in cm. The concentration loss is due to a change in reactant concentration at the
electrode surface when the fuel is utilized, resulting in a fall in the partial pressure
of reactants, causing a decrease in voltage is given by

Vcon = − RT

n
∗ F ∗ ln

(
1 − i

i1

)
(19)

More fuel consumption reduces hydrogen and oxygen concentrations at various
points in the PEM fuel cell gas channels while increasing concentrations of these
reactants at the stack’s input.

4.4 Modeling of Battery System

Renewable energy resources such as solar and wind are place- and weather-
dependent. The battery storage systems (BSS) are widely integrated with RES to
provide the increased energy demand without interruption of continuous power
supply to the utility grid. The BSS can be modeled as a standalone system or hybrid
system integrating with other RES. In hybrid systems, available excess power from
the RES is stored in the battery systems. Cases where power demand is more than
the power supply, the BSS discharge to meet the power demand. For the dynamic
control of BSS in the system, estimating battery State of Charge (SOC) is essential.
The ampere-hour counting approach is suggested as a good choice for estimating
SOCcalculations. The charging or discharging time, aswell as the current expression,
can be calculated using this model as follows:

SOC = Co +
t∫

to

(
Ibat
Cbat

)
dτ (20)

where Co is the initial SOC point of the battery, Cbat is the battery capacity at temper-
ature T bat, and Ibat is the battery current. The charging and discharging behavior of
the battery can be expressed using the SOC equation as follows [13]:

SOC = Co

[
1 − σ

24
(t − to)

]
+

t∫

to

(
Ibat ∗ ηbat

Cbat

)
dτ (21)

where σ is the self-discharge rate; ηbat is the battery efficiency of charging or
discharging. The battery capacity is dependent on temperature, which is given as
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Cbat = C ′
bat(1 + δc(Tbat − 298.15) (22)

where the C ′
bat is the nominal battery capacity. The equation for battery current in a

hybrid grid with solar, wind, and BSS is given as follows [13]:

Ibat = PS + Pw ∗ ηrect − Pload/ηInv

Vbat
(23)

where Ps is the PV array’s power, Pw is the wind turbine’s power, Pload is the load
power, V bat is the battery’s voltage, ηrect is the rectifier’s efficiency, and ηinv is the
inverter’s efficiency.

4.5 Modeling of DC–DC Boost Converter

The DC–DC boost converter is the most utilized converter on the DC side of the
RES system. It is interfaced in between the DC power source such as solar, fuel
cell, wind or battery system, and DC-link bus to convert the low input voltage into
high output voltage on the DC side. In RES applications, it is designed to operate at
its maximum power point by controlling its switching device such as MOSFET or
IGBT transistors using a PWM signal and duty cycle of the controller. The equivalent
circuit of a boost converter is shown in Fig. 6.

The boost converter boosts the input voltage by storing energy in an inductor for
a set amount of time and then using that energy to raise the input voltage to a higher
value. The input source charges up the inductor while switch q is closed, while diode
d is reverse biased to provide isolation between the converter’s input and output. The
inductor’s energy and the power supply are transmitted to the load when the switch

Fig. 6 Schematic diagram of the DC–DC boost converter
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is opened. The following equation describes the relationship between the input and
output voltages:

Vo

Vs
= 1

1 − D
(24)

where V o refers to the output voltage of the boost converter, V s is the input source
voltage from the RES source. D is the duty cycle.

5 MPPT Techniques

An essential function associated with the inverter system for wind and photovoltaic
applications is the maximum power point tracking (MPPT) algorithm. The variable
power output of solar PV and wind energy may not necessarily always correspond
to the maximum power. A PV array’s I–V and P–V characteristics with different
irradiation and variable temperatures are shown in Fig. 4 [8]. To extract themaximum
power point of the system under all conditions, theMPPT techniques are widely used
in wind and PV systems. The MPPT algorithm aims to make the system operate at
maximum peak power point in voltage versus current relationship of the connected
PV array and wind turbine based on the characteristics of irradiance and temperature
of the PV array and varying wind speed conditions of the wind system, respectively.

Several MPPT techniques such as perturbation and observation (P&O) tech-
nique [8], the incremental conductance (INC) technique [8, 14], ripple correla-
tion technique, short circuit current (SCC) technique, and open-circuit voltage
(OCV) technique, fuzzy logic (FL) method [15, 16], Adaptive neuro-fuzzy infer-
ence system (ANFIS)-based MPPT technique have been proposed in the literature.
The complexity, cost, speed of convergence, sensors required, hardware implementa-
tion, and effectiveness of these techniques vary according to the application. Among
all P&O and INC are the conventional methods widely used in practice because of
their ability to track data in real-time under unvarying irradiation conditions and
simple implementation structure. However, to track the non-linear nature of rapid
irradiance changes and oscillations caused by adverse climatic conditions, intelligent
methods like FL-based and artificial neural network (ANN)-based techniques were
used in the literature. To obtain better efficiency by using the benefits of FL and
ANN, ANFIS-based MPPT methods are proposed by the researchers [17].

In wind energy systems, the use of an MPPT controller in a wind system is
vital, given its important role in extracting the maximum energy produced by the
Permanent Magnet Synchronous Generator (PMSG) generator regardless of wind
speed. Its principle is based on the execution of an MPPT algorithm that allows to
reach and track the maximum power point.

In wind systems, there are numerous MPPT strategies that can be recognized.
There are two types of methods: direct and indirect. Power Signal Feedback (PSF)
and Optimal Torque Control (OTC) are the examples of indirect methods which
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require prior knowledge of the wind turbine characteristics such as optimal-wind
turbine power coefficient (Cp-opt) and optimal tip speed ratio (λopt) of the wind
turbine [10]. Direct techniques such as Hill-Climbing Search (HSC) methods, FLC-
based methods, on the other hand, do not necessitate prior knowledge of these
concepts. Hence, various MPPT techniques, such as classical, optimization-based,
and hybrid-based approaches, are summarized in the literature and used according
to the applications [18].

5.1 Perturbation and Observation (P&O) Technique

The P&O algorithm is a simple technique and requires minimum sensors. In this
technique, the MPPT controller adjusts the operating voltage from the PV array by
a small amount in a specific direction and monitors power; if power increases, the
controller tries more adjustments in that direction until power increases no longer. By
using an algorithm, it samples dP/dV. If dP/dV is positive, the algorithm improves the
voltage value towardMPP until dP/dV is negative [16]. This process is repeated until
the algorithm reaches maximum power point (MPP). The power-voltage curve and
flowchart of the P&O algorithm are shown in Fig. 7 [19] and Fig. 8 [8], respectively.

This approach is unsuitable when there is a considerable change in solar irradia-
tion and/or temperature since the voltage fluctuates about the MPP, never reaching a
precise value [16]. Although it is a simple and straightforward strategy, the perfor-
mance deteriorates due to the trade-off between accuracy and speed when choosing
the step size [8]. However, it lacks the speed and adaptability required for tracking
quick transients according to the weather conditions.

Fig. 7 P&O algorithm power-voltage curve [19]



222 M. H. Ali and N. L. Thotakura

Fig. 8 Flowchart of the P&O algorithm [8]

5.2 Incremental Conductance (INC) Technique

The incremental conductance technique is based on the idea that at the MPP, the
slope of the PV array power-voltage curve is equal to zero, so dP/dV = 0, and P =
VI. Figure 9 shows the INC algorithm for power-voltage curve. The slope is positive
in the area to the left of the MPP and negative in the area to the right. Summarizing
that it is represented as:

dP

dV
= 0, At MPP (25)

dP

dV
> 0, left of MPP (26)

dP

dV
< 0, right of MPP (27)

Substituting the PV array current as a function of voltage, P = IV, the equation
can be approximated as

dP

dV
= d(I V ) = V

dI

dV
+ I (28)
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Fig. 9 INC algorithm power-voltage curve [19]

Setting the equation to zero, we will get

dP

dV
= − I

V
, At MPP (29)

dP

dV
> − I

V
, left of MPP (30)

dP

dV
= − I

V
, At MPP (31)

This technique uses the photovoltaic array’s incremental conductance (I/V ) to
calculate the sign of the change in power with respect to voltage (dP/dV ). It calcu-
lates the MPP by comparing the incremental conductance (dI/dV ) with the array
conductance (I/V ). When these two are equal (−I/V = dI/dV ), the output voltage
is at MPP. The MPPT controller maintains the MPP voltage. When the irradiation
changes, the procedure is repeated. This approach involves more processing in the
controller, but it is faster at tracking changing circumstances than the perturb and
observe method (P&O).

5.3 Fuzzy Logic (FL)-Based MPPT

The FL-based MPPT method is a dynamic control method used to track the MPP in
solar PV and wind power systems by handling the non-linear nature of the inputs.
This technique does not require the precise mathematical model of the system but
necessitates the thorough knowledge, rule base, and membership functions of the
system [16]. Two inputs of FL-based MPPT are error (E) and change in error (CE),
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and the output variable is the duty cycle (D). The E and CE inputs of the PV and
Wind systems, respectively, at a sampled time k, are defined as follows:

For PV system:

Epv(k) = P(k) − P(k + 1)

V (k) − V (k + 1)
(32)

CEpv(k) = Epv(k) − Epv(k + 1) (33)

For Wind system:

Ew(k) = P(k) − P(k + 1)

ω(k) − ω(k + 1)
(34)

CEw(k) = Ew(k) − Ew(k + 1) (35)

The inputs Epv(k) and Ew(k) denote the location of the operation point on the
left or right side of MPP on the PV system’s Power-Voltage characteristic curve
and the wind turbine’s Power-Wind velocity characteristic curve, respectively. The
inputs CEpv(k) and CEw(k), respectively, describe the direction of movement of the
operating point toward the MPP on the PV system’s Power-Voltage Characteristic
curve and the wind turbine’s Power-Wind velocity Characteristic curve [15]. The
structure of the rule base’s membership functions (MF’s) is one of the factors that
influence an FLC’s behavior. The controller structure of the fuzzy system is shown
in Fig. 10. The MF’s for the E, CE, and D are specified and given as inputs to the
fuzzy system. The fuzzy inference rules are defined based on Mamdani’s method
[15]. The center of gravity approach is used to compute the D for the DC–DC Boost
converter, as shown in eq. below.

D =
∑n

i=0(μ(D)i ).Di∑n
i=0(μ(D)i )

(36)

Fig. 10 Control structure of the fuzzy system
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where (μ(D)i) is the duty cycle’s aggregated membership function, and Di is the
output variable.

For fuzzy logic MPPT rule configurations, a different number of subsets have
been used. The tuning of rules provides more precision and dynamic response, but
it is time-consuming. The flowchart of the FL-based MPPT algorithm is shown in
Fig. 11.

Compared to traditional methods, fuzzy control algorithms can improve tracking
performance for linear and non-linear loads. Because fuzzy logic does not rely on
complicated mathematical equations, it is also suitable for non-linear control.

Fig. 11 The flowchart of the
FL-based MPPT algorithm
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5.4 Adaptive Neuro-Fuzzy Inference System (ANFIS)-Based
MPPT

The ANFIS (adaptive network-based fuzzy inference system) is a hybrid method that
combines the benefits of neural networks and FL systems. ANFIS is a fuzzy inference
system with neural network optimization. Furthermore, ANFIS can automatically
build fuzzy rules [20]. To achieve MPP, various ANFIS-based MPPT approaches
have been proposed in the literature. From one configuration to another, the input
and output variables are different. The irradiance and temperature (T pv) of the PV
array or V pv, Ipv, and T pv of the PV array can be used as input variables for theMPPT.
The output variable is the D for the DC–DC boost converter to keep tracking ofMPP.
A reference voltage is commonly calculated by providing the appropriate duty cycle
to the converter’s switches, causing the PV to function at its maximum efficiency.
As a result, the PV’s output voltage is operated close to the MPP voltage.

Fuzzification of input parameters from the input data is a term used to define the
membership functions. The ANFIS controller generates the membership functions
based on the prior knowledge received from the training dataset. The shape of the
membership function changes during the training stage and the final shape is achieved
after the training is completed. The learning power of the ANN is used for automatic
fuzzy rule generation and self-adjustment ofmembership functions by the subsequent
design of IF–THEN rules. The experimental data or an artificial set of data can be
used to fuzzify and train the ANFIS model. The ANFIS-based MPPT structure with
a five-layer network is shown in Fig. 12 [20]. For example, low, medium, and high
are three generic bell-shaped-type membership functions for each input. The rule
base defines the input and output membership functions relationship and mapping.

Fig. 12 The ANFIS model-based MPPT structure [20]
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Fig. 13 Rule base of ANFIS based MPPT [20]

The ANFIS model can tune the red slider on the input and output variables
according to the input parameter values. The output duty cycle of the ANFIS appears
in the last column of Fig. 13 as the slider is moved. The experimental findings in the
literature reveal that the ANFIS-based MPPT technique successfully tracks the MPP
with a rapid response time, high tracking speed, and low oscillations. Under real-
world steady and dynamic weather conditions, the ANFIS-based MPPT technique
performs effectively. The maximum power tracking of PV modules can be improved
with this strategy.

5.5 Optimal Torque Control (OTC) Method-Based MPPT

The Optimum Torque Control (OTC) control principle is to adjust the PMSG gener-
ator’s torque to its reference torque for variouswind speeds, and it necessitates knowl-
edge of the optimal turbine parameters Cp-opt and λopt. Considering the optimal wind
speed equation, the optimum mechanical power can be represented as follows in the
optimal case (Cp-opt and λopt), using Eq. 7 [10]
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Fig. 14 The control structure of OTC method [10]

Pm−opt = 1

2
Cp−opt(λ, β)ρπ R2

wV 3
w = Kopt ∗ ω3

r−opt (37)

The optimum mechanical torque can be modeled as

Tm−opt = Pm−opt

ωr−opt
= Kopt ∗ ω2

r−opt (38)

where Kopt is a constant dictated by the characteristics of the wind turbine and
described by

Kopt = 1

2

ρπ R2
w ∗ Cp−opt

λ3
opt

(39)

The control structure of the OTC method is shown in Fig. 14. Where wind speed
ωr and mechanical torque Tm are obtained from the wind system and given as inputs
to the closed-loop controller to obtain optimum output.

5.6 Power Signal Feedback (PSF) Method-Based MPPT

Using the Eq. 37 of the power optimum, the PSF approach may maximize the output
power of a PMSG generator by computing the reference power for a given wind
speed. The computed power is then compared to the current power to generate a
control signal that is sent to the boost converter, ensuring that the power coefficient
Cp and the tip speed ratio are always at their best values. The control structure of the
PSF approach is illustrated in Fig. 15 [10]:

Thus, anMPPT controller associated with a DC–DC converter is widely preferred
in RES power applications. In this case, the DC–DC converter handles theMPPT and
provides some voltage amplification if needed. The DC–DC converter topologies are
used in three categories which include
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Fig. 15 The control structure of PSF method [10]

(i) The boost converter is also known as a step-up converter. It is used to increase
the input voltage to a higher level as required.

(ii) The buck converter is also known as a step-down converter. It is used to reduce
the output voltage than the input voltage level as required.

(iii) The buck-boost converter increases or decreases the voltage ratio with a unit
gain for a duty ratio of 50%.

The DC–DC converter’s duty ratio is adjusted according to the system output
using a suitable inverter controller to obtain the sources’maximum input andmaintain
constantDCvoltage at theDC link.A reasonableDC link capacitor is usually inserted
after the DC–DC converter to minimize the DC voltage ripple present in the output
and to enhance the input DC voltage to the inverter [21].

6 Inverters and Their Selection Criteria

Inverters are power electronic devices that convert the DC energy produced by the
RES into the AC power required by the grid. Inverters should produce AC energy
of the required quality—with low total harmonic distortion of current, a high-power
factor (close to unity), and a low level of electromagnetic interference. Inverters must
also meet safety standards for users, equipment, and the grid.

The development in power electronics technology replaces the thyristors with
insulated-gate-bipolar-transistor (IGBT) switches to increase the power capacity,
response speed. Compared to the thyristor-based inverter, the IGBT-based converter
does not require an external circuit to turn off the device. And the anti-parallel
connection of the diode in the design adds the advantage of bi-directional power
flows without affecting each leg’s power rating. Based on the inverter operational
control, the three-phase inverters are categorized into two types. They are Voltage
Source Inverter (VSI) and Current Source Inverter (CSI). In VSI or CSI, the IGBT
switches gate signals are the essential control parameters for the inverter systems.

VSI is a type of inverter which generates independently controlled AC output
voltage as an output. In VSI, the DC source has negligible impedance and stiff
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Fig. 16 Schematic diagram of three-phase bi-directional voltage source converter connected to the
power grid using LCL filter

DC voltage at its input terminals. Its output voltage is mostly unaffected by the load
variations. Due to these properties, theVSI is used in large power and industrial appli-
cations such as variable wind turbines, fuel cells, solar PV battery storage systems,
adjustable speed drives [21]. The basic block diagram of three-phase bi-directional
VSI is shown in Fig. 16. TheDC-link voltage (V dc) is given as input to the three-phase
VSI. The signals G1, G2…G6 represent the gate signals to the IGBT switches of the
inverter. The IGBT switches S1 and S4 constitute for phase-A, Switches S3 and S2
constitute for phase-B, and S5 and S6 are for phase-C. The switches are triggered
accordingly with the help of gate pulses obtained from the inverter controller. The
output of the inverter is connected to the LCL filter to remove the harmonics present
in the output due to switching action. Further, the output of the filter is connected to
the power grid.

In contrast, the CSI is a type of inverter which generates independently controlled
AC output current waveform as an output. Similar to the VSI, the output current
waveform mostly remains unaffected by the load if the CSI is fed with a stiff DC
source. However, the CSI is usually fed through an adjustable current source from
a high impedance DC source. It is mainly used in medium voltage industrial appli-
cations. Figure 17 shows an example of commercial inverters used for renewable
power applications [22].

The three-phase grid-tied PV inverters range from >20 kW to 1 MW are shown
from left to right. The inverters can be stacked together to operate for large-scale
power applications to achieve the most robust, reliable, and efficient system. These
are the scalable building blocks for multi-MW solar projects with state-of-the-art
technology. They also offer advanced grid-support functions with low installation,
operation, and maintenance costs compared to old ones.
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Fig. 17 Photographs of the commercial inverters used for renewable power applications [22]

6.1 Selection Criteria for Inverters

The inverter is the main and essential component in the RES systems. The precise
configuration and selection of an inverter are critical for the normal operation of a
renewable power generation system. The inverter configuration should be determined
using the technical indicators of the entire power system as well as the manufac-
turer’s product sample handbook. In general, the selection criteria for the inverters
are discussed as follows:

1. Rated power: The rated output power is the inverter’s capacity to supply power
to the load/grid. An inverter with a high-rated output power can handle a greater
amount of power. When picking an inverter, it’s important to make sure it has
enough rated power to meet the equipment’s requirements at maximum load, as
well as the system’s expansion and access to some temporary loads.

2. DC–AC electrical machine efficiency: The essential parameter for grid-
connected RES power generation is theDC–AC electrical conversion efficiency,
which is typical of different inverters. The inverter’s efficiency has a significant
impact on the power generation system’s ability to generate adequate power
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while lowering the cost of production. The use or lack of a galvanic insulation
transformer has themost significant impact on theDC–ACconversion efficiency
of all the design and construction parameters of inverters. Local regulations in
several countries mandate galvanic insulation or its equivalent between the AC
generated on the grid, and the DC generated on the PV side. This can be accom-
plished with either 50 Hz Low Frequency (LF) or High Frequency (HF) trans-
formers [23]. The presence or absence of LF or HF transformers in inverters
affects not only the size, weight, ease of installation, and material costs but also
the earthing and safetymeasures to be implemented in theRES system, aswell as
the control of DC injection feed into the grid. Inverters using an LF transformer
can achieve 92%DC–ACefficiency,whereas thosewith anHF transformer often
achieve 94% [23]. Two percentage points can boost the efficiency by removing
the insulating transformer. Inverters with HF insulation require more electronic
components than inverters with LF insulation. Another aspect to consider is that
inverters that use LF transformers always avoid injecting DC into the grid (by
definition, an LF transformer does not allow DC current to pass through it). As
a result, DC current measurement devices and related control for the injection
of DC current are required for HF transformers.

In the recent market, inverters introduced can function at a wide range of DC
voltages. For those inverters with high efficiency at partial loads, the DC input
voltage has a small effect on the DC–AC conversion efficiency.

To improve efficiency-to-cost ratios, inverter manufacturers would rather
raise the DC operating voltage and use low-current-carrying semiconductors to
boost efficiency at partial loads. Inverters below the KW level should have an
efficiency of 80–85% in general [23]. The efficiency of the 10 KW class should
be between 85 and 90%,the efficiency of higher power should be between 90 and
95%. As a result, when choosing an inverter, as much as possible, it should be
compared, and the product with the highest overall efficiency should be chosen.

3. MPPT efficiency: The DC power input to an inverter is determined by the point
on the PV array’s current–voltage (I–V ) curve or wind characteristics at which it
is operating. The inverter should ideally run at themaximum power point (MPP)
in both systems. TheMPP varies during the day, primarily due to environmental
factors like irradiance, temperature, and wind speed, etc., but inverters directly
connected to RES sources use an MPP tracking algorithm to maximize energy
transfer.

The MPPT tracking efficiency is defined as the ratio of the energy acquired
by the inverter from a RES source to the energy obtained with optimum MPP
tracking over a certain time period.

This can be seen in the following equation [23]:

ηMPPT =
∫ t
0 Pdcdt∫ t
0 Pm dt

(40)

where Pdc is the inverter’s DC input power and Pm is the MPP.
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4. Total Harmonic Distortion (THD) of the current: The current generated by
the PV inverter has its total harmonic distortion or THD. Grid-connected PV
inverters must produce energy of defined quality. The harmonic spectrum of the
current waveform (measured up to harmonic number 49) must have a THD of
less than 5%, while the THD of the voltage must be less than 2% [23] according
to IEC and IEEE standards. Inverters THD output current increases at power
levels below nominal power.

5. Power Factor: In IGBT-based inverters, the power factor, which is also related
to the quality of generated energy, is near to unity (0.999) for power operation
levels above 20% of nominal power [23]. There are no technological hurdles
to voluntarily controlling the power factor in order to generate or consume
reactive energy. Improved grid quality (reactive power by phase displacement
and harmonics control) has recently been explored and implemented in inverters
for new, larger, centralized grid-connected PV systems.

6. DC current Injection: The DC current injection into the electrical grid via PV
inverters is related to the THD of the generated current waveforms. Customers’
DC injection into the general grid can cause the mains transformers’ operating
point to move toward probable saturation, resulting in a high primary current
that can trip the fuses and create a power outage in that portion of the network.
DC promotes cathodic corrosion of cabling, which reduces transformer life-
time and efficiency. A large, heavy 50 Hz LF transformer is commonly used
in PV inverters, which prevents DC from being injected into the grid and also
provides galvanic insulation. LF transformers account for about 15% of an
inverter’s total material cost and significantly increase the inverter’s weight and
diminish its DC–AC conversion efficiency [23]. As a result, in recent years,
manufacturers have looked at ways to eliminate LF transformers. While the
design of transformer-less inverters to minimize DC current injection has some
technical complexities, they are being overcome using improved current sensing
electronic control approaches.

7. Prevention of Islanding: The electrical phenomenon of islanding occurs when
a segment of a power network is separated from themain supply, and PV systems
exclusively power the loads. Islanding is undesirable in terms of public safety
and that of the electricity distributor’s staff, the quality of supply, and the poten-
tial damage to equipment in the event of automatic or manual re-closure of the
distribution system to a power island. It is still a contentious subject in the inter-
national standardization of grid-connected PV systems. As a result, islanding
protection is frequently integrated into the inverter. Active techniques (based on
frequency shift, impedancemonitoring by current injection,monitoring of phase
jumps and harmonics, positive feedback methods, or unstable current ampli-
fication) should be combined with passive techniques (for detecting voltage
and frequency changes) to prevent islanding under perfectly balanced load
conditions in both active and reactive power cases. Many various preventa-
tive measures have been described and implemented, and they are continu-
ally improving. Several studies have been conducted to assess the likelihood
of islanding and the danger associated with it, and they have concluded that
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islanding is essentially impossible for low-density PV generation since load and
generation never match. However, active islanding protection methods, in addi-
tion to voltage and frequency control, are required for grid sections with a high
density of PV and wind generation to keep the risk of PV or wind introduction
onto networks to a minimum.

8. Output voltage adjustment: The voltage stabilizing capacity of the output
voltage of an inverter is represented by the adjustment performance of output
voltage. When the dc input voltage is allowed to fluctuate within a certain
range, the inverter output voltage fluctuates by a percentage of deviation, which
is referred to as the voltage adjustment rate.

When the load changes from zero to one hundred percent, the load adjustment
rate, or deviation % of the output voltage of a high-performance solar inverter,
should be delivered at the same time. Solar inverters with good performance
should have a voltage adjustment rate of less than or equal to 3% and a load
adjustment rate of less than or equal to 6%.

9. Operation of Power Limitation: In the literature, the ideal ratio between the
nominal power of theRESand the inverter has been extensively studied.Because
of the disparities between the nominal and operating power of the PV array or
wind, inverters must be protected from the over-power operation. In cases when
RES source power is greater than the inverter’s maximum DC power input,
inverters should have the internal algorithms essential to maintain maximum
DC power input by diverting input power away from the MPP. For example, in
circumstances when the PV array MPP is higher than the inverter’s maximum
input power might avoid power limitation losses if not considered in the PV
system design and sizing.

The three-phase voltage source inverters with suitable inverter controllers are
widely operated in the distribution networks or grid-connected operations to effec-
tively optimize the inverter output and parameters [6]. The inverter control system
aims to maintain the steady output voltage and frequency by achieving the minimum
total harmonic content. The controller uses a suitable control strategy to maintain the
voltage at a specific set point or reference input [24]. The duty cycle is the crucial
control parameter in power electronic converters. It is controlled by the controller to
enable the inverter output voltage to track the reference signal (Of and Power, [25].
Accurate tracking depends on the capability of the inverter controller. The output
voltage harmonic content is maintained at a minimum point with a proper control
strategy and design. Thus, smart inverters are designed and widely employed in
the RES systems to control the system parameters according to the grid codes and
provide state-of-art communication between the control networks. The comparison
between conventional inverter and the smart inverter is shown in Table 1.
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Table 1 Comparison between conventional inverter and the smart inverter [26]

Situation Conventional inverter Smart inverter

Ride-through utility fault Avoid contribution to the fault Involve in ride-through utility fault

Utility disturbance Disconnect the PV system
from the grid

Support and enhance grid V/F
stability

Power generation No capability to control power
overproduction

Monitor and limit power
generation

V/F variation No contribution in supporting
V/F. Only disconnected

Monitor V/F fluctuation and
generate action stability

Anti-island detection Not implemented yet Investigate transient fault based on
defined scheme

Flicker No contribution Mitigate voltage and frequency
flicker

Power factor No contribution Active load balancing power
factor and reactive power control

6.2 Selection Criteria of Filters

The filter is an essential component used at the inverter output. The inverter is coupled
to a filter to connect to supply the power grid with a pure sinusoidal waveform
without harmonic distortion. The non-sinusoidal nature of PWM voltages due to
switching effects at these converters’ outputs necessitates proper filtering to keep the
current harmonics fed into the grid to a minimum [27]. The harmonic components of
waveforms transmitted to the power grid are widely known to be highly dependent
on the filter architecture and switching frequency [28]. First-order passive L-filter
is usually connected between the inverter and utility grid to reduce the injection
of current harmonics. The L filter has a simpler topology and is easy to design.
However, this design is not viable for low switching frequencies (below a few kHz)
[28]. Furthermore, the system’s dynamic reactivity deteriorates. A large inductor is
required to achieve the power quality standards under these conditions, reducing the
transmission capabilities.

LC filters are another sort of second-order passive filter. An inductance in series
with the inverter and a capacitance in parallel with the grid make up the filter.
Compared to an L filter, the inductance can be lowered by using this parallel capac-
itance, resulting in lower costs and losses. Other issues arise from using a large
capacitance, such as high inrush currents and high capacitance current at the funda-
mental frequency or the filter’s reliance on the grid impedance for overall harmonic
attenuation. Furthermore, LC filters have the drawbacks of time delay and resonance
frequency [29].

To avoid activation of the filter resonance effect, the filter’s resonant frequency
should not coincide with frequencies of switching harmonics, which is perhaps the
most significant consideration for selecting LCL filter parameters [30]. The filter
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resonant frequency (f r: 0.25 fc < fr < 0.5 fc) should be chosen so that it avoids reso-
nance excitation and ensures the overall system’s stability. The LCL filter resonant
frequency f r is given as follows:

fr = 1

2π

√
L fg + Lfi

L fg ∗ Lfi ∗ Cfg
(41)

where f c is the carrier frequency (2–5 kHz), Lfg and Lfi are the LCL filter inductors on
the grid side and inverter side, respectively. Cfg is the filter capacitance. The voltage
drop at the rated load determines the combined filter inductance, typically between
5 and 20% of the rated line-to-neutral grid voltage (V n). The converter side inductor
is primarily responsible for limiting the converter AC current ripple. The maximum
value of the converter AC current ripple (Ic, max) determines the minimum inductance
value of the converter side inductor, which can be chosen as follows [30]:

Lfi,min = Vdc

K ∗ fc ∗ �Ic,max
(42)

where K is the coefficient that depends on the modulation technique, reactive power
at f n should be kept to a minimum when it comes to filtering capacitors. In this case,
the maximum capacitance value is equal to [30]

Cfd,max = λ ∗ Prated

2π fn ∗
(√

3 ∗ Un

)2 (43)

where Prated is the rated power of the inverter, and the coefficient λ is proportional to
the maximum reactive power. Its value is commonly set between 0.05 and 0.1.

6.3 Control Technique of Inverter with a Switching
Technique

The fundamental magnitude and frequency of an inverter’s output voltage can be
adjusted to be constant by exercising control within the inverter itself. Controlling
the VSI and reducing harmonics can be accomplished using a variety of switching
approaches. Pulse Width Modulation (PWM) control within the inverter is the most
efficient way and widely used in the literature. The PWM method possesses the
advantages of reducing lower-order harmonics while higher-order harmonics are
eliminated using a filter and control of inverter output voltage without any additional
control structure. However, this method has the disadvantage that the switching
devices used in the inverter are expensive since they must have low turn-on and
turn-off times; yet PWM is widely employed in industrial equipment.
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The sinusoidal PWM (SPWM) method, also known as the triangulation, sub-
harmonic, or sub-oscillation method, and has received substantial research. The
Sinusoidal PulseWidthModulation (SPWM) techniquewas explained to regulate the
inverter because it can directly control the inverter output voltage and frequency using
sine functions. The SPWM signal is generated by comparing the high-frequency (in
the hundreds of kHz range) triangle carrier wave Vc with the three reference sinu-
soidal waves of the desired frequency at 120° phase shift. The modulated pulse’s
switching instants and commutation are determined by the intersection of waves.
When the sine wave voltage exceeds the triangle voltage, the comparator generates a
pulse, which is utilized to activate the inverter switches. The switches of any leg in the
inverter cannot be turned off at the same time to avoid undefined switching states and
undefined AC output line voltages in the VSI. The phase outputs are phase altered by
120°. The ratio of a triangle wave to a sine wave must be an integer N, the number
of voltage pulses per half-cycle, so that 2N = fc/fs. The SPWM is explained with
reference to the single-phase in Fig. 18. The triangular carrier wave Vc is compared
with one-phase sinusoidal reference Vref, for example. When Vref > Vc, the output
voltage to the IGBT S-1 in the phase-A of the figure—is Vout = Vdc

2 . When Vref < Vc,
the output voltage to S-3 in the phase-A of figure—is Vout = − Vdc

2 . Similarly, the

Fig. 18 The SPWM approach with single sine wave comparison with triangular wave (top) and
respective modulation pulses to the switches in phase-A of a three-phase inverter is represented in
the bottom [31]
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other sine waves for phase-B and C are compared, and respective modulation pulse
will be sent to the inverter IGBT switches in legs B and C.

The ratio of a triangle wave to a sine wave must be an integer N, the number of
voltage pulses per half-cycle, so that 2N = fc/fs. The amplitude (Mamp) and frequency
modulation (Mfreq) are defined as

Mamp = Ar

Ac
; Mfreq = fr

fc
(44)

where Ar and fr are the amplitude and frequency of the sinewave signal, respectively,
and Ac and fc are the carrier wave signal amplitude and frequency, respectively.

Recent studies focus on the implementation of current control techniques of
the inverter using various PWM modulation techniques. Current control is a high-
status issue in three-phase grid-connected inverters that must be addressed. Current
control’s main purpose is to ensure that the measured signal is following the refer-
ence signal. Figure 19 depicts a basic three-phase grid-connected inverter with the
current control technique.

In order to improve the quality of the current waveform, various current-control
approaches have been used in the literature which are discussed in later section of
the chapter. Current control in a three-phase system can be performed in a variety of
ways, including the natural reference frame abc, the synchronous rotating reference
frame dq, and the stationary reference frame αβ. The rotating synchronous reference
frame (dq) coordinates are widely used in the research. The two current components

Fig. 19 Basic current control schematic for three-phase grid-connected inverter
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appear as DC components. The direct component is represented by the d coordinate,
whereas the q coordinate represents the quadrature component. Park’s transformation
transforms three-phase reference frame abc coordinates into dq synchronous coordi-
nates in a rotating reference frame with angular frequency in the three-phase system.
The measured id and iq components are compared with the current controller’s refer-
ence id* and iq* values. The reference voltage signals Vd* and V q* are fed to the
PWM modulation. The reference dq signals are converted back to abc form using
inverse park transform. The modulation pulses are generated according to the type
of PWM technique to control the inverter output voltage.

6.4 Power Grid Synchronization Issues

To integrate renewable sources into the power grid, the grid connection requirements
should be satisfied. Grid synchronization is an adaptive technique that is strongly
related to grid monitoring. In the literature, many grid synchronization approaches
such as the zero-crossing method (ZCM), phase-locked loop (PLL), and virtual flux
have been presented (VF). Among those, PLL-basedmethods aremost regularly used
in the literature. Grid synchronous algorithm information is used at several levels
of control of grid-connected inverters. As a result, grid synchronization technology,
which detects grid conditions quickly and precisely, is a critical issue for power
inverters that are connected to the grid in the distributed power generation system.
A growing number of new energy-producing systems have been connected to the
grid in recent years. This has a significant impact on grid stability, making it more
difficult to connect inverters to the grid [32].

The modern power system is termed as a complex system. Due to the functioning
of automatic adjustment devices andprotectionmechanismsor reclosing, the gridwill
suffer complicated transients when subjected to significant disturbances such as fast
changes in load, primary component removal from or connection to the system, short
circuit, or fault disconnection. Voltage unbalances, flashover, frequency shifting,
and low and high order harmonic frequencies will arise at grid nodes close to the
site of failure, as well as the electronic equipment linked to these nodes, during
this time [32]. As a result, one of the most important difficulties in grid-connected
inverter management is reliable detection of voltage frequency, positive and negative
sequence components under complicated and unbalanced grid faults. Hence, accurate
information of grid voltage is the basis for the control of inverter in grid-connected
RES.

To detect the exact system voltage and phase-angle and to synchronize the system,
the phase-locked loop (PLL)-based synchronous methods are widely implemented
in the system. However, the current PLL techniques used in the system only control
the voltage fluctuations caused by higher-order harmonics, eliminating the effects
of lower-order harmonics in the system. The recent research advances in PLL-based
techniques drive the control techniques to achieve better performance under all
harmonics.
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7 What is Smart Inverter?

In recent years, the advancement in power electronic devices leads to smart inverters
developmentwith smart features to operate autonomouslywith limited operator inter-
vention. In addition to the standard DC–AC conversion, the smart inverter addresses
the challenges associatedwith a highly variableRES systemoutput integrated into the
power grid network by allowing bi-directional power flow, sophisticated monitoring
and communication with the associated grid status, self-awareness for fault detec-
tion, adaptability to the change of loads/working parameters, and the autonomous
decision making to maintain the grid stability and reliability [33]. It can ride through
minor frequency and voltage disturbances and provide a soft start after the power
outages [6]. Also, it can inject or absorb power into or from the grid with principles
of grid-serving and grid-feeding inverter. The smart features of a smart inverter are
represented in Fig. 20 [34].

As mentioned before, incorporating the RES systems into the grid imposes the
voltage and frequency fluctuations at the PCC. Typical inverters trip offline very
quickly due to transient frequency or voltage fluctuations on the grid and do not
return to their operation quickly, which causes vast power loss. Under grid unbal-
ances and voltage fluctuations, the smart inverter should have the capability to remain
connected to the grid for a specific duration based on the maximum and minimum

Fig. 20 Smart inverter with smart features connected to the power grid [34]
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voltage deviation levels allowed by the system. It must trip (disconnect the system)
when the limits are violated [35]. The smart inverter voltage ride-through capability
supports the grid by providing reactive power support, negative sequence compen-
sation, and stabilized grid voltage. To achieve the voltage ride-through capability
under faults, voltage detection and synchronization schemes are usually employed
in the RES system during integration. The frequency ride-through control scheme
is also incorporated in the smart inverter to maintain the system frequency within
the appropriate limits (60 ± 5 Hz). Furthermore, the smart inverter’s voltage control
featuresmitigate the power network’s impact by using one of several operating-mode
alternatives to modulate the real and reactive power profiles.

The power electronic devices such as converters, inverters contain various control-
ling and switching elements. The continuous operation of switching elements in the
inverter and converter generates harmonic currents during non-linear loads. The
injection of current distortions will cause power quality issues in the interconnected
power network. IEEE standards limit the allowance of total harmonic distortions
to 5% of the rated current level. However, the renewable systems connected to the
grid suffer from harmonic distortions of the current due to unavoidable faults on a
grid and operational modes. To control the harmonic distortion of injected current,
various active and passive filters are widely used in the power system network.
However, the filtering methods used in the system are sensitive to the system oper-
ating parameters and involve a high cost. To achieve power quality improvements
and harmonic compensation, alternative control strategies were developed. Using the
RES system capacity, the smart inverter’s current controller is modified to achieve the
systemharmonic current compensation by using several controllers such as predictive
controller, repetitive controller, or hybrid controller.

In the grid-connected system, the active power generation is greater than the grid
power flow, and consumption leads to the reverse power flow in the power network.
The reverse flow of the power leads to over-voltages and will cause problems to
the coordinative protective devices, which disconnect the equipment for maintaining
stability. The reactive power control strategies were proposed to achieve system
stability and ensure the system voltage within the appropriate level. The renewable
systems with energy storage systems and smart inverters supply the reactive power
to the system or provide ancillary services for the low-voltage networks without
any auxiliary equipment. The Volt-Var (VV) control method is implemented by the
inverter to maintain the dynamic voltage regulation. To control the over-voltages
during uncertain disturbances in the system, the inverter injects or absorbs reactive
power to and from the system based on the voltage level at the inverter terminals.
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8 Various Types of Smart Inverters and Their Control
Methods

The grid-interactive smart inverters are classified into three types based on their oper-
ating role, namely: grid-feeding, grid-forming, and grid-supporting smart inverter
[36]. In the case of a small islanded grid or microgrids operating with either PV or
wind turbines, the inverter is controlled as an ideal AC voltage source with constant
voltage and frequency [37]. This mode is called a grid-forming mode. The grid-
forming inverter has a control approach to form the grid voltage. It can control its
terminal voltage with respect to the changes in voltage phase angle at PCC with an
instantaneous power response by considering its storage and reserve capacity [38].
In large power grids with synchronous generators and central inverters, the inverters
feed the grid as an ideal current source. This mode is called grid-feeding mode. The
grid-feeding current-controlled inverter has a control approach that injects the current
into the grid to meet the given power set point independent of frequency and voltage
deviations at the terminal [38]. It is designed to deliver active and reactive powers to
the energized grid and does not contribute to power-sharing. In grid-supportingmode,
neither grid-feeding nor grid-forming is an option. In inverter-dominated grids, the
grid-supporting inverters play a key role in forming the voltage and frequency and
adjust the active and reactive power setpoints during deviations either in intercon-
nectedmode or standalone grid [37]. The grid-supporting inverters are further divided
into two types, namelygrid-supportive grid-feeding andgrid-supportive grid-forming
inverter. The grid-supportive grid-forming inverter operates as a voltage source and
regulates the voltage magnitude and frequency of the grid in either mode. In this
operation, the voltage and frequency values are not fixed but operated as a function
of active and reactive components of the droop equations. The grid-supportive grid-
feeding inverter operates as a droop-controlled current source. The main objective of
this inverter is to maintain the grid voltage, frequency, and amplitude under control
by adjusting/regulating the exchange of active and reactive powers with the grid. The
different behaviors of the grid-connected inverters are summarized in Table 2 [39,
37, 36].

An inverter’s operation modes and control methods can vary based on the applica-
tion and depend on the type of connected loads, modes of microgrids, etc. Currently,
no standard operation and control strategies are standardized for inverter-interfaced
operation. The majority of the literature focuses on the operation and control of
renewable sources’ primary control strategies due to their power-sharing challenges
in a microgrid [40]. To ensure efficient power management, control, and coordinated
operation of the renewable sources in power grids, a hierarchical control method
with various control strategies has been developed and implemented in the power
system. The main requirements of hierarchical control in a microgrid includes.

• Voltage regulation
• Frequency regulation
• Power flow control
• Power-sharing
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Table 2 Electrical behavior of grid-connected inverters and their contribution to the grid [37]

Contribution
to the grid

Grid-forming Grid-feeding Grid-supporting type

Grid-feeding Gird-forming

Type of
source

Ideal voltage source Ideal current
source

Droop-controlled
current source

Droop-controlled
voltage source

Type of
control

Constant
frequency/voltage.
Provides v-f (ref)

Follows P-Q
control

Adjusts P-Q (ref)
(according to v-f
level)

Provides v-f (ref)
(according to P-Q
level)

Output
impedance

Z = 0 Z = ∞ Finite Non-zero

Output
frequency

Fixed frequency Grid
synchronized

Frequency droop Frequency droop

Application Island grid/isolated Grid-connected Grid-connected
(or) isolated

Grid-connected
(or) isolated

• Load sharing
• RES coordination
• Cost optimization
• Power generation and demand prediction

The hierarchical control is divided into three levels: primary control level,
secondary control level, and tertiary control level. The hierarchical control of a
microgrid with three-level controllers is shown in Fig. 21 [39].

The primary controller consists of inner voltage control and current control loops
for instantaneous grid reference voltage and current tracking. It is responsible for
stabilizing the local voltage level to the reference voltage and controlling the values
by simultaneously adjusting frequency and output voltage magnitude [39]. As shown
in Fig. 21, the difference (error signal) between active and reactive power reference
(P* and Q*) and measured values (Pm and Qm) is given to the reference voltage
generator. It will generate the reference Vd* and Vq* components. The measured Vd

Fig. 21 Hierarchical architecture of amicrogrid with primary, secondary, and tertiary control levels
[40]
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andV q are compared with the referenceVd* andV q* in the voltage control loop. The
reference Id* and Iq* are generated using the PI controller. The measured Id and Iq

are compared with the reference values (Id* and Iq*) in the current control loop. The
PI controller in the inner current loop will generate voltage signals which are given
to the PWMmethod using inverse park transformation. The PWM technique uses the
transformed abc voltage signals from dq axis to compute the gate pulse to the inverter
switches based on the received reference signals. The secondary controller computes
the δv and δω by the difference between measured (V and ω) and a reference voltage
and frequency (V* andω*) values. At the same time, the territory controller provides
the reference voltage and frequency (V* and ω*) values by computing the difference
between measured (Pgm and Qgm) and grid active and reactive power (Pg* and Qg*)
values.

The inner voltage and current regulation loops may operate using feedback, feed-
forward, virtual impedance; linear and non-linear control loops to supervise and
regulate the inductor and/or capacitor voltage of the filter to reach the fast dynamic
response of the system while maintaining the system stability [39, 40]. The primary
control is based only on local measurements and is responsible for improving the
system’s power quality, reliability, and performance.

The secondary controller plays a role in the grid synchronization of a microgrid
with the main power grid. It is responsible for frequency and voltage restoration in
case of deviations produced by virtual inertias and output impedances. The secondary
control measures the microgrids voltage (Emg) and frequency (ωmg) and compares
those with the set reference values E* and ω* and sends the error values (�E =
E* − Emg) and (�ω = ω* − ωmg), respectively. The controller decouples the control
parameters and sends the frequency and voltage restoration signals tomaintain the set
reference values. Similarly, the phase between grid and microgrid is also measured
by the controller and sent to all the units to synchronize it to the power grid [39]. Thus,
the secondary control enhances the system performance by maintaining voltage and
frequency stability. The tertiary-level controller deals and regulates the power flows
between the microgrid andmain power grid at the PCC. It is also called a supervisory
controller. This level maintains the load balancing by using optimal power flow
algorithms. The active and reactive power flows can be injected or absorbed by
adjusting the microgrid set points.

Numerous inner-loop control methods are developed to improve the system’s
performance by improving power quality, inverter output voltage or current tracking,
and disturbance rejection by rejecting utility grid harmonics. Fromsimple approaches
to complex analytical controls, the different control strategies are mainly designed
in accordance with the electrical grid conditions at the PCC. The developed methods
are used according to the characteristics of the microgrid. These controllers are
summarized in the following Fig. 22 [40].

Each inverter will have a droop control-based external power loop to allow each
RES system’s autonomous operation in a multi-connected or parallel-connected
inverter system. The power control can be performed with or without communi-
cation with the main system. The power control techniques with communication are
classified as Central control, Master/slave control, Peak values-based and Average
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Fig. 22 Control techniques for inner-loop control in primary control [40]

current sharing based, Circular chain control, Distributed control, Angle droop, and
Consensus-based droop control systems. The power–frequency (P/f ) droop-based,
Power-Voltage (P/V ) droop-based, Frequency-based signal injection, Voltage-based
droop,Virtual flux droop, andVoltage-Current (V /I) droop are the popular techniques
used for power control without communication. In the literature, the power control
techniques without communication are highly studied. Various inner-loop control
methods are discussed briefly in the following sections.

8.1 Conventional PI and PID Controllers

The most commonly employed inverter controllers in RES systems are proportional-
integral (PI) and proportional-integral-derivative (PID) controllers. The PI controller
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algorithm in the time domain can be represented as Eq. 45.

upi(t) = kpe(t) + Ki

t∫

0

e
(
t ′)dt ′ (45)

where u(t) is the output of the PI controller, and Kp and K i are the gains of the
proportional and integral terms, respectively. The gain values given to the inverter
IGBT switches determine the output behavior of the system. The block diagram of a
three-phase inverter system using PI controller is shown in Fig. 23. The voltage V abc

and current Iabc are measured and are given to the PI controller. The PI controller
compares themeasured values with the reference voltage and currentV abc*, and Iabc*
values, respectively. The output of the PI controllers is given to the PWM generator
to generate the gate pulses to the generator.

The controller reduces the steady-state errors and generates the gains in such a
way that the output voltage is regulated close to the reference voltage. The controller
performance is achieved by executing a proper control strategy integrated with
the Pulse Width Modulating (PWM) technique. Controlling the inverter switching
scheme with PWM control techniques can significantly reduce the harmonics and
distortions in the output voltage and produce the power at high efficiency. However,

Fig. 23 Block diagram of three-phase inverter system with PI controller
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there are various PWM techniques available for inverter control, and the control
parameters such as computational speed, harmonic distortions, switching losses may
vary according to the PWM techniques. The PI controllers are used for various appli-
cations in a power system, such as inner control loops, fault ride-through, using
the optimal control algorithms to tune the control parameters. Although the system
performance can be improved by optimal tuning of control parameters, the sensitivity
to the operating conditions and long computational time will slow down the system
response. Similar to the PI controller, the PID controller also widely employed in
grid-connected RES systems. The PID controller algorithm in the time domain can
be represented as Eq. 46.

upid(t) = Kpe(t) + Ki

t∫

0

e
(
t ′)dt ′ + Kd

de(t)

dt
(46)

where u(t) is the output of the PID controller, and Kp, K i, and Kd are the gains
of the proportional, integral, and derivative terms. Analogous to the PI controller,
the conventional PID and other state machine controllers require an exact mathe-
matical model of the system and are very sensitive to control parameter variations.
They have demerits in terms of large-scale output filtering, intelligence applica-
tion, and maintaining grid frequency. Considerable research has been conducted on
inverter control issues such as power and voltage fluctuations, system non-linearity,
harmonic distortion, internal power losses, unity power factor maintenance [41].
Increasing attention has been paid to developing an efficient inverter controller based
on adaptive control techniques because of their fast dynamic response and self-tuning
ability of control parameters [42]. The application of adaptive control algorithms in
solar PV and wind systems allows the researchers to develop the controller’s intel-
ligence application based on fuzzy logic, neural network, neuro-fuzzy, and artificial
intelligence-based control. A nonlinear-based adaptive supervisory control can be
designed for three-phase smart grid inverter applications to generate and regulate
the output voltage effectively. The intelligent controllers reduce the mathematical
computation and analysis problems and avoid the complexity of handling system
non-linearity. The fuzzy logic-based controller is the simplest controller among all
the non-linear intelligent controllers for providing the control operation in smart
inverter. Also, research shows that the fuzzy logic controller provides a superior
response to the conventional PI or PID controllers in terms of sensitivity to load
changes or parameters, settling time, and robustness [41]. Some of the non-linear
controllers are discussed in the following section.

8.2 Proportional Resonant (PR) Controller

The Proportional Resonant (PR) controller is a combination of a proportional term
and a resonant term and is commonly employed in both abc and αβ reference frames
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[40]. It is replaced with the conventional PI controller. Clark’s transformation is
used to convert from three-phase iabc to iαβ coordinators within the control system
to communicate the grid current to the stationary reference frame. As a result, PR
controller variables have a sinusoidal shape. Near the resonant frequency, the PR
controller has high gain and the capacity to eliminate steady-state error and attenuate
particular harmonics. As an inner voltage controller, PR is an excellent solution for
achieving the necessary results. It’s an AC regulator/integrator, and it’s similar to
an integrator with infinite DC gain, which forces the error to zero [39]. In grid-
connected applications, a low-order harmonics compensator can be simply added in
parallel with the PR controller to increase the current controller’s performance by
restraining the distortion of grid current [12]. In PR controller, the resonant frequency
determines controller performance by maintaining a consistent network frequency
which can bemodified in response to grid frequency variations. The transfer function
of the PR controller in the Laplacian domain can be expressed as follows:

uPR(s) = kp + ki
s

s2 + ω2
(47)

where kp is the proportional gain, ki is the integral gain, and ω represents the reso-
nant frequency. The precise tuning and sensitivity to frequency fluctuations are the
drawbacks of this method.

8.3 Model Predictive Controller (MPC)

The goal of the predictive control being developed is to reduce forecast error for
precise current tracking without any error. MPC is appealing because it manages
broad restrictions and non-linearities of a system with numerous input and output
in a flexible control scheme. This technique employs current state control actions to
forecast the behavior of the controlled variables in the future. The controller chooses
the optimal switching states based on the cost function used as a criterion. MPC is
based on iterative, finite-horizon plant model optimization [40]. The present plant
state is sampled at time t, and a cost-minimizing control strategy is derived using
a numerical minimization technique for a relatively short future time horizon: [t, t
+ T ]. In particular, an online or on-the-fly calculation is utilized to investigate state
trajectories that arise from the current state and discover a cost-minimizing control
strategy until time t + T. Only the first step of the control strategy is executed, after
which the plant state is sampled again, and the calculations are repeated from the
new current state, resulting in new control and anticipated state route. The method’s
mathematical strategy demonstrates its sensitivity to parameter changes. The least-
squares method can be used for parameter estimation to improve the accuracy of the
control systems. Various methods based on PR controller have been proposed in the
literature for achieving accuracy.
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Fig. 24 Basic block diagram of a model predictive controller for a three-phase inverter system

Figure 24 shows the basic block diagram of a model predictive controller for a
three-phase inverter system. The voltage and current signals V g and Ig at sample
time t are given as input to the predictive model, the output Vc(t + T ) and the
reference signal V g * (t) are given for the online calculation and to generate the cost
minimization function. These calculations are repeated from the new current state.
The output of the controller is used to generate the gate pulses to the inverter.

8.4 Dead-Beat (DB) Controller

The Dead-beat (DB) control is widely used for the current regulation of an inverter
because of its effective dynamic performance in different applications [39]. DB
belongs to the predictive controller family and is designed to predict the effect
of current control action to reduce the forecast error. It has a very fast transient
response and can track the reference current properly without any error. Because of
its enormous bandwidth, theDB’s instantaneous current tracking becomes appealing.
The derivative of control parameters can be used to forecast future control actions.
Because of its error correction, this control is well-known. The controller’s main
problem is that it is extremely sensitive to network factors. Although these methods
improve the robustness of the deadbeat controller, they complicate the controller’s
structure in the event of parameter mismatches.

8.5 Hysteresis Controller

Hysteresis current controller has a non-linear controller loop and hysteresis compara-
tors; an adaptive band of the controllermust be constructed to achieve fixed frequency
switching. It forces the grid-injected current to follow a reference current in a voltage
source inverter. Each leg switching signal for an inverter is generated using the
hysteresis control approach, which is highly simple and quick to respond. If the error
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Fig. 25 Schematic diagram of a hysteresis controller for a three-phase inverter system

between the reference signal and the measured signal exceeds specific thresholds,
the hysteresis controller generates a signal.

Figure 25 shows the schematic diagram of a hysteresis controller for a three-phase
inverter system. In the hysteresis current controller, the measured current signals are
transformed in αβ frame and are used to compare with the reference value. The error
generated is again transformed into abc frame and is given to the hysteresis loop in
each phase to generate the gate pulses to each phase of the inverter.

8.6 Repetitive Controller (RC)

The repeated control (RC) is a simple learning control algorithm that uses the internal
model principle to provide an alternative solution in case of periodic errors to elim-
inate the mistake in a dynamic system. The notion of repetitive feedback control
(RC) was derived from iterative learning control, and it can be used to control utility
converters with periodic reference signal disruptions. In these controllers, the differ-
ence between the reference value and the connected current of the feedback utility
is used to generate a new reference for the following fundamental cycle. Within the
RC, a low-pass filter is used to reduce high-frequency resonant peaks of gains in the
controllerwithout altering the low-frequency resonant peaks that correlate to substan-
tial grid harmonics that must be rejected. As a result, the output voltage/current of
the RC has very low harmonic distortion even when substantial non-linear loads are
present.

8.7 H-infinity Controller

TheH∞ controller approach’s primary task is to reduce the output disturbance effect.
It achieves a resilient performance in both parameter value changes and worst-case
disturbances. The difficulties are first described in an optimization procedure, and
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then the problems are solved using a controller. The design parameter’s robust-
ness and/or tracking performance are expressed as single values of various loop
transfer functions. These loops can be shaped with the right weighting functions.
The approach provides a number of benefits, including stable performance in the face
of unbalanced loads, lower THD, lower tracking error, and ease of implementation
in practice. The downsides of this controller are that it requires great mathematical
comprehension and has rather slow dynamics.

8.8 Neural Network (NN) Controller

With the addition of a time delay, the neural network (NN) allows information to
be processed in a systematic way that replicates the function of a human nerve
system. The NN is a signal-transmission architecture composed of input, hidden,
and output layers interconnected and operated in parallel mode to accomplish a
specific processing task. The NN algorithm’s self-learning characteristics make it
feasible and simple to build for various operating situations and grid disturbances
while also enhancing control performance.

Artificial Neural Networks (ANNs) are mathematical models that use computa-
tional neurons (non-linear cells) arranged in layers and linked to each other byweight
factors to learn and process data in parallel. Because of their non-linear and adaptive
structure, generalization capacity, and design independence from device parameters,
ANNs are also used in microprocessor control systems. However, their “black box”
existence has no rules for defining the structure (cells and layers) and the network
instruction problem. In the design of intelligent control systems, FLCs and ANNs are
complementary technologies. Neuro-fuzzy systems combine the fuzzy logic infer-
ence ability like a human with the learning and concurrent data processing abilities
of ANNs to create neuro-fuzzy systems. The production time is cut in half, and the
fuzzy model’s accuracy is enhanced with these systems [43].

8.9 Fuzzy Logic (FL) Controller

Intelligent controllers such as fuzzy logic controllers (FLC), or neuro-fuzzy
controllers, artificial neural network (ANN)-based controllers are more robust and
efficient than the conventional techniques since they do not require the exact math-
ematical model of the system. FLC is a technique very often used in many control
system applications. In a system, the FLC controller mimics the human brain to
interpret the incoming information as imprecise terms. Fuzzy logic works on a rule
basis (fuzzy sets), sets of IF–THEN fuzzy rules, linguistic variables, and associated
membership functions (MF) for decision making. The logic is determined by the
thought (trial-and-error based) that refers to the range of possible values regarded for
fuzzy set members. The basic schematic diagram of fuzzy logic controller is shown
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Fig. 26 Basic schematic diagram of fuzzy logic controller

in Fig. 26. The input variables V g and Ig are measured and are given to the controller
to control the process. In grid-connected mode, the error e(t), the difference between
the measured and reference values (V g * −V g; and Ig * −Ig), and its rate of change
de/dt are given as an input to the FLC-based inverter controller. The fuzzifier will
evaluate the inputs using the rule base in the inference engine and membership func-
tions. The respective output corresponding to the inputs is obtained using defuzzifier.
The output signals are used to generate the PWM switching pulses to the inverter
switches.

The FLC is a suitable robust controller for controlling the grid-integrated inverter
because of the power network’s non-linear nature. The selection and development
of system input and output variables, fuzzy rules, and MFs should be determined
initially. The output u(t) obtained from the controller is used to stabilize sinusoidal
output without harmonics. The control algorithm may consist of different functional
blocks such as Phase Locked Loop (PLL)-type frequency synchronization, voltage
regulation, that utilize FLC controllers. However, a complex system with many non-
linear controls can be designed easilywith anFLCcontroller because of its simplicity.
The FLC control system provides a reliable and high-quality output with better
system response, but it is a trial-and-error method. Thus, it’s a very time-consuming
and error-prone process [41].
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8.10 Adaptive Neuro-Fuzzy Inference System (ANFIS)
Controller

Among the neuro-fuzzy controllers, the adaptive neuro-fuzzy inference system
(ANFIS) controller is widely used in solar PV and/or wind energy systems as an
MPPT controller and/or inverter controller of its fast convergence response compared
to other neuro-fuzzymodels. It consists of a fuzzy inference systembasedon the given
dataset and applies neural learning rules to identify and tune the parameters. Its main
features are easy implementation, fast and accurate learning, easy understanding of
fuzzy rules, strong generalization skills, presence of both numeric knowledge and
linguistics for problem-solving. A typical structure of the ANFIS system is shown
in Fig. 27 [43–47]. Each circle represents a fixed node in the system, and the square
box represents the adaptive node. It displays a multilayer feedforward network, with
each layer performing a specific function on the input signals. The training data is
required to tune the MF parameters.

An ANFIS controller is one of the control systems applied to control the grid
interfaced inverter. The ANFIS controller can be used as an inverter control system
to regulate the output power delivered to the grid, and/or it can also be used as a
supervisory controller to supply and regulate the power flows into the grid from
multiple grids connected sources. The inverter control system may consist of two
ANFIS controllers operating to provide the grid’s active and reactive powers. The
ANFIS-based active power controller of an inverter uses an error signal determined
as the difference between the active power demanded by the grid and the actual
power delivered by the inverter into the grid as an input, and it determines the direct
component of the current to be provided by the inverter to maintain the stability. The
output current components are transformed into respective switching pulses of the

Fig. 27 Basic architecture of an ANFIS system [43–47]
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inverter to supply the demanded power. The derivative of the given input error is used
to interpret the prediction of future errors, which improves the controller’s system
stability and performance.

8.11 Slider Mode Control

The sliding mode controllers (SMCs) enable stable system parameter modification
over a wide range of operating points. The controller responds with a powerful
control action when a plant deviates from its typical operating points. Chattering is
an issue with the controller. To address this issue, the SMC parameters are optimized
using output ripple waves, and an additional integral term of the grid current is
added to the sliding surface to eliminate tracking inaccuracies. The SMC approach
has several advantages, including disturbance rejection, ease of implementation, and
low sensitivity to changes in parameter values.

8.12 Linear Quadratic Regulator

The state-feedback of pole placement provides several advantages, including a high
degree of flexibility and ease of application. In both steady-state and transient circum-
stances, the linear quadratic regulator (LQR) method performs well. The approach
is intrinsically stable and can be used regardless of the order of the system. The
accuracy of tracking during load changes is a downside of this strategy.

8.13 Linear Quadratic Integrator

To meet the quick dynamic response and nullify the steady-state voltage error
between grid voltage and reference grid voltage during load changes, presents the
linear quadratic integrator (LQI), which minimizes the system’s cost function. In
instantaneous reference voltage tracking, the integral term of the controller mini-
mizes an error caused by outside disturbances. Finding the ideal increases that enable
adequate tracking with 0% steady-state error is simple with this method.

In conclusion, the implementation of inner-loop control approaches is dependent
on microgrid characteristics. For example, robust controllers are preferred to achieve
effective performance when microgrid parameters are sensitive and uncertain. It is
clear that a single controller will not be able to address all of the issues. However,
more research into the design and implementation of these controllers for microgrid
applications is necessary.
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9 Advantages and Disadvantages of Various Control
Approaches

The benefits and drawbacks of various conventional, linear, and non-linear inner-loop
control techniques are summarized in Tables 3 and 4 [40].

Table 3 Merits and demerits of various conventional control techniques [40]

Control methods Advantages Disadvantages

Classical control PI Simple control structures and
easy implementation
A zero steady-state error in dq
frame

Performance degradation during
disturbances
Steady-state error in an
unbalanced system

Proportional resonant (PR) Improved performance with a
robust inner current controller
Almost zero steady-state error
Low computational. Burden and
implementation complexity

Sensitive to frequency variation
Difficulty in controlling
harmonics
Require accurate tuning

Dead-beat controller (DB) Suitable for harmonics control
Fast transient response with low
THD and harmonic noise

Require accurate filter model
Sensitive to network parameters

Predictive control Suitable for use in non-linear
system
Require less switching
frequency
Accurate current control with
lower THD and harmonic noise

Require accurate filter model
Require extensive calculations
Sensitive to parameter variations

Hysteresis current control Easy and simple
implementation
Fast transient response
Inherent current protection

Resonance problems
Limited to lower power levels
Error in current tracking and
harmonic issues

H controller A very low THD and improved
performance
Robust performance in linear
and non-linear/unbalance loads
Reduced tracking error

Require deep mathematical
understanding
Relatively slow dynamics

Repetitive controller (RC) Robust performance during
periodic disturbances
A zero steady-state error at all
harmonic frequencies

Stabilizing problem
Slow response during load
fluctuations
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Table 4 Merits and demerits of various non-conventional control techniques [40]

Control methods Advantages Disadvantages

Neural networks Good performance in current
control

A slow dynamic response
Apply in static mode

Fuzzy control methods Not influence by parameter
variations and operational
points
Suitable for a large-scale
non-linear system with easy
design

Slow control method

ANFIS controller Good performance during
transients
Efficient; minimum THD

Requires huge data. Requires
long time for data training and
learning. Complex computation

Adaptive fuzzy Simpler than ANFIS
Efficient

Poor performance during
transients
Complex control

Sliding mode control (SMC) Reliable performance during
transients
Control over THD on design
Good disturbance rejection

Chattering phenomenon in
discrete implementation
Difficulty in designing procedure

LQR&LQI controller Fast dynamic response
Easy design procedure
Good tracking performance

Phase shift in voltage tracking
during normal operation
Voltage tracking error during
disturbances
Difficulty in extracting model

10 Case Study: Simulation Results

The simulation diagram shown in Fig. 28 consists of a three-phase grid-connected
solar PV system with constant irradiance and temperature inputs. The P & O algo-
rithm is used to track the MPP. The gate pulse of the MPPT algorithm is given to
the boost converter to boost the input. The DC-link capacitor value is chosen in a
way that the output voltage is constant, and pure DC is fed to the inverter without
any ripples. The inverter system is designed using IGBT switches for each leg. The
control structure explained in Fig. 21 is used to control the inverter. The inner-loop
voltage and current control loops are shown in Fig. 29. The LCL filter is connected
to the inverter to remove the harmonics in the inverter output. The filtered output is
connected to the power grid.

The outer blocks in Fig. 29 represent the voltage control loop, while the inner-
loop block represents the current control loop. The measured voltage and reactive
power are compared with the reference values, and the error is passed through a PI
controller. The output of the PI controller generates the Idref and Iqref values. Again,
the error is computed by taking the difference between the reference and measured
values, then passing it to the PI controller. The Vtd1 and Vtq1 are the reference
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Fig. 28 Simulation diagram of three-phase grid-connected solar PV system

Fig. 29 Simulation diagram of inner voltage and current control loops

signals in the dq frame to be transformed into the abc reference frame for the PWM
modulation.

Figure 30 shows the output voltage and current of a PV array with constant
irradiance and temperature inputs. The input irradiance is maintained at 1000 W/m2

and the temperature at 25 °C. The voltage output is obtained around 320 V and the
current around 425 A.

Figure 31 shows the duty cycle (D) to the boost converter obtained using the P&O
algorithm. This figure shows that the algorithmmaintains around the reference value
0.725 when there is no input disturbance or variation.
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Fig. 30 The irradiance, voltage, and current outputs of PV array

Figure 32 shows the DC-link voltage output. The output voltage is maintained
constant around 1000 V. The constant Dc voltage is provided to the inverter as an
input.

Figure 33 shows the three-phase reference voltage input obtained using the control
technique mentioned above. The reference voltage is limited between −1 and 1 V
and is given to the PWM generator to control the inverter output according to the
reference voltage.

Figure 34 shows the switchingpulses given to a three-phase inverter. The switching
pulses turn on and off the inverter switches accordingly to produce the three-phaseAC
output. The output voltage has a peak at the starting of the simulation. However, the
system output is stabilized at 0.2 s andmaintained constant throughout the simulation
run time.

Figure 36 shows that the active power output obtained is close to 100 KW, and the
reactive power is around 30 KW. The results of the PV system with other controllers
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Fig. 31 The duty cycle of the MPPT algorithm to the boost converter using the P &O technique

such as fuzzy, ANFIS also follow a similar pattern. However, the power quality and
stability of the system outputs are improved compared to the conventional control
techniques.

11 Chapter Summary

The chapter presented and evaluated renewable sources motivation, such as solar
PV systems, wind turbine systems, fuel cells, and storage systems in grid interfacing
mode. According to the latest IEEE 2018 standards, the grid connection requirements
for interfacing the renewable energy sources in the utility grid level are demonstrated.
Mathematicalmodeling ofRES such as solar, wind, fuel cells, and battery SOCcalcu-
lations are studied in the chapter. The necessity and various types ofMPPT techniques
are discussed above. Power electronic devices such as inverters, DC–DC converters,
and filters play a crucial role in renewable systems for power generation. TheDC–DC
and AC–DC converters are used to boost the input source voltage to interface to the
DC bus. The inverters play a vital role in converting the DC into AC supply. Based on
the operating role, the voltage source inverters are widely preferred in high-voltage
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Fig. 32 DC-link voltage output

applications. The modeling of the DC–DC boost converter, inverter, and filters is
discussed. The selection criteria for inverters are specified in the chapter. To improve
the system stability under faults and to provide the grid-supportive functions, smart
inverters can be developed with smart features. The smart inverter performs the stan-
dardDC–ACconversion. It provides the grid-support functions and ancillary services
such as voltage and frequency regulation, fault ride-through, and dynamic current
injection with high flexibility and reliability. The suitable controllers control the gate
signals to the IGBT switches in VSI or CSI to achieve the reference output at the grid
level. The inverter control technique and its switching methods using PWM modu-
lation techniques are reviewed. The active power and reactive power compensation
of the inverter can be achieved by changing the amplitude and phase of the inverter’s
output voltage. The hierarchical control schemewith three control levels is discussed,
and various inner-loop control techniques are summarized for the grid-feeding and
grid-forming mode inverters. Typically, conventional controllers such as PI or PID
controllers are employed tomaintain the steady output of the inverter. However, these
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Fig. 33 Three-phase voltage reference obtained using the controller and is given to the inverter

traditional controllers involve time delays and are very sensitive to small voltage devi-
ations in the system fluctuations. Non-linear controllers such as FLC, ANN, ANFIS
provide the steady three-phase output of the inverter due to their non-linear nature
and provide the effective output response. This chapter also summarizes the advan-
tages and disadvantages of various inverter controllers for providing the stabilized
sinusoidal output into the grid. The simulation results section shows the simulation
diagram of the three-phase grid-connected solar PV system with inner voltage and
the current control loop. The respective outputs such as PV array output voltage, duty
cycle, dc-link voltage, inverter output, along with the controller reference signal are
provided in the chapter.
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Fig. 34 Inverter pulses and corresponding output voltage
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Fig. 35 Three-phase filtered output voltage and current waveforms supplied to the power grid. In
this system, the three-phase output voltage of the PV system is maintained at 420 V, and the current
is around 185 A.
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Fig. 36 The active and reactive power output of the PV system
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Transformerless Three-Phase Solar
Photovoltaic Power Conversion Systems

Deepak Ronanki and Harish Karneddi

Abstract Solar photovoltaic (SPV) energy is one of the promising and dominant
renewable energy sources for clean and sustainable electricity production. Typi-
cally, a power conditioning unit (PCU) along with a low-frequency transformer
on the AC side is utilized to integrate the photovoltaic (PV) source with the grid.
However, they offer low efficiency, high cost, and low power density. Transformer-
less inverters gained more attention in grid-connected PV systems due to demands
of power density, high efficiency, reliability, and low cost. However, leakage current
is produced through the stray capacitances between the PV array and the ground. It
is generated due to the fluctuation of common-mode voltages between PV neutral
and grid. Also, it enhances DC injection into the grid due to the absence of galvanic
isolation. Consequently, it causes fundamental safety problems and the degradation
of the system’s performance. This chapter aims to study and compare leakage current
minimization approaches through converter topology modifications and pulse width
modulation schemes in transformerless PV systems. The key performance of each
inverter topology in terms of leakage current is holistically evaluated through simu-
lation studies in MATLAB software. Finally, the merits and demerits of each power
converter topology for transformerless solar systems are summarized in this chapter.

Keywords Common-mode voltage · Inverters · Leakage current · Modulation
schemes · And solar power conversion systems
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S Switching device
L Inductor (mH)
IPV PV array output current (A)
VPV PV array output voltage (V)
Cpv Stray capacitance of PV panel (μF)
Vdc Input DC voltage (V)
Van, Vbn, Vcn Phase voltages of converter (V)
n Neutral point
a, b, c Terminals of a 3-phase system
V0 to V7 State vectors
I leakage Leakage current (A)
VCM Common-mode voltage (V)
Rg Ground resistance (�

List of Acronyms

PV Photovoltaic
PCU Power conditioning unit
PVS Photovoltaic systems
IEA International Energy Agency
PVES Photovoltaic energy systems
Hz Hertz
LFT Low-frequency transformer
HFT High-frequency transformer
kWh Kilowatt hour
THDs Total harmonic distortions
EMI Electromagnetic interference
CMV Common-mode voltage
DC Direct current
MPPT Maximum power point tracking
CI Central inverter
SI String inverter
PWM Pulse width modulation
UPS Uninterrupted power supply
RMS Root mean square
AC Alternating current
kHz Kilo Hertz
IGBTs Insulated gate bipolar transistors
V Volt
kW Kilo watt
GW Giga watt
VSI Voltage source inverter
CSI Current source inverter
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MPPT Maximum power point tracker
MPP Maximum power point
I-V Current versus voltage
P-V Power versus voltage
A Ampere
s Seconds
MOSFET Metal oxide semiconductor field-effect transistor
W Watt
LC Inductor-capacitor
SPWM Sine pulse width modulation
SVM Space vector modulation
NSPWM Near-state PWM
AZPWM Active zero state PWM
RSPWM Remote state PWM
MSVPWM Multilevel space vector pulse width modulation

1 Introduction

The generation of electricity from photovoltaic systems (PVS) is growing rapidly
and has become one of the prominent among the distributed generation systems.
International Energy Agency (IEA) has reported that more than least 627 GW of
PV are installed worldwide, as 115 GW of PV were installed in 2019 [1]. The
PVs are the third-most energy resource after hydro and wind energy in terms of
cumulated installed capacity. Currently, strategic incentives and tariff schemes by
federal governments in many countries are contributing to the widespread adoption
of PVS. Last decade, the cost of PVS has dropped by 59% due to cutting-edge
advances in materials, power electronics, and digital technologies along with the
escalated manufacturing facilities by the industries. The power conditioning units
(PCUs) are a part of PVS, which comprise of power electronic converters and their
digital control mainly contribute to enhancing the energy yield from the sun and
minimizing the cost, thereby offering convenient access to solar energy and cost-
effective. Also, a smaller footprint, enhanced power quality, grid codes compliance,
and improved reliability can be achieved through power electronic converters and
their control [2].

PVS is mainly classified into grid-connected and off-grid (standalone) systems.
The energy produced by grid-tied PVS is growing significantly, which feed power to
the grid with sinusoidal currents and local loads. The standalone PVS are utilized in
remote and rural areas where the grid connection is not available, complicated, and
expensive. The local loads are fed by PVES with constant voltage and frequency in
off-grid applications. Energy storage is employed with standalone systems, to supply
continuous power supply in such a way that harvested PV power charges energy
storage and gets utilized for supplying to the local loads [3]. However, grid-connected
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PVS are preferred due to the existence of short-lived, costly, and bulky batteries in
standalone applications. The PCU employing the voltage source converters with
output filters is used for grid-connected and standalone systems. The output current
and load voltage are regulated in on-grid and off-grid PVS, respectively. The main
challenge associated with all PVS is the extraction of maximum power as the PV
characteristic curve varies changes with environmental conditions, such as solar
irradiation and core temperature [4].

To integrate solar PV with grid or AC loads, a PCU which converts the energy
produced by PV panels from DC to AC while extracting maximum power from the
solar PV system and is responsible to generate the required voltage and frequency
for grid synchronization. This connection is achieved in two possible ways with and
without galvanic isolation, as depicted in Fig. 1. Galvanic isolation between the PV
source and grid is provided by using a transformer with an inverter connection. The
most traditional way is the connection of the inverter along with a low-frequency
transformer (LFT) on theAC side (Fig. 1a) or a high-frequency transformer (HFT) on
the DC side (Fig. 1b). With the galvanic isolation, PVS is protected from hazardous
voltages and avoids DC current injection into the grid [5]. However, LFTs (Fig. 1a)
generates power loss in the windings, thereby reducing the system efficiency. Also,
they are bulky, heavy, and expensive. One of the possible ways to enhance the power
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density is the adoption of HFT, and their configuration is shown in Fig. 1b. However,
the system efficiency is comparatively low due to multiple conversion stages.

Alternatively, transformerless PV grid-tied inverters (Fig. 1c) is introduced which
can reach their efficiencies up to 97–98% with the high power density and low
cost. However, several concerns such as safety issues, malfunction of sensors, and
corrosion in underground equipment under the effects of the leakage current due
to the absence of galvanic isolation between PV sources and the grid [6]. Also,
the existence of the leakage current escalates the total harmonic distortion (THD),
electromagnetic interference (EMI), and system losses.

Typically, the PV panels frame will be grounded (Fig. 2) to limit the leakage
current as described in European and USA standards [7]. The intensity of leakage
currents can be determined by the value of PV panel parasitic capacitance, converter
topology, control technique, and switching frequency of converter operation [8].
Among them, inverter topologies and control strategies (pulse width modulation
schemes) are proven to be the most dominant factors in determining the leakage
current that flows from the PV source to the grid through parasitic capacitors formed
between them. The intensity of these currents highly depends on the amplitude and
frequency content of common-mode voltage (CMV) and parasitic capacitances [9].
Therefore, it is essential to understand the phenomenon of leakage current genera-
tion and methods to mitigate the generation of this phenomenon. Over the past years,
sincere attempts have beenmade by the researchers tominimize the leakage current in
the transformerless grid-tied PV inverters through advanced modulation techniques
and power converter topology modifications. A holistic comparison among trans-
formerless two-level converter topologies in terms of CMV and leakage current is
alsomissing in the literature. This chapter mainly focuses on a review of transformer-
less inverter topologies, switching techniques, and control schemes are presented to
limit the leakage current in PV systems.
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PV cells
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Polymer

Back support

Printed Cell 
contacts

+

_

Frame

Fig. 2 Parasitic capacitance view of the solar PV panel
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This chapter is organized as follows:

• The overview of power interface systems and their classification for grid-
connected PV systems are presented in Sect. 2.

• The fundamental details of grid-tied inverters regarding leakage current generation
and its minimization through control schemes are discussed in Sect. 3.

• Theoverviewof transformerless three-phase grid-tied inverters and their operation
principles are presented in Sect. 4.

• Comparison of various transformerless three-phase grid-tied inverters through
simulation studies is illustrated in Sect. 5.

• Section 6 provides the concluding remarks of this chapter

2 Classification of Power Interface Systems

PV panel output is continuously varied concerning the irradiation and atmospheric
temperature. Also, the partial shading and module age are considerable effects of
PV system performance [10]. This mismatch of output leads to a reduction in output
energy and the lifetime of the PV modules. Various maximum power point tracking
(MPPT) techniques are proposed to extract the maximum energy from the PVS. The
PCU extracts the maximum output from PVS and plays a vital role in maintaining
the output at desired standards of load (for a standalone system) or grid (voltage and
frequency) [11]. Based on the range of the output power, PVS are categorized under
three regions [12, 13].

• Small-scale PVS (power rating <10 kW)
• Medium-scale PVS (power rating typically 10 kW–1 MW)
• Utility-scale PVS (typical power rating of 1–10 MW)

Based on the conversion stages, PVS can be interfaced with grid or load in two-
stage or single-stage conversion. In two-stage, two sets of power conversion stage
i.e. DC–DC andDC–AC conversion. The front-end DC–DC converter is accountable
for yielding maximum power from PVS, whereas the DC–AC converter converts the
DC power to AC with maintaining the grid standards. Two-stage conversion systems
are mostly used for high power applications due to the maturity of the topological
structures and their simplicity in control. However, conversion losses are more in the
two-stage conversion. In single-stage conversion, both are maintained by the inverter
alone and by the conversion losses are less as compared to the two-stage. However,
the control of the system becomes complex.

Recently, the medium- and large-scale PV plants have gained great attention due
to lowmaintenance and zero-emission. In general, the inverter is connected to the grid
through the low-frequency transformer (LFT) to provide isolation, step-up operation,
and minimize the leakage current. Because of the weight and size constraints of
the LFT, the PV inverter system can be expensive and complex for installation and
maintenance. To overcome the aforementioned short comes, transformerless inverter
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topologies are presented in this chapter. The block diagram of transformerless grid-
connected PVS is illustrated in Fig. 3, which consists of several conversion stages
and is followed by the filters [13]. PVS is connected through the DC/DC converter-
1 and followed by one more DC/DC converter. The front-end DC/DC converters
are placed to extract the maximum power from the PVS and a secondary DC/DC
converter provides step-up or step-down based on the requirement. Usually, for grid-
connected PVS step-up converter is equipped to deliver power to the medium voltage
(MV) grids without using any step-up transformer and these DC/DC converters are
optional. Finally, the inverter is placed at the output end to deliver AC power from
the secondary DC/DC converter to the MV grid and in between filters are placed to
suppress the voltage/current ripples.

The control system is shown in Fig. 3monitor and controls all converters to extract
maximum power from the PVS and to deliver power to the grid with the following
predefined standards (Table 1). This block also controls the circuit breakers to make
or break the PVS from the grid. During night-time, faulty condition or standalone
operation control systems disconnects the PVS from the grid.

Grid interfaced solar PVs are categorized into four different (Fig. 4) types based
on the configuration [2]. Central inverter (CI) based PV configuration illustrated
in Fig. 4a is mostly adaptive configuration due to simple structure. CI configuration
consists of a minimal component count for PCU, and one low-frequency transformer
is sufficient to provide galvanic isolation. Therefore, the cost and the losses associated

Table 1 Standards associated with grid integration of PVS [12, 14, 15]

Standard Voltage fluctuation Power factor DC current injection Frequency tolerance
(Hz)

IEEE 1547 5% >0.9 <0.5% 59.3–60.5

IEEE929 – >0.85 <0.5% 59.3–60.5

IEC 61,727 – – <1% 59–61

RULE 21 5% >0.9 <0.5% 59.3–60.5

VDE-AR-4105 3% >0.9 <1A 47.5–51.5

AS 4777 – >0.5 <1% 45–55
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with CI configurations are very less. Usually, these configurations are having an
efficiency of typically 95–98% [16]. Because of the aforementioned benefits and
ease of control, this configuration is more suitable for large-scale PVS. Apart from
the benefits, CI configuration has poor MPPT tracking due to a single inverter for
multiple strings. Multilevel inverter topologies are more suitable for CI-based PV
systems. Over the past years, researchers have proposed various multilevel inverter
topologies for transformerless grid interfaced PVS and which are consolidated in
[17–21].

String inverter (SI) configuration illustrated in Fig. 4b consists of individual
inverters for each string to improve MPPT (power yielding capability is increased
by 1–3%) [22]. SI configuration consists of more conversion stages compared to
the aforementioned configuration and also each string requires an individual LF
transformer, which results in 60% expensive than CI configuration and increases the
losses. Due to that SI configuration is preferable for medium-scale PVS.

The multi-string configuration in Fig. 4c combines the benefits of the CI configu-
ration as well as the SI configuration. DC–DC converter yields the maximum output
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from individual strings similar to SIs and forms DC bus and followed by CI to inter-
face with the grid results reduction in transformer count to one. Therefore, improved
efficiency and lower cost are achieved due to the reduction in the number of the
transformers as compared to SI configuration, [2, 22]. Figure 4d shows the module
inverter configuration; each module consists of individual inverter results increase
in the power yielding capability. Due to a large number of component counts, these
are suitable for small-scale applications [23].

Overall, transformerless inverters especially in string configuration have gained
more attention due to demands of high efficiency, power density, and low cost.
However, it causes fundamental safety problems and PV system degradation due to
the existence of leakage current andDC injection into the grid. Therefore, this chapter
mainly deals with the transformerless string inverter topological configurations to
mitigate the leakage current to interconnect the PV plant with a grid.

3 Grid-Tied Inverters and Control Schemes

The inverter is used to convert the fixed DC voltage to the desired alternating voltage
with the required frequency. These are used to interface the renewable energy sources
with the grid or DC sources to the AC loads, and the block diagram of the inverter
is shown in Fig. 5. Here, the DC input voltage is maybe from PVS (single-stage
conversion) or the output terminals of DC–DC converter (two-stage conversion), and
the output may be a single-phase or a three-phase based on the inverter topological
configuration. Usually, inverters are used for various power controlling applications
like speed control of motors, induction heating, uninterrupted power supply (UPS)
for sophisticated loads.

Inverters are broadly classified into voltage source inverters (VSIs) and current
source inverters (CSI) based on the input source. VSI converts the fixed DC voltage
to the variable frequency AC voltage; its output voltage is independent of the load,
and the current is depends on the impedance of the load. CSI converts the fixed
DC voltage to the variable frequency AC current, the output current of the CSI is
independent of the load but the voltage is dependent on the impudence of the load
[9]. Based on a number of phases at output inverters are categorized into single-phase

Fig. 5 Block diagram of the
inverter
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IAC
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and three-phase inverters. Single-phase inverters are restricted to low power output
and these inverters are popular for the UPS.

3.1 Three-Phase Inverter

Three-phase inverters are pretty popular in most applications due to their high power
handling capabilities. The basic three-phase inverter is a six-switch inverter (H6
inverter), illustrated in Fig. 6. It consists of three arms with having two switches
on each arm. These switches are operated in several states to obtain desired voltage
and frequency at the output terminals, and this process of symmetrical switching
is known as modulation [24]. The basic modulation techniques are 180° mode and
120° mode. During the 180° mode of operation, each switch operates for half of
the period over a cycle, and switches corresponding to the same arm are operated
in a complementary manner to avoid a dead short circuit of source terminals. The
switching pattern of the 180° mode of operation is shown in Table 2. Due to the
non-ideality of the switches, the outgoing switch goes to turn off slowly and leads
to a dead short circuit of source terminals [25].

To eliminate the aforementioned problem, dead time is provided between the
transitions of pole voltages. To achieve that 120° mode of operation is proposed. In
this, each switch conducts for 120° over a period and 60° delay is provided in between
the switching of the switches (Table 2) in the same leg but the major drawback with
the 120° mode is output voltage decreases.

The output phase voltages of the VSI corresponding to the 1800 mode of conduc-
tion are shown in Fig. 7. Irrespective of the load impudence the voltage remains
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Fig. 6 Three-phase H6 inverter
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Table 2 Switching pattern of VSI

Switching pattern for 180° mode of operation

0–60° 60°–120° 120°–180° 180°–240° 240°–300° 300°–360°

S1 S4

S6 S3 S6

S5 S2 S5

Switching pattern for 120° mode of operation

0–60° 60°–120° 120°–180° 180°–240° 240°–300° 300°–360°

S1 S4

S6 S3 S6

S2 S5

Fig. 7 The output voltage of three-phase H6 VSI in 180° operating mode

constant at 4 levels (2*Vdc/3, Vdc/3, –Vdc/3, –2* Vdc/3) with a 31% total harmonic
distortion (THD).

3.2 Leakage Current and Common-Mode Voltage (CMV)

The CMV and the parasitic capacitance of the solar PV (Fig. 2) cause the leakage
current. CMV can be determined by taking the mean of the pole voltages of the
inverter (Eq. 1) [26]. Figure 8 shows the model diagram of the H6 inverter, where
Va(t), Vb(t), Vc(t) are the instantaneous pole voltages and the VCM is the common-
mode voltage that appears in between the neutral point of the load and the source
–ve, and Cpv is the stray capacitance of the solar PV panel.

VCM = (Va + Vb + Vc)/3 (1)
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Ileakage = Cpv ∗ d(VCM)/dt (2)

Ileakage ∝ d(VCM)/dt (3)

Therefore, the leakage current of the inverter can be minimized by suppressing
the change in CMV (Eq. 3), and this must be within the standard limits of VDE-AR-
N-4105 mentioned in Table 1 [27]. In this chapter, various modulation schemes and
the inverter topologies are presented to minimize the leakage current by reducing the
change in CMV.

3.3 Modulation Techniques to Minimize CMV

Change in CMV affects the leakage current of the inverter. This variation (peak-to-
peak) can be minimized with the help of various modulation techniques. Peak-to-
peak CMV of the H6 inverter in 180° conduction mode is Vdc, which results in more
leakage currents, and in the following sub-sections, several modulation schemes are
presented to minimize the CMV without changing the topological configuration.

3.3.1 Space Vector Modulation (SVM)

SVM is the most adopted modulation technique for controlling of H6 inverter to use
the maximum DC bus of 91% without injecting any third harmonic component [28].
H6 inverter with the SVM technique forms 8 distinct states without causing any dead
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Table 3 CMV at various states in SVM

S1 S3 S5 Vector CMV

0 0 0 V0 0

1 0 0 V1 Vdc/3

1 1 0 V2 2 * Vdc/3

0 1 0 V3 Vdc/3

0 1 1 V4 2 * Vdc/3

0 0 1 V5 Vdc/3

1 0 1 V6 2 * Vdc/3

1 1 1 V7 Vdc

Table 4 CMV at various states in NSPWM

S1 S3 S5 Vector CMV

1 0 0 V1 Vdc/3

1 1 0 V2 2 * Vdc/3

0 1 0 V3 Vdc/3

0 1 1 V4 2 * Vdc/3

0 0 1 V5 Vdc/3

1 0 1 V6 2 * Vdc/3

short circuit of DC source terminals. Each state is having different CMVs and are
listed in Table 3.

From Table 3, it can be observed that with the SVM technique the variation of
common-mode voltage is very high i.e. 0 toVdc, and results in a large leakage current.

3.3.2 Near State PWM (NSPWM)

The near-state pulse width modulation (NSPWM) method is similar to the SVM
only. In this method, any output voltage vector is modelled with the neighbour three
vectors of the reference voltage. Therefore, only the six active vectors (V1 to V6) are
utilized to model any reference voltage [29]. From Table 4, it can be observed that
the peak-to-peak voltage variation of the CMV is Vdc/3 i.e. from Vdc/3 to 2 * Vdc/3.
With the NSPWM method CMV variation is reduced to Vdc/3, and it minimizes the
leakage current of the inverter.

3.3.3 Active Zero State PWM (AZPWM)

Extreme values of the CMVs are 0 * Vdc and Vdc occur at the time of zero vector
instants. In the AZPWM scheme, a zero vector is produced by operating the two
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Table 5 Switching pattern for AZPWM schemes

Modulation technique Sector 1 Sector 2 Sector3

SVPWM 7-2-1-0-1-2-7 7-2-3-0-3-2-7 7-4-3-0-3-4-7

NSPWM 2-1-6-1-2 3-2-1-2-3 4-3-2-3-4

AZPWM1 3-2-1-6-1-2-3 1-2-3-4-3-2-1 5-4-3-2-3-4-5

AZPWM2 6-2-1-3-1-2-6 4-2-3-1-3-2-4 2-4-3-5-3-4-2

RSPWM1 3-1-5-1-3 3-1-5-1-3 3-1-5-1-3

RSPWM2B 4-2-6-2-4 4-2-6-2-4 2-4-6-4-2

RSPWM3 0–π/6 π/6–π/3 π/3–π/2 π/3–π/2 π/2–2π/3 2π/3–5π/6

3-1-5-1-3 4-2-6-2-4 4-2-6-2-4 3-1-5-1-3 3-1-5-1-3 2-4-6-4-2

opposite vectors with equal time. Based on the sequence of operation, AZPWM
techniques are two types AZPWM1 and AZPWM2 mentioned in Table 5 [30].

In sector-1, the zero vector is implemented by operating vectors 3 and 6 with
equal time and similarly for sector 2 vectors 1 and 4, and sector 3 vectors 2 and 5.

3.3.4 Remote State PWM (RSPWM)

RSPWM facilitates the elimination of high-frequency components from the CMV
and in this modulation scheme only odd vector V1, V3, V5, or only even vectors V2,
V4, V6 are used to produce the resultant vector. Based on the selection of vectors,
RSPWM is classified into RSPWM1 (formed by only odd vectors) and RSPWM2B
(formed by even vectors alone). RSPWM3 combines the RSPWM1 and RSPWM2B,
and their switching sequences are mentioned in Table 3 [30].

3.4 Control Scheme of the Inverter Topologies

The closed-loop control is established based on active and reactive power control,
as it is imperative to match the power demand. The control scheme consists of two
cascaded loops in which the outer loop is to controls the power injection to the grid
from PVS while the inner loop is to controls the grid current based on the outer
power control loop. The current controller generates the voltage references for the
PWM modulator. A carrier-based modulation scheme is utilized for the generation
of the switching pulses for the active switches of the inverter topologies. In the
carrier-based modulation method, switching pulses are generated according to the
control logic and by comparing the carrier signals with the SVMmodulation signals.
SVM modulation signals are generated from the sinusoidal modulation signals by
adding the zero-sequence component [31]. The block diagram of the control scheme
is illustrated in Fig. 9.
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Fig. 9 Block diagram of transformerless inverter with a control structure

4 Transformerless Power Inverter Topologies

In the earlier section, the CMV of the H6 inverter is minimized by using various
modulation techniques. In this section, the CMV of the inverter is going to be mini-
mized by making topological changes to the inverter [31]. Among those inverter
topologies, few are described in the following sub-sections.

4.1 H7 Inverter Topology

In the H6 inverter maximum and minimum values of the CMV, it appears at the zero
vector states i.e. V7 and V0 states. H7 inverter shown in Fig. 10a is consists of power
electronic semiconductor switch S7 placed in its positive path [32]. During the zero
vector V7, the switch S7 breaks the continuity of the circuit on the DC side of the
inverter and results in zero CMV. The switching table of the converter corresponding
to various states and its CMVs are listed in Table 6. The control strategy of the H7
inverter is modelled based on the lookup table (Table 6) and is illustrated in Fig. 10b
[33]. From Table 6, it can be observed that the range of the CMV of H7 topology is
0 to 2 * Vdc/3.
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Table 6 Switching states with CMVs of the H7 inverter

S1 S3 S5 S7 Vector CMV

0 0 0 1 V0 0

1 0 0 1 V1 Vdc/3

1 1 0 1 V2 2 * Vdc/3

0 1 0 1 V3 Vdc/3

0 1 1 1 V4 2 * Vdc/3

0 0 1 1 V5 Vdc/3

1 0 1 1 V6 2 * Vdc/3

1 1 1 0 V7 0
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4.2 H8 Inverter Topology

H8 topology is similar to the H7, but in H8 both positive and negative paths are
consisting of power electronic semiconductor devices illustrated in Fig. 11a. These
switches isolate the DC supply from the load or grid at the time of both zero vector
states i.e. at V0 and V7 [33].

During the vector V7 the switch S7 and at V0 the switch S8 breaks the conduction
path on the DC side of the inverter. The switching states corresponding to various
vectors are presented in Table 7. The modulation scheme (Fig. 11b) is developed
according to the switching states. The range of CMV remains the same as the H7
inverter but the leakage currentwill reduce to approximately half due to discontinuous
path during zero vector instant.
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Table 7 Switching states with CMVs of the H8 inverter

S1 S3 S5 S7 S8 Vector CMV

0 0 0 1 0 V0 0

1 0 0 1 1 V1 Vdc/3

1 1 0 1 1 V2 2 * Vdc/3

0 1 0 1 1 V3 Vdc/3

0 1 1 1 1 V4 2 * Vdc/3

0 0 1 1 1 V5 Vdc/3

1 0 1 1 1 V6 2 * Vdc/3

1 1 1 0 1 V7 0

4.3 Three-Phase Seven Switch Inverter Topology

The topology shown in Fig. 12a is similar to the H6 topology but the zero state V0

and V7 are provided by the seventh switch [34]. The 7th switch is connected to the
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Table 8 Switching sequence of three-phase seven switch inverter

Vector Switching (S1S3S5S7) Van Vbn Vcn CMV

V1 1000 Vdc 0 0 Vdc/3

V2 1100 Vdc Vdc 0 2 * Vdc/3

V3 0100 0 Vdc 0 Vdc/3

V4 0110 0 Vdc Vdc 2 * Vdc/3

V5 0010 0 0 Vdc Vdc/3

V6 1010 Vdc 0 Vdc 2 * Vdc/3

V0 & V7 xxx1 Vdc/2 Vdc/2 Vdc/2 Vdc/2

inverter output terminals through a three-phase diode bridge rectifier. The switch S7
is coming to conduction during zero states i.e. duringV0 andV7 and the CMVduring
these states is Vdc/2.

The switching states and corresponding CMVs of this topology are listed in Table
8. The range of the CMV of this topology is Vdc/3 to 2 * Vdc/3. According to the
switching states presented in Table 8, modulation scheme is developed for seven
switch inverters and it’s illustrated in Fig. 12b.

4.4 Three-Phase Eight Switch Inverter Topology

This topology presented in Fig. 13a consists of eight switches (S1 to S8). S1 to
S6 switch positions are similar to the H6 inverter, during the non-zero states the
switching state of the switches S1 to S6 remains the same as the H6 inverter and S7
is in on and S8 is in off. S7 and S8 switches are operated in a complementary manner
[36].

During zero vector states, both the switches on the leg-1 (S1 and S4) are in off,
and switching states and CMV corresponding to all states are listed in Table 9. The
modulation scheme for the 8-switch converter is modelled according to Table 9 and
is illustrated in Fig. 13b. Therefore, during the non-zero vector instants, CMV is the
same as the conventional H6 inverter i.e. either Vdc/3 or 2 * Vdc/3 and at the zero
vector instant CMV is 2 * Vdc/5. The range of the CMV remains the same as the
three-phase seven switch topology but the step-change in CMV is different.

4.5 Four-Leg Inverter Topology

The four-leg inverter shown in Fig. 14a consists of an auxiliary leg along with the H6
inverter. The auxiliary leg is operated such that it alwaysmaintains the constant CMV.
Generally, the four-leg inverter is controlledwith the carrier-based PWMmethod [37,
38]. The switching table of the four-leg inverter and corresponding CMV is presented
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Fig. 13 Three-phase 8-switch inverter a inverter topology b modulation scheme

Table 9 Switching sequence of three-phase eight switch inverter

S1 S3 S5 S7 S8 Vector CMV

1 0 0 1 0 V1 Vdc/3

1 1 0 1 0 V2 2 * Vdc/3

0 1 0 1 0 V3 Vdc/3

0 1 1 1 0 V4 2 * Vdc/3

0 0 1 1 0 V5 Vdc/3

1 0 1 1 0 V6 2 * Vdc/3

S1 & S4 both OFF 1 1 0 1 V7 2 * Vdc/5

in Table 10.

S3 = (
S′
a Sb + SbS

′
c + (SaSc)

′) + SbS
′
T 2 = S′

4 (4a)

S5 = (
(S′

a Sc + ScS
′
b + (SaSb)

)′ + ScS
′
T 3 = S′

6 (4b)
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Table 10 Switching sequence of three-phase four-leg inverter

S1 S3 S5 S7 Vector CMV

1 0 0 1 V1 Vdc/2

1 1 0 0 V2 Vdc/2

0 1 0 1 V3 Vdc/2

0 1 1 0 V4 Vdc/2

0 0 1 1 V5 Vdc/2

1 0 1 0 V6 Vdc/2

S7 = S1 ⊕ S3 ⊕ S5 = S′
8 (4c)

The modulation scheme to generate switching pulse for S1 and S4 is illustrated in
Fig. 14b and switching states corresponding to the each vector presented in Table
10. Similarly, algebraic expressions to generate switching pulses for the remaining
switches are presented in Eq. (4a–c). Where ST1, ST2, and ST3 are the control signals
having a pulse width of 33.33%. The zero states are obtained by operating opposite
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Table 11 Switching table and capacitor voltages of DCM232 inverter

S1 S3 S5 S7a = S8a S7b = S8b Vcpv1 Vcpv2 Vcpv3 Vcpv4

V1 1 0 0 1 0 2 * Vdc/3 −Vdc/3 Vdc/3 −2 * Vdc/3

V3 0 1 0

V5 0 0 1

V2 1 1 0 0 1

V4 0 1 1

V6 1 0 1

V7 1 1 1 0 0

V0 0 0 0

vectors at an equal time or the reference vector is generated by operating three closer
vectors. The CMV of the four-leg inverter is constant at Vdc/2 irrespective of the
reference vector. Due to the constant CMV across the parasitic capacitance, the
change in CMV becomes zero, and results approximately zero leakage current.

4.6 DCM232 Three-Phase Inverter Topology

Generally, non-zero state vectors of the H6 inverter consist of two sets of CMVs
either Vdc/3 or 2 * Vdc/3, respectively. All odd vectors produce a common-mode
voltage of Vdc/3 and all even vectors produce 2 * Vdc/3. DCM232 is a topology that
is proposed to separate these odd and even non-zero states, and power is delivered
by two symmetrical isolated DC sources. DCM232 is modelled with 10 (2 + 2 +
6) switching devices and two isolated DC sources shown in Fig. 14a. The inner H6
operation remains the same as the conventional inverter [39].

For the oddnon-zero vectorsV1,V3,V5, the upper voltage sourceVpv1 is connected
to the H6 inverter by turn on the S7a and S8a; and for the even non-zero vectors V2,
V4, V6, the lower voltage Vpv2 is connected to the H6 inverter by turn on the S7b and
S8b. During the zero states, S7 and S8 switches isolate both the sources from the load.
The switching states and the voltage across the stray capacitors are listed in Table
11. The modulation scheme for this inverter corresponding to the various switching
states is modelled (Fig. 15b) according to Table 11.

5 Simulation Results and Discussion

The aforementioned inverter topological configurations are simulated in MATLAB/
SIMULINK software with identical parameters. For the simulation study, 480 V
battery source is considered as an input, and a three-phase 2 kW resistive load is
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connected to the inverter terminals through a line inductance of 1 mH, and a 9 μF
capacitor is considered as the stray capacitance of solar PV panel.

SVM-controlled H6 inverter is simulated and corresponding CMV and leakage
currents are depicted in Fig. 16. H6 inverter CMV is varying from 0 to Vdc under the
SVMmodulation scheme (Fig. 16a) and the corresponding leakage currentwaveform
and its RMS value (Red colour line) are shown in Fig. 16b. For the above specifi-
cations, the H6 inverter produces a 320-mA leakage current, thereby not within the
standard limits of VDE-AR-N-4105.

A CMV and leakage current of modified SVPWM controlled H7 inverter are
illustrated in Fig. 17. CMV of the inverter in Fig. 17a is varying in between 0 and
320 V (i.e. 0 to 2 * Vdc/3), and the leakage current corresponding to this CMV
variation is shown in Fig. 17bwhich is having anRMSvalue of 230mA.As compared
to the H6 inverter, CMV variation and the leakage current of the H7 inverter are a
bit lesser and within the standard limit (i.e. < 300 mA). Therefore, this topology is
suitable for grid interface without using any transformer.
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(b)

(a)

Fig. 16 Simulation results of H6 inverter using SVM a CMV, b leakage current

Similar to the H7 inverter, the H8 inverter is also simulated under the same modu-
lation scheme and specifications. Obtained results with the H8 inverter are shown in
Fig. 18. CMV (Fig. 18a) remains the same as the H7 inverter but the RMS value
of the leakage current (Fig. 18b) is 165 mA; it is lesser than the H7 topology RMS
leakage current i.e. 230 mA, due to the discontinuity of conduction in both the zero
states.

CMV and leakage current corresponding to the three-phase seven switch inverter
[30] are illustrated in Fig. 19. CMV of this inverter is varies from 160 V–240 V–
320 V (i.e. Vdc/3–Vdc/2–2 * Vdc/3). It is observed that the CMV (Fig. 19a) is reduced
in comparison to the earlier topologies. Therefore, leakage current is also reducing
and the RMS value of the leakage current is 105 mA Fig. 19b), which complies with
the VDE-AR-N-4105 standards.

Three-phase eight switch inverter CMV is depicted in Fig. 20a and is varying
from 160 V–192 V–320 V (Vdc/3–2 * Vdc/5–2 * Vdc/3). The leakage current RMS
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(b)
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Fig. 17 Simulation results of H7 inverter a CMV, b leakage current

of the four-leg converter is shown in Fig. 20b; it was further reduced to 70 mA due
to a reduction in the CMV variation across the stray capacitance.

The CMVgenerated by the four-leg inverter (Fig. 21a) is constant at 240V (Vdc/2)
irrespective of the state of operation. Due to the constant voltage across the parasitic
capacitance, the leakage current is ideally zero. Because of the non-idealities, some
amount of leakage current of 0.232 mA (RMS) is presented, and it is shown in
Fig. 21b.

DCM232 inverter is having two isolated DC sources results in four stray capaci-
tances illustrated in Fig. 15a. The voltage across these four capacitors is illustrated
in Fig. 22. Due to the zero rate of change in the voltage across the stray capacitors,
the leakage current associated with this topology is typically zero. The summary of
the aforementioned inverter topologies is presented in Table 12.
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(b)

(a)

Fig. 18 Simulation results of H8 inverter a CMV, b leakage current

6 Concluding Remarks

This chapter exhaustively discussed the classification of power electronic interfaces
and issues with transformerless three-phase grid-tied PV inverters. The operation
and features of the leakage current minimization approaches such as advanced pulse
width modulation techniques and power converter topology modifications in the
transformerless grid-tied PV inverters are discussed in detail. In this chapter, a
comprehensive analysis of state-of-the-art DC and AC bypass topologies derived
from the conventional two-level inverter in terms of common-mode voltages and
leakage currents is performed through MATLAB simulations. Most of the inverter
topologies rely on the concept of disconnection of the inverter from the PV sources
during zero states intervals, which enables breaking the leakage current conduc-
tion path. However, the CMV is not zero in such topologies. On the other hand, the
DCM232 inverter and four-leg inverter canmitigate the leakage current with constant
CMVby decoupling onDC andAC sides, respectively. It is anticipated that advanced
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(b)
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Fig. 19 Simulation results of Three-phase seven switch inverter a CMV, b leakage current

converter topologies with wideband gap devices will be dominantly used in the solar
industry to achieve technical and economic benefits in near future.
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Fig. 20 Simulation results of three-phase eight switch inverter a CMV, b leakage current
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(b)
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Fig. 21 Simulation results of Three-phase four-leg inverter a CMV, b leakage current

Fig. 22 Parasitic capacitance voltages of DCM232 inverter
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Table 12 Summary of transformerless PV grid-tied systems

Topology Number of
switches +
Diodes

Overall
variation in
CMV

RMS value
of leakage
current (mA)

Voltage
stress
across the
inductor

Decoupling
side

1 H6 (SPWM) 6 + 0 0 to Vdc 343.5 Vdc –

2 H6 (SVPWM) 6 + 0 0 to Vdc 340 Vdc –

3 H7 topology [32] 7 + 0 0 to 2 *
Vdc/3

238.5 Vdc DC side

4 H8 topology [34] 8 + 0 0 to 2*Vdc/3 168 Vdc DC side

5 7-switch inverters
[35]

7 + 6 Vdc/3 to
2Vdc/3

106.9 Vdc AC side

6 8-switch inverters
[36]

8 + 0 Vdc/3 to
2Vdc/3

69.3 Vdc AC side

7 Four-leg inverter
[37, 38]

8 + 0 Constant 0.00626 Vdc AC side

8 DCM232 3-φ
inverter [39]

10 + 0 Constant 0 Vdc DC side
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Sensorless Control Technologies
for Stand-Alone and Grid-Connected
Operation of Brushless Doubly-Fed
Induction Generators in Smart Grid

Yi Liu, Mohamed G. Hussien, and Wei Xu

Abstract This chapter handles the investigation of various proposed sensorless
schemes of rotor position observer for brushless doubly-fed induction generator
(BDFIG) systems based on both schemes of the model reference adaptive system
(MRAS) and the high-frequency signal (HFS) injection methodology. The algo-
rithm of MRAS is implemented with the functional quantity of CW reactive power
(Q-MRAS) which can eliminate the integration process for the flux estimation and
reduce the required sensors used to achieve the effective estimation of rotor posi-
tion signal for BDFIGs. On the other side, the proposed methodology of CW-HFS
injection approach is realized through the injection of HFS into the CW side while
the resulted induced signal detected from the PW side will observe the information
of rotor position. The proposed new position observer of CW-HFS injection offers a
high-performance operation with a good tracking for the actual rotor position during
various states of operation with any need for the machine parameters which would
assure its reliability and strong robustness.

Keywords Brushless doubly-fed induction generator (BDFIG) · Rotor position
observer · MRAS based on CW reactive power · High-frequency signal injection
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L1 Self-inductance of the PW
L2 Self-inductance of the CW
Lr Self-inductance of the rotor-side
ω1 Angular frequency of the PW
ω2 Angular frequency of the CW
R1 Resistance of the PW
R2 Resistance of the CW
Rr Resistance of the rotor side
�1dq Flux linkages of the dq-axis for the PW
�2dq Flux linkages of the dq-axis for the CW
�rdq Flux linkages of the dq-axis for the rotor side
i1dq dq-axis components of the PW
i2dq dq-axis components of the CW
irdq dq-axis components of the rotor side
s The differential operator, d/dt
u1dq dq-axis voltages of PW
u2dq dq-axis voltages of CW
ωh f The frequency of the injected HFS
U2h f The magnitude of the injected HFS
kpMRAS Proportion parameter of the PI controller for the proposed observer
kiMRAS Integration parameter of the PI controller for the proposed observer

List of Acronyms

BDFIG Brushless doubly-fed induction generator
PW Power winding
CW Cower winding
DVC Direct voltage control
MRAS Model reference adaptive system
HFS High-frequency signal
PMSMs Permanent-magnet synchronous machines
IMs Induction machines
DFIGs Doubly-fed induction generators
PLL Phase-locked-loop

1 Introduction

Recently, the adjustable drive applicationbasedon the brushless doubly-fed induction
generator (BDFIG) has impressed a good interest for its reliable structure. The stator
side of the promising BDFIG can be represented with two separated windings with
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pole pairs different from each other to avoid the direct coupling [1]. The windings
of generator are denoted as the side of power-winding (PW) and the other side of
control-winding (CW). On the other side, the rotor side of the BDFIG has various
configurations over the years. However, the type of wound-rotor is preferred in this
study due to its high efficiency of using the rotor windings and the great reduction
of the harmonics and leakage reactance [2].

The shaft generator in the ship applications which is driven by the main engine
can achieve a great reduction of the consumed fuel and consequently attain the
efficient operation [1]. Hence, the essential part in the ship has been represented in
the role of shaft generator for generating electricity with a highly system efficiency
and reliability.

Due to the high structural reliability of BDFIG, its superior behavior has been
increased day-by-day for various applications such as the wind energy systems [3]
and the ship power generation systems [4]. As a result, involving the BDFIG in the
ship applications has achieved a great research area [1].

The connectionmode of the ship power-generating systems is categorized into two
states with both the grid and the isolated loads. In the mode of grid cone connection,
the desired control purpose is to regulate the power flow in terms of the reactive/active
power using different topologies such as the vector-control method [3, 5]. For the
operating mode of stand-alone, the essential purpose of control is to investigate the
load voltage regulation with the principles of direct voltage control (DVC) strategy.

Over the years, the literatures have handled many control topologies of the
promising BDFIG [6–8]. Thesemethodologies of control are dependent on the signal
of mechanical position/speed to obtain the intended frame angle of the CW dq-axis
quantities. Therefore, a mechanical encoder is needed to realize the speed/position
signalwhichwould present a drawback for the control systemdue to the requirements
of maintenance, arranging the sensors and the high system cost. For increasing the
reliability of control system and reducing the overall cost, a sensorless position/speed
estimation method is required for a better behavior of the isolated system-based
BDFIG [1, 8–12].

Many various sensorless schemes to detect the speed signal have been discussed
in literatures with both principles of the model and signal-injection methods. The
scheme of model reference adaptive system (MRAS) has assured a better dynamic
behavior under both mid/high-speed operation [13, 14]. However, the sensorless
MRAS observers have some accuracy defects under the low-speed operation and
also its full dependence on the machine parameters.

In order to eliminate these issues, the injection methodologies of high-frequency
signal (HFS) have been reported over the years for induction machine (IMs) and
permanent-magnet synchronous machines (PMSMs) [15, 16]. However, the imple-
mentation of this method for IMs and PMSMs is fully dependent on the saliencies
of the rotor side. In other words, the modulation between the injected HFS and the
rotor saliencies produces a high-frequency current which can be processed to obtain
the signal of generator position.

On the other hand, the application of sensorless control based on HFS injection
approach for doubly-fed induction generators (DFIGs) has been outlined with a
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different concept without the need for rotor saliences [17, 18]. In these systems, the
rotor position can be realized from the processed current of high frequency resulted
from the modulation between the accessible rotor and stator windings by injecting
the HFS into either the rotor side or the stator side.

In this chapter, the application of sensorless observer based on the HFS injection
approach is not handled and investigated for the promising BDFIG. Aided with the
indirect relationship between the CW and PW sides of BDFIG through the modu-
lation effect of mechanical position for the flux, the concept of sensorless strategies
depending on the HFS injections approach can be implemented without any need for
the rotor saliency information [19].

2 Structure and Modeling of BDFIG

2.1 Construction and Operation

The system configuration of the stand-alone BDFIG is given in Fig. 1 with the main
engine as a primemover. The BDFIG contains two separated stator windings, the PW
with p1 pair-pole and connected directly to the load, and the CWwith p2 pair-pole and
connected to the load via a bi-directional converter. Furthermore, the wound-rotor
configuration is the main distinguished structure for its high efficacy in comparison
with other types of rotor design [2].

The speed formula of the promising BDFIG is given as [1]

ωrm = ω1 + ω2

p1 + p2
(1)

Fig. 1 System construction of the BDFIG based ship shaft system
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where ω1 and ω2 represent the angular frequency of both the PW and CW,
respectively.

The state of operation for BDFIGs can be explained as follows. The synchronous
mode is for the operation under the natural speed, ωN, at which ω2 is equal to zero.
Moreover, the sub-synchronous represents the operation of low speed (under the
synchronous speed), and the super-synchronous refers to the high-speed operation
(above its synchronous value). According to (1), the frequency of PW side can be
controlled, with the changes of rotor speed, by varying the frequency of CW, ω2

using the following expression

ω2 = (p1 + p2)ωrm − ω1 (2)

2.2 DQ-axis Model of BDFIG

The dq-axis voltages, in the arbitrary frame ωa, are given as

u1d = R1i1d + s�1d − ωa�1q

u1q = R1i1q + s�1q + ωa�1d

u2d = R2i2d + s�2d − (ωa − (p1 + p2)ωrm)�2q

u2q = R2i2q + s�2q + (ωa − (p1 + p2)ωrm)�2d

0 = Rr ird + s�rd − (ωa − p1ωrm)�rq

0 = Rr irq + s�rq + (ωa − p1ωrm)�rd

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(3)

where s mentions the differential operator, d/dt. The dq-axis voltages of both PW
and CW are expressed as u1dq and u2dq. In addition, the currents i1dq, i2dq and irdq are
the dq-axis components of the PW, CW and rotor side. Moreover, �1dq, �2dq and
�rdq are the flux linkages of the dq-axis for the PW, CW and rotor side. Also, R1, R2

and Rr are the resistances of the PW, CW and rotor side, respectively.
Moreover, the dq-axis flux linkages are represented as

�1d = L1i1d + L1r ird
�1q = L1i1q + L1r irq
�2d = L2i2d + L2r ird
�2q = L2i2q + L2r irq

�rd = Lr ird + L1r i1d + L2r i2d
�rq = Lr irq + L1r i1q + L2r i2q

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(4)

where L1, L2 and Lr are the self-inductance of the PW, CW and rotor side. Further-
more, L1r and L2r are the inductance of coupling between the rotor side and both of
the PW and CW, respectively.
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3 Sensorless Control of BDFIGs with CW Reactive-Power
MRAS Observer

3.1 Overall Voltage Control System Based on PW
Field-Oriented Vector Control

Due to the efficient performance of the of the vector-control technique, the PW flux-
oriented scheme is applied in this study for the sensorless voltage control target.
Figure 2 gives the detailed relations of the machine phase axes under this orientation
topology. In this scheme, the flux of PW in the d-axis is directed to the overall vector
of PW flux and hence, the flux component in the q-axis is set to be equals zero. In
Fig. 3, the complete system of the proposed sensorless voltage control based on CW
reactive-power MRAS is presented.

Aided with the actual quantities of the PW voltages and currents, the associated
components in dq-axis can be obtained. From which and for detecting the desired
frame angle of the intended orientation scheme θ1, the dq-axis flux linkages of PW
can be attained, with a complete elimination for the integration process, as

�1d = (
u1q − R1i1q

)
/ω1

�1q = (−u1d + R1i1d
)
/ω1

}

(5)

In the obtained procedure, the vector of flux for PW side adjusts its d-axis compo-
nent, �1d , for attaining the reference voltage set for PW terminals (�1

* = U1
*/ω1

*),

Fig. 2 BDFIG phase-axis
relationship for the voltage
control method
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Fig. 3 Block diagram of the proposed sensorless DVC system for the adopted BDFIG system

as illustrated inFig. 3.Byadjusting theCWd-axis current, i2d* through aPI controller,
the amplitude of PW voltage can be maintained at its desired set value. Furthermore,
the CW q-axis current i2q* is directed to be equal to zero through the current loop
for a better performance, as given in Fig. 3.

Finally, the current angle of CW side can be realized with the aid of the detected
rotor position, θ r_est (given from the proposed new observer-based CW reactive-
power MRAS methodology) and the angle, θ1

* (obtained by integrating the desired
frequencyof PWside). Fromwhich, the required pulses of themachine-side converter
can be attained.

3.2 Design Procedure of the Proposed MRAS Method-Based
CW Reactive Power

Generally, the principle of theMRASobserver is based on the twomodels of adaptive
and reference with the suggested functional quantity. Then, the error between the
two models is controlled using a PI adaptation to attain the estimated position signal.
In this chapter, a proposed MRAS method is implemented with a new functional
quantity of the CW reactive power for BDFIGs [14].

The computation of the proposed new MRAS observer based on CW reactive
power as a functional quantity, as shown in Fig. 4, can be summarized as follows.

The instantaneous reactive power of BDFIG CW side is given by

Q2 = 3

2

(
u2q i2d − u2d i2q

)
(6)
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Fig. 4 Main block diagram of the adopted CW reactive-power MRAS observer

The relation in (6) can be rewritten, aided with the dq-axis expressions in (3) and
(4), as

∧
Q
2

= 3

2

(

R2i2q i2d + d�2q

dt
i2d + (ω1 − ωr )�2d i2d

)

− 3

2

(

R2i2d i2q + d�2d

dt
i2q − (ω1 − ωr )�2q i2q

)

(7)

From which,

∧
Q
2

= 3

2
(ω1 − ωr )

(
L2

(
i22d + i22q

)
+ L2r

(
ird i2d + irq i2q

))
(8)

With the principle of the orientation scheme for PWside, the rotor dq-axis currents
are obtained as:

The q-axis quantity of the rotor current is given as

�1q = L1i1q + L1r irq = 0 (9)

irq = − L1

L1r
i1q (10)

In addition, the associated d-axis quantity of the rotor current is realized as
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�1d = L1i1d + L1r ird = �1 (11)

ird = �1 − L1i1d
L1r

(12)

Using the current-control loop of CW side (i2q = 0) and aided with (10) and (12),
the formula in (8) is given by

∧
Q
2

= 3

2
(ω1 − ωr )

(

L2i
2
2d + L2r

L1r
�1i2d − L1L2r

L1r
i1d i2d

)

(13)

It is well known that from the principles of MRAS topology, the adaptive model
is the formula which depends on the speed signal of the machine and vice versa for
the reference model. Therefore, the relation in (6) can be realized as the reference
model and the expression in (13) represents the adaptive model of the proposed CW
reactive-power MRAS observer.

3.3 Stability Analysis of the Proposed MRAS Observer

It is an important key for the proposed design procedure of the adopted new MRAS
observer to fully satisfy the stability issue. For this aim, the practical synthesis tech-
nique for MRAS structures which is based on the concept of Landau hyperstability
[20] is used in this paper. To guarantee this method, a non-linear time-varying feed-
back model is obtained aided with the proposed MRAS model as shown in Fig. 5.
Landau hyperstability is satisfied when the feed-forward path is strictly positive real,
and the time variant feedback path fulfills the Popov’s integral inequality criteria. In

Fig. 5 Proposed MRAS
system with the time-varying
feedback model



308 Y. Liu et al.

order to make feed-forward path a strictly positive real, the error compensation block
‘D’ is realized as shown in Fig. 5. In this section, the stability issue of the proposed
MRAS observer for sensorless DVC is completely studied and confirmed as follows.

By considering the error equation as

ε = Q2 − Q̂2 (14)

From which and aided with (6) and (13), the following can be expressed as

ε = 3

2

(
u2q i2d − u2d i2q

)

− 3

2
(ω1 − ωr )

(

L2i
2
2d + L2r

L1r
�1i2d − L1L2r

L1r
i1d i2d

)

(15)

Aided with Fig. 5, the proposed procedure of MRAS observer based on CW
reactive power in Fig. 4 can be represented as a time variant feedback path. From
which and aidedwith the error expression in (15), the followingmodel for the adopted
feedback path can be expressed as

{
G = −A + Bωrest (ε, t) = f (t)

ε = −G
(16)

The expression for A and B can be represented, aided with (15), as

A = 3

2

(
u2q i2d − u2d i2q

) + 3

2
ω1

(

i22d + L2r

L1r
�1i2d − L1L2r

L1r
i1d i2d

)

B = −3

2

(

L2i
2
2d + L2r

L1r
�1i2d − L1L2r

L1r
i1d i2d

)

Furthermore, the estimated speed is obtain
ed as

ωrest (ε, t) =
(

kpMRAS + kiMRAS

s

)

H (17)

where, kpMRAS and kiMRAS are the control parameters of the adopted PI controller for
the proposed observer which can be defined in this paper and tuned based on Ref.
[21].

Aided with (16) and (17), the following expression can be obtained as

⎧
⎪⎨

⎪⎩

ḟ (t) = BkiMRASH

H = ḟ (t)

BkiMRAS

(18)
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It can be shown that the feed-forward path is strictly positive real, whose proof is
omitted here. Hence, and according to the adopted Landau hyperstability concept,
the stability confirmation for the proposedMRAS observer can be satisfied when the
time variant feedback path fulfills the Popov’s integral inequality criteria.

The Popov’s criterion for stability realization of the adopted sensorless system
requires, aided with Fig. 5, that

t1∫

0

HTGdt ≥ −γ 2
o , ∀t1 > 0 (19)

where, H and G are the input and output of the non-linear time variant block,
respectively, as illustrated in Fig. 5, and γ 2

0 is a positive real constant.
By using (16) and (18), the expression in (19) is considered as

∫ t1

0

ḟ (t)

BkiMRAS

f (t)dt ≥ −γ 2
o (20)

Aided with (20), the obtained inequality (19) resembles the following inequality
expression [29]

∫ t1

0
ḟ1(t)k f2(t)dt ≥ −k

2
f 21 (0), ∀k > 0 (21)

The derived inequality (19) follows the functional inequality (21) for Popov’s
criterion method. Therefore, the obtained analysis in this section confirms that the
proposed MRAS using the CW reactive power as a functional quantity is stable.

3.4 Simulation Results

In this section, the simulation analysis is carried out to ensure the functionality of
the proposed sensorless control strategy for DVC based on the presented new rotor
position observer. The obtained results are provided aided with a 30-kVA wound-
rotor BDFIG which has detailed complete parameters as illustrated in Table 1, [1].
Moreover, the intended set values of the PW voltage magnitude and frequency are
adjusted at 311 V and 50 Hz, respectively.

3.4.1 Performance Test

This subsection aims at confirming the capability of the proposed new observer for
sensorless DVC of the adopted BDFIG in the stand-alone ship shaft applications



310 Y. Liu et al.

Table 1 Main parameters of
BDFIG in experiments [1]

Parameter Value

Capacity 30 kVA

Range of speed 600–1200 rpm

p1, p2 1, 3

PW rated voltage and current 380 V, 45 A

CW voltage range 0–350 V

CW current range 0–40 A

R1, R2, Rr 0.4034 �, 0.2680 �, 0.3339 �

L1, L2, Lr 0.4749 H, 0.03216 H, 0.2252 H

L1r , L2r 0.3069 H, 0.02584 H

under both speed and load variations. During the first operating condition, the load
is kept constant and the generator speed is varied from its synchronous speed to the
low speed (sub-synchronous mode) and then returned to the synchronous mode and
finally increased to the high speed (super-synchronous mode). The second operating
condition is then applied to study the dynamic behavior of the adopted BDFIG while
the load is changed under a constant speed.

The operation of the adopted BDFIG is started under the synchronous speed with
750 rpm and then decreased to the low-speed condition (sub-synchronous mode)
with 600 rpm at t = 1 s while the applied resistive load is 11.6 kW as shown in
Fig. 6. Finally, the generator speed accelerates to the synchronous mode at t = 2

(a) Rotor position (b) PW three-phase voltages and frequency

(c) PW dq-axis flux linkage components (d) Three-phase PW and CW currents

Fig. 6 Performance test of the proposed sensorless control strategy based on CW reactive-power
MRAS observer for DVC
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(a) Rotor position (b) PW three-phase voltages and frequency

(c) PW dq-axis flux linkage components (d) Three-phase PW and CW currents

Fig. 7 The proposed sensorless system based on CW reactive-power MRAS observer for DVC
under load change to be reduced from 11.6 to 9.7 kW

s with 750 rpm and then increased to the high-speed condition (super-synchronous
mode) with 900 rpm at t = 3 s while the load is the same. On the other hand, Fig. 7
illustrates the dynamic performance of the proposed sensorless control system under
load change condition to be decreased from 11.6 to 9.7 kW with the same speed of
600 rpm at t = 1.5 s.

It is observed from Figs. 6b and 7b that the PW voltage (in terms of magnitude
and frequency) successfully tracks the intended quantities for DVC purpose (U1

* =
311 V and f 1* = 50 Hz).

In addition, it is obvious from Figs. 6c and 7c that the PW dq-axis flux linkage is
kept constant to attain the desired quantities [(�1d

* = �1
* = U1

*/ω1
*) and (�1q

* =
0)] adjusted for the intended orientation of the PW flux.

Moreover, the results verify that the estimated rotor position is in a good accor-
dance with the actual value as shown in Figs. 6a and 7a. This ensures the capability
of the proposed MRAS observer based on CW reactive power to effectively estimate
the rotor position of the adopted BDFIG.

3.4.2 Robustness Against Parameter Uncertainty

It can be observed from (13) that the proposed rotor position observer is dependent
in its calculations on the parameters of the adopted BDFIG. Therefore, the BDFIG
parameter sensitivity ismore important to confirm the robustness of the proposed new
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(a) Rotor position (b) PW three-phase voltages and frequency

(c) PW dq-axis flux linkage components (d) Three-phase PW and CW currents

Fig. 8 Proposed sensorless system based on CW reactive-power MRAS observer for DVC under
10% reduction in the machine inductances (L1, L2, L1r , L2r)

rotor position observer and its effectiveness for sensorless DVC of the stand-alone
ship shaft BDFIG under parameter uncertainty issue.

In this subsection, the variation effect of the adopted machine inductances (L1,
L2, L1r , L2r) on the proposed MRAS observer is checked by assuming a change of
10% reduction in this parameter which in turn means the same change percentage in
the value of each of all these inductances as shown in Fig. 8.

It can be concluded fromFigs. 6, 7 and 8 that the efficacy of the suggested observer
and its capability for sensorless DVC strategy is not affected by any change in the
adopted generator inductances and also the CW resistance for the whole allowable
limits of winding temperature.

This confirms and proves the functionality and robustness of the new rotor position
MRAS observer based on CW reactive power for sensorless DVC of the adopted
ship shaft stand-alone BDFIG system. All the given results confirm the simplicity
and capability of the proposed sensorless control system to track the desired values
of the PW voltage for the promising BDFIG in stand-alone applications.

3.5 Experimental Analysis

To validate the functionality of the proposed control strategy, the progress toward the
experimental work is completely outlined in this section. In addition, comprehensive
results of experiments to investigate the proposed sensorless control strategy are also
presented which ensures the effectiveness of the suggested rotor position observer.
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Fig. 9 A photograph of the test platform

For this purpose, the preparation of the BDFIG setup and the control system is shown
in Fig. 9.

In Table 1, the detailed parameters are listed for the BDFIG prototype. In addition,
an induction motor with a power rating of 37 kW is used to drive the BDFIG and fed
from a Siemens MM430 inverter. Moreover, all voltage and current signals required
for implementing the proposed sensorless control system are provided by LEM LV
100 and LEM LT 208-S7/SP1 sensors, respectively. As shown in Fig. 9, the back-
to-back converter comprises of two main converters, the machine-side converter
(MSC) and the load-side converter (LSC). The MSC provides excitation current to
the controlwindingwith variable frequency.Moreover, to regulate the dc-link voltage
and to provide a bi-directional operation of CW side, the LSC with a suitable filter
is energized.

3.5.1 Performance Test

In this subsection, experimental results are introduced to ensure the effectiveness of
the proposed rotor position observer under the start-up operation of the stand-alone
BDFIG. In addition, the capability of the proposed observer for sensorless DVC is
also confirmed under the whole operation period of the presented generating system
through starting, speed variation and load change conditions. In the experiments, the
desired PW voltage in terms of the rms value and frequency is 150 V and 50 Hz,
respectively.

Firstly, the BDFIG is started at a mechanical rotor speed of 600 rpm and with a
balanced three-phase resistive load of 25� per phase. Then, at t = 14 s, the generator
speed is increased to 700 rpm until t = 28 s at which the speed is again reduced to 600
rpm. On the other hand, in order to confirm the effect of load change, the generator is
started at 600 rpm with the balanced three-phase resistive load and then the balanced
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load is suddenly increased to its double power in each phase at t = 4.95 s. Figs. 10
and 11 show the experimental results with the proposed rotor position observer under
the start-up operation with the dynamic and steady-state behavior of the estimated
rotor position, the speed variation and load change conditions, respectively.

It is observed from Figs. 10 and 11 that the PW voltage tracks successfully the
desired values for DVC under the whole operation period. In addition, the results
verify that the estimated rotor position is in a good accordancewith the actual value as
shown in Figs. 10a–d and 11a for both the starting condition speed variation state and
load change condition, respectively. This ensures the effectiveness of the proposed
new rotor position observer for sensorless DVC of the adopted stand-alone BDFIG
system.

Moreover, Fig. 10f illustrates that the q-axis CW current tracks the desired value
(i2q* = 0) to attain the intended current-orientation of the CW side which confirms
the capability and efficacy of the presented CW current controller.

Furthermore, more additional experimental results to consider the performance of
the proposed observer under the speed variation condition with the natural speed, and
the effect of increasing the load change situation, according to the rated conditions,
on the adopted estimation procedure are illustrated in Figs. 12 and 13, respectively.
The speed change condition considering the operation under natural speed, as shown
in Fig. 12, confirms the efficacy of the proposed observer to efficiently estimate the
rotor position of theBDFIGunder different situations of speed variations. In addition,
it is obvious from Fig. 13 that the presented sensorless control system is not affected
by the load changes with increasing the load condition to be doubled of the load case
in Fig. 11 under the speed operation of 600 rpm. This proves the functionality of the
proposed rotor position observer based on CW reactive-power MRAS for sensorless
DVC of BDFIGs.

3.5.2 Robustness Against Parameter Uncertainty

To investigate the efficacy of the suggested position observer against the BDFIG
parameter change, e.g., variation of inductances, some of the experimental results are
introduced as shown in Fig. 14 including the estimation error of the proposed position
observer. Furthermore, the CW reactive-power observation error, ε = Q2 − Q̂2, has
been also considered as shown in Fig. 14c.

In practical experimental operation, the actual parameters of BDFIG are not easy
to be changed because of the generator structure. Hence, to verify the robustness
of the proposed rotor position observer under the case of parameter variation, the
experiments are carried out with 130% uncertainties of the whole parameters that
affect the calculations of the suggested algorithm for the proposed new observer (13)
bymodifying the generator parameters in the controller instead of the actual generator
parameters. In this paper, a change of 30% increasing in the generator parameters
considered in (13) is carried out in the experiments as illustrated in Fig. 14.

It is obvious from Fig. 14 that the maximum rotor position error is around 1.11°
and also the maximum observation error of CW reactive power using the presented
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(a) Rotor position under the start-up stage (b) Rotor position at 600 rpm

(c) Rotor position at 700 rpm (d) Rotor position at 600 rpm

(e) Rotor position error (f) Q-axis CW current

(g) PW phase voltage (h) Extended view of (g)

(i) PW phase current (j) Extended view of (i)

Fig. 10 Experimental results under the start-up operation and speed variation condition (600 rpm–
700 rpm–600 rpm)
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(k) CW phase current (l) Extended view of (k) at 700 rpm

Fig. 10 (continued)

(a) Rotor position at 600 rpm (b) PW phase voltage

(c) PW phase current (d) CW phase current

Fig. 11 Experimental results under the load change condition (100% increasing)

MRAS observer is approximately 0.025 p.u as shown in Fig. 14b, c, respectively.
This ensures that the performance of the proposed position observer and its capability
for sensorless DVC is not affected by the uncertainty issue of the adopted BDFIG
parameter, e.g., the generator inductances. This confirms and proves the functionality
and robustness of the proposed rotor position observer for sensorless DVC of the
stand-alone BDFIG. All presented experimental results ensure the functionality of
the proposed sensorless DVC strategy based a suggested position observer for the
promising BDFIG in stand-alone applications.
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(a) Rotor position at steady state (600 rpm) (b) Rotor position error

(c) PW phase voltage (d) CW phase current (waveforms of two phases)

Fig. 12 Experimental results considering the natural speed operation

(a) Rotor position at 600 rpm (b) PW phase voltage

(c) PW phase current (d) CW phase current

Fig. 13 Experimental results with increasing the load change situation according to the rated
conditions
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(c) CW reactive-power observation error (d) PW phase voltage

(e) PW phase current (f) CW phase current

(a) Rotor position at 600 rpm (b) Rotor position error

Fig. 14 Experimental results under the case of BDFIG parameter change (130% uncertainty)

4 A New Rotor Position Observer of BDFIGs Based
on Control-Winding High-Frequency Signal Injection

4.1 High-Frequency Model of BDFIG

Aided with the dynamic model of BDFIG in (3) and (4), in the PW frame ω1, if the
CW side of BDFIG is fed with HFS and considering an injected signal with a higher
frequency than the generator speed (i.e., ωh f � ωr , where ωr = (P1 + P2)ωrm), the
terms in (3) related to the rotor speed can be approximately neglected.

From which, the high-frequency dq model of BDFIG in the stationary frame of
PW side can be represented as illustrated in Fig. 15 aided with the equivalent T-type
circuit of BDFIG [8, 19] and expressed as
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Fig. 15 High-frequency
model of BDFIG based
T-type equivalent circuit
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⎫
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(22)

where

L1eq = L1 −
(
L2
1r + L1r L2r

)

Lr
, Lmeq = L1r L2r

Lr

L2eq = L2 −
(
L2
2r + L1r L2r

)

Lr

4.2 Design of the Proposed Rotor Position Observer Based
CW High-Frequency Signal Injection

As a result of the indirect relation between the PW and CW sides of BDFIG through
the flux modulation by the rotor position, the concept of sensorless control strategies
based on the HFS injections approach can be implemented without any need for the
rotor saliency information. In this paper, a predefined HFS is injected into the CW
side while the obtained induced signal detected from the PW side will observe the
rotor position information. Different types of the injected HFS have been reported
in the literatures [15–18]. Among these types, the rotating signal is preferred for its
simplicity which will be investigated in this study as follows.

The injected CW high-frequency signal can be given as

u2dqh f = U2h f e
jωh f t (23)

where ωh f and U2h f define the frequency and magnitude of the injected HFS,
respectively.
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Aided with the concept that the excitation of fundamental frequency and the rotor
speed is relatively changed in a slowly manner with respect to the frequency of the
injected HFS, therefore the steady-state operation of BDFIG can be assumed and
then the resulted high-frequency CW current can be expressed as in (24) with the
equivalent high-frequency CW impedance, as given in (25) and from which, the
induced high-frequency PW voltage can be realized as in (26).

i2dqh f = U2h f∣
∣Z2h f

∣
∣
e
j
(
ωh f t−ϕZ2h f

)

(24)

Z2h f = (
R2 + jωh f L2eq

) + ZE = ∣
∣Z2h f

∣
∣∠ϕZ2h f (25)

where

ZE = j
(
ωh f ± ωr

)
Lmeq

[
(R1 + Rload) + j

(
ωh f ± ωr

)(
L1eq + L load

)]

(R1 + Rload) + j
(
ωh f ± ωr

)(
L1eq + L load + Lmeq

)

Then,

u1dqh f = U2h f∣
∣Z2h f

∣
∣

[
Rload + j

(
ωh f ± ωr

)
L load

]
ZMe

j
(
ωh f t±θr−ϕZ2h f

)

(26)

where

ZM = j
(
ωh f ± ωr

)
Lmeq

(R1 + Rload) + j
(
ωh f ± ωr

)(
L1eq + L load + Lmeq

)

With the assumption that Rload <
(
ωh f ± ωr

)
L load and (R1 + Rload) <(

ωh f ± ωr
)(
L1eq + L load + Lmeq

)
, due to the high level of ωh f , the induced voltage

of PW side with the high frequency is rewritten as

u1dqh f = U2h f∣
∣Z2h f

∣
∣

(
ωh f ± ωr

) × L load
Lmeq

(
L1eq + L load + Lmeq

)e
j
(
ωh f t±θr−ϕZ2h f

+ π
2

)

(27)

It is noticed from (24) and (27) that the angle of phase with both the resulted
current of CW side with the high frequency, i2dqh f and the induced voltage of PW
side with the high frequency, u1dqh f is determined by

(
π
2 ± θr

)
. Therefore, the desired

position of rotor side, θrest is detected with the aid of these two quantities.
The main conceptual diagram of the new position observer based on the injec-

tion approach using CW-HFS is illustrated in Fig. 16. Aided with measured CW
current andPWvoltagequantities, the high-frequency components of theCWcurrent,(
i h f2dqh f

)
as given in (28), and the corresponding PW voltage,

(
uh f1dqh f

)
as expressed in

(29), can be given after a filtering process (band-rejection filters), by removing the
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Fig. 16 Conceptual diagram of the novel position observer based on the injection approach using
CW-HFS [19]

fundamental components, as shown in Fig. 16.

i h f2dqh f = U2h f∣
∣Z2h f

∣
∣
e
j
(
−ϕZ2h f

)

(28)

uh f1dqh f = U2h f∣
∣Z2h f

∣
∣

(
ωh f ± ωr

) × L load
Lmeq

(
L1eq + L load + Lmeq

)e
j
(
±θr−ϕZ2h f

+ π
2

)

(29)

Then, the resulted high-frequency current and voltage quantities are rotated to
its corresponding synchronous frame of the HFS. From which, the error signal of a
complex phase-locked-loop (PLL) can be determined using (28) for the current of
CW and (29) for the voltage of PW.
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Then, the regulation of the resulted error is realized aided with a PI-controller

to attain the estimated phase angle of both the CW current,
(
ϕ̂
h f
i2dqh f

)
and the corre-

sponding PW voltage,
(
ϕ̂
h f
u1dqh f

)
as illustrated in Fig. 16. In this paper, the estimated

rotor speed in electrical quantity, ωrest is directed to the PI-controller output of the

complex PLL_1 for the PW voltage,
(
ω̂
h f
u1dqh f

)
, as shown in Fig. 16.

The main defects of the presented sensorless methods based HFS injection
approach reported in the literatures [17, 18] for ac machines and for DFIGs are
the saturation effects and the requirements of the high-frequency impedance phase
angle, ϕZ2h f and the equivalent of the load impedance, respectively. These issues are
completely eliminated in this study with the suggested position observer based on
the injection approach using CW-HFS.

4.3 Sensorless Voltage Control Topology with the Proposed
Novel Position Observer

The essential control target for the stand-alone BDFIGs is to effectively regulate the
load voltage with the principles of direct voltage control (DVC) scheme including
a sensorless position detection procedure for a high performance [8, 19]. The main
structure of the proposed control system for voltage regulation of BDFIGs aided with
the new observer for rotational-position estimation using the concept of CW-HFS
injection approach is given in Fig. 17.

The procedure of DVCmethod shown in Fig. 17 includes various loops of control
such as the current-control loop of CW side, the voltage control loop of PW side and
the realization loop of CW current frequency.

By adjusting the CW d-axis current, i∗2d through a PI controller, the amplitude of
PW voltage is to be kept constant at the reference set level. Furthermore, the CW
q-axis current, i∗2q is directed to zero value through the loop of current control for a
better performance, as given in Fig. 17.

At final stage, the current angle of CW can be realized aided with the detected
rotational position, θrest (given from the proposed newobserver-basedCW-HFS injec-
tion methodology) and the angle, θ1

* (obtained by integrating the reference set level
of PW frequency). From which, the required gating signals of the machine-side
converter are attained.

4.4 Analysis and Discussion

To validate the efficient behavior of the novel position observer, comprehensive
simulation results are presented with a prototype of 30-kVA BDFIG whose detailed
parameters specified in Ref. [14]. The obtained analysis and discussion are given to
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Fig. 17 Schematic diagram of the proposed control system for voltage regulation of BDFIGs with
the new observer for position estimation

confirm the effective performance of the new position observer with various states
of operation considering the start-up, change condition of speed and the variation
state of load. The main target of the presented voltage control system is to attain a
reference profile of PW voltage set at 311 V and 50 Hz.

The operation of BDFIG is initiated considering a resistive load of 11.6 kW and
a 600 rpm of rotational speed. Then, at t = 1.5 s, the generator speed is increased
until t = 2 s with a ramp change to 900 rpm as obtained in Fig. 18. Finally, a sudden
variation in the load side is applied, at t = 3.5 s, to be reduced to 9.7 kW as illustrated
in Fig. 19.

The obtained results in Figs. 18 and 19 assure the close coloration between the
detected position signal and its real value with a good tracking behavior and a better
realization for the desired voltage profiles of PW side with the presented sensorless
DVC scheme considering various states of operation.

This would confirm the effectiveness of the novel procedure for the rotational-
position estimation ofBDFIGs based on the injection concept ofCW-HFS.Moreover,
the response of CW q-axis current, illustrated in Fig. 18e, validates the capability of
the control loop for CW current to maintain the q-axis current at its intended value
(i2q* = 0).

All the introduced results validate the capability and efficacy of the suggested
sensorless voltage control system aided with the new observation methodology for
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(a) Rotor position at start-up condition (b) Position under speed change (600 to 900 rpm)

(c) Phase voltage of PW (d) Phase current PW

(e) q-axis current of CW (f) CW three-phase currents

Fig. 18 Performance test with the operating conditions of the start-up and speed changes from 600
to 900 rpm

(a) Position of rotor at 900 rpm (b) Phase voltage of PW

(c) Phase current of PW (d) CW phase current

Fig. 19 Analysis under the load variation from 11.6 to 9.7 kW
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rotor position detection with the concept of CW-HFS injection for the stand-alone
generating system-based BDFIGs.

5 Summary

This chapter has handled the recent methodologies of sensorless position observers
based on either the model or injected methods for the promising BDFIG in the ship
power generation systems. The presented method based on the model principle has
relied on the PW flux-orientation technique and the criteria of MRAS procedure
for rotor position estimation algorithm with the functional quantity of CW reactive
power. The obtained results of both simulation and experimental have confirmed
the capability of the proposed sensorless control strategy for DVC. Moreover, the
results have verified the efficacy of the proposed MRAS observer for sensorless
DVC strategy of stand-alone BDFIGs under both cases of speed and load variations.
Furthermore, the results have ensured the robustness against parameter uncertainty.

On the other side, this chapter has investigated a sensorless DVC methodology
based on the injection approach of a high-frequency signal (HFS) for BDFIG in the
stand-alone ship shaft applications. The proposed new observer has relied on the
injection of HFS into the CW side while the induced signal detected from the PW
side will observe the information of rotor position. The new proposed sensorless
observer has not needed any saliencies in the rotor side for the rotational-position
estimation, which has ensured the efficacy and simplicity of the new method. The
obtained analysis has verified the efficiency of the proposed new observer-basedHFS
injection approach for the desired sensorless scheme for voltage control considering
various states of operation such as the load and speed changes.
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Control and Observation of Induction
Motors Based on Full-Order Terminal
Sliding-Mode Technique

Minghao Zhou, Siwei Cheng, Wei Xu, Yong Feng, and Hongyu Su

Abstract This chapter proposes full-order terminal sliding-mode (FOTSM) based
observation and control approaches for the sensorless speed control system of the
induction motor (IM) with the full consideration of the unmatched uncertainties. The
sensorless field orientation control (FOC) system for the IM is based on the accurately
observing of the speed and the flux of the motor using the full-order terminal sliding-
mode observer (FOTSMO). With the feedback of the precise estimated speed/flux,
the FOTSM based controllers for the speed-, flux- and current-loops are designed to
strengthen the robustness, accuracy and rapidness of the FOC system for the IM. By
means of the virtual control technique in the outer-loop, the unmatched uncertainties
including the parameter perturbation and the external disturbance can be thoroughly
compensated. The proposed adaptive gain avoids overestimating the upper bound
of the uncertainties in the FOC system for the IM. Due to the integral-type control
law, the current references are smoothed and the chattering in the conventional SMC
is eliminated. In the inner-loop controllers, the actual voltage control signals can
force the tracking errors of the currents to converge to their equilibrium points in a
finite time. Finally, the simulation and experimental results have demonstrated the
effectiveness and feasibility of the proposed FOTSM based controllers and observers
for the sensorless speed control of the IM.
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Keywords Sliding-mode control · Terminal sliding-mode · Observer · FOC
system · Induction motor

List of Symbols

u, u The voltage and voltage vector
i, i The current and current vector
φ, φ The flux and flux vector
θ The rotor electrical angle
ω The rotor electric angular velocity
ωm The rotor mechanical angular velocity
ωs The slip angle velocity
ω1 The synchronous angle velocity with ω1 = ω + ωs

J The moment of inertia
Rs The stator resistance
Rr The rotor resistance
Ls The stator inductance
Lr The rotor inductance
Lm The mutual inductance between the stator and rotor windings
Te The electrical torque
TL The load torque
n The rotation speed
ˆ The estimated value
— The error value
[]0 The nominal value
[]ref The reference value
[]s, []r Stator and rotor parameters
[]ABC , []abc States in abc-axis
[]α , []β States in α- and β-axis
[]q, []d States in q- and d-axis
np The number of pole pairs of the stator
Lsl, Lrl The stator and rotor leakage inductance
Lsm, Lrm The mutual inductance between the stator and rotor windings
Tr The rotor time constant Tr = Lr /Rr

σ The leakage coefficient σ = 1 − L2
m/(Ls Lr )

K K = 1/(σ Ls)
ξ ξ = K(Lm/Ls)
λ λ = K (Rs + Rr L2

m/L2
r )



Control and Observation of Induction Motors Based … 329

List of Acronyms

ADRC Active disturbance reject control
AFO Adaptive full-order observer
DTC Direct torque control
EKF Extended kalman filter
FOC Field-oriented control
FOTSM Full-order terminal sliding-mode
FOTSMO Full-order terminal sliding-mode observer
IM Induction motor
LSM Linear sliding-mode
LSMO Linear sliding-mode observer
MIMO Multiply inputs multiply outputs
MPC Model predictive control
MRAC Model reference adaptive control
PI Proportion-integral
SMC Sliding-mode control
SMO Sliding-mode observer
SVPWM Space vector pulse width modulation

1 Introduction

Due to the advantages of simple structure, fast dynamic response, low moment of
inertia, low-torque ripple, high reliability, and low costs of manufacture, repair and
maintenance, the induction motor (IM) has been widely applied in many industrial
applications, such as machine tools, steel mills, paper machines, etc. [1]. IMs are
generally used in rough applications, such asmining industry, cranes, etc.Meanwhile,
the IMs are applied in electrical vehicles, such as tesla model3, etc. Thus, the control
performance needs to be improved. Control strategies for IMs mainly include V/F,
direct torque control (DTC) and field-oriented control (FOC) [2, 3]. The DTC control
strategywas first proposed byDepenrock in the 1950s. Combinedwith the bang-bang
control strategies, the DTC can regulate the stator flux and the torque respectively.
However, it could cause the torque ripple and the performance of the IM under the
control strategy would become worse at a low speed. The FOC control strategy was
mentioned by Hasse in the early 1970s and is extensively used in the IM control
system to implement the decoupled control of currents.

In the traditional IM speed control system, the speed signal of the IM is detected by
the sensors, such as optical encoder, rotary transformer, etc., and used as the feedback
to implement the FOC system of the IM. The change of the temperature, humidity
and so onwill decrease the reliability of the sensors. Therefore, the sensorless control
(also noted as self-sensing) has become a hot topic to deal with the aforementioned
problems. Compared to the IM control system with sensor, the sensorless control
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has advantages in motor drives due to cost reduction, system downsizing and reli-
ability enhancement for motor drives. To realize the sensorless control of the IM,
the accurate estimation for the rotor flux and observation of speed are indispensable,
which means the observation algorithm of the speed and the rotor flux require high
precision and strong robustness. The general observations of the rotor flux and speed
include extended Kalman filter (EKF), adaptive full-order observer (AFO), sliding-
mode observer (SMO), etc. The sliding-mode observer has been widely used in the
observation of motors owing to its simple structure, easy implementation and strong
robustness.

The linear sliding-mode observer (LSMO) processes the observation signal with
low-pass filtering. This results in the phase lag of the observation and reduces the
observer’s accuracy, which is more serious especially at a low speed [4]. In [5–7], a
speed/flux SMO is designed for the IM, but the estimation error in the conventional
reduced-order sliding manifold is not convergent in a finite time. Moreover, the
adopted boundary layer method would reduce the accuracy of the observer. In [8],
a super-twisting based speed observer is proposed to obtain precise estimated speed
with a twisting convergence trajectory. However, the high order sliding-mode reaches
the sliding surface non-monotonically with a large overshoot. In [4], a low-pass filter
is applied to deal with the chattering, but it causes the phase lag of the estimated
speed. It can be seen that the output injections in existing SMOs aremainly switching
signals, which would reduce the accuracy of the observers. Therefore, in this chapter,
a full-order terminal SMO is proposed to implement a high-performance sensorless
control for the IM system to strengthen the precision and anti-disturbance against
the uncertainties.

Additionally, to improve the dynamic performance of the IMs in robustness, rapid-
ness and accuracy,manymethods have been proposed, such as PI control [9], adaptive
control [10], model reference adaptive control (MRAC) [11], linear quadratic regu-
lator (LQR) [12, 13], H∞ control [14], model predictive control (MPC) [15, 16],
backstepping control [17, 18], fuzzy control [19–22], neural network control [22],
active disturbance rejection control (ADRC) [23] and sliding-mode control (SMC),
etc. The model of the IMs is a class of nonlinear multi-inputs multi-outputs (MIMO)
system with unmatched uncertainties. As a 2-order MIMO nonlinear system, the IM
in the FOC system has various uncertainties including the matched and unmatched
uncertainties. The matched uncertainties are those existing in the control channel,
and the uncertainties that exist in the non-control channel are the so-called unmatched
uncertainties. The matched uncertainties made up by the parameter perturbation in
the inner-loop of the IM system can be directly compensated by the voltage control
signals. However, the unmatched uncertainties are composed of the external distur-
bance and parameter variations in the outer-loop of the FOC system,whichmeans the
uncertainties cannot be compensated by the voltage control signals straightforwardly.
With the appropriate design of the current controllers, the current error dynamics can
be forced to converge to zero.Whereas, the speed error dynamicsmay converge to the
neighborhood around zero due to the unmatched uncertainties. The general designs
of the controllers for the FOC system of the IMs are based on the reduced-order
mathematical model of the IMs, which means the controllers for the outer-loop and
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inner-loop are separately designed and the influence of the unmatched uncertainties
is ignored. This could lead the decrease in the dynamic performance of the IMs.
Therefore, it is necessary to adequately consider both the matched and unmatched
uncertainties in the IM control system.

SMC is recognized as an excellent controller design method for the FOC system
for motors, due to its advantages of low sensitivity to inner parameter variations
and strong robustness to external disturbances. However, the traditional SMC can
only compensate for the matched uncertainties satisfying the so-called match condi-
tion. Therefore, with the development of the control theory, some improved SMC
combined with other advanced control methods have been proposed to address the
problem mentioned above. To implement the decoupled control of torque and flux,
a nonlinear feedback linearization is adopted for the IM system in [24]. In [25],
an online learning algorithm using adaptive sliding-mode training algorithm and
type-2 neuro-fuzzy method is proposed to compensate the parametric uncertainties
and disturbances in control of the IM. To enhance the dynamic performance of the
current-loop in the control system of the IM, a disturbance rejection 2-order SMC is
utilized in [26]. However, all of the above methods strictly depend on the accurate
modeling of the IMs. To address the disturbance-observer errors and the uncertainty
in the ADRC gains, an SMC component is proposed in [27], but the high-frequency
switching noise in the voltage cannot be attenuated. It would lead to large noise in the
space vector pulse width modulation (SVPWM) signal. A speed/flux observer based
on twisting algorithm is designed to improve the robustness of the sensorless control
system for IMs with core loss in [28]. However, a singularity would appear because
of introducing the derivative of the current references with high-frequency switching
signals into the voltages. In [29], to implement the real-time high-performance appli-
cations of IMs, an adaptive SMC based position tracking control is proposed, while
the tracking error in the current-loop is not fully considered.

Furthermore, the chattering phenomenon, as an inherent feature of the SMC, is
caused by the high-frequency switching control law in an SMC controller and may
excite unmodeled dynamics in the closed loop. It extremely hinders the application of
the SMC. The research of the control strategies attenuating chattering becomes a hot
topic in recent years. Many methods have been proposed to attenuate the chattering
[30–33]. In [34], a speed observer utilizing the 2-order sliding-mode based MRAC
is proposed for sensorless six-phase IM to overcome the chattering in the classical
SMC.However, the quasi-slidingmodemethod eliminates the chattering at the cost of
control accuracy. Disturbance-observer based SMC can only weaken the chattering
but not eliminate it. Super-twisting is non-monotonically convergent to the sliding
manifold with a large overshoot. Therefore, the chattering-free performance of SMC
method needs to be further improved [35].

In the existing sensorless control algorithm for the IMs based on the SMC, the
challenges can be summarized as:

(a) The anti-disturbance performance and dynamic response of the observer need
to be further improved;
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(b) The chattering in the SMC signal would lead to large noise in the d-q current
references, which could excite the unmodeled dynamics and reduces the
stability of the system;

(c) The effect of parameter variation on the design of controllers cannot be
adequately taken into consideration, and the SMC based existing works cannot
compensate the unmatched uncertainties;

(d) The singularity problem may occur because the inputs of SVPWM contain
the derivative of the current references. Meanwhile, there are high-frequency
switching terms in the current references formed by the traditional SMC.

In the SMC based existing works, the unmatched uncertainties in the MIMO
systems are not fully considered, and the existing SMC cannot overcome the
unmatched uncertainties completely [22–31]. Therefore, a novel full-order terminal
sliding-mode (FOTSM) [36–38] algorithm based controller and observer design
method is proposed. Hence, the disturbance rejection capacity to unmatched uncer-
tainties in the speed-loop is improved, and the dynamic performance and robustness
of the current-loop are enhanced. So, the high-performance of the sensorless control
system can be obtained. In this chapter, themodel of IM is regarded as a second-order
MIMOsystemwith unmatched disturbance, and an adaptivemethod for the switching
control gain design is established to address the influence of the parametric uncer-
tainties on the controller design. Additionally, to eliminate the singularity caused
by the derivative of the current references existing in the inputs of SVPWM, the
current references are designed into derivable signals based on FOTSM instead of
the reduced-order SMC in the chapter. The chattering phenomenon can be reduced
without the conventional boundary layer method or low-pass filters. The chattering
is eliminated, and outputs of controllers and observers can be smoothed. The perfor-
mance of the sensorless control system is enhanced in the aspects of accuracy and
rapidness.

The rest of this chapter is organized into the following sections. In Sect. 2, the
mathematical model of the IM in different coordinates and the FOC system of the IM
with unmatched uncertainties are introduced. In Sects. 3 and 4, the FOTSM based
observers and controllers are presented respectively. Some conclusions are given in
Sect. 5.

2 Mathematical Model of IMs

Some assumptions are given to simplify the analysis in the front:

1. the effect of magnetic saturation is neglected.
2. three-phase windings have the same structure and ignoring the fringe effect.
3. the effect of the slot is ignored.
4. the iron core loss is not taken into account.

All the notations in the control system of the IM are shown in the Table 1.
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Table 1 Notations in the
control system of the IM

Variables Meaning of notations

u, u The voltage and voltage vector

i, i The current and current vector

φ, φ The flux and flux vector

θ The rotor electrical angle position

ω The rotor electrical angular velocity

ωm The rotor mechanical angular velocity

ωs The slip angle velocity

ω1 The synchronous angle velocity with ω1 = ω +
ωs

J The moment of inertia

Rs The stator resistance

Rr The rotor resistance

Ls The stator inductance

Lr The rotor inductance

Lm The mutual inductance between the stator and
rotor windings

Te The electrical torque

TL The load torque

N The rotation speed
ˆ The estimated value
— The error value

[]0 The nominal value

[]ref The reference value

[]s, []r Stator and rotor parameters

[]ABC , []abc States in abc-axis

[]α , []β States in α- and β-axis

[]q, []d States in d- and q-axis

np The number of pole pairs of the stator

Lsl , Lrl The stator and rotor leakage inductance

Lsm, Lrm The mutual inductance between the stator and
rotor windings

Tr The rotor time constant Tr = Lr /Rr

σ The leakage coefficient σ = 1 − L2
m/(Ls Lr )

K K = 1/ (σLs)

ξ ξ = K(Lm/Ls)

λ λ = K (Rs + Rr L2
m/L2

r )
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2.1 Mathematical Model of IMs in a-b-c Coordinate

The mathematical model of an IM is generally composed of voltage, flux and motion
equations. Based on the assumptions mentioned above, the voltage equation of the
IM in a-b-c coordinate is expressed as follows [39]:

u = Ri + dφ

dt
(1)

where u = [us, ur]T = [usA, usB, usC , ura, urb, urc]T, i = [is, ir]T = [isA, isB, isC , ira,
irb, irc]T, φ = [φs, φr]T = [φsA, φsB, φsC , φra, φrb, φrc]T and R = diag(Rs, Rs, Rs, Rr ,
Rr , Rr).

The flux equation of the IM in the a-b-c coordinate is expressed as follows:

φ = Li (2)

with

Lss =
⎡
⎣
Lsm + Lsl − 1

2 Lsm − 1
2 Lsm

− 1
2 Lsm Lsm + Lsl − 1

2 Lsm

− 1
2 Lsm − 1

2 Lsm Lsm + Lsl

⎤
⎦,

Lrr =
⎡
⎣
Lsm + Lrl − 1

2 Lsm − 1
2 Lsm

− 1
2 Lsm Lsm + Lrl − 1

2 Lsm

− 1
2 Lsm − 1

2 Lsm Lsm + Lrl

⎤
⎦,

Lsr = LT
rs = Lsm

⎡
⎣

cos θ cos(θ − 120◦) cos(θ + 120◦)
cos(θ + 120◦) cos θ cos(θ − 120◦)
cos(θ − 120◦) cos(θ + 120◦) cos θ

⎤
⎦

where L = [Lss, Lsr ; Lrs, Lrr].
The torque equation of the IM can be described by

Te = npLsm

⎡
⎣

(isaira + isbirb + iscirc) sin θ

+(isaira + isbirb + iscirc) sin(θ + 120◦)
+(isaira + isbirb + iscirc) sin(θ − 120◦)

⎤
⎦. (3)

Finally, the motion equation of the IM can be expressed as:

Te = TL + J

n p

dω

dt
(4)

Therefore, Eqs. (1)–(4) can describe the mathematical model of the IM in the
a-b-c coordinate.
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2.2 Mathematical Model of IMs in α-β Coordinate

To derive the mathematical model of the IM in the α-β coordinate, the Clarke
transformation is utilized as [40]:

C3/2 =
√
2

3

[
1 − 1

2 − 1
2

0
√
3
2 −

√
3
2

]
. (5)

Then the voltage equations of the IM in α-β coordinate can be described as:

{
usαβ = Rs i sαβ + pφsαβ

urαβ = Rr irαβ + (p + ω)φrαβ

,

{
φsαβ = Ls i sαβ + Lm irαβ

φrαβ = Lm i sαβ + Lr irαβ

(6)

where usαβ = [usα , usβ]T, urαβ = [urα , urβ]T, isαβ = [isα , isβ]T, irαβ = [irα , irβ]T, φsαβ

= [φsα , φsβ]T and p = d/dt.
Hence, the torque equation of the IM in α-β coordinate is given as:

Te = npLm(isβ irα − isαirβ) (7)

In summary, Eqs. (4), (6) and (7) make up the IM model in α-β coordinate.

2.3 Mathematical Model of IMs in d-q Coordinate

The transformation among a-b-c, α-β and d-q coordinates is shown in Fig. 1. The
rotating velocity of the d-q axis equals to the synchronous electrical angle velocity
ω1, and the Park matrix is given by

C2s/2r =
[

cos θ sin θ

− sin θ cos θ

]
. (8)

Then the voltage and flux equations of the IMs in the d-q coordinate can be
described as follows [41]:

⎧⎪⎪⎨
⎪⎪⎩

usdq = Rs i sdq +
[

p −ω1

ω1 p

]
φsdq

urdq = Rr irdq +
[
p −ωs

ωs p

]
φrdq

,

{
φsdq = Ls i sdq + Lm irdq
φrdq = Lm i sdq + Lr irdq

(9)

where usdq = [usd , usq]T, urdq = [urd , urq]T, isdq = [isd , isq]T, irdq = [ird , irq]T, φsdq =
[φsd , φsq]T, φrdq = [φrd , φrq]T.

The torque equation of IMs in d-q coordinate is as follows:
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Fig. 1 The transformation
among a-b-c, α-β and d-q
coordinates
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Fig. 2 The transformation and the decoupled mathematical model of the IM

Te = npLm

Lr
(isqφrd − isdφrq) (10)

According to the mentioned above, the mathematical model of IMS in the three
coordinates (a-b-c, α-β and d-q). By the Clark transformation (5), the model of IMs
in a-b-c coordinate (1)–(4) can be transferred into the model in α-β coordinate.
Equations (4), (9) and (10) make up the model of IM in d-q coordinate with the Park
transformation (8) (Fig. 2).

2.4 FOC System for the IMs with Unmatched Uncertainties

According to (9), themathematical model of the IM in the d-q coordinate is described
by:
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ω̇m = 1

J

(
npLmφr

J Lr
iq − TL

)
(11a)

φ̇r = − 1

Tr
φr + Lm

Tr
id (11b)

i̇q = −ξωφr −
(

ω + Lmiq
Trφr

)
id − λiq + Kuq (11c)

i̇d = ξ
1

Tr
φr − λid +

(
ω + Lmiq

Trφr

)
iq + Kud (11d)

It can be seen from Eq. (11c) that the IM model consists of the outer- and inner-
subsystems, where the outer-subsystem includes the speed- and flux-loop and the
inner-subsystem includes the current-loops. To further analyze the dynamic process
of the IM, the matched and unmatched uncertainties must be considered adequately
in the outer- and inner-subsystems.

1. Outer-Loop Subsystem of FOC System

The tracking errors of the speed and rotor flux are defined by eω = ωmref − ωm and eφ

= φmref − φm, with eo = [eω, eφ]T representing tracking error vector in the outer-loop.
From the model (11), the outer-loop tracking error dynamics can be obtained as:

{
ėω = ω̇m ref − np Lmφr

J 2Lr
iq + TL

J

ėφ = φ̇r ref + 1
Tr

φr − Lm
Tr
id

(12)

Due to the influence of the temperature and frequency, the values of the resistance
and inductance may be changed as follows:

{
R j = R j0 + 
R j , j = s, r
Lk = Lk0 + 
Lk, k = s, r,m

(13)

Further

σ = σ0 + 
σ, K = K0 + 
K , ξ = ξ0 + 
ξ

Tr = Tr0 + 
Tr , λ = λ0 + 
λ, J = J0+
J (14)

The aforementioned uncertainties are assumed to be Lipschitz and boundedwhere
the upper bounds can be assumed as follows:

{ ∣∣
R j

∣∣ ≤ MRj , j = s, r
|
Lk | ≤ MLk , k = s, r,m

(15)

Further



338 M. Zhou et al.

|
σ | ≤ Mσ , |
K | ≤ MK , |
ξ | ≤ Mξ ,

|
Tr | ≤ MTr , |
λ| ≤ Mλ, |
J | ≤ MJ . (16)

where MRj , MLk , Ms, MK , Mx , MTr , Mλ > 0 are known constants.
Therefore, considering the unmatched uncertainties, the error dynamics in the

outer-loop can be rewritten by:

{
ėω = ω̇mre f − npφr (Lm0+
Lm )

( Ĵ+
J )(Lr0+
Lr )
iq+ TL

J

ėφ = 1
Tr0+
Tr

φr − Lm0+
Lm
Tr0+
Tr

id
(17)

The virtual control law is defined by

ũ = g1 i ref = [
uω, uφ

]T= [npφr FLm/J Lr iqref, (Lm0/Tr0)idref]T (18)

where g1 = diag
(
npφr FLm/J Lr , Lm0/Tr0

)
, i ref =

[uω/(npφr FLm/J Lr ), uφTr0/Lm0]T, FLm/J Lr = Lm0/J0Lr0.
It is defined that the tracking error of the stator current in the inner-loop stator is

expressed as

ei = i ref − i = g−1
1 ũ − i=[eiq , eid ]T (19)

Let f 1(t, xo) = [ω̇mref, φr/Tr0]T, then tracking error dynamics (17) in the outer-
loop is expressed as:

ėo = f 1(t, eo) − ũ + ρo(t, eo, ũ) + g1ei (20)

where ρo(t, eo, ũ) = ρ − δũ is defined as the lumped unmatched uncertainty in the
FOC system of the IM.

To further describe ρo(t, eo, ũ), the following uncertainties are calculated by (12)
and (17) as follow:

δω = 
FLm/J Lr /FLm/J Lr (21a)

δφ = 
FLm/Tr /(Lm0/Tr0) (21b)


F1/Tr = 
Tr/(Tr0(Tr0 + 
Tr )) (21c)


FLm/Tr = (Tr0
Lm − Lm0
Tr )/(Tr0(Tr0 + 
Tr )) (21d)


FLm/J Lr =
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[J0Lr0
Lm − Lm0(J0
Lr + Lr0
J + 
J
Lr )]/J0Lr0(J0 + 
J )(Lr0 + 
Lr )

(21e)

Considering (15) and (16), the upper bound of the uncertainties is assumed as:

|TL/J | ≤ MTL/J , |id | ≤ id max,
∣∣ṪL/J

∣∣ ≤ Gd(TL/J ),

|δω| ≤ Mδω
< 1,

∣∣
F1/Tr (t)
∣∣ ≤ M1/Tr ,

∣∣
FLm/Tr (t)
∣∣ ≤ MLm/Tr ,∣∣δφ

∣∣ ≤ Mδφ
< 1,

∣∣iq
∣∣ ≤ iq max,

∣∣
FLm/J Lr

∣∣ ≤ MLm/J Lr . (22)

whereMTL/J , MLm/J Lr , GTL/J , Gd(TL/J ), Mδω
,M1/Tr ,MLm/Tr andMδφ

are positive
constants, id max = iq max = √

1.5Ie and Ie is rated current of the IM.
Hence, the coefficient of the uncertain control gain can be assumed as:

‖δ‖ ≤ Mδ < 1 (23)

where Mδ = max
(
Mδω

, Mδφ

)
.

Based on (21), (22) and (23), ρω(t) = TL/J and ρφ = 
F1/Trφr are assumed to
be Lipschitz and satisfy the boundary conditions as

|ρω(t)| ≤ MTL/J ,
∣∣ρφ(t)

∣∣ ≤ Mρφ
(t) (24)

where Mρφ
(t) = M1/Tr |φr | is a known positive function.

The lumped uncertainty matrix ρ is upper bounded in following form:

‖ρ‖ ≤ Mρ =
√
M2

TL/J + M2
ρφ

(25)

Proposition 1 The derivative of the lumped uncertainty matrix ρ is bounded as

‖ρ̇‖ ≤ Mdρ =
√
G2

d(TL/J ) + M2
dρφ

(26)

where

Mdρφ
(t) = M1/Tr

(
1

Tr0
+ M1/Tr

)
|φr | + M1/Tr Lm0

Tr0

(
1 + Mδφ

)
id max (27)

Proof The derivative of ρφ(t) is satisfied as

∣∣ρ̇φ(t)
∣∣ ≤ ∣∣
F1/Tr

∣∣((1/Tr0)|φr | + (Lm0/Tr0)
(
1 + ∣∣δφ

∣∣)|id | + ∣∣ρφ

∣∣)

≤ M1/Tr

(
(1/Tr0)|φr | + (Lm0/Tr0)

(
1 + Mδφ

)
id max + M1/Tr |φr |

)

≤ M1/Tr

(
(1/Tr0) + M1/Tr

)|φr | + M1/Tr (Lm0/Tr0)
(
1 + Mδφ

)
id max (28)

Then it can be obtained that
∣∣ρ̇φ(t)

∣∣ ≤ Mdρφ
(t). Hence, the proof is completed.
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2. Inner-Loop Subsystem of FOC System

Owing to (11), it can be seen that the d-q current dynamics are coupled, which
illustrates that the d-q current dynamic would influence each other and lead to the
torque ripple. Furthermore, in the high-speed domain, the coupling of the d-q currents
will get worse. Therefore, the d-q currents need to be decoupled for the independent
dynamic characteristics.

Without external disturbance in the inner-loop, the parameter variation repre-
senting the matched uncertainties exists. The current controllers for the inner-loop
subsystem utilize iref as the input and udq as the output to generate the SVPWM
modulation signals. Based onmodel (11), the inner-loop subsystem can be expressed
by

i̇ = F(t, xo, i)i + G(us+H(t, xo)) (29)

where us = [uqs, uds]T, F = F0 + 
F, G = G0 + 
G, H = H0 + 
H,

G0 =
[
K0 0
0 K0

]
, F0 =

[ −λ0 ω1

−ω1 −λ0

]
, H0 =

[
ξ0φr

K0Tr0
− ξ0ωφr

K0

]T
,


F =
[−
λ ω1

−ω1 −
λ

]
,
G =

[

K 0
0 
K

]
,


H =
[
φr

(
ξK0Tr0−ξ0KTr

KTr K0Tr0

)
−ωφr

(
ξK0−ξ0K

KK0

)]T
.

and the upper bounds of the uncertainties in (29) can be given as:

‖
F‖ = |
λ| ≤ Mλ, ‖
G‖ = |
K | ≤ MK ,
∥∥
Ḟ

∥∥ ≤ MdA,

‖G0‖ ≤ MD0 ,
∥∥
Ġ

∥∥ ≤ MdD, ‖us‖ ≤ √
2ue (30)

where MdA, MD0 and MdD are positive constant, and ue is the rated voltage.
Taking the parametric variation into account, the current inner-loop subsystem

can be rewritten as

i̇ = F0(t, xo, i)i + (G0 + 
G)(us+H0(t, xo)) + ρi0(t) (31)

where the inner-loop lumped uncertainty ρi0(t) = 
Fi s + (G0+
G)
H .
The coupled d-q currents are presented in the matrix F. For achieving decoupling

of stator d-q currents, the feedforward compensation Pi is introduced for the d-q
stator voltages us

us= Pi − H0 + u (32)

where u = [uq, ud]T and feedforward compensation matrix P is expressed by P =
[0,−ω1/K0;ω1/K0, 0].
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The inner-loop subsystem is rewritten as follows by substituting (32) to (31)

i̇ = (F0(t, xo, i)+G0P)i + G0u + 
Gu + ρi (t, xo, i) (33)

where the lumped matched uncertainty ρi (t) = 
GPi + ρi0(t).
Considering F0 + G0P = diag(−λ0,−λ0), the d-q currents can be dynamically

decoupled.

Proposition 2 ρi (t, xo, i) = 
GPi + ρi0(t, xo, i) and its derivative are upper
bounded and satisfy the following conditions:

∥∥ρi (t)
∥∥ ≤ Mρi (t),

∥∥ρ̇i (t)
∥∥ ≤ Mdρi (t) (34)

where Mρi (t) and Mdρi (t) are positive functions:

Mρi (t) = (ω1MK /K0 + Mλ)‖i‖ + (K0 + MK )MD (35)

Mdρi (t) = (ω1MK /K0 + Mλ)
(
(K0 + MK )

(√
2umax+MD0

)
+Mρi

)
+K0MdD

+ MKMdD+(MdA+(ω1MK /K0 + Mλ)(‖F0‖+ω1MK /K0))‖x2‖ (36)

This proof follows straightforwardly from the proof of Proposition 1.
Let G0u = ui and from the outer-loop subsystem (20) and the inner-loop decou-

pled subsystem (33), it can be obtained that the mathematical model of the IM in
FOC system is a 2-order nonlinear MIMO system with matched and unmatched
uncertainties expressed as:

ėo = f 1(t, eo) − ũ + g1ei + ρo(t, xo, i) (37a)

i̇ = (F0(t, xo, i) + G0P)i + ui + 
GG−1
0 ui + ρi (t, xo, i) (37b)

where ũ = g1 i ref = g1(i + ei ) is the virtual control vector in the outer-loop speed-
subsystem (Fig. 3).

3 Full-Order Terminal Sliding-Mode Observation of IMs

This section introduces the designs of the sliding-mode observers including the
conventional LSMOand the proposedFOTSMOtoobtain the estimated rotor flux and
speed signals and implement the FOC system of the IMs. By selecting the full-order
sliding manifold and designing the output injections of the observer, the dynamic
performance of the observer can be improved. The simple diagram of the sensorless
control for the IM system is shown in Fig. 4.



342 M. Zhou et al.

InverterSVPWM

, ,a b c,

DCu

,d q ,

r̂

FOTSM
Speed/Flux  
Observer

,

mref

,d q

IM

r̂

rref

FOC System

Observer Unit
ˆm

FOTSM
Current  

ControllerFOTSM
Flux

Controller

iqref

idref

uq

ud

iq

id

i ia

ib
ic

FOTSM
Speed 

Controller
u
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3.1 Linear Sliding-Mode Observer

The model of the IM in α-β coordinate can be expressed by:

{
φ̇rαβ = −M+ Lm

Tr
i sαβ

i̇αβ = ξM − λi sαβ+Kusαβ

(38)
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where the matrix M contains the information of the speed, rotor flux and the rotor
time constant as follows:

M =
[
1/Tr ω

−ω 1/Tr

][
φαr

φβr

]
. (39)

For estimating the speed and rotor flux, a speed/flux observer based on FOTSM
is proposed as follows by obtaining the matrix M.

{ ˙̂
φrαβ = − 1

ξ
wαβ+ Lm

Tr
îαβ

˙̂iαβ = wαβ − λîαβ+Kuαβ

(40)

where wαβ = [wα , wβ]T is the output injection of the observer.
Owing to (38) and (40), the current error dynamics is given as:

i̇αβ = wαβ − ξM − λiαβ (41)

where the matched uncertain matrix of the error dynamics can be assumed to be
upper bounded as follows

‖ξM‖ ≤ Fω,
∥∥ξ Ṁ

∥∥ ≤ Fdω (42)

where Fω > 0 and Fdω > 0 are known constants.
A linear sliding manifold is constructed as

sLSM = iαβ (43)

Theorem 1 If a linear sliding manifold is adopted as (43) and the output injection
can be designed, where the estimated current error can be forced to converge to zero
asymptotically in the stator current error dynamics. Related equations are given by:

w = weq + wn (44a)

weq = λi (44b)

wn = −k1sgn(sLSM) (44c)

where k1 = Fω1 + η1, and η1 is a positive constant.

Proof Choosing a Lyapunov function V = 0.5sT s and taking the time derivative of
V yields

V̇ = sT ṡ = sT
(
wαβ − ξM − λiαβ

)
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= sT
(
wαβn − ξM

)
(45)

Combining with (44c) gives:

V̇ = sT (−k1sgn(sLSM) − ξM) ≤ sT (−k1sgn(sLSM) + ‖ξM‖) (46)

then it will get

V̇ ≤ −η1‖s‖ < 0, ‖s‖ �= 0 (47)

which implies the error dynamics of the stator current observer (41) will reach to
zero asymptotically. On s(t)= 0, it can be seen from (43) that the stator current error
of the LSMO can be also forced to converge to zero asymptotically. Hence, the proof
is completed.

Then the error dynamics Eq. (41) can be rewritten as:

wαβ = ξM = ξ

[−1/Tr −ω

ω −1/Tr

]
φrαβ (48)

Combined with the observer (40), the rotor flux can be calculated by:

φ̂rαβ =
t∫

0

(
−1

ξ
wαβ + Lm

Tr
îαβ

)
dt (49)

Then the rotor flux angle and the speed can be estimated in the following form,
which provides the necessary condition of the FOC system.

θ̂1 = arctan(φ̂rβ/φ̂rα) (50a)

ω̂ =
(
φ̂rβwα − φ̂rαwβ

)
/
(
ξ
∥∥φrαβ

∥∥2
)

(50b)

3.2 Full-Order Sliding-Mode Observer

A full-order fast terminal sliding manifold is proposed as

s = i̇ sαβ + C1 i sαβ + C2 i
p/q
sαβ (51)
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where q and p are odds, and 0 < q/p < 1, positive diagonal matrixes C1 = diag(cα1,
cβ1) and C2 = diag(cα2, cβ2).

Theorem 2 The error dynamics (41) can be forced to reach the ideal full-order fast
sliding motion s(t)= 0 within a finite time, t≥ tr , tr ≤ ln(2εV 1/2(s(0))/

√
2η+1)/ε,

thereafter remain on it and then converge to the equilibrium point along the s(t) =
0 in a finite time ts, ts ≤ max

j=α,β
(ln(c j1|is j (tr )|(p−q)/p/c j2 + 1)/(c j1(p − q)/p)), if

the full-order fast terminal sliding manifold is selected as (51) and an integral-type
output injection can be designed. Related equations can be found by

wsαβ= wsαβeq + wsαβn (52a)

wsαβeq = λi sαβ − C1 i sαβ − C2 i
p/q
sαβ (52b)

wsαβn = −
t∫

0

(εs + k2sgn(s))dt (52c)

where k2 = Fω2 + η2 is the switching gain, η2 is a positive constant and ε is used to
accelerate the reaching stage.

Proof based on (41), the full-order fast terminal sliding manifold (51) can be
rewritten as

s = wαβ − ξM − λiαβ + C1 iαβ + C2 i
p/q
αβ (53)

Taking the derivative of the above s with respect to time t and substituting the
output injection (52a) and (52b), it can get

ṡ = ẇαβn − ξ Ṁ (54)

Define a Lyapunov function V = 0.5sT s. Taking the derivative of V to time t
gives

V̇ = sT
(
ẇαβn − ξ Ṁ

)
(55)

Owing to (52c), it will get:

V̇ = sT
(−εs − k2sgn(s) − ξ Ṁ

) ≤ −‖s‖(ε‖s‖ + k2 − ∥∥ξ Ṁ
∥∥)

(56)

then

V̇ + 2εV + √
2ηV 1/2 ≤ 0 (57)
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Fig. 5 Algorithm diagram speed and flux observer based on FOTSM

which means that the error dynamics of the observer (41) will converge to zero in a
finite time [42]. On the sliding manifold s(t) = 0, it is clear that from (51) the error
dynamics (41) will behave in an ideal sliding motion:

i̇αβ + C1 iαβ + C2 i
p/q
αβ = 0 (58)

which is finite convergent. During the ideal sliding motion, the estimation error iαβ

and its derivative will converge to zero. Hence, the proof is completed.
Similar to the derivation procedure of the linear sliding-mode (LSM) based

speed/fluxobserver, the estimated speed/flux and the rotor flux angle can be expressed
as

φ̂rαβ =
t∫

0

(
−1

ξ
wαβ+ Lm

Tr
îαβ

)
dt (59)

θ̂1 = arctan(φ̂rβ/φ̂rα) (60a)

ω̂ =
(
φ̂rβwα − φ̂rαwβ

)
/
(
ξ
∥∥φrαβ

∥∥2
)

(60b)

Remark 1 It is obvious that the output injection in the conventional LSMO is a
switching signal, which can generate significant noise in the estimated M. The
proposed method makes the output injection of observer wαβ continuous, which
means the estimated speed can be smoothed. The algorithm block diagram of the
proposed speed/flux observer based on FOTSM is shown in Fig. 5.

3.3 Simulation and Experimental Results

The related simulations have been carried out in Matlab/Simulink to demonstrate the
effectiveness of the proposed observer. The parameters of the IM for the simulations
are same as those of the related experiments, as depicted in Table 2. The observer
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Table 2 Parameters of the IM

Symbol Mean Value

P Rated power 3 kW

n Rated speed 1435 rpm

np Polar logarithm 2

Rs Stator resistance 1.6 �

Rr Rotor resistance 0.9 �

Ls Stator inductance 163 mH

Lr Rotor inductance 163 mH

Lm Mutual inductance 153 mH

J Moment of inertia 0.003 kg m2

B Friction factor 0.001

φref Given rotor flux 0.918 Wb

Table 3 Observer design parameters

Name Value

LSM observer k = 15,000

FOTSM observer q = 3, p = 5, ε = 200, k = 300, C1 = diag(20,20), C2 = diag(100,100)

design parameters are shown in Table 3. The simulation results of the different
methods (LSM and FOTSM) are shown in Figs. 6 and 7. It can be seen that the speed
and flux under FOTSM can converge to the reference speed value faster and more
accurately than the observer based on the LSM. Meanwhile, the speed under the
LSM has a larger ripple than the FOTSM. The estimated flux angle under FOTSM
tracks the actual flux angle more precisely.

To further validate the effectiveness of the proposed method, some related
experiments have been carried out in an IM experimental platform based on
TMS320F28335, which is loaded by one permanent magnet synchronous motor
(PMSM), as shown in Fig. 8. The parameters of SPMSM have been given in Table
1, and the speed- and current-controllers parameters based on the three methods are
listed in Table 3. Figures 9, 10 and 11 show the results of the observation experiments.
It can be seen from Figs. 9 and 10 that the estimated speed/flux can quickly track
the actual speed/flux under FOTSMO without using any low-pass filters. Figure 11
shows that the comparisons of rotor flux phase and amplitude estimation. It can be
concluded that the FOTSM has a more precise estimation in phase. As depicted in
Fig. 11b, the observation of the amplitude estimation under DC has 0.1 Wb steady-
state error. However, the flux estimation under the FOTSM is smoother than that
under the LSM, which further indicates the FOTSM based speed/flux observer has
better accuracy than the LSM.
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4 Full-Order Terminal Sliding-Mode Control of IM

This section introduces the design and the stability proof of the novel backstepping
based chattering-free FOTSM controllers proposed for the IM sensorless control
system. The control objective is to force both the outer-loop tracking error eo and
the inner-loop current tracking error ei to converge to zero rapidly rather than the
neighborhood around zero. By designing the virtual control law ũ, the unmatched
uncertainties in the outer-loop can be completely compensated.And the actual control
law ui is used to deal with the matched uncertainty ρi (t, xo, i). The simple diagram
of the control method for the IM system is shown in Fig. 12.
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4.1 Outer-Loop Speed/Flux Controllers Design

A full-order liner sliding manifold so ∈ R2 is designed for the outer-loop speed/flux
error dynamics (37a):

so = ėo + C1eo (61)

where C1 = diag(c11, c12) is positive diagonal matrix.

Proposition 3 The speed/flux error dynamics of the outer-loop subsystem (37a) can
be forced to converge to zero after the current tracking error ei and its derivative ėi
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reach its equilibrium point, if the full-order sliding manifold (61) is selected and an
integral virtual control law with its related adaptive gain can be designed. Related
equations can be found by

ũ=ũeq+ũn (62a)

ũeq = f 1(t, eo) + C1eo (62b)
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ũn =
t∫

0

kosgn(so)dt (62c)

ko(t)=MδMdeq(t) + Mdρ(t)+ηo

1 − Mδ

(62d)

where Mδ and Mdρ are defined by (23) and (26), and Mdeq is the upper bound of the
derivative of the equivalent control law, and ηo > 0 a constant.

Proof Considering the control law (62a) and (62b), the full-order linear sliding
manifold (61) is rewritten as

so = ėo + C1eo = f 1(t, eo) − ũ + g1ei + ρo(t, xo, i) + C1eo
= − ũn − δũ + g1ei + ρo(t, xo, i) (63)

Define a Lyapunov function V = 0.5sTo ṡo. Taking the derivative of V to time t
gives

V̇ = sTo ṡo = −sTo ˙̃un − sTo δ ˙̃u + sTo ρ̇ + sTo g1 ėi

= −sTo ˙̃un − sTo ˙̃un − sTo δ ˙̃ueq + sTo ρ̇ + sTo g1 ėi (64)

Considering the integral switching control law (62c) gives

V̇ ≤ −ko‖so‖ + ko‖so‖‖δ‖ + ‖so‖‖δ‖
∥∥∥ ˙̃ueq

∥∥∥ + ‖so‖‖ρ̇‖ + sTo g1 ėi

≤ −ko(1 − Mδ)‖so‖ + Mδ‖so‖
∥∥∥ ˙̃ueq

∥∥∥ + ‖s1‖Mdρ + sTo go ėi (65)

Based on (62b), taking the derivative of the equivalent virtual control law yields

˙̃ueq =
[

ω̈m ref + c11ėω

(1/Tr0)φ̇r + c12ėφ

]
(66)

then the upper bound of the equivalent virtual control law can be obtained

∥∥∥ ˙̃ueq

∥∥∥ ≤ Mdeq =
√
M2

duωeq
+ M2

duφeq
(67)

where Mduωeq and Mduφeq are positive known functions:

Mduωeq (t) = c11npFLm/J Lr φr
(
1+Mδω

)
iq max+|ω̈m ref|

+ Gd(TL/J )+c11
(|ω̇m ref| + GTL/J+Mρω

)
(68)
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Mduφeq (t) =
∣∣∣∣
(

1

Tr0

)
− c12

∣∣∣∣
((

1

Tr0
+ M1/Tr

)
|φr | + Lm0

Tr0

(
1 + Mδφ

)
id max

)
(69)

then the derivative of V satisfies

V̇ ≤ −‖so‖
(
ko(1 − Mδ) − MδMdeq − Mdρ

) + sTo gėi (70)

Substituting the adaptive gain (62d) into the above gives

V̇ = sTo ṡo ≤ −ηo‖so‖ + sTo gėi ≤ −ηo
√
2V 1/2 + sTo gėi (71)

Considering that it will be proofed ėi can converge to zero by the following
Theorem 3, it can be obtained that.

V̇ ≤ −√
2ηoV

1/2 < 0, for V �= 0. (72)

which illustrates that under the virtual control law ũ in (62) compensating the
unmatched uncertainty completely, the outer-loop tracking error dynamics in the
subsystem (37a) can reach the full-order linear sliding manifold so = 0 in a finite
time tr , tr ≤ ||so(0)||/η, and remain on it thereafter. Then eo can converge to zero.
Hence, the proof is completed.

Remark 2 The virtual control law designed in Proposition 3 is smoothed by integral-
type switching law, so iref are smooth signals. It is clear that the chattering in the iref
is eliminated, which ensures the fast and accurate current tracking in the inner-loop,
and avoids the singularity caused by the derivation of iref in the actual control law.

4.2 Inner-Loop Currents Controllers Design

Let the tracking error vector of the currents ei= i ref− i , then according to the current
subsystem (37b), the current error dynamics can be given as:

ėi = i̇ ref − (F0(t, xo, i)+G0P)i − ui − 
GG−1
0 ui − ρi (t, xo, i) (73)

If the traditional reduced-order SMC is utilized to design the control law for
the inner-loop current tracking error subsystem (37b), ei can only be guaranteed to
converge to zero, but its derivative ėi cannot. Therefore, to implement Proposition
3, i.e., ei and ėi can be forced to converge to their equilibrium in a finite time, a
full-order terminal sliding manifold si ∈ R2 is designed as

si = ėi + C2e
q/p
i (74)
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where C2 = diag (c21, c22) is a positive diagonal matrix, and q and p are odds and
satisfy 0<q/p<1.

Theorem 3 The error dynamics (73) can be forced to reach the terminal sliding
manifold si(t) = 0 in a finite time from any nonzero initial condition si(0) �= 0, t ≥
tr , tr ≤ ||si(0)||/ηi, and then ei and ėi can converge to zero along sliding manifold
si = 0, in a finite time ts, ts ≤ max(p/(c21(p − q))|eid(trd)|1−q/p, p/(c22(p −
q))

∣∣eiq(trq)
∣∣1−q/p

), i.e., is can track its reference iref within a finite time, if the full-
order terminal sliding manifold si is chosen as (74), virtual control law ũ2 in Propo-
sition 3 is adopted, and an integral-type actual control law ui is designed. Related
equations can be found by

ui = uieq+uin (75a)

uieq = −(F0(t, xo, i)+G0P)i + C2e
q/p
i +g−1

(
C1 f 1(t, eo) − C1g1 i + kosgn(so)

)
(75b)

uin =
t∫

0

ki (t)sgn(s2)dt (75c)

ki (t) = (MK /K0)Mduieq (t)+Mdρi (t)+
∥∥g−1

∥∥‖C1‖Mdρ(t) + ηi

1 − (MK /K0)
(75d)

whereK0,MK andMdρi are defined by (14), (16) and (34) in the adaptive gain, Mduieq

represents the upper bound of the derivative of uieq satisfying
∣∣u̇ieq

∣∣ ≤ Mduieq ,

Mduieq (t) = (λ0 + max (c21,c22))(K0 + MK )

(√
2umax+‖D0‖+ ω1

K0
‖i‖

)

+(λ0 + max (c21, c22))
(
λ0‖i‖+Mρi

)
(76)

and ηi > 0 is a positive constant.

Proof From the inner-loop current tracking error dynamics (73), the full-order
terminal sliding manifold (74) can be reformed into

si = i̇ ref − (F0(t, xo, i)+G0P)i − ui − 
GG−1
0 ui − ρi (t, xo, i) + C2e

q/p
i
(77)

With the virtual control law (62), it can get

si = g−1
1

(
ḟ 1(t, eo) + kosgn(so) + C1 ėo

) − (F0(t, xo, i)+G0P)i

− ui − 
GG−1
0 ui − ρi (t, xo, i) + C2e

q/p
i (78)
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Substituting (37b) into the above yields

si = g−1
1

(
ḟ 1(t, eo) + kosgn(so) + C1

(
f 1(t, eo) − g1 i + ρo(t, xo, i)

))

− (F0(t, xo, i)+G0P)i − ui − 
GG−1
0 ui − ρi (t, xo, i) + C2e

q/p
i (79)

Considering the actual control law (75a) and (75b), it can get

si = −uin − 
GG−1
0 ui − ρi (t, xo, i) + g−1

1 ḟ 1(t, eo) + g−1
1 C1ρo(t, xo, i)

(80)

Consider a Lyapunov function V = 0.5sTi ṡi . Taking the derivative of V to time t
yields

V̇= sTi ṡi = −sTi u̇in − sTi 
GG−1
0 u̇i − sTi ρ̇i + sTi g

−1 f̈ 1 + sTi g
−1C1ρ̇o (81)

then based on (37b), it will get

V̇ = −sTi u̇in − sTi 
GG−1
0 u̇i − sTi ρ̇i + sTi g

−1 f̈ 1 + sTi g
−1C1

(
ρ̇ − δ ˙̃u

)
(82)

From (75a) it can be obtained:

V̇ = −sTi
(
u̇in + 
GG−1

0 u̇in + 
GG−1
0 u̇ieq + ρ̇ − g−1 f̈ 1 − g−1C1

(
ρ̇ − δ ˙̃u

))

≤ ‖si‖
(−ki + ki‖
G‖∥∥G−1

0

∥∥ + ‖
G‖∥∥G−1
0
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then it can be assumed that
∥∥∥ ˙̃u

∥∥∥ ≤
∥∥∥ ˙̃ueq

∥∥∥ +
∥∥∥ ˙̃un

∥∥∥ ≤ Mdeq + √
2ki (84)

With the adaptive switching gain (75d), then

V̇ ≤ −√
2η2V

1/2 < 0 for V �= 0. (85)

Similar to the proof of Theorem 2, it can be seen that the current tracking error
dynamics in the inner-loop (73) can reach the ideal sliding-mode si(t) = 0 in a finite
time tr ≤ ||s2(0)||/ηi. Hence, ei and ėi will converge to zero in a finite time, and the
tracking error eo in the outer-loop can converge to zero owing to Propositions 3. The
diagram of FOTSM method for the IM control system is shown in Fig. 13.

Remark 3 The proposed chattering-free FOTSM method can continuously make
the high-frequency switching signal using the integral control law. Therefore, this
method ensures that the control system has a strong disturbance rejection capability
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Fig. 13 The diagram of FOTSM method for the IM control system

to match uncertainties and finite-time convergence. Due to the smooth actual control
signal udq, the high sinusoidal actual PWM voltage signal uABC can be generated.

4.3 Simulation and Experimental Results

To validate the feasibility of the proposed controllers, the related simulations have
been done. The parameters of the IM are shown in Table 2 and the controller design
parameters are shown in Table 4. The simulation results of the three control methods
(PI, LSM and FOTSM) are shown in Figs. 14, 15 and 16. It can be seen that the
speed under the FOTSM nearly has no overshoot and the speed ripple is much
shorter than that under LSM. The settling time of the speed under FOTSM is smaller
than those under the other two methods, which indicates that the FOTSM has a

Table 4 Controller design
parameters

Control Sliding manifold Switching control
gain

Speed LSM s = 10eω k = 1100

Flux LSM s = 10eφ k = 50

iq LSM s = 5eiq k = 3000

iq LSM s = 5eid k = 3000

Outer-loop FOTSM s = ėo + C1eo C1 = diag(600,60),
ηo = 1

Inner-loop FOTSM s = ėi + C2eip/q C2 = diag(500,10), q
= 5, p = 7, ηi = 10
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Fig. 14 Dynamic response of PI controllers based q-subsystem under external disturbance and
parameter variations

Fig. 15 Dynamic response
of LSM controllers based
q-subsystem under external
disturbance and parameter
variations
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Fig. 16 Dynamic response
of FOTSM controllers based
q-subsystem under external
disturbance and parameter
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better anti-disturbance and accuracy. Meanwhile, the current ripple under FOTSM
is significantly smaller than LSM, which means the chattering is eliminated under
the control of the FOTSM. Moreover, some related experiments have been done in
the IM-PMSM experimental platform to demonstrate the superiority of the proposed
method. The speed and q-axis current responses under the three control methods
during the process of the start-up and load adding are shown in Figs. 17, 18 and 19.
It can be seen that only the PI has a 25% overshoot while the other two methods have
little and the proposed method has the fastest settling time among the three methods.
Meanwhile, the ripple of the current and voltage under FOTSM is much smaller than
those under LSM, which indicates that the chattering is attenuated. The load (1Nm)
is loaded at 2 s and removed at 10 s. It can be seen that the speed fluctuation under
FOTSM is much smaller than those under the other twomethods. From the above all,
it can be concluded that the FOTSM has a better dynamic performance in accuracy,
rapidness and anti-disturbance.

5 Summary

In the chapter, a novel integral-type FOTSM control method has been proposed to
implement high precision and strong anti-disturbance sensorless speed control for
the FOC system of the IM. The influences of parameter perturbations and external
disturbance on the controllers are adequately analyzed. The accurate speed and rotor
flux observations enhance the robustness and dynamic response of the IM sensor-
less control system under FOTSMO. With the accurate feedback of the speed and
rotor flux, the FOTSM based speed, flux- and current controllers are designed to
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process. a Speed, b q-axis current, c q-axis voltage
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Fig. 18 The speed and q-axis current responses under PI, LSM and FOTSM with the load (1Nm).
a Speed, b q-axis current

improve the accuracy, robustness and rapidness of the FOC system for the IM. By
the use of the virtual control technique, the unmatched uncertainties can be thor-
oughly compensated. Owing to the integral-type control law and the adaptive gain,
the overestimation of the upper bound for the uncertainties can be avoided and the
chattering can be eliminated. Simulation and experimental results have validated the
effectiveness and feasibility of the proposed method.
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