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Abstract The categorization of e-commerce products is salient as its quality directly
affects search, recommendations, and related personalized services. Putting the prod-
ucts into the best possible category in a hierarchical manner divided by subcategories
is challenging due to the vast range of products creating complexity in product infor-
mation to select suitable categories. Earlier research proves inefficient with a smaller
dataset, so we propose a model to extract the most relevant information from the
product description and a pre-trained vocabulary to transform it into subcategories
for the prediction of the product category tree. A minute inaccuracy, in this case,
can hamper customer satisfaction while searching for the products in the desired
categories. To tackle these challenges, we merge the areas of machine learning and
deep learning with natural language processing (NLP) to propose amulti-level-based
product categorization model. We implemented a selective approach starting with
the product name being the node of the tree to recursively form a hierarchical tree
structure, searching and extracting subcategories from the product description and a
pre-trained vocabulary, which eventually made us predict the most relevant catego-
rization of products. Basically, it is a process of extraction of subcategory levels from
the product description and a pre-trained vocabulary built by transfer learning. The
proposed model was tested on a Flipkart product dataset containing 20,000 prod-
ucts with several features describing the product. The cosine similarity between the
predicted and the given product category tree computed was 0.77, which takes the
accuracy to 86%.
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1 Introduction

With the rapid growth of e-commerce, giant companies like Amazon, eBay, Flip-
kart, and Rakuten have listed millions of products on their Web sites which are
sold by thousands of merchants. From the perspective of a customer, e-commerce
means buying products from the comfort of their home To organize products so
that customers navigation becomes easy through the searches, building product
taxonomy is equally important. “mobile’s accessories>> mobile accessories>> car
accessories>> mobile holders>> adroitz mobile holders>> adroitz premium phone
socket holder for htc one” is an example for such category trees. With billions of
global digital buyers offering countless numbers of products across a wide range
of categories, it is required to categorize the products according to their taxonomy
by proposing an efficient algorithm to be customer centric and engage into more
businesses through the online market. A product taxonomy puts the products into
a systematic structure according to the information about products and their use,
making it organized while presenting to the users. This standardized arrangement
is also valuable for data presentation and storage. Accurate product categorization
helps users quickly find the set of products they are looking for. Product catego-
rization in a hierarchical manner helps users get the right results while browsing a
category. It also refines the result when a user is doing a keyword search; the product
taxonomy helps clarify or disambiguate a search result set based on the categories.
Before the advent of machine learning techniques in NLP, merchants and companies
were required tomanually assign each product to their respective categories, which is
a tedious and time-consuming task with error-prone results. Moreover, manual cate-
gorization may not be accurate while assigning products to categories as a product
can be listed in different ways by different merchants, making this approach incon-
sistent. Automatic categorization with machines using a consistent algorithm helps
to solve these problems. In general, a product taxonomy makes the data collection
process more efficient, ensuringWeb sites to support features like search refinement,
category browse, and specifications while displaying and comparing products which
eventually maximizes conversions and profits.

The next question is: How do you improve automatic product categorization
models? This question has troubled researchers for a long time, but the best way
out we can get is to use machine learning in analyzing and pertaining to the needs of
automation. At this scale, even a small increase in the volume of products can result
in large calculations to reclassify everything. The investment intomore efficient algo-
rithms for product classification is rising every day with the increasing adoption of
e-commerce platforms. Newer solutions are trying to determine categories based on:

• Rough product titles and description
• Images of products
• Parsing metadata.
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1.1 Our Contribution

To the best of our knowledge, this paper deals with the first kind of product catego-
rization using product titles and its descriptionwithout explicit training, which can be
used even with a smaller dataset or with less information. There are two commonly
used approaches; one is the single step classification method which considers all
the subcategories as one category, and the other is called the stepwise classifier,
which treats different subcategories as different levels. The latter involves a recur-
sive approach to get every subcategory, respectively. Separatemodel calls are initiated
to predict every level of taxonomy in a hierarchical manner. Despite a better accu-
racy given by the model, it increases the number of times model training has to be
performed.

In the past, Kozareva [1] proposed a product categorization approach with derived
features such as linear discriminant analysis (LDA) [2],N-gram,Bi-gram, etc. In cate-
gorizing the products, the authors experimented with two algorithms: one-against-all
(OAA) and error correction tournament (ECT). Recent experiments had been evalu-
ated on a large-scale dataset with as many as 18 million product titles and an exten-
sively larger category list [3]. In our experiment, we have used a transfer learning-
based feature extractor to get the most similar words from the product description
and a pre-trained vocabulary, starting with product title as the lowest level. We have
noticed that the product description contains words that are either in the category tree
or words similar to it are present. Hence, our proposed approach of extracting similar
words from the description or from the pre-trained vocabulary has proved efficient,
giving breakthroughs even with relatively smaller data containing less information
as compared to past researches. Besides this, there are problems that hamper fair
comparisons with other proposed approaches; most of them do not have publicly
available implementations with an evaluation done using private datasets.

2 Related Works

Numerous single-step classifiers have been introduced in the past to use them for
product categorization. Yu et al. [4] examined a large number of word-level features
using several primitive techniques (e.g., n-grams) and did classification through
support vector machine (SVM; Cortes and Vapnik [5]). In the paper [6], Sun et al. use
primitive classifiers (e.g., Naive Bayes, k-nearest neighbors) and reduced the errors
via crowdsourcing manual labor. Ha et al. [7] and Xia et al. [8] used deep learning to
produce word vectors from the product attributes (e.g., product title, product image,
merchant ID) and utilized their representation in product categorization.

To improve the categorization results, several stepwise classifiers have also been
used. Shen et al. [9] used primitive classifiers such as Naive Bayes and k-nearest
neighbors and assigned the product to a leaf node via SVM. Similarly, Das et al. [10]
used gradient boosted trees [3] with convolutional neural networks (CNN) for it.
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Cevahir and Murakami [11] used deep belief networks [12] and k-nearest neighbors
(KNNs) in their approach consisting of two steps.

The paper [13] was among the first to use supervised learning to categorize prod-
ucts into known categories. Their approach simply grouped the product into a partic-
ular categorywith similar products given their informational details (e.g., description,
name). They analyzed product information considering information distribution to
build features to give input to the classifier. Their results showed significant improve-
ment on results obtained throughmanual labor. Substantially, theywere certainly able
to pioneer automation in the categorization of products.

Kozareva [14] introduced a categorization technique with a error correction tour-
nament (ECT) and one-against-all (OAA) OAA reduced the multi-classification
problem into multiple binary classification tasks by iteratively classifying each
product title for a category and comparing it against all other categories. ECT also
reduced the problem to binary classification but employed a single-elimination tour-
nament strategy to compare a set of K players and repeated this process for O(log
K) rounds to determine the multi-class label.

In this paper [15], the authors proposed a different paradigm via machine trans-
lation. In their model, they translated a product’s textual description into a sequence
of tokens representing product taxonomy in a root-to-leaf path. They did the exper-
iments on two very large real-world datasets and concluded by showing that their
approach was better than traditional classification-based models.

In the study [16], researchers at WalmartLabs compared hierarchical models with
flat models for categorizing products. The team deployed deep learning to fetch
features from each product to build a product impression. They applied a multi-CNN
and multi-LSTM-based approach for this stepwise classification task.

Despite various breakthroughs in the field, there has not been much considera-
tion in improving the models to produce state-of-the-art results with considerably
reducing computational complexity even with smaller datasets as compared to the
existing approaches.

3 Dataset

The dataset used is a Flipkart e-commerce sample consisting of 20,000 products with
their corresponding features, listing the product description and resulting categoriza-
tion tree in a comprehensive CSV document separatingmultiple product features.We
took a relatively smaller dataset to prove our model’s consistency without extensive
training.

The dataset includes several other features, but most of themwould not contribute
to the accuracy of our prediction but could increase the complexity and inefficiency
of the task. We removed duplicate product listings leaving us with Flipkart product
titles and descriptions which are related to their multi-level category labels. As
inferred from the data of most e-commerce sites, the product description and titles
contain most of the words present in the category tree of the respective products.



Extract It! Product Category Extraction by Transfer Learning 99

Subsequently, we took product name and description as the features in our approach
containing the information required for the prediction of the taxonomy tree. During
training and evaluating our approach, we had split the data into a training set of
16,000 samples and a test set consisting of 4000 samples. We predicted the product
taxonomy up to five hierarchical levels.

4 Methodology

We explored various approaches for the tasks and looked more closely at the corre-
lation between the features and the target. We found that the correct extraction of
words from the features is the key in predicting the product category.

This section deals with the methodology of our model, starting with prepro-
cessing and selecting the important features; our proposed model first preprocesses
the textual features by removing punctuations and numbers and converting words to
their lowercase. After conducting experiments with other preprocessing techniques
such as stemming and lemmatization, we saw a relative decline in the final accuracy
of our model; it might be because the predicted product categories were losing their
local context.

4.1 Preprocessing

In our proposed approach, we applied preprocessing steps on product title and
description. This is done to extract most of the information about the product and
to increase the materiality of the texts describing it in order to predict the taxonomy
tree, which may be lost without this step.

Number removal: On noticing the features describing the products, we realized
that numbers had very little relevance to a given product category, so we decided
to remove them, considering that the discrete distribution of numbers would only
adversely affect the given categorization results. We believe that it is not possible
to fully capture the information the numbers try to pursue for a given category.
For example, 1–9, 3, 6, 0.3, we expect the fact that for certain products, specific
numbers may show up more relevance, whose inconsideration will eventually affect
the categorization. But to get the vectors of the word, number removal is a necessary
step.

Removing punctuation: It was done as a result of manual examination of the data
through which we noticed that humans have various options for choosing words and
phrases, as a word may have multiple accepted forms. Also, there are punctuations
in between the phrases, including commas, parenthesis, question mark, exclamation
points, and others. Also, in most cases, concatenated words are used in different
senses. Ex: won’t, wont, 2D, 2-D, good., good? Removing punctuation resulted in
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being one of the most effective feature normalization techniques used to get a clearer
context of information through words.

Lowercasing: According to the standards of the English language, sentences
should have the first word capitalized. Humans, while writing, often capitalize some
words ambiguously, depending on their intent, interpretation, or choice of capital-
izing acronyms. Precisely, this cannot always be a useful scaling technique, as it can
be contradictory, especially when dealing with product names vs. generic objects
at the same time—e.g., Home, home, CD, cd, Windows, windows. As observed,
lowercasing does not help much, most likely because of the shift in meaning caused
by lowercasing occurrences such as “Schools are good” to “Schools are good” are
offset by “Windows XP” to “windows xp”, which have very different meanings.

4.2 Feature Selection

As our dataset contains a comprehensive set of features to describe products and their
usage, not all of them will be useful to be applied for classification or differentiation
between categories. We only considered those features which contain most of the
information about the product, so we decided to use feature selection to achieve this.
We first looked at the distribution of words of subcategories of the product category
tree in every feature using the Jaccard index [17] and prioritized the features which
could be considered as important for the task. The value of the Jaccard index was
maximum for the following features: description (0.31) and product name (0.42).
Therefore, we conducted our experiments using these two features, i.e., description
and product name.

Using the product description as the most informative feature increased the accu-
racy of our model. When we also use the least informative features, the accuracy
drastically reduces to get halved. This might be because the mutual information
would not be capturing the least informative feature due to the lack of distribution
of information of categories in them.

The product name feature refers to the name of the products, which is crucial in
determining the taxonomy tree as it will fill the lowest level in the product taxonomy
tree. Product name will be used in the extraction of other subcategories as it will
initiate the recursive extraction process from the product description and a pre-trained
vocabulary.

The target feature for our dataset is the product category tree. It is divided into
hierarchical sublevels (subcategories) with the use of “ >> ”, punctuation which got
removed in the preprocessing step. The uniqueness of our proposed model is that
it predicts the taxonomy tree just by modifying the extraction of words from the
description and a pre-trained vocabulary with finer accuracy even without explicit
training.
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4.3 Predicting the Taxonomy Tree

This section will introduce our proposed method for extracting the taxonomy
tree to get a hierarchical level-based categorization of products, starting with the
product name as the first level(subcategory) and recursively searching its most
similar(suitable) words from the product description and a pre-trained vocabulary.

4.3.1 Feature Representation

There is a need to get the vectors of words to be used in any machine learning model;
in our paper, we usedWord2Vec [18], GloVe [19], FastText [20], Paragram [21] word
embeddings for the purpose. Themethod used transfer learningwhere the pre-trained
embedding model was used to get the vectors of texts without explicitly training it
for the task.

Word2Vec: Word2Vec [18] being a very popular pre-trained word embedding
model was developed by Google. They have also been applied to various tasks such
as recommendation systems, knowledge extraction and discovery, and different prob-
lems related to text analysis. Word2Vec model architecture contains a feed-forward
neural network with one hidden layer. Therefore, it is also known to have a shallow
neural network architecture. For the purpose of vector conversion of words, we
pre-trained the Word2Vec [18] model, producing a sequence of 300-dimensional
embeddings for various words and phrases.

GloVe: GloVe [19] is an unsupervised learning algorithm used for word vector-
ization. While training, a co-occurrence matrix is created which represents the linear
substructures of the word in its vector space w.r.t. the occurrence of other words. The
objective for training is to minimize the difference in dot products of word vectors
and the logarithm of the probability of co-occurrence of those words. Subsequently,
the ratio in a logarithm is same as the difference of the logarithms, so this objective is
ultimately the ratios of co-occurrence probabilities with vector differences in a space
of vectors. Because of this, the word vectors perform extraordinarily on tasks related
to word analogy and correlation. For the purpose of word vectorization, we pre-
trained the GloVe [19] model producing a sequence of 300-dimensional embeddings
for words and phrases.

FastText: Abovementioned methods ignore the morphology of words, while
creating vectors for each word in the vocabulary. The main limitation comes with
syntactically rich languages as these kinds of languages have larger vocabularies
and a relatively complex syntax, yielding lower-quality representations. Bojanowski
et al. [20] in 2016 introduced a model on this principle of Skip-gram called FastText
which perceives each word as a bag of n-gram characters. It learns the embeddings
for each word by taking the sum of its corresponding n-gram embeddings. For text
vectorization, pre-trained FastText [20] model was used which produced a sequence
of 300-dimensional embeddings for each word and phrase.
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Paragram: Proposed by Wieting et al. [21] is a model for word embedding for
learning with pairs of paraphrase from PPDB [22] database. Precisely, this method
encodes phrases to a vector space by minimizing the difference in the cosine simi-
larity in the space with the scores of pairs of paraphrase phrases. For text vector-
ization, pre-trained Paragram [21] model was used which produced a sequence of
300-dimensional embeddings for each word and phrase.

Thepre-trainedmodel used inwordvectorization is able to produce a large vocabu-
lary, which is used in refining ourmodel’s accuracy in predicting the product category
tree.

4.3.2 Weighted Word Embeddings

This section deals with the approach devised to find text embeddings for product
names. Most of the product names are not in the form of words but are represented as
texts containing words, and to treat the product name as the first level in the product
category tree, we have to represent it as a single vector.

To calculate the text embeddings, our model takes the term frequency-inverse
document frequency (TF-IDF) [23] mean of word embedding. For each product
name, we calculated a weighted mean of the word vector obtained using the
Word2Vec [18], GloVe [19], FastText [20], and Paragram [21], where the weights
are the TF-IDF value of the word.

4.3.3 Evaluation Metric

We have used cosine similarity to measure the similarity to recursively produce the
product taxonomy tree by extracting the most similar words. Cosine similarity [24]
is chosen as the measure as it gives accuracy based on the contextual as well as
semantic relations between the input vectors. It measures the similarity between two
vectors by taking the cosine of the angle to determine the degree of closeness. For
NLP tasks, it is mainly used to measure similarity in textual data. The similarity
score ranges from -1 to 1, with the latter being a perfect score.

To select a word (from the description or the pre-trained vocabulary) as the next
subcategory in the taxonomy tree, the similarity score between the vectors of the
previously predicted subcategory and the product description should be greater than
a predetermined threshold value. We also marked the words so that no subcategory
gets repeated. Searching from the pre-trained vocabulary over the product description
is introduced to tackle the unavailability of similar words.

If our algorithm is not able to search for any word in the text (description) whose
similarity score tends to be greater than the predetermined threshold value, then we
took the most similar word from the vocabulary, which is not equal to any of the
preceding subcategories as the next level in the taxonomy tree.

On exploring, we found that most of the product category trees were having five
subcategories on average. So we repeated the above steps 5 times to get the product
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Fig. 1 Comparison of
predicted against given
product category trees

taxonomy consisting of five hierarchical levels, which predicted efficient results with
relatively fast execution and low complexity (Fig. 1).

5 Results

This section describes the results for the sets of experiments conducted. As the
product taxonomy tree should be evaluated both on semantic and syntactic similarity,
the final evaluation was done on both cosine similarity [24] and F1-score. The model
training is done to predict taxonomy tree which shall minimize the loss of product
names, so a combination of both the scores gives a better scheme for evaluating the
method.

The comparison in accuracy for different feature representations techniques
(Word2Vec [18], GloVe [19], FastText [20], Paragram [21]) was done based on the
cosine similarity [24] and the F1-score, and the results are shown in Table 1.

While evaluating, we noticed that the precision is always higher than recall which
means that the result does not contain out of context words.

Table 1 Results comparing paragram, Word2Vec, GloVe, and FastText embedding techniques

Feature representation Cosine similarity Precision Recall F1-Score

Paragram 0.78 0.77 0.71 0.74

Word2Vec 0.83 0.79 0.71 0.75

GloVe 0.86 0.85 0.74 0.79

FastText 0.86 0.88 0.79 0.83
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6 Conclusion

In the paper, we have presented a product categorizationmodel on the basis of extrac-
tion of sub categorical levels from the product description and a pre-trained vocab-
ulary of about 3 million words and phrases with their vectors, which significantly
improved the accuracy correlating the predicted and given category tree. We classi-
fied products into a five-level taxonomy. Our experiments showed that GloVe [19]
and FastText [20] embeddings-based extraction of product taxonomy lead to the best
performance reaching 0.86 and 0.82 in cosine similarity [24] and F1-score, respec-
tively. We also manually examined the produced categorization outputs and found
that often our predicted results are more specific and fine-grained in comparison with
those provided manually.

As the word vectors created were pre-trained on general text corpus extracted
from the web, so in some cases they were not able to grasp the context of the words
in the product names specific to the e-commerce industry. Pre-training these word
embeddings on task-specific text corpus might help in improving the vectorizarion
of given texts and thus the model performance.
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