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Metal Hydride Hybrid Refrigeration
System Incorporated with Cloud-Based
Remote Monitoring and Control

Narayan Singh

1 Introduction

In the contemporary situation, most domestic vapor compression refrigeration
systems use R134a due to their favorable thermodynamic properties. Conversely,
it is well known for having a high global warming potential. The global warming
potential (GWP) andozone-depleting potential (ODP) are someof themost important
criteria considered in the development of new refrigerants. This is due to their impact
on ozone layer depletion and global warming. That is what makes it so necessary to
find alternative refrigerants to R134a and alternative refrigerant systems altogether
[1].

The hybrid refrigeration systems proposed to tackle various environmental issues
are termed Envi-hybrid machines. These machines symbolize refrigeration systems
and every other type of device that we use and see in our daily lives that should be
improved for preventing environmental damage in the form of air pollution, water
pollution, and soil contagion. About 90% ofmachines, big or small, used in the world
or we use ourselves, cause harm to the environment in several ways. This approach of
technology is far more toxic to us and our future generation than it currently appears.

WithMontreal Protocol’s order forbidding ozone exhausting substances, there is a
restriction in using such technology that produces environment harming by-products.
Conventional refrigerants should supplant by environment-friendly working fluids
and systems. Due to no other alternative currently, countries are forced to use
these working fluids and 200-year-old refrigeration methods. Envi-hybrid System
mentioned in this research proposes to not use any high-energy consumption device
like the compressor in conventional refrigerators. To run on a fraction of energy
compared to conventional refrigeration systems is the main idea that is realisti-
cally achievable. Besides, the amount of energy used is so less that it could be

N. Singh (B)
Vellore Institute of Technology University, Vellore 632014, India
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2 N. Singh

solicited entirely off-grid by using a minimal investment into a non-conventional
power resource such as solar panels [2, 3].

With the assistance of research and exploiting the cloud and IoT revolution, this
paper focuses on describing an Envi-hybrid system through theoretical and physical
models manufactured during this study. This model utilizes viable techniques, for
example, cloud-based computing, control and monitoring, atmospheric water gener-
ation system, and single-stage Metal Hydride Refrigeration System or SSRS. These
models mentioned above are described individually in this research study and how
they contribute together to a single Envi-Hybrid System.

2 Operating Principle and Method

2.1 Envi-Hybrid Metal Hydride Refrigeration System (SSRS)

Greater demand for conventional refrigeration systems tends to reduce fossil fuel
reserves. The refrigeration systems which can run directly on low-grade thermal
energy include wet vapor absorption refrigeration, dry solid–gas adsorption, and dry
solid–gas thermochemical sorption.

MH refrigeration system works on the principle of endothermic desorption char-
acteristics of metal hydrides. A single-stage SSRS uses two pairs of low-temperature
(La0.9Ce0.1Ni5 and La0.8Ce0.2Ni5) and high-temperature (LaNi4.7Al0.3 and
LaNi4.6Al0.4) LaNi5 hydrides [4].Water is used as a refrigerant for the thermochem-
ical heat exchange process of the SSRS. LaNi5-basedmetal hydrides are widely used
to produce MHCSs because of their excellent hydrogen storage properties, thermal
stability, and reaction kinetics. In this system, the cooling effect is produced by
the endothermic reaction of desorbing hydrogen gas from high-pressure MH cells to
low-pressureMH cell. For quasi-continuous refrigeration output, SSRS requires four
MH beds operating at refrigeration temperature (Tc), heat sink temperature (Ta), and
heat source temperature (Th) [5]. The working of the thermodynamic cycle of the
metal hydrides-based cooling system is shown in Fig. 1. Figure 1 shows the structure
and design of the SSRS model using the heat recovery principle. The thermody-
namic cycle revolves around refrigeration processes, regeneration methods, sensible
heating, and sensible cooling processes [6].

The general cooling process of the refrigerant (water) in this Envi-Hybrid system
is as follows:

• Net refrigeration effect Qc, as shown in Fig. 1, is produced through the refrigera-
tion process (1–2), with the transfer of hydrogen from the LT (low-temperature)
hydride at Tc to the HT (high-temperature) hydride at Ta. The refrigeration effect
(Qc) at Tc is generated by desorption enthalpy (�Hd) of the LT hydride, and the
enthalpy of formation (�Ha) of the HT hydride is released at Ta.



Metal Hydride Hybrid Refrigeration System … 3

Fig. 1 Thermodynamic cycle for solid sorption refrigeration system (SSRS). X-axis= (1/temper-
ature); Y-axis= (ln (Pressure)) (left), Scheme of SSRS a refrigeration and b regeneration processes
(right) [7–9]

• During the process (2–3), sensible heating of the HT hydride from Ta to Th and
through processes (1–4) sensible heating of LT hydride from Tc to Ta is carried
out.

• The regeneration process (3–4) transpireswith hydrogen transfer fromHThydride
at Th to the LT hydride at Ta. Here, the HT hydride takes the enthalpy (�Hd) at
Th to desorb hydrogen. The LT hydride absorbs this desorbed hydrogen through
rejecting heat (�Ha) at Ta.

• During processes (4–1) sensible cooling process for the LT hydride from Ta to
Tc and during the process (3–2) sensible cooling of the HT hydride from Th to
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Ta occur. After each H2 transfer process, the MH beds are disengaged from the
external heat transfer line and heat transfer fluid is supplied through the reactors
having the same metal hydrides [10–13].

During this process, water continuously desorbs heat to the MH cell and travels
through the refrigerator cooling area or expansion device. Doing so, it simultaneously
keeps absorbing heat from hot material in the area and travels back by the pressure
applied through a pump towards the MH cell to desorb that heat and in the end
completing the cycle.However, in this cycle, refrigerant (water) travels to a secondary
expansion device, located on the highest region of the Envi-hybrid refrigeration
system. This secondary expansion device is part of the AWG (Atmospheric Water
Generator) located at the top face of the enclosure, open to the atmosphere around
it.

2.2 Envi-Hybrid Atmospheric Water Generation System
(AWG)

AWGproduces fresh drinking water from humid atmospheric air through the cooling
condensation method. In this cooling condensation-based AWG, a pump transfers
cooled water throughout AWG coils, which then cools the air surrounding it. This
step lowers the air’s dew point, which causes the ambient humid air to condense in the
form of water droplets [14]. A controlled-speed fan impulse the water droplets over
the coil. This water is then passed into a collecting tank having a filtration system to
purify the water entering the water reservoir. Atmospheric water generating method
bids 99.9% pure drinkingwater throughout the year. It is undeniably an environment-
friendly and safe source of sustainablewater generation technique,which is explained
at the end of this study. Four main factors that affect the generation of water in this
type of system are:

Humidity in the atmosphere, ambient temperature, energy provided to the system.
The following points provide the fundamental operating process of AWG:

• Using a small electric pump, cooled water passes through the AWG coil with the
help of pressure provided.

• This cooled liquid transfers through an expansion coil with a controlled flow of
refrigerant (water) concerning the cold suction coil’s temperature.

• Due to the cooled refrigerant’s temperature range between 10º and 20º Celsius, the
water vapor from air condenses into a liquid state at an average of 0.6 L per hour
at 60% RH humidity in ambient air. The AWG and water purification apparatus’s
working schematic are shown in Fig. 2a, b, respectively.

As clearly shown in the figures, the water goes to the collection tank through
a purification process which is accepted as fit for producing clean drinkable 99%
pure water. The collecting tank and condensation coil CAD, designed in registered
software Dassault Systems Solidworks, are shown in Fig. 3.
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1

Fig. 2 a Water generation system, water purification system

Fig. 3 Water generator/collector

2.3 Envi-Hybrid Cloud Control and Monitoring System
(CCAM)

Machines are made to make human effort lesser. However, if there are underlying
effects that may make us face difficulties in the future, then it might not be a
much valuable investment for the price paid. Nowadays, remote control and moni-
toring technology are readily available and easy to integrate due to the age of IoT
and the cloud-based tech revolution. The world is shifting towards more advanced
methods of automation and safety associatedwith it.Without safety or guarantee, one
would differ from buying a high-investment product. The better the human–machine
communication, the better will be the efficiency of work output expected. All of
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this with an eye for communicative information and a guarantee that the mechanical
systems work according to the user.

The guarantee in this Envi-hybrid systemhere is provided by the numerous sensors
and programmable logic coded in the control and monitoring system. The commu-
nication gap is filled up by the “useful” data sent from these sensors and received
through a secure internet cloud server to the Envi-hybrid web-app. Some other soft-
ware, web apps, web application server, android app, etc., are playing their role in the
shadows of IoT (Internet of Things). It is essential to understand each component’s
role responsible for making this communication medium between an Envi-hybrid
system and its user possible. These components are classified into two types: Physical
and Digital components.

Physical Components: Siemens IOT2000, Siemens PLC s7200 & HMI, WIFI
Router, Ethernet Cables, Sensors (Humidity, Temperature, Fluid level, Fluid Pres-
sure), EnergyMeter, Industry grade secure componentwiring,Wire housing, Support
Structure, Plugs and switches, Smartphone.

1. Siemens IOT2000: This device is a smart gateway that blends communication
between different data sources, analyzes it, and advances it to the comparing
recipients. It offers data solutions that can be easily executed for such applica-
tions. It can very well be utilized to actualize creation ideas in any event for
existing industrial plant projects that are set up to confront what is to come
(Fig. 4).

2. Siemens PLC s7200 and HMI: SIMATIC S7-1200 Basic Controllers are the
perfect selection with regards to deftly and effectively performing automation
tasks in the lower to medium execution range. They highlight a complete range
of technological functions and integrated IOs, particularly small and space-
saving designs. The S7-1200 CPUs with Safety Integrated handle both standard
and safety-related tasks. Smaller design with integrated IO, communication
interfaces that meet the most elevated industry pre-requisites, and a range of
integrated programmable logicsmake this controller a vital piece of an extensive
computerization solution.

Fig. 4 a Siemens IOT2000 (left), b Siemens PLC s7200 (right)
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3. Sensors (Humidity, Temperature, Fluid level, Fluid Pressure): These sensors
provide crucially useful and some unwanted data of humidity, pressure, temper-
ature, and fluid level to the CCAM. The system knows by logic which data is
useful and functions accordingly by sending it to the user interface for making
a decision (Fig. 5).

4. WiFi Router: It creates a WiFi zone around the system surrounding, which
avails high-speed internet without the hassle of wires. The MIMO technology
in the router supports enhanced 300Mbps wireless transmission rate.

5. Energy meter: The meter that is utilized for gauging energy usage through an
electric load. Energy is the total power consumed by the load at a certain interval
of time (Fig. 6).

Digital Components: Node-red, Node.js, MongoDB, Aws cloud, Useful Data
(un-processed for User understanding), Useful Data (processed for User under-
standing), Programmable logic code, Cellular internet connection/WLAN/WIFI,
Mode of connectivity, Android Smartphone, Android App, Envi-hybrid SystemUser
interface, Web application, and Software.

1. Node-Red: Node-RED edits and creates a process flow that demonstrates inject,
debug, and function nodes.With Node-RED running with cloud storage, we can
open the editor in a web browser on any system. Generally, an inject node is

Fig. 5 Humidity sensor (left), Temperature sensor (middle), & Hydrogen pressure sensor (right)

Fig. 6 a WiFi Router (left), b Energy Meter (right)



8 N. Singh

added first, and after that, a debug node. After wiring the two or more together,
we are ready to deploy our data.

2. Node.js: This open-source server environment is free and can be used by any
user knowing java scripting. It runs on many platforms (Windows, Linux, Unix,
Mac OS X, etc.) and uses JavaScript on the server.

3. MongoDB: A cross-platform document-oriented database program. It is defined
as a NoSQL database program. It uses JSON or similar class documents with
schema, and MongoDB Inc developed it.

4. AWS Cloud: Amazon Web Services (AWS) is an all-inclusive and
evolving cloud computing platform produced by Amazon. It delivers a mix
of infrastructure as a service (IaaS), platform as a service (PaaS), and packaged
software as a service (SaaS) offering.

5. UI-code:

>>[{"id":"cb67b901.907ae8","type":"ui_text_input","z":"e9a326cd.3dd118",

"name":" ","label":"HYBRID REFRIGERATION SYSTEMS-CONTROL AND

>>MONITORING","tooltip":"","group":"a361458c.596838","order":3,"width":0,"hei

ght":0,"passthru":true,"mode":"text","delay":300,"topic":"","x":450,"y":460,"wires":[

[]]},{"id":"a361458c.596838","type":"ui_group","z":"","name":"NARAYAN 

SINGH","tab":"b220839c.9ab9f","disp":true,"width":"9","collapse":false},{"id":"b22

0839c.9ab9f","type":"ui_tab","z":"","name":"HYBRID REFRIGERATION

SYSTEMS-CONTROL AND MONITORING","icon":"dashboard","disabled":false,

"hidden":false}]

6. User Interface for Envi-hybrid System: this provides an interface to commu-
nicate with Envi-Hybrid System and perform various actions such as turning on
the water generation system before coming back home, checking the tempera-
ture of cooling space in the cooling portion, logging the energy usage pattern of
the Envi-hybrid, checking the ambient humidity, and setting the range of water
to be generated according to that, turning the refrigerator on/off remotely from
anywhere, and for checking the safety of the area for any type of gas or other
leaks at all times.

3 Experimental Setup

3.1 Envi-Hybrid Working Model Apparatus of CCAM (Cloud
Control and Monitoring)

Cloud control monitors an immense range of performance measurements naturally
and contrasts them with predefined metric data. It provides cloud control issue alerts
at whatever point performance metric qualities, surpassing particular limit esteem,
which fills in as the triggers for alerts. It indicates both fundamental and caution
alerts following the intersection of ready limits by monitored measurements. Thus, it
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Fig. 7 CCAM working model setup

can set up an extensively ready system that tells you when performance is moderate
or when an objective is down. Here, the AWS (Amazon Web Services) is used for
hosting theweb application data so that it can be accessed by any system evenwithout
Node-red installed.

1. In the CCAM system, Siemens PLC (Programmable Logic Controller) acts as
the system’s logic brain.

2. Siemens IOT2000 helps carry this information to the cloud using AWS.
3. This information is then converted into useful and controlled data on the web

application and android application. The entire setup is shown in Fig. 7.

Major components visibly are Siemens IOT2000, Siemens PLC s7200 & HMI,
WIFI router, ethernet cables, sensors (Humidity, Temperature, Fluid level, Fluid
Pressure), energy meter, industry-grade secure component wiring, Wire housing,
support structure, plugs, and switches.

3.2 CAD Design of Envi-Hybrid Refrigeration System

See Fig. 8.

4 Result and Discussion

This study proposed to keep the emissions and harmful effects produced by refrigera-
tion systems as low as mathematically and experimentally possible. For this purpose,
we must shift our focus to a different method of the cooling process. Metal hydride
cooling systems fall into this category. By exploiting the chemical properties of
metal hydrides to absorb and desorb hydrogen and produce a cooling effect in the
said process, we are practically able to achieve our goal with a leap of energy-saving
units. This process uses a lesser amount of work input than previous cooling systems,
i.e., saving a vast amount of energy resources.
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Fig. 8 Envi-Hybrid enclosure, Envi-Hybrid enclosure transparent view, Envi-Hybrid enclosure
front view, Envi-Hybrid enclosure rendered view [15–23]

This study is oriented to promote new generation refrigeration systems and
the machines used in our daily lives that produce no harmful emissions, do not
contaminate the environment, and do not deplete the ozone layer.

SSRS does not use any harmful chemical refrigerant in the entire cooling process,
eliminating the concept of ODP and GWP risks entirely. It uses the atmospheric
water generation system to produce 99% pure treated water. Also, the amount of
electricity used in this system is minuscule compared to conventional refrigeration
systems (Fig. 9).

5 Conclusion

With the help of this study, initial target issues such as atmospheric pollution, ozone
desolation, energy wastage and loss (electric energy, heat energy, useful cooling, and
heating temperatures), lacuna due to different machines of different applications,
issue of water-saving and wastage of acquirable water resource were proposed to be
solved by propounding Envi-Hybrid system as discussed.

Further research is necessary for this field to take a significant and forward step
towards practically sustainable machines in the future. Metal hydrides can be viably
used as working materials in various thermal machines, contributing fundamentally
towards environmentally clean energy technologies. These systems utilize low-grade
thermal energy, for instance, waste heat from industries, solar energy, and heat from
exhaust gases to create excellent heating and cooling outputs.

Research and development of such devices require profoundly advanced compu-
tational design techniques for a complete simulation before investing in the final
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Fig. 9 CCAMWeb appMHcell monitoring page, web app atmospheric humiditymonitoring page,
web app AWG monitoring page

design. Two significant restrictions of these devices are the high initial expense of
the hydride alloy and difficulty in achieving optimized heat and hydrogen transfer
in the reaction bed. However, as mentioned earlier, through the combined study of
research already present in this field, affordable bulk production of such components
is much possible.

Investment in MH systems is comparative to investment in renewable energy for
making more energy-efficient machines as its applications lies not only in refrigera-
tion but also several other technology fields such as fabrication of small pneumatic
actuators for rehabilitative systems which have constraint of space and volume and
cannot support mechanical compressors [24]. Also, in a recent research, MH’s radi-
ation shielding sensitivity was studied and was found to be one of best products
to shield gamma rays and neutron in nuclear and fusion reactors [25]. MH alloys
were also used to produce an innovative conversion reaction high-capacity anode for
lithium batteries that abetted in reducing the volume variation and poor electronic
conductivity of LiH [26]. Similarly, another recent breakthrough research in metal
borohydrides proposedwide range of structural flexibility, composition, and physical
properties. It also gained interest in solid-state ion conductors and energy storage
due to very high hydrogen density [27].
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A Study on Surface Topography
Transformation in Abrasive Slurry Jet
Polishing of BK7 Glass

K. G. Anbarasu , L. Vijayaraghavan, and N. Arunachalam

1 Introduction

The presence of high-frequency surface error or surface roughness causes high-angle
scattering of light, which in turn affects the functional performance of the optical
components [1]. Generally, the required surface characteristics for the optical parts
are obtained by the polishing process. Thus, the role of the polishing process is very
crucial in optics manufacturing industries. The polishing processes commonly used
for polishing optical components are conventional polishing process, magnetorheo-
logical polishing process, laser polishing process, and abrasive slurry jet polishing
process (ASJP). Among all polishing processes, the ASJP is preferred for polishing
complex shapes, owing to its ability for polishing complex shapes, with nano-level
surface roughness [1–3]. In addition to that, the ASJP process has attractive features
such as very less tool wear, low cost of processing, cooling, and flushing of the
working zone [1–3].

On the other hand, the ASJP process is a complex process due to more process
variables and different mechanisms of material removal. Thus, to understand the
process, few works have been carried out to investigate the effect of process parame-
ters on surface roughness generation of different glasses such as K9, Quartz, N-BK7,
andBK7 [1, 4–8]. In that, the pressure of the jet, angle of impact, polishing time or the
jet exposure time, size of the particle, type of particle, and concentration of particle
have a major influence on surface roughness generation. Especially the polishing
time or jet exposure time plays a crucial role in the polishing process, since the
surface roughness reduction rate varies with respect to time [5–8]. Furthermore, Huu
Loc et al. [5] and Wang et al. [6] have reported that the raise in surface roughness of
N-BK7 and K9 glasses were noticed, beyond a certain time of polishing. In addition,
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Wang et al. [6] have reported that the rough surface of K9 glass shows the large
change in Ra in the initial duration of polishing and then saturates, but in the case
of smooth surface, there was no change in Ra in the initial duration of polishing and
then raises with an increase in time.

From the literature, certain works were performed to study the effect of process
parameters on surface roughness generation. However, only limited works have been
reported on the time-dependent surface roughness generation of BK7 glass. Espe-
cially the mechanism of removal as well as the surface topography transformation of
BK7 glass with respect to time is not much explored, hence to produce the desired
optical surface quality on BK7 glass at shorter processing time and low cost. The
detailed understanding of the time-dependent surface topography transformation is
required, since the polishing process is a time-dependent process. In that perspec-
tive, the present work focuses on understanding the physical insights on the surface
topography transformation of BK7 glass with respect to time.

2 Experiment Details

The ground BK7 glass disk of 30 mm diameter and 8 mm thick was used for
the present study. The experiments were carried out with the ASJP setup [8].
For polishing, initially, the abrasive slurry was prepared by adding a fixed weight
percentageof the aluminumoxide particle onwater, and themixturewas continuously
stirred to obtain homogenous slurry. The prepared abrasive slurry was pumped to the
nozzle using an air-operated double diaphragm pump. The abrasive slurry jet coming
out from the nozzle impacts the BK7 glass disk rotating at a certain speed. Further
to polish the entire surface area of the work material, the nozzle linearly traverses
over the surface at a certain traverse speed. The abrasive slurry, after polishing, was
collected and sent back to the slurry tank for continuous processing.

The experiment was conducted by following the experimental condition given in
Table 1, and the surface topography transformation with respect to time was studied
by using a confocal microscope (OLYMPUS LEXT 4000). The measurements were
taken at three different selected areas (640 μm × 640 μm) of the workpiece, and
the surface topography transformation was assessed at a fixed interval of 10 min.
The most often used surface roughness parameters, such as average surface rough-
ness (Ra) and maximum peak to lowest valley height (Rt), were used to define the
surface topography transformationwith respect to time. In addition to that, the surface
image (Confocal microscope image) was taken to analyze the surface morphology
transformation with respect to time.
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Table 1 Experimental
conditions

S. No Parameters

1 Pressure (bar) 5

2 Traverse speed of nozzle
(mm/min)

3

3 Workpiece speed (rpm) 300

4 Size of the particle(μm) 1

5 Concentration of particle
(wt %)

10

6 Angle of impact (Deg) 30

7 Stand-off distance (mm) 10

8 Jet exposure time (min) 10, 20, 30, 40, 50, 60, 70,
80, and 90

9 Abrasive particle Al2O3

3 Results and Discussion

The surface topography transformation with respect to jet exposure time was
discussed in this section. Figure 1 shows the schematic of the ground glass surface
before polishing, and the surface changes with respect to time are shown in Fig. 2.
Besides, the schematic of the different mechanisms of material removal is illustrated
in Fig. 3. The reduction in Ra and the rate of reduction in Ra with respect to time
is shown in Fig. 4. In the beginning, the ground glass surface contains brittle frac-
ture features with surface damages, as well as more crest or peak (Figs. 1 and 2a).
Thus, during initial duration of polishing, the collision of the abrasive particle on the
ground glass surface results in edge chipping of the surface peaks (Fig. 3). Owing to
the presence of brittle fracture features with surface damages as well as weak geom-
etry of the surface peaks. This, in turn, results in a steep reduction in Ra (0.58 μm

Surface damages - before polishing  

Fig. 1 Schematic of the ground glass surface



18 K. G. Anbarasu et al.

Chipping-Brittle
fracture 

(c)

100μm

Craters and micro-
dents 

(d)

100μm

Craters and
micro-dents 

(e)

100μm

32μm

32μm

32μm

32 μm

32μm

Micro-dentsCraters

Craters

(a)
Ground surface

100μm
32μm

Brittle fractured 
features with crest or 

peaks

Chipping-Brittle
fracture 

(b)

100μm

Craters

Micro-dents

Fig. 2 Confocal microscope images—surface changes with respect to time a Initial, b t= 10 min,
c t = 20 min, d t = 30 min, e t = 40 min, f t = 50 min, g t = 60 min, h t = 70 min, i t = 80 min,
and j t = 90 min
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Micro cutting and ball impact effect – due to the impact 
of the abrasive particle over the flattened surface peaks 

Micro cutting mechanism- due to the sliding of the abra-
sive particle over the craters present on the surface

Edge chipping mechanism- due to the collision of the 
abrasive particle over the surface peaks 

Workpiece 

Abrasive slurry jet 

Abrasive slurry jet 

Workpiece 

Craters present 
on the surface  

Workpiece 

Abrasive slurry jet 

Fig. 3 Schematic of transition in mechanism of material removal with change in time
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Fig. 4 a Surface roughness (Ra) with respect to time bMaximum peak to lowest valley height (Rt)
with respect to time
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to 0.43 μm) shown in Fig. 4a. However, small reduction in Rt (3.5 μm to 3.42 μm)
was observed (Fig. 4b) after 10 min of polishing. This is due to the consideration
of the maximum height of the surface profile, in the case of Rt evaluation. On the
other hand, Ra was evaluated by taking the average of surface profile height. Thus,
there was a high reduction in Ra. Furthermore, from Fig. 2b, it was observed that the
foremost mode of material removal occurs due to brittle chipping of surface peaks
by the impact of the abrasive particle. Thus, the observed high reduction in Ra, as
well as the brittle mode of material removal, is due to the edge chipping mechanism
(Fig. 3) in the initial duration of polishing [9].

After 10 min of jet exposure time, the abrasive particles collide with the partially
removed peaks (shown in Fig. 2b) and results in chipping of those peaks. This causes
a further reduction in Ra (0.43 μm–0.36 μm, shown in Fig. 4a), but less reduction in
Rt (3.42–3.37 μm), and the rough surface change to a partially smooth surface with
the more brittle mode of material removal craters after 20 min (shown in Fig. 2c).
The observed change is due to the knocking of the abrasive particle over the peaks
left out after 10 min of polishing, which leads to brittle mode chipping of material
similar to the initial stage of polishing (first 10 min). Moreover, high % reduction
in Ra (37.38%), as well as less % reduction in Rt (3.71%), was observed in the first
20min of polishing (Fig. 4). After 20min of polishing, the abrasive slurry jet interacts
with the craters present on the flattened surface peaks and removes the material via
sliding action of the abrasive particle over the work material surface (Fig. 3) since
the surface peaks were knocked off (Fig. 2c). Thus, there was a gradual reduction in
Ra (0.36–0.26 μm) from 20 to 60 min of polishing (Fig. 4a).

In addition, fromFig. 4a, a considerable% reduction in Ra (27.65%)was observed
after 60 min. However, from Fig. 4b, during 20–60 min polishing, the reduction in Rt

was high (3.37–1.95 μm) and also a high % reduction in Rt (44.28%) was observed
after 60 min. The observed high reduction in Rt is due to the removal of peak left out
in the previous phase of polishing. Moreover, it is evident from Figs. 2d–g, during
20–60 min of polishing, the flattened surface peaks with craters were removed, and
more micro-dents were evolved during these stages of polishing. This may due to
the sliding type mechanism of material removal (Fig. 3) and its results on the ductile
mode or plastic mode of removal. A similar observation of micro-dents was reported
by Cai et al. [10], that the micro-dents were produced due to the impact of small size
particles on the surface at low angle of impact. In addition to that, Peng et al. [4] have
reported different mode of material removal based upon the size of the cerium oxide
particle. From their work, it was found that the 3 μm particle produces plastic pits
on the surface, and the 100 nm particle produces a smooth surface, but there is no
report on brittle mode of material removal. In the present work, the alumina particle
was used. The kinetic energy of the particle is 5.5407 × 10–3 nJ (calculated using
the following Eq. (1)), which is less than the threshold kinetic energy (0.44364 nJ)
of the impacting particle for crack formation in the case of glass[11, 12] (calculated
using the Eq. (2)):

K.E = 1

2
×ma × u2 × cos2θ (1)
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where K.E is the kinetic energy of the particle (nJ), ma of the abrasive particle
(kg), u velocity of the particle (m/s), and θ is the impact angle (°) (only tangential
velocity component was considered for calculation since the impact angle considered
is shallow).

Uth = Cσv × E3/2
w × K6

Ic

H13/2
w

(2)

where Uth is the kinetic energy of the particle at which still the cracks occurs, Cσv

is the constant (2.3 × 104), EW is the young’s modulus (82 Gpa), KIc is the fracture
toughness (0.84 Mpa. m1/2), and HW is the hardness (6.166 Gpa) of the BK7 glass.

Thus, the observedmicro-dents may be due to less kinetic energy of the impacting
particle as well as the shallow angle of impact. Beyond 60 min of polishing, the
abrasive slurry jet interacts with the smooth surface consists of micro-dents (Fig. 2g)
and results in less reduction in Ra during 60–90 min of polishing (0.26–0.22 μm)
as well as gradual reduction in Rt (1.95–1.52 μm).In addition, less % reduction
in surface roughness (14.70%, Fig. 4a) as well as considerable % reduction in Rt

(22.07%). was observed, during 60–90 min of polishing (Fig. 4b).
Furthermore, from Figs. 2h–j, there is no significant change in the surface, during

60–90 min of polishing. This may be due to the domination of the ball impact effect
over the sliding mechanism. The phenomena of ball impact effect were reported
in Tsai et al. [13]. The ball impact effect induces compressive residual stress and
results on rise in the strength and hardness of the work material [13]. Thus, the less
reduction in Ra is may be due to the ball impact effect (Fig. 3), and the gradual
reduction in Rt is due to the removal of surface craters left out in the previous
phase of polishing. Overall, from this study, it was observed that the reduction in Ra

shows time-dependent nonlinear behavior (Fig. 4a). On the other hand, ASJP is a
stochastic process, and material removal occurs due to multiple mechanisms (edge
chipping and sliding) with respect to time. Owing to the complexity of the process,
the curve-fitting model was preferred to define the relationship between the surface
roughness (Ra) and jet exposure time or polishing time; for that, an exponential fit
was used (Fig. 4a). The curve fitting was done using ORGIN software and the best
fit was obtained (Adj.R2 = 0.98). The equation obtained from curve fitting is given
in Eq. (3).

Ra = y0 + A × eDRt (3)

where Ra is the average surface roughness (μm), y0 is the offset value (0.2375), A
is the amplitude (0.3398), DR is the decay rate (−0.0446), and t is the jet exposure
time. Similarly, to establish the relationship between the maximum peak to lowest
valley height (Rt), and jet exposure time, the sine curve fit was used (Fig. 4b) and the
best fit (Adj. R2 = 0.96) was obtained. The equation obtained from the fit is given
below:
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Rt = y0 + A × sin

(
π × (t − xc)

w

)
(4)

where y0 is the offset (2.5748), A is the amplitude (0.98), xc is the phase shift
(−46.98), and w is the period (87.01).

4 Conclusions

From this study, the surface topography transformation during abrasive slurry jet
polishing of BK7 glass with respect to time were revealed and the conclusions drawn
from the study is given below.

• Three different stages of reduction in surface roughness (Ra) and maximum peak
to the lowest valley height (Rt) were observed with respect to time. Along with
that, different mechanisms of material removal (edge chipping and sliding) as
well as craters and micro-dents were observed with respect to time.

• Especially, in the case of Ra, there was high reduction during initial duration of
polishing, then the reduction is gradual, and, finally, the reduction was almost in
steady state. However, there was less reduction in Rt during initial duration of
polishing, then reduced massively, and, finally, the reduction was gradual. The
observed changes in surface roughness, is due to the removal of peaks, followed
by the removal of craters.

• Moreover, the change in surface roughness (Ra), with respect to time, is similar to
the exponential function, and the change inmaximum peak to lowest valley height
(Rt) with respect to time is similar to the sine function. This study brought out the
stochastic nature of the process, along with information about the saturation limit
in surface roughness generation. This is verymuch essential to plan for subsequent
processing steps to reduce the surface roughness of the given component.
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Comparative Analysis of Mechanical
Behavior of Femur Bone of Different Age
and Sex Using FEA

Dinesh Yadav and Ramesh Kumar Garg

1 Introduction

Biomechanics is a branch of mechanics responsible for analyzing the biological
structure using mechanical engineering principles [1]. Initially, the mechanical laws
cannot be easily applied to biological structures because of their non-linear and
anisotropic behavior. Still, the advent of FEM simplifies the modeling, analysis,
and simulation of linear and non-linear biological structures. In the human skeleton
system, femur is the longest and strongest bone present between the hip joint and
knee joint [2]. Femur structure is dynamic in nature and having a highly complex
composition [3]. It can withstand a high compressive force of between 8000 and
11000 N and helps the human body in day-to-day movements such as walking,
hopping, dancing, and standing [4]. In Indian-based population, the length of femoral
bone is approximately one-fourth of the human height. The thickness of bone varies
between 6 and 50 mm depending upon humans’ bone health, sex, and age [5].

Modeling and analysis of human femoral bone under different boundary condi-
tions like load, age, and sex has been conducted using various finite element tech-
niques [6]. Finite element analysis (FEA) is an evolving technique for estimating
various bone properties in a specific patient on computed tomography (CT)-extracted
DICOM images [7]. FEA and CT images have been used to determine the stress–
strain analysis, bone rigidity, failure load, and deformation-induced in bone in a
different position [8].

The time-intensive and computationally extensible design of models is one of the
critical restrictions making clinical trials challenging to implement. Each FE model
almost took 10–12 h, depending upon the model’s nature and type [9].
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In the present study, a 3D model of the femoral bone is produced by CT scan
and MRI scan-based DICOM images using Materialize MIMICS, and 3D slicer
software.Wall thickness analyses of createdmodels have been completed to establish
its relation with induced stress and deformation within the femur bone [10]. After the
pre- and post-processing of the designed femur models as per age, sex, and weight
of humans, FEA has been done for the mechanical property analysis on the created
femur model using ANSYS by assigning only the real-time isotropic property of the
bone material [11]. The force, i.e., four times the weight (mg) of the patient, has been
applied to the head of the femur and the base of the femur is preserved in order to
examine the stress distribution and total deformation [12].

2 Material and Method

2.1 Image Rendering Using Mimics

Digital Imaging and Communications inMedicine (DICOM) files containing patient
and scan attributes are saved for CT scanning images [13]. The scanning attributes
such as the thickness of the slice, number of slices, and internal space between slices
can affect the scan and final cad model’s quality. Three views, i.e., coronal, sagittal,
and axial, are visible in the mimics-22 window and the fourth view is for the 3D
model, as shown in Fig. 1. Femur mask is created with a pre-defined threshold limit
of HU region, i.e., “Bone CT” and then segmentation is conducted and extra noises
are removed from created femur model using edit mask command then the 3Dmodel
of femur bone has been edited to prevent possible pitfalls during meshing and also
affect the FEM results. The value of HU in bone CT changes itself concerning the
input scanned data of femur bone [14]. The last “Region Growing” tool has been
applied to remove separate geometries from the bone; this leads to the development

Fig. 1 Coronal, sagittal, axial, and 3D model in mimics-22 window
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of a new mask. Multiple 3D Edit and Edit Slice Mask command has been utilized to
erase the extra flesh from the distal and proximal end. Then femur model has been
intended using the “Calculate 3D” tool. The models still have some impurities and
holes with a range of up to 7 mm, which are removed using the Wrap and smooth
command [15].

3-Matic is a software tool that comes with Mimics. Its purpose is to simplify and
edit further the designed femur model. Using the “Fix Wizard” tool under the “Fix”
command, many errors such as stitching, holes, shells, overlap and intersecting trian-
gles are marked and eliminated manually or automatically [16]. Under the “analyze”
command, wall thickness analysis is performed for every designed model with pre-
defined maximum and minimum wall thickness [17]. This analysis shows the wall
thickness variation of the model concerning its length.

The smoothed wrapped model is exported to 3-Matic for meshing purposes. In 3-
Matic, themodel’s shadingmode is set to fillwith triangle edges under the view tab for
visualizing the surface mesh. Then the smooth function under the fix tab is applied to
reduce the number of details. Under the remesh tab, the mesh’s quality and size were
inspected by using inspect part function [18]. Then the quality preserving reduces
triangles function was applied for preserving the quality of the model. Adaptive
remesh was also done before applying the create volume mesh function to creating
mesh volume. The final model has been exported to the ANSYS Workbench for
FEA [19]. In the Workbench, real-time isotropic bone material properties (Young’s
Modulus of elasticity 16000 MPa, Poisson ratio 0.36, Bulk Modulus 19,048 MPa,
Shear Modulus 5882.4 MPa) have been assigned to the designed model under the
static structure tool.

2.2 Ansys

ANSYS is anFEA tool for linear, non-linear, and dynamic structural analysis. In order
to support awide variety ofmechanical design concerns,ANSYS computermodeling
product supplies final parts for model behavior and supports material models and
equation solutions [20].

Workbench manages the dynamic communications and data transmission from
one point to another to overcome complex interaction from the importation of CAD
geometry to meshing, frommeshing to loading and boundary constraints, from anal-
ysis to optimization post-processing [21]. The specialists are presently expected to
ensure that the data from one separate domain is reformatted and converted to the
next properly using a standard and separate framework. ANSYS allows the user
to connect all required resources into the common model for various mechanical
modeling problems and equation solvers. For each process, simulation activities are
made up using building blocks. Link the outputs and inputs of each other and provide
a true generalization. Although Workbench would not eliminate the expert’s need, it
does not mean that people can immerse themselves in the process and that the expert
will work better. To have a single user interaction method and allow the user to
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connect all required resources into the single, common model workflow use ANSYS
Workbench [22].

2.3 Finite Element Analysis

The human body has been influenced by a number of external and internal forces
and other physiological conditions [23]. It is necessary to analyze these physiological
conditions to understand the femur bone’s failure mechanism and guide the implant
and bone orthosis designers for the fracture fixation of bone [24]. In this study, the
femur bone is analyzed using FEA by considering the age, sex, and weight of human
beings. Stress and deformation have been analyzed by considering all thicknesses of
bone using FEAunder real-time conditions. FEA effectively and efficiently considers
the effect of these forces and physiological conditions and shows the induced stress
and deformation in femur bone by applying force, i.e., four times the bodyweight
[25]. Femur bone has highly heterogeneous and non-linear in nature, which means
that the distribution of material properties in all senses of the bone model is difficult
[26]. To overcome this problem, here bone is assumed isotropic in nature and healthy
bone with bone mineral density1’, in different age groups for both male and female
is considered for analysis [27]. Figure 2 demonstrates the detailed steps involved in
FEA analysis of femur bone. DICOM images fromCT scan are segmented inMimics
and 3D computer-aided design (CAD) model is prepared. Then the designed model
is processed and wall thickness analysis has been performed in 3-Matic software.
Further analysis has been performed using ANSYS and SolidWorks softwares.

3 Result and Discussion

The static structure of 3D femoral bonemodels for different age and sexwith isotropic
material properties has been analyzed using ANSYS 18.0 Workbench. In this anal-
ysis, the femur bone’s wall thickness, stress, and deformation induced on the femoral
bone have been evaluated for both males and females having the same weights 65 kg,
70 kg, and 70 kg with age 40, 45, and 65, respectively.

Wall thickness of created models has been evaluated using 3-Matic 13 software in
order to analyze the bone strength concerning the age and sex of human beings. It is
observed thatmales have a higher bone thickness than females in the same-age group.
In males, the bone thickness increases up to 50 years and then starts decreasing in old
ages, the value for the same as shown in Fig. 3. But in females, bone thickness and
bone strength are affected by the menstruation cycle. In old age, the bone thickness
in females is decreasing rapidly, as shown in Fig. 4.

The correlation between wall thickness and stress induced in bones is also
validated using the basic stress equation below:



Comparative Analysis of Mechanical Behavior … 31

Fig. 2 FEA analysis methodology of femur bone

Fig. 3 Wall thickness analysis of male femur bone
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Fig. 4 Wall thickness analysis of female femur bone

σ = P

A
(1)

A = π

4

(
D2 − d2

)
(2)

t2 =
(
D2 − d2

)

4
(3)

σ ∝ 1

t2
(4)

Pind ≤ σPer ∗ π t2 (5)

For a safe design, materials have to follow the above equation. It is observed
from the equations that increase in thickness (t) of the femur bone, the load bearing
capacity, and the model’s strength has been increased. Males bone has a larger
thickness of bone than women, which offers a larger area and leads to high strength.

For the structural analysis of bones, “four” is taken as a factor of safety to consider
the other uncalculated forces on bone due to bone mass and attached arteries and
veins. First of all, edgemeshing of all the femur bonemodels with element size 5mm
is performed in ANSYS-18 Workbench. For the stress and deformation analysis of
created 3D models, the distal end of femur bone has been treated as fixed support
and a force (four times of bodyweight) has been applied to the proximal end. The
maximum stress is induced in the femur bone’s shaft with a minimum value at the
distal end. As stress concentration is higher in the shaft and proximal end, the chance
of fracture is also high for the same.

At the time of themodeling process, the 3Dmodels are constructed usingMimics-
22 and edge sizing mesh is performed with element size 5 mm. FEA is carried out on
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Table 1 Simulation results of femur bone models

Sr.
No

Sex Age Nodes Elements Stress Deformation Wall thickness

Max
MPa

Min
MPa

Max
MPa

Min
MPa

Max
mm

Min
mm

1 Male 40 22,289 12,477 57.79 0 14.64 0 37.84 12.03

2 45 39,092 22,386 45.02 0.023 9.29 0 41.24 13.78

3 65 22,289 12,477 62.85 0.05 16.39 0 36.84 8.37

4 Female 40 20,165 11,208 53.94 0.01 4.62 0 35.44 8.23

5 45 5905 6535 75.01 0 3.08 0 24.67 0.60

6 65 12,932 11,044 82.22 0 12.01 0 24.50 0.54

the 3D bone model with the distal end as fixed support. The simulation results reveal
that the most significant deformation occurs at the top of the femoral head and that
the least deformation occurs at the bottom of the femoral bone. Simulation results
for all the created models with boundary conditions are shown in Table 1.

Total deformation and stress induced in male femur bone of different age groups
is shown in Figs. 5 and 6, respectively. It is observed as the wall thickness increased,
the induced stress and deformation decreased and bone offers high bone strength.
Similarly, in case of females, the similar analysis is performed and the results are
simulated in Table 1. The optimum stress induced in male femur bone at 45 years
is 45.02 MPa with a deformation 9.29 mm. But in case of female, the optimum
deformation is achieve at 40 years with minimum deformation as shown in Table 1.

Fig. 5 Total deformation induced in male femur bone of different age groups
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Fig. 6 Equivalent stress induced in male femur bone of different age groups

4 Conclusion

FEAhas been used to determine the forces on the 3D femoral bonemodel. The present
study concludes that the induced stress, overall deformation, and bone strengthwould
increase with human’s weight. Age and sex of human beings also affect the same.
This study also discusses the effect of the wall thickness of bone, age, and sex on von
Mises stress and deformation in femur bone. The findings conclude that in females’
case, the maximum bone strength is offered in 30–40 years age group and the case of
males 40–50 years age group. Females offer lower bone strength than males because
of the degradation of bone properties in the female with the start of the maturation
cycle.
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Performance Analysis
of PCM-Integrated Greenhouse Dryer

Ravin Sehrawat, Ravinder Kumar Sahdev, and Sumit Tiwari

1 Introduction

Food and energy availability are the two key problems faced by the world in the
existing time. Drying is a traditionalmethod used to conserve food; it means lowering
the moisture content to a reasonable limit to preserve food for a long time [1].
However, the drying of agro-products is an energized process propelled largely by
energy demand with high operating costs. The need for energy can be met by renew-
able and non-renewable sources of energy. Solar energy is an inexpensive option that
can also virtually eradicate CO2 and CO emanation and other adulterants from the
drying process [2]. One of the drawbacks of solar energy is that availability depends
on seasons and geographical location like latitude and longitude—for example, solar
energy compilation decrease during winter, particularly in upper latitudes [3, 4].
Similarly, solar energy is available only for a few hours of the day. Therefore, the
main challenge is to run the greenhouse dryer (GHD) after non-sunshine hours. The
problem can be minimized by integrating a TES system, which extends the period
of available energy, allowing the drying air to be heated for an extended amount
of time. PCMs are broadly used for TES for their significant enthalpy of fusion
and high energy storage density [5, 29]. In recent years, PCM-based solar energy
systems are in focus. Low thermal conductivity is the key barrier to the use of PCMs
[30]. The authors performed a lot of work and the result highlights the future of the
PCM-integrated system [3–6].
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Fig. 1 Greenhouse dryer classification

2 Greenhouse Dryer

In the GHD, the substance to be dried is kept in an enclosure with a translucent shell.
The absorption of direct/indirect solar radiations generates heat inside the drying
chamber [7–9]. These solar radiations are the amount of absorbed solar radiations
both on the object and the drying chamber’s internal surfaces. It improves product
quality and uses optimal resources and time. It also makes the operation more effec-
tive and saves the environment [10, 27]. GHD is classified into various categories
based on the mode of operation, geometry, etc., as shown in Fig. 1.

3 Phase Change Material

Latent heat storage is named as PCM energy storage [11, 25].When the material gets
heat, the material’s chemical bond breaks up, and the material changes phase as per
particular interest (solid–liquid, solid–gas, liquid–gas) [12, 13, 26]. This phase tran-
sition is an endothermic mechanism, as the phase transition temperature is reached,
the material begins to melt. The temperature then remains steady until the process
of melting is done. The heat accumulated during the process of phase shift (melting
process) is called latent heat [14, 15]. There are two key benefits of PCM storage as
vast volumes of heat can be retained with only minor temperature shifts and hence
have a high storage density. Various PCM groups were defined based on latent heat
of fusion and melting temperature as shown in Fig. 2. [10–14].
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Fig. 2 Phase change materials classification

4 PCM-Integrated Greenhouse Dryer

The recent development on GHD has mainly concentrated on improving drying effi-
ciency, effectual use of solar energy, minimizing the drying period, and improve
running time in non-sunshine hours [31]. Incorporation of the solar air dryer, auto-
matic close loop process, integration of PCM, etc., are some techniques intro-
duced to support GHD. This paper focuses on the performance measurement of
the PCM-integrated GHD.

4.1 Analysis Based on Performance

The performance of GHD includes the assessment of the significant parameters, such
as drying rate, energy payback period, drying rate, thermal efficiency, coefficient of
performance, etc.

A reviewed studywas performed onTES-integrated greenhouse dryer. The study’s
outcome suggests that sensible heat storage was a viable option for intermediate
thermal operation but the key problem of low thermal density and cost. PCMs offered
high thermal density [15]. Slices of strawberry of thickness 3 mm were dried in
paraffin wax as a PCM-integrated industrial size greenhouse dryer. The system was
incorporated with two air collectors, an energy storage system of 2 m long, 1 mwide,
and 1mdeep, which contain 300 kg PCMof paraffinwax, and two fanswere installed
at the drying unit’s outlet and inlet, as well as an energy storage medium. When the
system was analyzed for environmental impact, the energy payback time was deter-
mined to be approximately 6.82 years. CO2 mitigation was measured as 99.60 tones
for the predicted device lifetime. It was also discovered that the PCM box supplies
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heat to the drying product in between sunshine and non-sunshine hours [16]. Various
solar energy-based system integrated with PCM was observed. The most widely
used PCM was paraffin which appeared to be productive in solar thermal applica-
tion devices only for low- and medium-temperature operating systems. PCM built-in
solar energy systems had significant reliability and performance improvements [17].

A greenhouse dryer integrated with a photovoltaic panel, solar accumulator, and
paraffin-based energy storage system was analyzed. Further, black-colored zinc fins
were installed with a solar panel to increase heat transfer. The solar accumulator was
loaded with 300 aluminum soft drink can, which hold 56 kg PCM. The PCM was
loaded with 4.8 kg strips to increase thermal conductivity. Kiwifruit and mushroom
were dried during the study and experimental results positively related to the mathe-
matical model [18]. Piper nigram (black pepper) was dried with two active horizontal
solar dryers integrated with PCM (paraffin wax) and compared with open sun drying.
The TES consists of a 4 mm thick galvanized iron sheet with has a length of 200 mm,
and outer and inner diameter was 205 mm and 197 mm, respectively, 38 kg paraffin
wax has been melted and pumped into the heat exchanger. The drying time were
14 h and 23 h. For achieving the optimal humidity content of 0.14 (d.b) from 3.46
(d.b) in mixed mode and indirect mode of drying, it took 59 h to dry in the open
sun. Mixed-mode dryers have high carbohydrate and protein values as compared
to two other cases [19]. Three dryer systems, namely open sun drying, solar dryer
with PCM, and solar dryer without PCM, were used to dry chili. Paraffin wax as a
PCM was filled into a rectangular tube. The rectangular tubes of each module were
attached in parallel. Tomaximize solar radiation absorption, the top surface and sides
of each module are painted dark. During low solar radiation time, all PCM thermal
storage device surfaces supply heat to the air inside the dryer to begin the drying
process.

Chili has been dried to 10.0 percent (w.b.) moisture content from 74.7 percent
(w.b.) moisture content in 2.5 days, 3.5 days, and 11 days with the combined PCM-
integrated SD, PCM-free SD, and open sun dryer [20].

Various SDs arrangements (direct heating, indirect heating, mixed-mode dryer,
PCM/PVT-integrated SD, etc.) were studied. It was observed that direct dryers in
remote areas are affordable and easy to mount, though indirect dryers have better
drying control and improved efficiency. Itwas also noted that, the drying rate is largely
determined by the heat transfer coefficients of evaporative (he) and convective (hc).
Hybrid dryerswere autonomous and can alsoworkduring theoff-sunshinehours [21].
Grapes were dried in three different drying arrangements, namely hot air oven dryer,
solar dyer, and SD with PCM. For energy preservation, paraffin wax was used as a
PCM. The study concludes that the use of TES enhanced the device’s reliability and
performance [22]. Valeriana Jatamansi was dried inside a PCM-integrated indirect
SD. The study was also compared with the heat pump dryer and shade dryer. Paraffin
RT-42 was used as PCM in the dryer, where a blend of gravel, iron scrap, and engine
oil was used as a TES medium in the collector. Results indicate that the drying time
using PCM was decreased by 37.50% and 64.29% relative to heat pump drying and
shade drying, respectively [23]. Modeling, simulation, and experiment of various
sustainable SDs were studied. Based on a detailed description, it was proposed that
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Table 1 Remarks from the various study

Sr. No Author Remarks

1 [15] PCM make a better combination with greenhouse dryer performance

2 [19] PCM-integrated greenhouse dryer performed better and provide high
efficiency

3 [20] TES overcomes the downside of the intermittent supply of solar energy

4 [21] Proposed a mathematical model for TES-integrated SD

5 [22] Drying temperature remains uniform with the integration of TES

6 [23] Integration of PCM helped to dry commodities in unfavorable environmental
conditions

7 [24] Proposed hybrid dryers during the off-sunshine season.

8 [25] PCM boost efficiency with the supply of energy in low to non-sunshine hours

9 [26] The addition of PCM helped to provide hot air in the greenhouse dryer until
midnight

the introduction of combined heat and power systems powered by biomass might be
a successful solution to post-harvest waste [24]. A lot of work has been performed
by authors and Tables 1 and 2 detailed various remarks and governing equations,
respectively.

5 Conclusion

Solar energy play a significant role in the present era as clean energy. The major
problem with solar energy is its intermittent nature (non-availability during non-
sunshine hours). The use of fossil fuel to supply heat in non-sunshine hours is
not feasible due to limited availability on earth and environmental aspects. PCM-
integrated SD is an optimal alternative tominimize the issue of energy demand during
sunshine and non-sunshine hours. An important role in reducing post-harvest losses,
particularly in low sunshine hours, will be played by the PCM-integrated SD for the
drying of agricultural products. Following conclusions are made.

• Integration of PCM in SD enhances the system performance in terms of efficiency,
drying time, operating time.

• PCM with enhanced thermal conductivity will be more effective.
• Integration of PCM raises the initial cost but lowers running cost.
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Table 2 The governing equation is used to solve the mathematical model

Sr. No Authors Governing equation

1 [19] 1. Energy balance equation for drying unit
QU = ACFR[I − UL(Ti − To)]
The heat loss coefficient
UL = I(τaa)

Ti−To
Factor for removing heat FR

FR = mCp
AcUL

(
1 − exp

(
AcULF′
mCp

))

2. Exergy balance equation for drying unit

Ėxout = ṁaCp,a

[(
Tout,a − Ta

) − Taln
Tout,a
Ta

]

Ėxout = ṁaCp,a

[(
Tout,a − Ta

) − Taln
Tout,a
Ta

]

3. Energy balance of PCM energy storage system
Q = m[CSP(Tm − Ti) + am�hm + CIP(Tf − Tm)]
4. Entropy generation calculation

Sgen = mPCM(Sl − Ss) + ṁa
(
Sa,out − Sa,in

)
tp

5. Exergy analysis of PCM energy system

Ėxstored = ṁHTFCHTF
(
THTF,in − THTF,out

)[
1 −

(
TO

TPCM

)]

2 [21] 1. The energy balance on the absorber plate

ρbAb,SPδbCb
dTb
dt =

Ab,SPhc,bf (Tf − Tb) + Ag,sphr,bg
(
Tg − Tb

) + AgUb(Ta − Tb) + Ab,SPtgabI
2. Energy balance in PCM

λwmw
d∅

dt +mwCw
dTw
dt = Awhc,wf (Tf − Tw)+Aghr,wg

(
Tg − Tw

)+AwtgawI
3. Solar accumulator efficiency

nSA = Qabs,f
Qabs,w

100%

4. Energy balance of the air

ρfVf (Cf + CvH2)
dTf2

dt =
wf3 (Cf + CvH1)Tf3 − Wf3 (Cf + CvH2)Tf2 + Aphc,pf

(
Tf2 − Tp

)

3 [22] 1. Net amount of energy fall on SAH
Qin,SAH1 = α × τ × I × ASAH1
2. The rate of heat energy charging and discharging to TES is expressed as

ech = ṁaCpa
(
Ties,air − Toes,air

)

edisch = ṁaCpa
(
Ties,air − Toes,air

)
3. Overall efficiency of the SD with PCM

ηover = mwater×hfg
(Es+ETES+Eb)
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Numerical Simulation of Frontal Crash
for Toyota Yaris Using LS-DYNA

Tushar Tanwar, Shikhar Gupta, Ashwani Kumar Singh, and Vijay Gautam

1 Introduction

The safety of passengers under crash conditions is a special concern for a vehicle in
the automobile industry nowadays. Here, instead of performing an actual crash test,
simulation is carried out in LS-DYNA software for crash analysis of the Toyota Yaris
FE model which is less time-consuming and is economical [1]. Several factors affect
the performance of the vehicle during crash analysis, one of them is lightweighting
and the other is crashworthiness [2]. Crashworthiness is the measure of the ability
of a car structure to absorb energy to prevent its occupant during a collision. Before
the simulation could be carried out, several pre-processing conditions need to be
specified and the results obtained from the software are verified from actual crash
test reports.

To reduce the weight, conventional materials are being replaced with lightweight
materials like aluminium alloys because they provide better strength-to-weight ratio.
Although, in many cases, lightweight material may be costlier than conventional
materials due to requirement of new processes and equipment [3] but if they provide
better crashworthiness then they become a priority because passenger safety is the
primary concern. The application of new lightweight materials like aluminium,
magnesium and high strength steel is playing an important role in the automo-
bile industry because of higher strength but lower ductility compared to conven-
tional materials. However, in the construction of vehicle components, the use of
lighter substitutes to steel is playing important role in the automotive industry, and
aluminium is considered as one of the best substitutes for steel. The reduction of
vehicle weight also brings additional benefits such as better acceleration, better
handling of the vehicle and more comfort for the occupants in the vehicle. Content
of aluminium has been continuously increasing in the vehicle structure and it had
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been studied from the vehicle market in China that emission of dangerous substance
will be reduced if aluminium content used in the vehicle structure will be more than
330 kg [4].

2 Material Characterization

6000 and 7000 series of aluminium are of particular interest in the automobile
industry. The use of aluminium alloys for the construction of vehicle structure is
one of the methods of reducing the weight of the vehicle as the density of aluminium
(2700 kg/mˆ3) is one-third of the steel (7600 kg/mˆ3) and it is attracting many
different sectors especially automobile and aeronautical due to their low density and
high strength [5]. In this study, AA6082-T6 material is used as this aluminium alloy
has the highest strength in the 6000 series. This alloy is mostly supplied in plate or
sheet, since this aluminium alloy has not been inmuch use in the automobile industry,
this may be due to lack of knowledge about this alloy. Aluminium alloy 6082 is a
medium-strength alloy with excellent properties such as lightweight, corrosion resis-
tance, ductility and easy machining [6]. Low content of copper in 6082 compared
to 6061 results in excellent corrosion resistance. This alloy is also known as struc-
tural alloy [7]. This grade substitutes the conventional 6061 alloys in many structural
applications as it has 10–15% higher tensile strength. It is widely used in structural
applications inwhich high-stress resistance is required. The tempering designation of
T6 represents that the material is solution heat treated and then artificially aged. The
machining of tensile specimen was done using HS-G3015C laser cutting machine as
shown in Fig. 1.

Fig. 1 Preparation of tensile
specimen using HS-G3015C
laser cutting machine
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Fig. 2 Tensile testing using
H50KS UTM

Fig. 3 Untested and tested
specimens as per ASTM
standard

3 Testing and FEA Simulation

In this study, the material was tensile tested and the simulation was carried out in LS-
DYNA software. LS-DYNA software is a multi-functional simulation software that
is strongly used to analyse the non-linear physical processes with large deformations
that occur in a short time. It is an industry-standard software originally developed
by Lawrence Livermore National Laboratory for impact and defence applications
[8]. For the application of material AA6082-T6, Cowper–Symonds model is used in
the LS-DYNA software. The reason for doing so is the ease and simplicity of this
model as compared to the Johnson–Cook and Zerilli–Armstrong models [9]. Also,
this model was originally used in the Toyota Yaris FE model which was designed by
the George Washington University National Crash Analysis Centre.
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3.1 Tensile Testing of the Specimen

The strain rates used in the testing have significant influence on the flow stress
behaviour of the material and it is expressed in units of per second (Figs. 2 and 3).
Uniaxial tension tests at strain rates (10–4 to 10–1 s−1) were performed on H50KS
UTM. The reason for tensile testing is to generate the true stress versus true strain
curve. This curve will give the yield point for AA6082-T6 so that further simulation
could be carried out. The tensile test performedwas according to theASTMstandards
which involves specimens cut in dog-bone shape. The specimens had a thickness of
2 mm and gauge length of 84.16 mm and were cut in the rolling direction by laser
cutting.

StrainRate = ∂ε

∂t
= �L

L .∂t
= V

L
(1)

where V is the cross-head velocity of the UTM, and �L and L depict the change in
length and original gauge length of the specimen. Tests were conducted at cross-head
velocities of 0.505, 5.05, 50.5 and 505 mm/min, which correspond to strain rates of
10–4, 10–3, 10–2 and 10–1 s−1, respectively.

The plot (Fig. 4) shown below is the true stress-true strain plot of AA6082-T6 for
varying strain rates. From the plot, the yield stress at reference strain rate of 10–3 s−1

is coming out to be 242.32 MPa.
The reason for performing the test at different strain rates is to check the behaviour

of the material at different strain rates. From the plot, it can be seen that yield stress
is increasing with an increase in strain rate.

Fig. 4 True Stress versus True Strain plot for varying strain rates
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Fig. 5 Position of car before the crash at 0.0 s

Fig. 6 Position of car during the crash at 0.1 s

3.2 Modelling and Simulation

The FEM model and its constraints were already defined by the George Washington
UniversityNationalCrashAnalysisCentre [10]. Thismodelwasmade and assembled
for use by NHTSA (National Highway Transportation and Safety Authority), USA
which incorporates crash testing by adopting the NCAP regulations according to
their country standards. The simulation performed was all set on standard values.
The Toyota Yaris FE model (2010) was taken from the NHTSA and the standard
speed of the car is 56.33 KMPH or 35 MPH for the crash test. The frontal crash
simulation was done for this model using LS-DYNA software. This speed has been
defined according to the regulations of NCAP, so there have been no changes made
in the speed while simulating the crash.

For this simulation, a tonne-mm-s systemof unit is used inwhichmass is in tonnes,
length in millimetres, time in seconds, force is in newtons and stress in MPa. The
ratio for velocity in this system is 1.56E + 04. The simulation was completed in 42
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steps, i.e. there were total of 42 stages in which the data was written of d3plot for the
crash simulation. The simulation time, i.e. 0.2 s was divided in 42 parts as required
by user to write d3plots. Shown below are three stages, starting, intermediate and
ending by which a general idea can be formed regarding the crash simulation (Figs. 5
and 6).

In Fig. 7, the car had been moved back after colliding with the wall and this is
because of the fact that the momentum is conserved during the collision, since the
wall is rigid so when the car exerted a force in the direction of the wall, the wall also
exerted an equal and opposite force back on the car. The piecewise linear plasticity
material model is used for the simulation of crash of this car. This model is also
known as Cowper–Symonds material model and it works on the principle of the
behaviour of elasto-plastic materials.

TheCowper–Symondsmaterialmodel is frequently used to determine thematerial
behaviour at different strain rates [11]. This model scales the yield stress (σy) which
considers the effect of strain factor and strain rate factor only as shown in Eq. (2)
where σo is the initial yield stress; 1· is the strain rate; C and P are the Cowper–
Symonds strain rate parameters; β is the strain hardening parameter, which adjust
the contribution of isotropic and kinematic hardening; 1peff is the effective plastic
strain and Ep is the plastic hardening modulus which is given in terms of the elastic
modulus E and the tangent elastic modulus Etan as shown in Eq. (3).

σy = [1+
( ε

C

)1/P
(σo + βEpε

e f f
p )] (2)

Ep = Etan
E

(E − Etan)
(3)

MAT_024 PIECEWISE_LINEAR_PLASTICITY model was selected as shown
in Fig. 8 and the required material properties were entered. Instead of finding out the
Cowper–Symonds strain rate parameters C and P, we had inserted a combined true

Fig. 7 Position of car after the crash at 0.2 s
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Fig. 8 MAT_024 PIECEWISE_LINEAR_PLASTICITY keyword file in LS-DYNA

stress versus true strain curve of varying strain rates (10–4, 10–3, 10–2, 10–1 s−1) in
a table as shown in Fig. 9. This Table ID was inserted in the LCSS of the keyword
input dialogue box of MAT_024 PIECEWISE_LINEAR_PLASTICITYmodel. The
strain rate parameters: C and P, the curve ID, LCSR, EPS1-EPS8 and ES1-ES8 are
ignored if a Table ID is defined.

For comparable mechanical properties of aluminium parts with that of steel, the
cross-sectional area of car parts shown in Table 1 has been increased.

Fig. 9 DEFINE_TABLE keyword file in LS-DYNA
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Table 1 List of modified
parts

Part number Part name Yield stress (MPa)

2,000,001 Fender wheel bracket right 270

2,000,061 Radiator frame bottom 270

2,000,078 Radiator frame rear 270

2,000,097 Frame upper main left 270

2,000,098 Fender wheel bracket left 270

2,000,115 Rail lower plate right 270

2,000,118 Frame upper main right 270

2,000,119 Rail lower plate left 270

2,000,120 Rail lower connector left 270

2,000,123 Rail lower connector right 270

2,000,130 Front frame upper support
left

270

2,000,133 Bumper bracket right 270

2,000,134 Bumper bracket left 270

2,000,138 Frame front right 380

2,000,139 Radiator frame front 270

2,000,140 Front frame upper support
right

270

2,000,142 Frame front left 380

2,000,159 Housing support front left 270

2,000,160 Housing support front right 270

2,000,163 Rail outer right 380

2,000,164 Rail inner right 350

2,000,166 Rail inner left 350

2,000,168 Rail outer left 380

4 Result and Discussions

The parts shown in Table 1 are replaced with AA6082-T6 material and so the energy
absorption of the vehicle is affected due to the change of material. The focus of this
study was to examine the effect of the changed material on the crashworthiness of
the vehicle during a crash test. The above parts have individually shown a change in
energy absorptionwhich ultimately resulted in overall change of energy absorption of
the vehicle. The graphs below are showing an overall effect on the energy absorption
and crash pulse of the vehicle and the velocity of driver’s seat during a crash. A
comparison is drawn based on the increase or decrease of the energy absorption and
crash pulse. Some individual parts had showed a decrease in the energy absorption
but the overall effect on the car had been considered which is explained below.
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Fig. 10 Energy absorption curve for the whole car body, i.e. internal energy plot

4.1 Energy Absorption Curve

In the plot (Fig. 10) shown below, it can be seen that there is a slight increase of
1.99% in energy/shock absorbed by the car which is generated during a crash. This
means that AA6082-T6 absorbsmore energy of the crash than conventional materials
used in the car.

4.2 Crash Pulse

The plot (Fig. 11) shown below is the deceleration curve of the car. The lower
the negative peak of the crash pulse, lesser will be the impact of the crash on the
driver. As shown in the plot (Fig. 11) if the peak points of original and changed
acceleration are compared, a massive decrease in the acceleration and deceleration
of the car could been seen. The curve of changed acceleration is much smoother than
original acceleration. So, the net decrease in negative acceleration or deceleration is
approximately 31.48%. In an ideal condition, this curve is smooth and has a constant
decrease with the least negative slope possible so that the driver and passengers don’t
get fatally injured.

4.3 Velocity Curve

The plot (Fig. 12) shown below depicts the velocity time curve of the driver’s seat.
Here, more gradual decrease in the changed velocity as compared to original velocity
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Fig. 11 Crash pulse or deceleration curve of the car

Fig. 12 Velocity–time curve of the driver seat

can be seen. The average decrease in the velocity is 19.80%. This means that the
driver is travelling with much lesser velocity during the crash with changed material.
So, the chances of fatal injury are decreased in case of changed material.

5 Conclusions

This study had shown the effect of change of material on the crashworthiness of the
vehicle. The world is moving towards enhancing the safety provided to the occupants
of a vehicle during a crash and one of the methods for doing this is by changing the
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material of some parts of the vehicle, which ultimately enhances the shock absorption
capability of the vehicle. This study had been done in the same way; the material
had been changed to AA6082-T6 for the parts shown in Table 1. For some individual
parts, the energy absorption is coming out to be positive and for some parts, it is
coming out to be negative but an overall positive effect can be seen in the plot above.
It is also seen that the driver seat is retarding a bit slower than before which means
that the peak deceleration and velocity have been reduced which ultimately leads
to increased safety of the occupants in the vehicle than before. Since aluminium is
lighter in weight than steel so an overall weight reduction of 1.30% is seen in the
vehicle.
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i

√−1
ζ Damping ratio
E Young’s modulus
η Dynamic viscosity
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1 General Background

The railway is oneof the essential aspects of anynation’s development. Economically,
it is the best means for transporting large amount of goods and people over long land
routes. Railway is a solution to growing air pollution and traffic congestion [1],
it is even considered as a lifeline in various overpopulated cities over the world.
Its major drawback is the problem of noise and vibration which causes discomfort
to passengers and disturbance to people and buildings near its surroundings [1].
It also poses a threat to the safety of operation. With excess vibration, derailment
is always a possibility. With increased globalization and population, dependency
on railway increased manifolds in recent years, and thus understanding vibration
becomes important.

Rail pad is one of the critical components for any type of track. They are inserted
between sleepers and rails. It was first introduced on Amtrak and on British rail to
reduce the effect of impact loading on sleepers and to prevent cracking of rail seat
area [2]. The interest in resilient pads sparked around (1970–1980) period. Initial
pads were made up of natural rubber and later shifted to synthetic rubber and poly-
merswith development inmaterial science. Some initial experimentswere performed
in Battelle Columbus Laboratories [2]. Several field experiments were also carried
out by Pandrol International Limited during 1984–85. It considers different speeds
ranging from (70–160) km/hr, different rail pad materials (natural rubber, synthetic
rubber, plastics, composites, etc.), and different surface profiles (plain, grooved,
and studded patterns). For accurate recording data, these field experiments were
conducted usually for one whole day under average freight traffic and with varying
speed for one single type of rail pad. Different internationally standardized exper-
imental way of determining the dynamic stiffness of resilient material was devel-
oped later, which was broadly classified into direct and indirect methods [3]. Using
numericalmethods to solve track dynamics and vibrations acceleratedwith improved
computer’s efficiency and dedicated software’s which were able to solve complex
differential equations in minutes. Finite Element Method (FEM), Boundary Element
Method (BEM), Infinite Element Method (IFEM), etc. are different techniques for
simulating, based on the exact problem statement. Sometimes, a combination of this
method is also used for simulating problems.

1.1 Basic Theories and Equations

Rail pad is known to be made up of viscoelastic material. Such materials exhibit
properties of both elastic and viscous material upon deformation. Such material
has damping that is highly frequency dependent and is typically characterized by
Dynamic Mechanical Analysis [DMA]. In a perfectly elastic material, stress and
strain occur in phase, whereas, in a perfectly viscous material, there is a phase
difference of 90degrees between stress and strain.Aviscoelasticmaterial’s behaviour
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is somewhere between that of purely elastic and purely viscous material and exhibits
some phase lag of [0–90] degree, andmathematically it can be represented as Eqs. (1)
and (2):

ε = ε0 ∗ sin(wt) (1)

σ = σ0 ∗ sin(wt + δ) (2)

The stored energy, representing the elastic portion of the material, is represented
as ‘Storage Modulus’ (E ′) which is defined and given by Eq. (3):

[E ′ = σ0

ε0
∗ cosδ] (3)

The energy dissipated as heat, representing the viscous portion of the material, is
represented as ‘Loss Modulus’ (E ′′) and given by Eq. (4):

[E ′ ′ = σ0

ε0
∗ sinδ] (4)

The overall ‘Dynamic Modulus’ (E*) shown in Eq. (5) is expressed as the ratio
of stress to strain under vibratory conditions:

[E∗ = E
′ + i E

′ ′ ] (5)

Loss tangent (tanδ), expressed as the ratio of storage modulus to loss modulus,
gives the value of damping for suchmaterials. For low levels of damping, the damping
ratio (ζ) can be inferred as shown in Eq. (6):

(ζ = tanδ

2
) (6)

Another mathematical way to describe the behaviour of viscoelastic materials is
by the use of fractional calculus. A perfectly elastic material follows Hook’s law
which is given by Eq. (7):

σ(t) = E ∗ ε(t) (7)

A perfectly viscous material follows Newton’s law of viscosity which is presented
in Eq. (8):

σ(t) = η ∗ dε(t)

dt
(8)

These equations are not universal law; they are just mathematical model that
represents an ideal solid material. In real world, no material is perfectly elastic or
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viscous. For a viscoelastic material, derivative of ε(t) lies between 0 and 1 [ε(t): 0 <
(n) < 1]. The driving law for a viscoelastic material is thus given in Eq. (9),

σ(t) = ηn d
nε(t)

dtn
where (0 < n < 1) (9)

This fundamental fractional derivative equation is known as ‘Scott Blair Element’
or ‘Abel Dashpot’. Fractional calculus usually works well for dielectrics and
viscoelastic materials over the extended frequency range and time ranges. There
are numerous different ways or rules to compute the fractional derivative, unlike the
classical Newtonian derivatives. Other material models are also defined to aid in the
numericalmodelling of the rail pad. Thesematerialmodels are usually combinedwith
fractional calculus to determine elastic stiffness and viscous coefficient of the track
system. Some basic material models are ‘Kelvin-Voigt Model’ (spring and dampers
are in parallel), ‘Maxwell material Model’ (spring and dampers are in series) and
‘Zener model’ (spring parallel to a damper and spring in series), as shown in Figs. 1
and 2. But these material models alone satisfy poorly to experimental data and fail
to explain the actual behaviour of such materials [4, 5]. Some fractional derivative
models that are frequently used for the theoretical study are ‘Fractional Derivative
Kelvin-Voigt (FDKV)’, ‘Fractional Derivative Maxwell (FDM)’ and ‘5-Parameter
Fractional Derivative (FDV)’models. In the next section, all experimental techniques
which were used to calculate complex stiffness and damping values of rail pad and
how rail pad properties changes with temperature and frequency have been covered.

Fig. 1 Kelvin-Voigt
element, Maxwell
element [6]
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Fig. 2 Representation of different Zener models a Spring in series with Voigt, b spring in parallel
with Maxwell, c dashpot in series with Voigt, d dashpot in parallel with Maxwell [7]

2 Different Experimental Techniques Used to Determine
Rail Pad Properties

From the early 80 s, many researchers performed field and laboratory experiments to
understand the dynamic properties of rail pad. One of them was SL Grassie (1989),
who performed two field experiments and some laboratory experiments to find out
to what extent different rail pads attenuate the dynamic strain. The main concern at
that time was to minimize the damage incurred to sleeper and rail joints. One field
experiment was conducted at Coppull on B.R.’s West Coast Main Line (WCML)
under regular traffic with speeds varying from 80 km/h to 160 km/h. 13 different
rail pads with different material and surface shape were put into test. Another field
experiment was conducted in Australia and New Zealand (ANZ). In this, rail with
irregularities and joint defects was incorporated with four different rail pads. One
of the earliest experimental apparatuses was developed by Battelle for measuring
impact strains. The apparatus consisted of a short section of rail, rail pads and concrete
sleeper. Dropping a tub from a height on the railhead, the test was performed. Using
strain gauges, the rail pad’s attenuation was determined. The test was unable to yield
any useful result. Some modifications to the setup also proved ineffective. It took
several years to develop experimental apparatus that can apply static/harmonic loads
with frequencies of interest (resonance frequencies) [2].

Fenander [8] determined the stiffness and damping of rail pads under different
frequency and preload conditions. Field experiment was carried out on Sweden track,
which consisted of UIC60 rails, rail pads, concrete sleepers and ballast. Both static
loads and dynamic loads were applied by servo hydraulic cylinders placed on a



62 S. Padhi et al.

specifically designed railway wagon. A number of soft rail pads and stiffer (polymer-
based rail pads) were used for the test, and pad compression was measured. Force
versus displacement graphs were plotted for different rail pads. Although both field
and laboratory experiment results should coincide, stiffness is calculated from field
experiments which were higher than the stiffness calculated from laboratory exper-
iments. Different reasons like inaccurate preload value from field measurements,
different temperature conditions, different surface conditions between which rail
pads are placed, etc. may cause this discrepancy. From both types of measurements,
it was seen that stiffness of the rail pad increased with an increase in preload, but
only increased slightly with frequency. For low preloads, loss factor was also seen
growing with an increase in frequency for high frequency [8].

Thompson et al. [3] proposed an indirect method for measuring complex stiffness.
It was a more reliable method than the direct method as it could measure stiffness at
higher frequencies and for more degree of freedoms. Equivalent mass-spring system
for the apparatus can be seen in Fig. 3. Direct method measured stiffness directly
by using force transducer and displacement transducer. Common indirect methods
like ‘T.U. Delft’, ‘TU Berlin’, ‘TNO’, etc., were used for measuring dynamic rail
pad properties, but the direct method, despite its limitations, was a fast and efficient
measuring method [3].

Fig. 3 Equivalent mass-spring system of measurement apparatus (indirect method) [3]
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Maes et al. [4] used direct method setup at Vrije Universiteit Brussel (VUB) to
find dynamic stiffness and loss factor for different rail pads and compared it with a
reference Ethylene–Vinyl Acetate (EVA) pad. The reason for considering EVA as a
reference is that it is a highly elastic material with a very high stiffness value, and
all other materials considered for rail pad are softer than this. It was observed from
the experiment that the stiffer the rail pad, the lesser it is frequency dependent. Also,
with increase in preload, dynamic stiffness increases, whereas the loss factor hardly
changed with preload [4].

Remennikov et al. [10] studied ageing’s effect on stiffness, damping and resonance
frequency using the ‘Instrumented Impact Hammer’ technique. The apparatus was
developed at the University of Wollongong. Vibration response was measured in
a frequency range (0–1000) Hz using Bruel & Kjaer PULSE Vibration Analyser
system. It was concluded that static stiffness degrades with increased ageing of the
rail pad. The resonance frequency of worn pads was observed to be (5–15) % lower
than new pads. Stiffness and damping also decreased with ageing. The experiment
was performed with only three types of rail pads (two worn and one new) and thus
was able to show the approximate relationship between rail pad properties and ageing
[10].

Kaewunruen et al. [11] presented an alternative rail pad tester that can apply large
preloads. It highlighted the importance of accounting effects of preload on dynamic
properties of rail pad. The tester could apply a maximum preload of 400KN. The test
setup consisted of a concrete block supporting steel mass, preloading bolt system
and rail pad. Both new and worn ‘HDPE 5.5 mm’ and ‘studded 6.5 mm’ rail pads
were used as a specimen. It was observed that at moderate preload values (<100KN),
resonance frequencies changewith preloading butwith higher preloads, therewas the
negligible effect on resonant frequencies. From the load–deflection curve, stiffness
decreases with a decrease in preload and with an increase in age of the pad. The
results were compared with experimental data of ‘Track Testing Centre (TTC)’ and
‘TU Delft (DUT)’ [11].

‘Dynamic mechanical analysis (DMA)’ is a technique in which sinusoidal stress
or strain is applied and it measures the corresponding displacement to find complex
stiffness. This technique was significantly less complex than other rail pad test setups
and considered the effect of preload, temperature and frequency on the specimen. The
apparatus also be used to find the glass transition temperature. Not many researchers
have worked on DMA. Qiao et al. [12] presented dynamic mechanical analysis using
‘T.A. Instruments DMA 2980’. In the apparatus, the specimen was held fixed with
both ends cantilevered and excited by a constant strain amplitude of 15 μm. The
experiment was performed with different temperature ranging from −80C to 70C
and frequency ranging from 1 to 20 Hz. Results obtained showed a similar trend
as to how complex modulus and loss factor vary with temperature and frequency.
The loss factor reached its maximum at glass transition temperature due to particle–
particle contact interaction. Using this theory, glass transition temperature was also
determined [12]. Using the same DMA technique, Oregui et al. [13] experimented
on three rail pads (FC9, FC1530, Orange). The dynamic properties of rail pads were
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determined using the time–temperature superposition (TTS) and William-Landel-
Ferry (WLF) formula over a broad frequency range, temperature and preloads, and
also a Prony series material model was proposed, which was in good agreement with
experimental data [13].

Wei et al. [14] used a ‘Universal Testing Machine’ fitted with a control box that
can regulate temperature (−70C to 120C) and is capable of exerting a maximum load
of 110KN with a maximum loading speed of 80KN/sec (0.8 Hz) [15]. The apparatus
consisted of a section of rail, a loading steel plate, two supporting steel plates, some
emery cloths and a rail pad, and for the experiment, a large-amplitude quasi-static load
was simulated, and dynamic force–displacement curves were plotted at 30KN/sec
(0.3 Hz) for three commonly used rail pads in the Chinese high-speed rail network
and using the TTS technique and WLF formula the dynamic properties for higher
frequency and under different temperature were predicted [15]. Results revealed that
the complex stiffness of the rail pad is sensitive at low temperatures and increased
frequency, and the complex stiffness increased as temperature decreased, with the
loss factor peaking at glass transformation temperatures [15].

It has been observed that ‘Universal Testing Machine’ with temperature control
box was emerged as latest technology. Next section covers various numerical
method to study the properties of rail pad stiffness and damping at different running
conditions.

3 Analytical/Numerical Techniques to Understand Rail
Pad Properties and Their Effect on Track Vibrations

For the last few decades, various numerical techniques have been developed to
study the material properties of rail pad. Bagley et al. [9] presented the fractional
calculus approach for determining the macroscopic behaviour of viscoelastic mate-
rial. Many researchers like A. Gemant, P.G. Nutting andM. Caputo, who worked in a
similar domain, agreed that fractional calculus should be used to model viscoelastic
behaviour. The stress and strain are related by Eq. (9). Mathematically, the model
was represented as

σ(t) = E0.ε(t) + E1.D
α[ε(t)] (10)

Riemann andLiouville formula is generally used to define the fractional derivative
portion of the equation (Dα[ε(t)]).

Dα[ε(t)] = 1

�(1 − α)

d

dt

t∫

0

ε(τ )

(t − τ)α
dτ, 0 < α < 1 (11)
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To characterize the frequency-dependent properties of the material, Fourier trans-
formwas used, and by the least-squaremethod, various parameters of themodel were
determined. The results were impressive and accurately predicted the frequency-
dependent stress–strain relationship. The author also discussed molecular theories
and how the concept of the fractional derivative relationship between stress and strain
originated from these basic molecular theories [9].

Fenander [8] used the four-parameter fractional derivative model for rail pad.
The model described the connection between tensile force F(t) to corresponding
elongation x(t) as shown in Eq. (12)

F(t) + lDαF(t) = k0x(t) + k1D
αx(t), 0 < α < 1 (12)

The above equation terms ‘α’, ‘k0’, ‘k1’ and ‘l’ are the four unknown parameters
that are determined by the help of experimental data. The fractional derivative oper-
ator [Dαx(t)] was described similar to Eq. (11). Expression for complex stiffness was
derived by applying Fourier transformation. To solve the differential equation and
determine the unknown parameters, the ‘Rosen Brock Optimization Algorithm’ was
used.Measured stiffness from the fractional derivativemodel was accurate compared
to available data [8].

Maes et al. [4] used a computational numerical programme to model a rail
pad using the Poynting-Thompson material model (i.e. spring connected parallel
to damper and spring connected in series). The material model has the power to
separate the influence of frequency from the effects of preload [4] and this adapted
material model was developed by Dynatrack [16]. The adapted Poynting-Thompson
model was unable to accurately explain the damping behaviour of the rail pad and
failed to satisfy experimental results. Up to 2000 Hz, the stiffness predicted was
in good agreement with the measured result from the experiment, but after that the
model was unable to predict stiffness increase above 2000 Hz [16].

Galvin et al. [17] developed a 3D model and solved it using numerical techniques
to analyse train-induced vibrations. The focus of this work was to analyse how
vibration of the track is affected by soil conditions and by discontinuous structures
like underpass, bridge or buildings near the track. The model is numerically solved
using Boundary Element Method (BEM) integrated with the Finite Element Method
(FEM). By use of an iterative algorithm, coupling of both methods into a single
model is carried out. The fastening system and rail pad are modelled as a viscous
material damping element [17].

Koroma et al. [18] used a nonlinear Poynting-Thomson viscoelastic model
involving three parameters to investigate the effects of preload and frequency. Rail
was discretely assisted on rail pads in the model and was subjected to static and
dynamic loads, also FEM and time integration scheme were used to solve it in the
time domain and to determine static displacements and preloaded stiffness of rail
pads, a Newton–Raphson iterative technique was used and this was followed by
dynamic load analysis, in which the track was subjected to a load while travelling at
a certain speed, the stiffness distribution, in this case, was dependent on the speed of
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the load and it was observed that reaction force amplitude and dynamic amplification
reduces, but dynamic stiffness increases with increase in preload [18].

Oregui et al. [19] developed a frequency-dependent model (Prony series) to study
effect of rail pad on vertical track dynamics. The author also did sensitivity analysis
to find out which variable has more influence on output and mainly focus on it.
A three-dimensional finite element model with frequency-dependent rail pads was
developed. It consisted of a long track with 24 NS90 sleepers, UIC54 rails, FC9
rail pads and clamps. A frictional contact (μ = 0.75) was defined between the rail
and the upper surface of the rail pad. Preload was simulated by considering two
springs per clip. The author also simulated hammer tests on the track by using ‘LS-
Dyna’ software. The vertical track response was barely affected in high frequency
range (2000–3000 Hz) but showed a significant difference in low frequency range
(0–100 Hz). Rail pad properties changed with temperature, but the temperature had
very less influence on the track’s vertical response. Also, with decrease in preload,
the rail resonance shifts to lower frequencies. The ageing of the rail pad also affects
track response; more the rail pad is worn out, the more the rail resonance shifts to
lower frequency because it loses its damping capacity with time [19].

Wei et al. [14] used Fractional Derivative Kelvin-Voigt (FDKV) to analyse
frequency and temperature-dependent dynamic properties of rail pad theoretically.
The FDKV model is represented similar to Eq. (10). The fractional derivative oper-
ator (Dα) was also defined by a similar Eq. (11), known as Riemann and Liouville
formula. However, for a numerical solution for the FDKV model, the Grunwald–
Letnikov formula is preferred over the Riemann–Liouville formula. The storage
stiffness, loss stiffness and loss factor of rail pad in frequency domain were calcu-
lated by applying the Fourier transformation on FDKVmodel. The FDKVmodel was
coupled with the Euler beam differential equation of rail to obtain a vertical train-
track-coupled dynamic model. Numerical techniques solved the tedious calculation
part, and vertical vibration against frequency was plotted. The author also compared
the FDKVmodel toK.V.model and observed that vertical vibrations levels calculated
with the FDKV model were higher than the model using KV model [14].

Khajehdezfuly [20] developed a 2-D model of vehicle sub-model and slab-track
sub-model and connected them with nonlinear Hertz spring and solved the model
analytically using Newmark-beta method and Newton–Raphson iterative scheme.
An implicit approach was used to solve differential equations of motion for given
time domain. The slab-track sub-model consisted of rail, rail pad, concrete sleeper,
resilient layer, continuous concrete base and subgrade. Rail was modelled as Timo-
shenko beam element, which is a much accurate way of modelling rail, especially
when large deflection is expected. Concrete sleeper, on the other hand, is modelled
as Euler–Bernoulli beam, the rest of the slab-track components are modelled as a
spring-dashpot element. The vehicle sub-model, simulated as a multi-body system
and suspension, wasmodelled as a spring-dashpot element. Rail irregularity of wave-
length 0.25, 0.5, 1 and 4 m with different amplitude was also included in the model.
The term ‘Dynamic Impact Factor(DIF)’ was defined to understand the severity of
the wheel/rail contact force and wheel jumping phenomenon. From results, it was
observed that, in general, with an increase in stiffness of the rail pad, the rail/wheel
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force (DIF) increases. With the increase in velocity, DIF increases up to critical
velocity and then decreases. Low-amplitude irregularity didn’t have any significant
effect on rail/wheel force, but the high amplitude irregularity does have, depending
upon the wavelength of irregularity [20].

Ping Wang et al. [21] studied the impact of rail pad’s frequency and temperature-
dependent properties on rail’s vibrations and rolling noise. The fractional derivative
Zener (FDZ)model was considered formodelling the rail pad. The unknown parame-
ters of the FDZmodelwere approximated fromexperimental results. Full trackmodel
withVossloh 300 rail pad, ballast less track and rail (as Timoshenko beam)wasmade.
Using a combination of the semi-implicit Euler method (Symplectic method) and
spectral element method, in short known as SEM-SM method, vertical rail recep-
tance and decay ratewere calculated. Basicmodal analysiswas also carried out by the
author. It was observed that the inclusion of frequency- and temperature-dependent
stiffness and damping had a significant impact on track dynamic characteristics below
500 Hz and −20C. The first-order bending resonance was also affected by this,
whereas pinned–pinned resonance hardly changed. The rail’s LF high attenuation
frequency band widened, and the decay rate appeared to increase with the inclusion.
The author finally concluded that at low temperatures (below −20C), the rail decay
rate increases sharply in the entire frequency domain and it becomes important to
take in consideration the temperature-dependent and frequency-dependent properties
of rail pad (especially trains working in cold regions) while modelling [21].

Kedia et al. [22] Using a track interaction model of train, this paper was focussed
on investigating the effects of irregularities in rail-rail pad, whichmay produce noises
and track vibrations and for this the ballast-track structure wasmodelled as an infinite
rail, rested on a viscoelastic foundation, and an Indian vehicle rail was modelled
which acted as an analogous spring mass damper system [22]. The data for the long
wavelength track irregularity was developed using the Sato-track spectrum, and the
data for the short-wavelength track irregularity was collected from the field, and
it was found that shorter wavelength vibrations and noise levels were found to be
greater than longwavelength vibrations and noise levels, withmagnitudes beyond the
limitations set by Indian Railways standards, also the track properties were changed
to address this problem, and it was discovered that stiffer pads decreased vibration
levels in the range of 6 dB–23 dB and the noise level in the range of 7dBA–15dBA,
which lead the author to recommend stiffer pads for the ballast-track structure [22].

Ulu et al. proposed unnecessary movements on the railroad structure and inside
the vehicle are caused by a rapid shift in superstructure stiffness of railway lines, such
as transfer areas, during crossings at the beginning and finishing points of tunnels,
bridges or railway switches. To reduce the dynamic effects of transition zones on
railway vehicles, the author studied four separate scenarios, as shown in the Table 1,
which were created to illustrate the controllers’ success and stability. As the success
of the control algorithms was compared to the Integral Square Error (ISE) efficiency
indices and Power Spectral Density (PSD) in both time and frequency domains, it
was discovered that the superstructure transition zone effects were nearly eliminated
by both controllers, and the rail irregularity effects were much more powerful than
transitional effects for displacement. In contrast to the unloaded situation, the transfer
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Table 1 Situations of created scenarios

Situation of scenarios 1 2 3 4

Transition zone Exist Exist Exist Exist

Load condition of rail vehicle Unloaded Unloaded Fully- loaded Fully- loaded

Rail irregularity Absent Exist Absent Exist

Longitudinal velocity of rail vehicle 50 km/h 50 km/h 80 km/h 80 km/h

results improved by almost two times in a fully loaded scenario, but control achieve-
ments remained constant as the same control gains were used, while control forces
increased by two times. The vibrations in the fully loaded scenario under the effects
of rail superstructure change and rail irregularity at high speed was not substan-
tially different from the irregularity-existing unloaded rail scenario, indicating that
the track irregularity was the most dominant influence in terms of vibration. Aside
from transfer zones, certain track problems such as swing rail pads, pumped ballast
and rail deformations often cause passenger discomfort and can result in increased
service, maintenance costs and, most importantly, derailment risks [23].

4 Conclusion

This paper tried to cover most of the methods and techniques used to understand the
dynamic properties of rail pads. It also covered a brief history of rail pads and why
there was a need to study them and an approach has been made to understand the
behaviour of rail pad and their effects on track vibration. In this paper, author tried
to chronologically illustrate the developments that took overtime from the 1980s to
the present day The paper also extensively discussed how dynamic properties of rail
pad vary with frequency, temperature, preload and ageing. In recent years, the focus
has slightly been shifted. Researchers are working more on the interrelationship
between rail pad, wheel and rail irregularities and combined effect of these two on
wheel jumping phenomenon and track vibrations. Though a limited literature has
been found which focussed on the behaviour of rail pad with the irregularities.
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Design Analysis of an Electric Go-Kart

Sunny Bhatia, Anshul Gautam, Antash Dhiman, Farhan Mukhtar,
and Priyansh Sharma

1 Introduction

Electric vehicle technology has been around since the late 1800s [10]. The electric-
powered Go-Kart is a four-wheeled conveyance that is compact in design, facile
to run, and light in weight The Go-Karts are small and open four-wheel vehicles
[7]. The Go-Kart is a vehicle that is simple, lightweight, and compact, and easy
to operate [9]. It is particularly utilized for racing purpose on a flat track [1]. Go-
Kart is a diminutive four-wheeled conveyance with no suspension and differential.
It is mild-powered conveyance which is normally applied for racing purpose. The
basic difference between an electric Go-Kart and a conventional kart is that the
environment is polluted by the conventional kart because these karts run by petrol
engines, so there is an important need to find the alternatives and an electric Go-
Kart is one of the best possible alternatives. Owing to the go-green concept [7], this
paper endeavors to offer an observation into the strategy and production measures
this is obligatory while engineering large acquirement electrical power train [2].
So, verbalizing its floor clearance is far very low which is why it cannot run on
hard roads. The chassis is impartial of suspension to experience the thrill. Electric
Go-Kart is a low maintenance conveyance. We make use of the lead-acid battery
in place of a lithium-ion battery. Electric Go-Kart is more secure when there may
be any collision or contingency transpire because there are no gasoline tanks in it
and lead-acid battery is safer than lithium-ion battery because lithium can still catch
fire on exploding if several damaged is transpire in contingency or collision after
utilizing lead-acid battery we will surmount but there is moreover major downside
of it. That the lead-acid battery life may be very short. Because of this, a greater
path of work is to be devised and increases a more secure and useful conveyance
predicted primarily based on a torsion loss and inflexible body. Although plenty of
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Fig. 1 Basic layout of electric Go-Kart

paintings have been maintained on the Electric Go-Kart, a systematic observation on
imposing the contemporary technology in the Go-Kart is required to be done. The
chassis is designed in such a way that it requires fewer materials and the ability to
withstand loads applied on it [9]. This work offers to grow a retrofit Go-Kart with
reduced weight by way of selecting a suitable material for the chassis. The design
stage is very crucial because of various dynamic problems. So the proper analysis
should be done because of safety purposes [7]. These chassis have been modeled and
analyzed using a software program like BLENDER and FUSION 360.

2 Design Section with Layout

An electric Go-Kart is powered by electric motors and batteries, as opposing to a
classic petrol engine. The drivetrain consists of themotor, transmission, and any drive
wheels. Drivetrain components need to be mounted robustly and operate efficiently
to be safe and effective [8]. It is cheaper and its running cost is very low than the
conventional IC engine. Electric Go-Karts required low maintenance, they require
only lead-acid batteries of the Go-Karts to be plugged into an array of chargers after
each run and they are free of impurities and do not emit smoke. Electric Go-Karts
do not have fuel tanks or other combustible materials that could be safe in the event
of an accident. The basic layout of electric Go-Kart is shown in Fig. 1.

3 Basic Components of Electric Go-Kart

There are three main components of electric Go-Kart by which the electric Go-Kart
is run which are.
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1. Motor.
2. Controller.
3. Battery.

3.1 Motor

It is an electrical device that converts electrical energy into mechanical power. Most
electric automobiles manipulate through the reciprocal action among the magnetic
field and electric current in a twine winding to create force in the form of power
applied on the controller. So, we use a BLDC (brushless direct current) motor which
is of 48 V and 1000 watts so it can withstand with driver weight and material weight.

3.2 Controller

A controller is a corresponding contrivance that seizes an input sign from a quantified
transform variable, examines this price with that of a deliberate manage point price
(set point), and whole congruous significance of the output signal demanded through
the final manipulate issues to offer to heal action within a manipulate loop. An
electronic controller uses electrical signals and an analog end to obtain its amenable,
correlative, and corrective functions, an electric sensor (thermocouple, RTD, or trans-
mitter) established at the quantified position continuously sends an input signal to
the controller. So we use a 48-V and 1000-W controller to control the current and
speed of a motor. The main motive and the purpose of a controller is to control and
regulate the speed and the current of the motor, but in this electric Go-Kart we have
used a separate controller for this purpose.

3.3 Battery

A battery is a device that stores chemical energy and coverts it into the electrical
energy. We use four lead-acid batteries of 12 V and 24 Ah (ampere-hour) because it
is cheap and reliable. It is found to run the electric-powered motor by way of giving
it electrical power. The purpose of using these type of batteries is that the material
is easily available in the market, the material is not expensive and can be easily
transported.

The specifications of electric Go-Kart components, weight and load distribution
are tabulated in Tables 1 and 2.
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Table 1 Specification of
components

Components Volt Watt Ampere

Motor 48 V 1000 W –

Controller 48 V 1000 W –

Battery 12 V (4-Pack) – 32 AH

Table 2 Components weight
and weight and load
distribution

Components Weight (Kg) Load (N)

Motor 28 274.8

Controller 7.9 77.4

Battery 0.6 5

Driver 70 686.7

Table 3 Material
requirement for electric
Go-Kart

Components Material Safety factor

Body 1 Iron, Gray Cast ASTM A48
Grade 35

Yield strength

Body 2 Iron, Gray Cast ASTM A48
Grade 35

Yield strength

4 Materials and Methodology

The actual graft started from the assortment and examination of the material after
considering all the aspects regarding the designing of the Go- Kart and simulation
has been done on Fusion360 and based on the literature work and the results attained
the design was completed. Go-Kart wants to bemild for correct dealing withmaterial
and manages the chassis or body is what needs to be mild and stiff. The high-grade
content plays very important role to determine the hardness, strength, machining,
and weld ability characteristics. Material selection for chassis plays a vital role in
building up entire vehicle in providing reliability, safety, and endurance [9]. The
material requirement for an electric Go-Kart is tabulated in Table 3.

5 Design

Thebasic considerations to be consideredwhile designing an electricGo-Kart include
strength and lightweight. The selection of material is very important. The materials
selected are iron, Gray Cast ASTM A48 Grade 35. It is one of the proper materials
for kart chassis and is used because it possesses high tensile strength and is light
in weight [12]. The chassis is designed in such a way that it includes factors like
density, elasticity, elongation, the strength-to-weight ratio, thermal expansion, and
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Table 4 Specifications of
iron, Gray Cast ASTM A48
Grade 35

Specifications Values

Density 7.395E-06 kg/mmˆ3

Young’s modulus 109,626 MPa

Poisson’s ratio 0.244

Yield strength 251.7 MPa

Ultimate tensile strength 334 MPa

Thermal conductivity 0.04804 W/(mm C)

Thermal expansion coefficient 1.206E-05/C

Specific heat 450 J/(kg C)

yield stress. The specifications of iron, Gray Cast ASTMA48 Grade 35 are tabulated
in Table 4.

5.1 CAD Design of Go-Kart Chassis

The Go-Kart chassis material is considered depending upon the various factors such
as stress during impact, strain during impact, and displacement. After understanding
the parameters, the design is given to the Go-Kart with the help of the software
used. The chassis of Go-Kart is a skeleton frame made up of hollow pipes and other
materials of different cross sections. The chassis of Go-Kart must be stable with
high torsional rigidity, as well as it should have relatively high degree of flexibility
as there is no suspension. So that it can give enough strength to withstand with grub
load as well as with other accessories [9]. The chassis is designed in such a way that
it should ride safe and the load that applies does not change the structural strength
of the chassis [9]. The design of the chassis of Go-Kart is designed in CAD software
with the help of the different types of load conditions, constraints, and induced von
Mises stress and strain is calculated for which Fusion 360 software is used [6]. The
gravity makes an important role in this modeling, so we take the weight of a driver
on an average 70 kg and take different component weights and convert thermo to
Newton and then applied on the Go-Kart chassis.

5.2 Top View of Chassis

The chassis top view is shown in Figs. 2 and 3.



76 S. Bhatia et al.

Fig. 2 Chassis top view

Fig. 3 Chassis top view

5.3 Chassis Dimension

This is the basic size of the chassis design. So, theGo-Kart chassis should be balanced
with immense torsional strength and should have a high degree of flexibility as
there is no suspension in it. The iron gray cast is more economic and durable but
it is slightly heavier in weight. So we calculate stress, strain, and displacement on
material by applying different constraints, loads, and von Misses. The stress, strain,
and displacement are shown in Figs. 4, 5 and 6.

5.4 Stress During Impact

See Fig. 4.
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Fig. 4 Stress

Fig. 5 Strain

5.5 Strain During Impact

See Fig. 5.

5.6 Displacement

See Fig. 6.
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Fig. 6 Displacement

Fig. 7 Electric Go-Kart
front view

5.7 3D Modeling of Go-Kart

In designing a Go-Kart, the 3D modeling of the Go-Kart frame can be done using
any 3D CAD software, but we use a blender for this. While designing a vehicle
like a Go-Kart one of the important steps is 3D modeling. 3D modeling Go-Kart
frame allows us to make all possible iterations on the vehicle in the virtual world.
By making all possible modifications before passing to fabrications, mistakes and
wastage of materials can be reduced.

5.7.1 Front View

The front view of electric Go-Kart is shown in Fig. 7.

5.7.2 Back View

The back view of electric Go-Kart is shown in Fig. 8.
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Fig. 8 Electric Go-Kart
back view

6 Result and Discussion

The result clearly shows the slight difference of stress and strain in Iron, Gray Cast
ASTM A48 Grade 35 because of the material weight and its physical properties and
is tabulated in Table 5. The material is light in weight; it is cheaper and more durable.
So, we choose this material to construct an electric Go-Kart. The material selected
for the chassis building withholds strength and more durability.

7 Conclusion

The electric Go-Kart was finally evaluated and concluded and by considering all
the possible factors while designing and analyzing it was found that Iron Gray Cast
ASTMA48Grade 35material ismore economic and durable for designing aGo-Kart.
The priority in this paper was to build a Go-Kart with least cost without negotiating
the safety and performance of the vehicle. The final result is a desired Go-Kart
design meeting all the above factors above in this paper. The design of chassis for
Go-Kart can broaden many skills. By use of modeling software like fusion 360 or
blender are vital to obtaining our choice design. By using this software, we design
a 3D model of a Go-Kart and analyzes the stress and strain when different types of
the load are acting on it. Designing of electric Go-Kart chassis was made on this
paper which offers a brief conception approximately how electric power kart may be
made for commercial and research purposes. Designing of electric Go-Kart is facile,
affordable, and effectively authorized of next technology as a source of clean and
sustainable electricity.



80 S. Bhatia et al.

Table 5 Results Name Minimum Maximum

Safety factor

Safety factor (per body) 15 15

Stress

von Mises 0 MPa 0.001415 MPa

First principle −5.955E-04 MPa 9.518E-04 MPa

Third principle −0.001894 MPa 7.153E-05 MPa

Normal XX −6.889E-04 MPa 3.915E-04 MPa

Normal YY −6.657E-04 MPa 3.145E-04 MPa

Normal ZZ −0.00188 MPa 1.544E-04 MPa

Shear XY −1.512E-04 MPa 1.97E-04 MPa

Shear YZ −4.779E-04 MPa 6.704E-04 MPa

Shear ZX −5.42E-04 MPa 8.127E-04 MPa

Displacement

Total 0 mm 4.494E-07 mm

X −4.076E-08 mm 4.29E-08 mm

Y −4.894E-08 mm 5.107E-08 mm

Z −4.485E-07 mm 4.698E-09 mm

Reaction force

Total 0 N 4.636 N

X −0.4584 N 0.4423 N

Y −0.5612 N 0.5669 N

Z −1.768 N 4.634 N

Strain

Equivalent 0 2.134E-08

First principle −2.325E-10 1.926E-08

Third principle −1.768E-08 0

Normal XX −4.499E-09 3.359E-09

Normal YY −2.085E-09 2.03E-09

Normal ZZ −1.478E-08 1.375E-09

Shear XY −3.432E-09 4.471E-09

Shear YZ −1.085E-08 1.521E-08

Shear ZX −1.23E-08 1.844E-08

Contact pressure

Total 0 MPa 1.885E-04 MPa

X −2.358E-05 MPa 1.73E-05 MPa

Y −3.693E-05 MPa 4.715E-05 MPa

Z −1.238E-04 MPa 1.884E-04 MPa
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Identification and Ranking of Supply
Chain Risks Using Fuzzy TOPSIS:
A Case Study of Indian Automotive
Manufacturing

Vinod G. Surange and Sanjay U. Bokade

1 Introduction

The automotive supply chain is a complex network of multiple associated agents.
The globalization trend and dependencies of numerous activities involved in an inte-
grated process of planning, sourcing, manufacturing, delivering and returning makes
entire SC susceptible to multiple risks with adverse impact [1, 2, 3]. The internal
supply chain encompasses activities involved within an enterprise like purchase,
process, make, warehousing and sell, while the external supply chain includes all the
agents involved in transforming rawmaterial to finished products which are received
by customers [4]. Figure 1 shows internal and external SC along with the flow of
information, money and logistics across SC.

This research aims to identify risks predominant to the automotive supply
chain and rank them according to their adverse impact severity on five different
criteria (C) using the Technique for Ordered Preference and Similarity to Ideal
Solution (TOPSIS) under fuzzy environment (FTOPSIS) [6, 7]. Authors [8] intro-
duced the theory of fuzzy sets. It is helpful under an uncertain environment for
effective decision-making [9, 10, 11]. Financial Aspects, Operations/Activities,
Brand/Reputation, Schedule/Timeline, Product Quality and Reliability are the five
criteria for this study.
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Fig. 1 Supply chain network [5]

2 Risk Factors Identified Through Literature Review

Table 1 enlisted the risk factors identified from the literature and confirmed after
discussion with automotive manufacturing industry experts.

3 Industry Input

Table 2 presents industry experts’ profile for obtaining a linguistic assessment of the
importance of criteria selected for study and the impact severity of each risk factor
on criteria.
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Table 1 Critical risk factors to automotive supply chain

Code Risk factor Description Reference

R1 Natural disasters External unforeseeable
environmental risks such as
flood, drought, tsunami,
earthquake, hurricane, disease
outbreak

[4, 12, 13]

R2 Manmade disasters Blunders, system failure with
the intent of human, strikes,
political unrest

[4, 12]

R3 Risks related to ICT Cyber-attacks, virus intrusion,
failure of IT systems,
vulnerability due to complex
network, data alteration/loss

[4, 12]

R4 Risks related to
competition/competitive risks

Merger and acquisitions of
significant brands, strategies of
competitors

[14–17]

R5 Risks related to raw materials Scarcity of raw material,
inferior quality of raw material,
price fluctuations

[4, 12, 18, 19]

R6 Risks related to suppliers Transactional relationship, poor
process quality, improper
supplier selection process, the
bankruptcy of supplier, an
inadequate response

[4, 12, 18, 20–23]

R7 Risks due to delays Complicated processes in
obtaining clearance from
regulatory bodies, strikes, delay
because of suppliers’ internal
issues, delay due to critical
part/process failure

[4, 12]

R8 Market demand risks Error in the forecast, market
uncertainty, Bullwhip effect

[4, 12, 18, 24]

R9 Economic risks Tax laws changes, exchange
rate variations, issues related to
payment processing,
untimely/less than market
standard payment to employees

[18, 20, 22, 25–28]

R10 Risks related to management Lack of top management
commitment, strategic and
tactical imbalance, inability to
resolve conflicts, delay in
decision-making, lack of
transparency

[4, 29, 28, 30-36]

(continued)



86 V. G. Surange and S. U. Bokade

Table 1 (continued)

Code Risk factor Description Reference

R11 Risks related to tools and
techniques

Inability to adopt new
technology, adhering to the
traditional approach, no
encouragement for advanced
tools adoption

[4, 26, 37]

R12 Risks related to employees Incompetence, low skill sets, no
training, poor attitude

[4, 18, 34, 37, 38]

R13 Risks related to the impact of
product/processes on the
environment

Pollution, waste creation, no
concern about the environment

[19]

Table 2 Industry experts profile

Industry expert (IE) no Designation Total experience in
years

Industry type

1 Design Engineer 5 Automobile

2 Supply chain analyst 5 Research Associate

3 Sr. Project Manager 22 Steel, cladding and
framing industry

4 Sr. Project Manager 12 Technical
consultancy

5 Manager 12 Compressors and
pumps
manufacturing

6 Senior Design
Engineer

8 Automotive seating
design and
manufacturing

7 ISO Consultant (Risk
Management)

10 Consultancy
(certification)

Fig. 2 Process of CRFs ranking
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Table 3 Fuzzy linguistic
expressions and fuzzy
triangular numbers for criteria
and risk ratings

Weight of each criteria
linguistic variables

Ratings of risks linguistic
variables

Linguistic
expression

Fuzzy
triangular
number

Linguistic
expression

Fuzzy
triangular
number

Extreme less (0, 0, 0.1) Very poor (0, 0, 1)

Less (0, 0.1, 0.3) Poor (0, 1, 3)

Moderately
less

(0.1, 0.3, 0.5) Moderately
poor

(1, 3, 5)

Moderate (0.3, 0.5, 0.7) Fair (3, 5, 7)

Moderately
high

(0.5, 0.7, 0.9) Moderately
risky

(5, 7, 9)

High (0.7, 0.9,
0.10)

Risky (7, 9, 10)

Extreme high (0.9, 1.0, 1.0) Very risky (9, 10, 10)

4 Methodology

Figure 2 presents a flowchart of steps followed to obtain the ranking of critical risk
factors using FTOPSIS.

Table 3 presents the linguistic variables used for evaluating criteria (C) weights
and the associated Triangular Fuzzy Numbers (TFNs). The evaluation is obtained
from seven decision-makers (DM).

The impact severity of each risk (R) on each criterion (C) by DMs was evaluated
using variables. Table 3 presents the membership function for risk impact ratings.

5 Steps in Fuzzy TOPSIS

5.1 Step I: Criteria and Risk Factors Rating Allocation

Let,
j = Critical risk factors (R) (j = 1, 2, 3…n);
k = Number of industry decision-makers (DM) (k = 1, 2, 3…0.7);
R = {R1, R2, R3…… Rj} to be rated against ‘m’ criteria (C);
C = {C1, C2, C3……. Cm};
Wi = Weights of criteria, where i = 1, 2, 3……m.
Table 4 presents aggregate linguistic assessment made by decision-makers from

the industry. ‘DMk’ denotes rating given by each DM (k = 1, 2, 3…. k) for each risk
factor Rj (j = 1,2,3…n) against criteria of evaluation Ci (i = 1, 2, 3….m) which are
indicated by R̃ k = x̃ ijk (i = 1, 2, 3….m; j = 1,2,3…n, k = 1, 2, 3…. k) with the
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Table 4 Aggregate fuzzy
weight of linguistic
assessment by DMs for each
criterion

L-FW M-FW H-FW

C 1 0.3000 0.7571 1.0000

C 2 0.5000 0.8429 1.0000

C 3 0.3000 0.7143 1.0000

C 4 0.5000 0.8571 1.0000

C 5 0.5000 0.9000 1.0000

membership value µR̃k
(x). Linguistic assessment of all 13 CRFs with DMs input is

as shown in Table 6. The assessment was done for all 13 CRFs based on their adverse
impact severity—higher the rating, severe is the impact of CRFs on criteria.

5.2 Step II: Development of Combined Fuzzy Rating
for Criteria

Triangular fuzzy numbers are assigned to fuzzy rating valuation by all DMs.
[Ṽ k = (ak ,bk , ck), k = 1, 2, 3…. k].
Ṽ k = (a, b, c), k = 1, 2, 3…. k, a = mink{ak}, b = 1

k

∑k
1 bk , c=maxk{ck}.

The aggregated fuzzy decision matrix for the weight of criteria W̃ i = (w̃1,
w̃2, w̃3 . . . ..w̃m) is presented in Table 4.

5.3 Step III: Generation of the Decision Matrix Under Fuzzy
Environment

A decision matrix under a fuzzy environment for risk factors is computed as follows:

5.4 Step IV: Fuzzy Decision Matrix Normalization

The normalization is done as shown in Table 5 by utilizing linear scale transformation
using the following formulae:
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R̃ = [r̃i j ]n x m (i = 1, 2, 3….m; j = 1,2,3…n), where.
r̃i j = ( ai jc∗

j
, bi jc∗

j
,
ci j
c∗
j
),c∗

j = max {ci j }, j ∈ B, B = important criteria.

5.5 Step V: Formation of the Weighted Normalized Matrix

Table 6 shows the computation of the weighted normalized matrix by multiplying
each member of the normalized matrix by the weight of the respective criterion.

Ỹ = [ỹi j ]n x m (i = 1, 2, 3….m; j = 1,2,3…n).
ỹi j = r̃i j (.) w̃i .

5.6 Step VI: FPIS (A + ) and the FNIS(A-) Calculation

The Positive Ideal Solution (PIS A + ) and Negative Ideal Solution (NIS A-) under
fuzzy environment are calculated as follows:

A + = ( ṽ+
1 , ṽ

+
2 . . . . . . ṽ+

m )
A- = ( ṽ−

1 , ṽ
−
2 . . . . . . ṽ−

m )
ṽ+
i = [(1,1,1), (1,1,1), (1,1,1)].
ṽ−
i = [(0,0,0), (0,0,0), (0,0,0)] i = 1,2,3…m.

5.7 Step VII: Distance Calculation of Each Risk Factor
from FPIS and FNIS

The distance between two fuzzy numbers x̃ (a1, a2, a3) and ỹ (b1, b2, b3) is calculated
as.

d ( x̃ , ỹ) =
√

1
3 [(a1 − b1)

2 + (a2 − b2)
2 + (a3 − b3)

2]
d+
j = ∑m

i=1 d(ṽ j i , v
+
i ) j = 1,2,3…n.

d−
j = ∑m

i=1 d(ṽ j i , v
−
i ) j = 1,2,3…n.

Table 7 presents calculated distances, where d (.,.) denotes computed distance
between two fuzzy numbers, i.e. Risk Factor (RF) and FPIS/FNIS.

5.8 Step VIII: Determining Closeness Coefficient (CCi)
of Each Risk Factor

The closeness coefficient (CCi) represents the simultaneous distance of the FPIS d+
j

and FNIS d−
j as shown in Table 8.
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Table 8 Closeness
coefficient of each risk factor

Risks d+
j d−

j CCi

R1 2.9618 3.2790 0.5254

R2 3.0124 3.2559 0.5194

R3 2.9192 3.3527 0.5346

R4 3.1254 3.2291 0.5082

R5 2.8463 3.3560 0.5411

R6 2.9970 3.3820 0.5302

R7 2.7376 3.4728 0.5592

R8 3.1815 3.2201 0.5030

R9 3.2030 3.2223 0.5015

R10 2.7315 3.4327 0.5569

R11 3.1384 3.3412 0.5157

R12 3.1687 3.3048 0.5105

R13 3.2050 3.2392 0.5027

CCi = d−
j

d+
j + d−

j

j = 1,2,3…n.

5.9 Step IX: Ranking of the Alternatives

The 13 CRFs are ranked (Fig. 3) concerning the descending order of CCi. The most
severe risk factor is nearer to the FPIS and away from the FNIS.

Fig. 3 CCi of risk factors (CRFs) in descending order of preference
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6 Results and Discussion

A thorough literature review was done to identify significant risk variables in the
Indian automotive manufacturing supply chain. Considered risk factors were anal-
ysed using fuzzy TOPSIS. As discussed in section one, five criteria were considered
for the assessment of risks impact. The criteria selected are crucial for decision-
makers. The results conclude that the risk factor ‘Risk due to delay (R7)’ is ranked
first among the considered factors. The organization should examine all potential
mitigation strategies to avoid the detrimental consequences of delay risks. ‘Risks
related to management (R10)’ and ‘Risks related to raw materials (R5)’ are ranked
second and third, respectively. The subsequent ranking order of analysed risk factors
is presented inSect. 5.9. Topmanagement commitment, decision-making and support
are imperative forminimizingdisruptions.Rawmaterial availability, quality andprice
fluctuations should bemonitored to avoid delivery delay, reliability-related issues and
cost overrun. Reliance on a single supplier, poor process quality at the supplier’s end
and internal issues may adversely impact the manufacturing supply chain.

7 Conclusion

This article identified the risk factors critical to the Indian automotive supply chain
and modelled risk factors prioritization using the FTOPSIS approach. For sustain-
ability in the dynamic situation of today’s industrial scenario, remaining prepared in
advance for uncertain situations is vitally important. The study put forth the system-
atic approach of prioritization of critical risk factors to the Indian automotive supply
chain. This study’s outcome is expected to assist forefront managers of the Indian
automotive sector in adopting a systematic approach for risk mitigation.
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Thermohydrodynamic Analysis
of Journal Bearing Using Non-newtonian
Lubricants

Kedar Deshmukh and Vilas Warudkar

1 Introduction

The hydrodynamic journal bearings are used to support rotating shafts in high-speed
equipment, electricmotors, turbines, and other applications. Journal bearings support
the external load with the help of thin film between the journal and the bearing
surface. The fluid film’s hydrodynamic pressure aids in preventing metal-to-metal
contact between rotating machinery parts and bearing surfaces. Because of the high
journal speed, variations in temperature of the lubricant have a major impact on
the properties of the lubricant during bearing operation. Thus, the performance of
the journal bearing depends upon the temperature and pressure distribution within
the bearing. As a result, investigating bearing performance using thermohydrody-
namic analysis necessitates solving complex equations of lubricant flow. Reynolds
equation and energy equation solved simultaneously while taking into account the
effects of conduction and convection. Previously researchers investigated the perfor-
mance of journal bearing by solving complex equations over finite differencemethod.
Many scholars began using commercial CFD software to solve complex equations
as analysis software improved. Instead of solving Reynolds equations, CFD codes
use Navier–Stokes equations to solve flow problems. As a result of advancements in
modern machinery and the demands of different operating conditions, the expanding
use of non-Newtonian fluids as lubricants has attracted a lot of attention in recent
years. Polymer thickened oil, grease, and natural lubricants, among others, are used
as lubricants for modern machines that display non-Newtonian behavior. First and
foremost, “Hughes and Osterle [1] did outstanding work on thermohydrodynamic
analysis of journal bearings. The authors discovered the relationship between the
viscosity of the lubricant within the journal bearing as a function of temperature

K. Deshmukh (B) · V. Warudkar
Department of Mechanical Engineering, Maulana Azad National Institute of Technology Bhopal,
Bhopal, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. M. Singari et al. (eds.), Advances in Mechanical Engineering and Technology,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-9613-8_9

97

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9613-8_9&domain=pdf
https://doi.org/10.1007/978-981-16-9613-8_9


98 K. Deshmukh and V. Warudkar

and pressure under adiabatic conditions. Oliver [2] did an experimental study and
found that addition of dissolved polymer to the lubricant increases the load-carrying
capacity and decreases the friction coefficient in short journal bearings. B Chetti
[3] investigated performance of finite circular journal bearing lubricated with micro-
polar fluids by considering the effect of elastic deformation on the bearing liner.Many
authors have recently begun to use commercial CFD codes in their study. Montazeri
[4] studied the hydrodynamic properties of lubricant in ferro fluid-lubricated journal
bearings. The Navier–Stokes equations were numerically solved using the CFD
approach. Gertzos et al. [5] studied performance of hydrodynamic journal bearing
lubricated with a Bingham fluid using CFD techniques. Liu et al. [6] investigated
the performance of a rotor bearing device using computational fluid dynamics and
fluid structure interaction methods. Czaban [7] simulated and calculated the hydro-
dynamic pressure distribution in the lubrication gap of a sliding contact bearing with
non-Newtonian lubricating oil. ANSYS Fluent, a commercial CFD program, was
used to perform the investigation. THD study of journal bearings was carried out by
Sahu et al. [8] using CFD as a method. The pressure and temperature distribution of
the lubricating film were calculated by the authors. Panday et al. [9] used ANSYS
Fluent software to perform numerical unsteady analysis of thin film journal bearings,
calculating bearing parameters such as pressure distribution and wall shear stress
at various eccentricity ratios. Using computational fluid dynamics, Chauhan [10]
calculated circular bearing performance parameters using an isothermal and thermo-
hydrodynamic approach. Pratomo et al. [11] studied tribological characteristics of
polymer-thickened oil in lubricated sliding contacts by considering cavitation effect.
The analysis was carried out using commercial CFD software ANSYS Fluent.”

However, there was no analysis presenting the effect of viscosity index on
the performance of journal bearing. This paper presents the results of pressure,
temperature, and shear stress distribution obtained at different viscosity indexes.

2 Mathematical Modeling

2.1 Geometry

The relative rotational velocity is created by the journal rotating inside the bearing.
When the journal is in a stable position, it assumes an eccentric position with respect
to the bearing. The produced pressure within the converging lubricant film, which
balances the external load, adjusts the amount of eccentricity (Fig. 1).

“The eccentricity, viscosity, and clearance space between the journal and the
bearing can influence the generation of hydrodynamic pressure within the journal
bearing. The hydrodynamic pressure of the lubricant film is determined by the film
thickness equation for circular journal bearings, which is as follows:

h(θ) = C + ecosθ = C(1 + εcosθ)
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Fig. 1 Schematic diagram
of circular journal bearing

ε represents the eccentricity ratio of the journal bearing and C is radial clearance
between journal and bearing. From the maximum film thickness, θ is the value of
film thickness along the circumferential path” [10].

2.2 Momentum Conservation Equation

“The underlying lubrication theory is based on the solution of a specific form of the
Navier–Stokes equation, as shown below, in which viscosity varies with shear rate
and temperature. The Navier–Stokes equations are as follows:” [11]

ρ(u · ∇)u = −∇ p + η∇2u

∇ · u = 0

2.3 Conservation of Energy Equation

Energy equation for incompressible viscous fluids is shown here. Net heat flux is
denoted by q. In this equation, surface and body forces are taken into consideration.



100 K. Deshmukh and V. Warudkar

ρ
D

Dt

(
e + V 2

2

)
= ρq̇ + ∂T

∂x

(
k
∂T

∂x

)
+ ∂

∂y

(
k
∂T

∂y

)
+ ∂

∂z

(
k
∂T

∂z

)

−∂(up)

∂x
− ∂(vp)

∂y
− ∂(wp)

∂z
+ ∂(uτxx)

∂x

+∂(uτyx)

∂y
+ ∂(uτzx)

∂z
+ ∂(vτxy)

∂x
+ ∂(vτyy)

∂y

+∂(vτzy)

∂z
+ ∂(wτxz)

∂x
+ ∂(wτyz)

∂y
+ ∂(wτzz)

∂z
+ ρ �f · �V

2.4 Shear Stress Variation

“Oil shear stress was believed to vary with share rate based on the Ostwald–deWaele
equation (power-law lubricant) [12], which is shown as

where ς is shear stress, γ is shear strain, and K and n are coefficients. The coefficients
for the lubricant can be determined experimentally [13]; however, in this paper, we
have assumed viscosity index to be varying in the range of 0.75–1.3. When n > 1 the
fluid is called dilatant and when n < 1, it is called pseudoplastic.”

3 CFD Simulation

3.1 CFD Model Description

For simulation, the ANSYS fluent CFD package was used. 3D fluid domain model
has been developed in the Design Modeler. Clearance space between journal and
bearing surface has been kept as 0.8 mm. The eccentricity ratio of 0.8 has been
considered. 3D swept mesh method has been used (Figs. 2 and 3).

For meshing, hexahedral elements are used. Five divisions in the radial direction
have been considered for better results. Named selections for inlet, outlet, moving,
and fixed wall are done in meshing.

Table 1 lists the dimensions of the journal bearing as well as the lubricant
properties. The test was carried out at various shaft speeds ranging from 500 to
3000 rpm.

A steady-state condition has been assumed for simulation purposes. Laminar flow
is considered for fluid flow. Viscosity of the lubricant is considered to be varying
according to non-Newtonian power-law equation.

For analysis viscosity index n is considered to be varying in the range of 0.75–
1.3. Consistency index k is kept at 1.06 Pa-s. Viscous heating effect has been taken
into account. At the inlet and outlet of the bearing lubricant pressure is considered
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Fig. 2 3D model of the fluid
domain

Fig. 3 Hexahedral mesh on
fluid domain

Table 1 Journal bearing
operating parameters

Parameters Value

Shaft radius Rj 40 mm

Bush inner radius Rb 40.8 mm

Min oil film thickness 0.16 mm

Clearance C 0.8 mm

Eccentric distance 0.64 mm

Eccentricity ratio E 0.8

Viscosity μ 1.06 kg/m-s

Viscosity index n 0.75–1.3

Density of lubricant ρ 887 kg/m3

Specific heat of lubricant Cp 1845 J/kg-K

Thermal conductivity of lubricant k 0.145 W/m–K

Rotational speed ω 500–3000 rpm
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to be atmospheric. Moving (inner wall) has been considered to be rotating at the
speed in the range of 500–3000 rpm. Gravitational forces have been considered
on the journal bearing. Convergence criteria is kept at 10–6 for all residuals. 3D
Navier–Stokes equations are solved for analysis.

4 Results and Discussion

The bearing performance characteristics are investigated at different journal speeds in
the range of 500–3000 rpm. Viscosity index has been varied in the range of 0.75–1.3.

4.1 Static Pressure

Static pressure profile at journal speed of 500 rpm obtained at viscosity index at 0.99,
1, and 1.01 is shown in the figure below.

Figure 4a shows the pressure distribution in the bearing at the viscosity index
of 0.99. The maximum static pressure obtained was 879,244 Pa. Figure 4b shows
a pressure distribution at constant viscosity. The maximum static pressure in this
case was observed to be 967,050 Pa. Figure 4c shows pressure distribution in the
bearing at viscosity index of 1.01. The maximum static pressure was observed to be
1,063,580 Pa. Figure 4d shows the graph of maximum static pressure versus different
journal speeds by using lubricant with viscosity index varying from 0.75 to 1.3. We
can observe from this graph that maximum static pressure increases as the viscosity
index increases. Significant rise in static pressure is seen at higher journal speeds.

4.2 Static Wall Temperature

Temperature profile at journal speed of 500 rpm obtained at viscosity index at 0.99,
1, and 1.01 is shown in the figure below. Figure 5a shows the temperature distribution
in the bearing at the viscosity index of 0.99. The maximum temperature obtained
was 330.12 K. Figure 4b shows a temperature distribution at constant viscosity. The
maximum temperature in this case was observed to be 332.8 K. Figure 5c shows
temperature distribution in the bearing at viscosity index of 1.01. The maximum
temperature was observed to be 335.65 K. Figure 5d shows the graph of maximum
temperature versus different journal speeds by using lubricant with viscosity index
varying from 0.75 to 1.3. We can observe from this graph that maximum temperature
increases as the viscosity index increases. Significant rise in temperature is seen at
higher journal speeds. Rise in temperature at higher viscosity index is due to increase
in viscous heating.
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A. Viscosity Index 0.99 B. Viscosity Index 1 

C. Viscosity Index 1.01 D. Pressure vs Rotational Speed 

Fig. 4 CFD results of static pressure analysis with lubricant viscosity varying from 0.75 to 1.3

4.3 Wall Shear Stress

Wall shear stress profile at journal speed of 500 rpm obtained at viscosity index at
0.99, 1, and 1.01 is shown in the figure below. Figure 6a shows the wall shear stress
distribution in the bearing at the viscosity index of 0.99. The maximum wall shear
stress obtained was 20,518.8 Pa. Figure 6b shows a wall shear stress distribution at
constant viscosity. The maximum wall shear stress in this case was observed to be
22,593.3 Pa. Figure 6c shows wall shear stress distribution in the bearing at viscosity
indexof 1.01.Themaximumwall shear stresswas observed to be24,877Pa. Figure 6d
shows the graph of maximum wall shear stress versus different journal speeds by
using lubricant with viscosity index varying from 0.75 to 1.3. We can observe from
this graph that maximum wall shear stress increases as the viscosity index increases.
Significant rise in wall shear stress is seen at higher journal speeds.
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A. Viscosity Index 0.99 B. Viscosity Index 1 

C. Viscosity Index 1.01 D. Temperature vs Rotational Speed 

Fig. 5 CFD results of temperature analysis with lubricant viscosity varying from 0.75 to 1.3

5 Summary and Conclusion

Thermohydrodynamic analysis of the journal bearingwas carried out using lubricants
with viscosity index varying from 0.75 to 1.3. The analysis was carried out using
ANSYS Fluent CFD software. At journal speeds ranging from 500 to 3000 rpm,
bearing performance parameters such as maximum static pressure, wall temperature,
andwall shear stresswere evaluated,with eccentricity ratio= 0.8 and radial clearance
= 0.8 mm.

From the analysis, it was observed that viscosity index has great impact on perfor-
mance characteristics of the journal bearing. Shear-thinning fluids, i.e., viscosity
index < 1 tends to decrease the maximum static pressure in the bearing which in
turn decreases the load-carrying capacity of the bearing, and there is a significant
reduction in shear stress and temperature rise. At very high speeds and low loads,
lubricant blended with shear-thinning fluids can be beneficial.

Shear-thickening fluid, i.e., viscosity index > 1 tends to increase the maximum
static pressure in the bearing which in turn enhances the load-carrying capacity of
the bearing, and a significant rise in temperature and shear stress is seen. It can be
concluded that shear-thickening fluid can be blended with the lubricant to increase
the load-carrying capacity for low-speed and high-load applications.
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A. Viscosity Index 0.99 B. Viscosity Index 1 

C. Viscosity Index 1.01 D. Wall Shear Stress vs Rotational Speed 

Fig. 6 CFD results of wall shear stress analysis with lubricant viscosity varying from 0.75 to 1.3
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A Review on Research Aspects
and Trends in Ultrasonic Machining

Karun Kant, Prashant Gupta, Shrikant Vidya, Lavepreet Singh,
and Anurag Shanu

1 Introduction

Ultrasonic machining is a mechanical sort non-customary machining measure with
boundless use in machining of amazingly hard-fragile materials. This material is
generally created by powder metallurgy. USM could be a reasonable option for
machiningofwide rangeofWC–Comaterials, as the cycle is liberated fromnumerous
issues related with warm base machining. USM has been differently named ultra-
sonic penetrating, ultrasonic cutting, ultrasonic rough machining, and slurry boring.
USM is a non-customary powered substantial evacuation measure. Both electrically
conductive and non-metallic materials can be machined through this tool. In USM,
high recurrence electric oomph is changed over into mechanical sensations through
a transducer supporter mix, which are then sent to an energy centering just as inten-
sifying gadget known as horn or sonotrode. Machining of hard and fragile materials
is acquiring significance because of its developing usage in numerous ventures like
hardware, optical, and bio-clinical fields. Ultrasonic-helped processing (UAM) joins
the material evacuation system of granulating, processing kinematics, and ultrasonic
help.

1.1 Principle of Ultrasonic Machining

It deals with a similar guideline of ultrasonic welding. This machining utilizes ultra-
sonic waves to create high recurrence power of low plentifulness, which goes about
as main impetus of grating. Ultrasonic machine creates high recurrence vibrating
wave of recurrence around 20,000 to 30,000 Hz and adequacy around 25–50 µm.
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Fig. 1 Ultrasonic machining process [1]

This high recurrence vibration move to rough molecule contains in grating slurry.
This leads space of grating molecule to fragile workpiece and eliminates metal from
the contact surface (Fig. 1).

1.2 Applications

• This machining is utilized to machine hard and fragile material like carbide,
earthenware, glass, and so on.

• This is utilized in machining of pass on and apparatus of drill, wire drawing
machine, and so forth.

• Used in creation of silicon nitrite turbine sharp edge.
• It is utilized to cut jewel fit as a fiddle.
• It is utilized machining of machining non-conductive hard material which can’t

be machined by ECM or EDM because of helpless conductivity.

1.3 Advantages

• Hard material can be effectively machined by this strategy.
• No heat produced in work so there is no issue of work solidifying or change in

construction of workpiece.
• Non-conductive metals or non-metals, which can’t be machined by ECM of EDM

can be machined by it.
• It doesn’t shape chips of huge size.
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2 Reviews on Ultrasonic Machining

Abdo et al. [2] defined that pocket processing has been viewed as quite possibly
the most generally utilized tasks in machining. The target of this exploration was to
examine the impact of the device covering boundaries on a superficial level unpleas-
antness, exterior sound structure as well as the machined pocket profiles. The trial
results give proof that the surface harshness and MRR have been altogether as a
consequence of the considered device covering and the device way approaches. In
this examination, the impacts of the device covering and the instrument way proce-
dureswere tentatively investigated on a superficial level harshness usingRUM,MRR,
and profiles of pouches machined on alumina (Al2O3) clay were calculated.

Saqib Anwar et al. [3] elaborated the rotating ultrasonic machining (RUM) that
has demonstrated its abilities in a few assembly applications, specifically for the
fabrication of large highlights on fired material. Surface cracking and edge chip-
ping, on the other hand, are the most common issues encountered throughout the
RUM of artistic materials. The exhibition estimates such as surface unpleasantness,
surface sound structure, and apparatus dress are dissected to assess machinability.
Furthermore, the sidewalls of channels have a coarse machined section close to the
top control and a relatively flat region of machined surface active near the bed of
channel. Using RUM interaction to the bio lox specialty material, fantastic surface
completion of Ra = 0.21 m and Rt = 2.3 m can be achieved. To improve the surface
unpleasantness of micro-channels, lower feed rates and cut depths are optional, while
higher degrees of shaft rapidity and vibration sufficiency with acceptable vibration
recurrence estimation should be nominated.

Jagadish et al. [4] concluded that the feed rate affects the material expulsion rate,
while the slurry affects the form point and over-cut focus.

Cong et al. [5] examined the power utilization in rotary ultrasonic machining
of CFRP. It outlines an analysis of the effects of information factors (ultrasonic
force, apparatus turn speed, and CFRP type) on the power utilization of each portion
including the ultrasonic force supply, axle motor, air blower and coolant siphon and
the whole system. It was reported that the power utilization of the coolant pump was
consistently the best.

Kai Ding et al. [6] conclude that the penetrating power and force for RUM were
diminished by 23%, 47.6% individually of those for CD. The reduction in boring
power and force diminished step by step with speeding up, while they changed
somewhat with expanding feed rate. Nonetheless, it is reported that contrasted with
CD, rotary ultrasonic machining can deliver lesser surface roughness of openings
under comparable working conditions and the most extreme decrease rate is 23%.

Yasmine El-Taybany et al. [7] stated that the ultrasonic-helped processing of
pop glass is researched and contrasted with regular processing (CM). It shows a
decrease of hub cutting power and second at higher shaft speed and lesser feed
rate and profundity of cut. Subsequently, the effect of UAM boundaries has been
concentrated to decide their impact on the pivotal cutting power and the occasion.
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Pabla et al. [8] elaborated that present examination is pointed toward considering
the effect of various exploratory condition (by shifting thickness of the workpiece,
cobalt material, instrument profile, apparatus material, rough coarseness size, and
force rating) on reactions of premium (material expulsion rate and device wear rate)
in ultrasonic penetrating of WC–Co composite material. The key boundaries for
machining attributes were found to be force rating, rough coarseness scale, and
apparatus content (MRR and TWR). The best material evacuation rate was achieved
by combining a high-power rating with a coarse coarseness size.

Ravinder Kataria et al. [9] mentioned that the lower CR of a composite material
(WC–Co) with a higher cobalt satisfied (24%) was due to a higher estimate of break
resilience,which counteracts the turn of events and proliferation of breaks. In terms of
CR, the silver steel instrument performed the highest. As far as CR was concerned,
machines with no measurement bore unrivaled execution. Force rating and rough
coarseness size were discovered to be the main boundaries for CR.

Yun-Hyuck Hong et al. [10] concluded that test was performed regarding
machining boundaries, like crushing velocity, feed rate, and so forth, to contemplate
impact of ultrasonic vibration in pounding. For an ideal state of ultrasonic-assisted
crushing, which can restrict the pounding services, the design of experiment method
was used. The major machining factors in DOE were ultrasonic sufficiency strength,
feed rate, and shaft revolution speed. The ultrasonic crushing decreased the granu-
lating power to 23% than the customary pounding and this could diminish the device
wear.

Jatinder Kumar [11] concluded that ultrasonic machining is perhaps the most
broadly utilized non-customary cycles, particularly for business machining of hard,
weak, and delicate materials. There is colossal extension aimed at use of USM for
setting up savvy machining answers for moderately extreme and malleable metals
like titanium, nickel compounds. The quality and nature of USM measurements are
based on the work material properties like crack sturdiness, hardness as well as
the instrument properties (hardness, sway strength, and finish). The impediments of
USM, holes saw from the writing survey, and the headings for future examination
have likewise been introduced.

Yan Wang et al. [12] discussed the fiber-supported earthenware framework
composite has been generally utilized in aviation and other high-innovation fields
because of their brilliant mechanical and actual properties. Be that as it may, FRCMC
is a sort of commonplace material with inhomogeneous and anisotropic design; in
this manner, it is hard to ensure the exactness and surface quality utilizing customary
machining. Contrasted and CG, the pounding power can be decreased somewhat,
there is more uniformity in surface microstructure, all the more short-fiber chips
are framed, the profundity of the cutting notch is all around conveyed, little surface
unpleasantness has been accomplished, and the improvement in crushing quality can
be done using UAGwhich is a viable technique for the machining of fiber-supported
earthenware framework composite.

Treadwell et al. [13] discussed that paper revealed the correlations between turning
ultrasonic machining (RUM) and pounding of CFRP interestingly. Five yield factors
were looked at, including cutting power, force, surface unpleasantness, opening
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distance across, andmaterial expulsion rate (MRR). Rotational ultrasonicmachining,
a half-breed machining measure consolidating ultrasonic machining and crushing,
has likewise been effectively utilized in penetrating of CFRP mixtures.

Vineet et al. [14] discussed the impact of interaction boundaries, specifically
release flow, beat on schedule, and electrical release machining with ultrasonic-
assisted cryogenically cooled cathode, has been concentrated on duty cycle and hole
voltage, on terminal wear proportion, material evacuation rate, and surface unpleas-
antness. On M2-grade HSS workpiece material, the UACEDM test was success-
fully completed. In UACEDM, measurable models for predicting MRR, EWR, and
surface roughness have been created connecting the info boundaries, specifically
release current, beat on schedule, obligation cycle, and hole voltage.

Shaolei Wang et al. [15] illustrated that the pounding powers and ground surfaces
are analyzed among CG and UAG methods. Upgrades in granulating powers and
quality of surface might be ascribed to the high recurrence and huge abundancy
variety in the elements of the crushing cycle. Ultrasonic vibration creates sway loads,
more modest single grain track covering, surface of contact, and inter-granular track
covering prompts change in pounding powers and quality of surface. The impacts of
framework coordinating on pounding power and surface unpleasantness are concen-
trated tentatively. The plan of analyses and trial gear are portrayed in detail. A
five-variable and four-level partial factorial plan is utilized here to lead tests.

HaoShen et al. [16] elaborated that turningRUMis awell-knownandeffective tool
for assembling openings in weak materials. Improved material evacuation speeds,
decreased cutting forces, and smaller edge piece sizes at the opening way out are all
signs of RUM. Intriguingly, a basic feed rate was accounted for in order to ensure
the viability of the RUM contact. When the forage rate is at a relatively low level,
the ultrasonic force/adequacy diminishes and the hurtful power increments step by
step with an expanding feed rate.

Jianjian Wang et al. [17] elaborated that ultrasonic shuddering is thought to be
steady or unchanged through the cycle of turning ultrasonic machining (RUM) on
fragile supplies, ignoring the impacts of various handling boundaries. Be that as it
may, no test proof has been accounted for to approve this supposition. The impacts
of thermomechanical stacking happening in the solidness of ultrasonic abundance
through RUM cycle were examined in probes quartz crystal and cobalt. The consis-
tency of ultrasonic vibration during the machining cycle was tested using ultrasonic
force.

Ravinder Kataria et al. [18] stated that the edge chipping was seen at the leave
side of the opening because of extreme corruption of the instrument face for longer
machining activity. In any case, the edge of the bored opening showed great surface
quality.

PKSC Fernando et al. [19] concluded that the revolving ultrasonic machining can
bore openings of top caliber on rocks of various hardness with a much lower cutting
power and at an entrance pace of around multiple times quicker than percussive
drilling. Instrument pivot ultrasonic power, pace, and feed rate insignificantly affected
outward irregularity.
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Palamandadige Fernando et al. [20] concluded that the rotational ultrasonic
machining (RUM) is a non-traditional besides financially savvy machining strategy
for tough and weak resources, like pottery, complex things, etc. RUM is a half-breed
measure that consolidates the substantial evacuation instruments of precious stone
grating pounding and ultrasonic machining. A trial examination of turning ultrasonic
machining of K9 glass utilizing both irregular and conti PKSC Fernan.

Ping Zou et al. [21] elaborated the tests for turning the workpiece of ASS 304
are led with and without ultrasonic vibration utilizing the planned MS-UAT, and
afterward the 3Dmorphology assessment boundaries Sa and Sq are applied to portray
and examine the machined surface. A point by test examination is introduced for
the impacts of ultrasonic abundance, profundity of cut, and cutting velocity on the
machined surface quality in UAT of ASS 304 with solidified carbide-covered cutting
apparatus.

Weiming Zeng et al. [22] discussed the rotating ultrasonic machining (RUM) has
pulled in ample consideration and around are various distributions on the interaction.
Notwithstanding, not many examinations on device costume in the RUM cycle have
been accounted for. This daily, without precedent used for writing, presents a test
perception on apparatus wear in RUM of alumina.

Hang Gao et al. [23] discussed the revolving ultrasonic machining (RUM) of
KDP. Information of a few yield boundaries (like crushing power and force, surface
harshness, and edge chipping) were gathered and investigated. As an examination,
precious stone boring (without ultrasonic vibration) was additionally tried. It very
well may be seen that the force in RUM had a higher most extreme worth than that
in precious stone boring, and had a bigger variety as well. In the writing, there could
be no different reports on force in RUM for any materials.

Wang et al. [24] proposed a mechanistic model for rotation-based ultrasonic
machining of CFRP composites utilizing elliptical ultrasonic vibration, calculated
effective cutting time, and also investigated MRR. It was reported that the projected
values of cutting forces are in line with the experimental value of results.

In a nutshell, most of the literatures dealt with the parametric optimization, better
tool design as well as support addition at the hole exit while the novel method of
rotary ultrasonic elliptical machining is promising area of research and development
in the quality machining of brittle materials.

3 Conclusion

Ultrasonic machining is quite possibly the maximum generally utilized non-
customary cycles, particularly for business machining of hard, weak, and delicate
materials settings (input power, static burden, plentifulness, and recurrence of vibra-
tion). The factual expulsion USM takes remained discovered near happen through
proliferation then crossing point of middle then sidelong breaks that remain initiated
because of rehashed effects of grating grains. Plan of the instrument is a pivotal
reason influencing the profitability of USMmeasure. Apparatuses with higher frame
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will in general smother the adequacy of vibration along these lines lessening the
machining rate. Instruments with extreme tip distance will in general experience
mishappening and miniature breaking during machining. Exhaustion disappoint-
ment of the instrument happens if there’s a small misalignment between the two,
apparatus and the horn. WC–Co, a composite substance with a higher cobalt content
(24 percent) displayed lesser machining percentage because of greater estimation of
break strength that opposed turn of events and spread of breaks. Themost noteworthy
material expulsion rate was gotten at mix of high strength assessment and abrasive
coarseness size.
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Conceptualisation and Modelling
of Underwater Remotely Operated
Vehicle

Dhruv and Vikas Rastogi

1 Introduction

According to the OECD, oceans contribute $1.5 trillion in value-added to the world
economy. There are various resources available underwater that can be tapped.
Nowadays, conventional methods of exploring seabeds are being replaced by auto-
mated approaches using small-scale AUVs and ROVs for underwater monitoring and
surveying. Underwater vehicles can come in many shapes. Torpedo-shaped vehicles
minimise surface area and result in a low drag coefficient, as was the case with
Minesniper MkII ROV [1]. For smaller scale ROVs, the torpedo design is, however,
inefficient with insufficient space for payload. Under strong aquatic currents and
heavy payload missions, a stronger control system and an optimised vehicle design
are required [2]. A hydrodynamic design similar to that of the KOS ROV and the
IES ROV ensures a low drag configuration and symmetry to facilitate robust control
while simultaneously having components placed away from the centre of buoyancy
and centre of mass which increased stability and has been followed here [3].

Despite being remotely operated, taking power, and telemetry from a tether,
automation is still needed, such as position tracking and depth holding. There are
various control strategies available to an ROV, like sliding mode control, vision
servoing control, PID control, etc. [4–6]. In this paper, we follow PID tuning as a
control strategy. A custom connector was designed for underwater connections to
detach tether with ease for debugging and troubleshooting [7, 11]. Taking references
from both industrial ROVs and student ROVs created for the MATE ROV competi-
tion, the design finally obtained is one optimised for a small-scale ROV with robust
control capable of being equipped with various manipulators for a variety of tasks [3,
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6, 8, 9]. The electrical calculations have been done, taking into account the problem
statement posed by one of theMATEROV competitions for an explorer class vehicle
[10].

2 Design Rationale

All the individual components and subsystems have been engineered and placed to
keep the centre of gravity’s optimal relative locations and the centre of buoyancy.
The ROV has been designed and assembled in SolidWorks, following which the
simulations were carried out both in SolidWorks and Ansys. The ROV is positively
buoyant, with sufficient restoring torque to orient itself in case of disturbance along
with roll motion (Fig. 1).

The system is designed, and the subsystems are placed keeping in mind that the
heavier parts are close to the bottom and the lighter ones on the top to keep the centre
of gravity below the centre of buoyancy. The magnitude of the buoyant force acting
on an object is equal to the fluid’s weight displaced by the object, i.e.

Fb = ρgVf (1)

The frame has been modelled, ensuring optimum strength and stiffness,
lightweight, ease of construction, maintenance repair, and cost of raw material avail-
ability. Rather than designing a frame as a single part, it constitutes multiple parts
assembled to serve the frame’s purpose. Each piece is made of an aluminium plate
machined by a water jet cutting process to produce the required shapes, and custom
clamps andfixtures aremanufactured usinghigh-precisionFDM3Dprinting. Latches
and L-brackets are used to assemble various systems. The latches are used to increase
accessibility and ease in assembly without compromising the joint strength. For opti-
mising weight, the parts were topologically optimised while maintaining sufficient
strength to meet the requirements. The frame directly supports all essential systems

Fig. 1 CAD render for the proposed design of ROV
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Fig. 2 Different parts of the proposed ROV design

like electronic hull, gripper and dropper mechanisms, and camera hulls. The parts
have been analyzed structurally in SolidWorks (Fig. 2).

While designing a watertight enclosure, things like least cross-sectional area,
use of pressure-resistant shape, and material with high strength to weight ratio are
selected. Also to gain the upper hand on the waterproofing front, the vessel was built
to open outward rather than inward, allowing us to take advantage of the outside
pressure.

2.1 Structural Frame

For the structural frame, aluminium alloy 6061 is chosen to make a lightweight
structure and provide it with the required strength and rigidity. Since most compo-
nents require custom assembly brackets and mounts, they are designed considering
3D printing as the manufacturing method. For the watertight enclosure of electronic
components, the built dimensions capable of operating at a depth of around 50 m
are chosen, which makes it ideal for shallow water applications. For depth rating
simulation, pressure vessel software was used, and iterations were performed with
varying hydrostatic pressure values with time-dependent depth. Deformation was
calculated against the depth value before the tube buckled (Figs. 3 and 4).

Hydrostatic pressure(P) = ρgh (2)

2.2 Hydrodynamics

Since the vehicle invests in its run most of the time, it manoeuvers along its surge
axis. Hence, the shape of the vehicle chosen for this translational motion is very
similar to the ship’s streamlined shape. This ensures a smooth and uniform flow of
fluid besides the vehicle. The acrylic lid has been given gradual bends about each
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Fig. 3 Tube analysis data

face’s edges to facilitate such flow in other remaining translational motions. This
makes the fluid deviate gradually along the frame’s surface, decreasing the pressure
developed and eventually minimising the drag force for the respective translational
motion. The velocity contours have been shown below for each possible translational
motion.

Drag = 1
/
2ρv2ACd (3)

For predicting the value of the drag coefficient with varying velocity and to assess
the hydrodynamic performance, a data set has been created of the most traversed
motion, which surges for the values of coefficient of drag against varying velocity.
This data set has been plotted, and the poly-curve fit technique has been implemented
to predict a relation between these two variables. Using the polynomial equation-
based relation the drag coefficient at any velocity can be predicted easily without the
need to revise the simulations again and again. Figure 5 presents the graph on which
the data set has been plotted, and the blue curve depicts the fourth-degree polynomial
equation represented as

y = 0.16x4 − 0.62x3 + 0.9x2 − 0.55x + 0.65 (4)
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Fig. 4 Deformation and stress curves

2.3 Power Connector for Underwater Applications

Motivation. Because of the high hydrostatic pressure and corrosive nature of the
marine environment, it is difficult to secure reliable electrical connections. IP67 and
IP68 connectors have to be used for transmitting electrical signals and power. There-
fore, the reliability of thewhole systemduring deployment, lifetime, andmaintenance
becomes dependent on its connector (Fig. 6).

Design Considerations. One has to consider the material properties suitable for
the marine environment and the thermal, mechanical, and electrical characteristics
required by the connection.

Material Selection. The harshness of the operational environment makes it imprac-
tical to use copper or brass connectors. Thus, gold-plated 4 mm bullet connectors
are used as a power connector for the ROV tether. Acrylonitrile butadiene styrene
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Fig. 5 Coefficient of drag versus velocity plot

Fig. 6 Velocity contours for acrylic lid

(ABS) is used for the connector’s outer ring. O-rings are used to produce a leakproof
plug and socket assembly. To suit shallow water applications, low-pressure O-rings,
i.e., least seal hardness, is chosen.

Selecting a Cost-effective Manufacturing Process. Fused deposition modelling, a
type of additive manufacturing process, is used to manufacture the connector body.
The internal structure of FDM is similar to the fibre-reinforced composite structure,
with vertically stacked cross-sections of polymer.
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Fig. 7 Watertight connector design and analysis

Fabrication. The connector was designed in SolidWorks. G-codes were prepared in
Ultimaker-Cura and simulated on Autodesk Netfabb. Metal pins or bullet connectors
were soldered on a custom-designed PCB and assembled with the rest of the body.
Marine-grade epoxy resin was used to seal the bullet connectors inside the plastic
body. The issue with 3D printing a waterproof connector is that since the part is
produced by a continuous stacking of polymer layers, the resultant parts are highly
porous. The connector body was post-processed to tackle the issue by treating it with
Acetone (C3H6O) vapours, which melts the surface layers and thus produces a shiny
surface finish and fill up the air gaps properly (Fig. 7).

3 Embedded and Controls System

3.1 Power Distribution Unit

The main power is supplied to the ROV via 12 AWG silicone wires. The two output
wires are routed into the ROV to the power distribution board via the tether.

Power Distribution Board. A PCB was designed and manufactured for voltage
conversion from 48 to 12 V and power distribution. The PDB has three outputs:
outputs for ESCs, outputs for DC/servo motors, and outputs for the USB hub. The
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three outputs for ESCs from the PDB are fed into the custom-designed Arduino
Mega Shield, on which the input 12 V power is split into six outputs for six ESCs.
The USB hub powers Arduino Mega and the cameras. The trace widths were chosen
using the IPC recommended trace width chart (Fig. 8 and Table 1).

PTot =
∑

(VLoad IDrawn N) (7)

PTot = (72) × 6 + 3 + 0.00625 + (48) × 2 + (15.54) × 3 + 0.0015 (7)

PTot = 577.63W (8)

Fig. 8 Schematic for power distribution board

Table 1 Current and voltage readings of various components

Component
name

Current rating
(Amp)

Voltage rating (V) Power required
(W)

Current drawn

T200 thruster 6A 12 72 6A

Arduino mega 0.6A 5 3 0.25A

Pressure
sensor

1.25 mA 5 0.00625 0.00052A

Servo motor
HS100WP

4A 12 48 4A

Servo motor
HS5646WP

2.1A 7.4 15.54 2.1A
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3.2 Control System

Microcontroller. ArduinoMEGA (2560) 32-bit was used because it is relatively fast
and has several serial communication (UART) ports to communicate with several
devices at once. A custom Arduino Mega shield was designed to mount the Arduino
and attach all the sensors to it. It is connected with different components like the
RS485 communication board, the logic level converter (I2C) for a pressure sensor, six
ESCs and IMU. It also has power outputs to run six Blue Robotics T200 thrusters. At
the surface, a Red-gear gaming controller is connected to the laptop. This controller
serves as the entire control unit for the ROV. It is connected with an Arduino UNO
board and gives the commands to the ROV via RS485 communication (Figs. 9 and
10).

Proportional Integral Derivative Controls. For stability, PID is used for depth.
The BlueRobotics Bar30 pressure sensor, connected to the Arduino is used for depth
sensing. The PID controller is tuned via the Ziegler-Nichols method.

U (s) = [
Kp + Ki

/
s + sKd

] ∗ E(s) (9)

where U(s) is the output signal, E(s) is the error signal, and Kp, Ki, and Kd are the
constants for each of the three terms.

Manipulators. Our ROV has two grippers. Two of the servo motors are used in a
gear-based claw, while the other two are used for a direct motor-controlled arm.

Fig. 9 ROV control stack
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Fig. 10 Proposed schematic for controller shield

In the vehicle, HS1100WP and HS5646WP servos were used, both rated IP67
waterproofing.

Power loss.
Resistance of 4 mm copper wires = 4.3 �/km.
Total length of tether = 15 m × 2.
Total resistance of power cables = 4.3 * 30/1000 = 0.129 Ohms.
Total power requirement = 577.63 W

Total current requirement = 577.63/48 = 12.033 A (10)

Voltage drop at maximum current (25A) = IR = 0.129 ∗ 12.033 = 1.552 V
(11)

Power loss at maximum current (25A) = I2R = 12.033 ∗ 12.033 ∗ 0.129 = 18.678
(12)

Minimum voltage at ROV = 46.448 V (13)

The power efficiency of cable (E) = (Ptot − Ploss)/Ptot = 96.766% (14)
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Table 2 Technical
specifications of vehicle

Coefficient of drag 0.5275–0.56

Depth rating 50 m

Total power consumption 577.63 W

Power efficiency of cable 96.766%

Internal surge current 75.83 A

Voltage drop across tether 1.552 V

Power loss in tether 18.678 W

3.3 Sensors

Pressure sensor. The Bar30 pressure sensor is used to determine the depth at which
the vehicle must operate. It employs piezo-resistive semiconductor gel and a sensor
interface IC. It has a pressure resolution of 0.2 mbar and a depth resolution of 2 mm.

4 Results

Asdiscussed above, the paper’s objective is tofind the parameters for the development
of an underwater ROV model. It has been found that the results are consistent with
the simulation conditions. The vehicle’s CFD analysis was done and the velocity
contours were drawn with the coefficient of drag vs velocity graph being plotted.
The Cd value varies from 0.56 to 0.5275 at different velocities. The maximum power
consumption was calculated and the tether efficiency was evaluated and came out to
be 96.766%.

The underwater connectors prepared were fabricated and extensively tested at
depth for an extended amount of time. Stress analysis for waterproof enclosure
was carried out and a reliable depth rating of 50 m was obtained. The result was a
hydrodynamic and statically stable vehicle capable of being equipped with different
payloads for different mission requirements (Table 2).

5 Conclusion

The six degrees of freedom model of an underwater remotely operated vehicle has
been successfully created considering the required parameters and design consider-
ations. The model was simulated using multiple simulation tools for reliable results.
The conceptual designs in this paper can be produced physically and implemented
for a range of applications. The watertight connector’s proposed design was devel-
oped and tested for many hours, and it functioned well without any fail. It has the
potential to be expanded to support the different forms of cables to allow for quick
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separation of tether and vehicle. The design allowed for robust depth control and
smooth surge operations allowing the vehicle to grip and release with much ease.
The final product was a cost-effective solution to resolve underwater problems at
a low depth. However, there is further scope of research on this design based on
functional and efficiency parameters and using physical scaled models under actual
conditions.
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Design and Performance of Plate-Fin
Heat Exchanger: A Brief Review
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Nomenclature

ReH Reynolds number based on height
f Friction factor
Ac Minimum free flow area, m2

Da Darcy number, K/H2
L Length of porous fin, m
H Height of channel, m
A0 Total heat transfer surface area of porous fin, m2

j* Modified j factor
s Flow maldistribution parameters
h Velocity ratio
j Colburn factor
CFD Computational fluid Dynamics
Re Reynolds number
h Fin height, m
s Fin spacing, mm
A Wave amplitude, mm
L Fin wavelength, m
VG Vortex generator
CFU Common flow up
EG Ethylene glycol
Nu Nussult number
JFi Thermal Hydraulic performance Factor
� Nanoparticles weight fraction
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Pr Prandtl number
μw Wall fluid viscosity
μm Average fluid viscosity
l Lance length of fin, m
t Thickness, m
s Fin spacing, m
H Height of fin, m
HTE Heat transfer enhancement
PPF Plain plate fin
JF Thermal hydraulic performance factor
R Humped radii
εNTU Effective number of transfer units
s1 Non-louvered inlet and exit
s2 Redirection length of fin
Kc Total heat transfer coefficient of cold fluid
CFD Common flow down
IRW Inline row winglet
SRW Staggered rows of winglets
PFHE Plate-fin heat exchanger
WFP Wavy plate fins
E Friction power per unit surface area, w/m2

Eβ Core Volume Goodness Index
ηahaβ Friction power
ηa Overall surface efficiency
ha Coefficient of heat transfer at air side ,wm2 0c
Fp Fin pitch, mm
De Hydraulic diameter
Fh Fin height, m
t Thickness of fin, m
h Coefficient of heat transfer , wm2 0c
�P Pressure drop
θ Crease angle
λ Crease cycles

1 Introduction

Heat exchangers with plate fins are a form of heat exchangers that is small and
compact in which the surface area of heat transfer is increased by extending metal
surfaces known as fins. Plate-fin heat exchangers are distinguished by their high effi-
ciency, compactness, lightweight, andmoderate price. The plate-fin heat exchanger is
suitable for gas–liquid, gas–gas, and multi-phase applications across a broad variety
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of temperatures and pressures. They are primarily used in the field of air separa-
tion and liquefaction, the refining and liquefaction of natural gas, petrochemicals
manufacturing, and massive cooling systems.

The heat exchangers with plate and fins are primarily used for applications such
as gas to gas and liquid to gas. Extended surfaces are preferred in such heat exchange
systems because of the low coefficient in gas flows. Additionally, the coefficient
of heat transmission can be improved by employing specially configured extended
surfaces which have a significantly higher thermal transfer coefficient than extended
surfaces, the pressure drop penalties are high as well, but are not sufficiently extreme
to mitigate.

2 Performance Enhancement of Plate-Fin Heat Exchanger

Kang et al. [1] determined the heat transfer properties of 12 cores with three rows
and four different fin configurations. The four fin designs used in the experiment
were a slotted plain, plate plain, wavy-fin having a sinusoidal section, and wavy-fin
having a triangular section. The heat transmission and pressure loss properties of four
fin configurations are compared using the factor for friction (f) and Nusselt number
curves. For identical fin spacing in the Reynolds number range evaluated, the slotted
fin cores have the maximum factor for friction (f) and Nusselt number, while the
plain plate-fin core has a minimum factor for friction (f) and Nusselt number, while
the factor for friction (f) and Nusselt number of the fin (wavy) cores of two types are
similar, according to the experimental results. For the investigation of the influence
of a porous fin in a simplified PFHEmodel, Kim et al. [2] conducted an experimental
examination employing six porous fins of varied permeability and porosities fabri-
cated of aluminium alloy. When Reynolds numbers are low, the louvred fin has a
somewhat greater friction factor than the porous. Porous fins have far higher friction
factors than louvred fins at higher Reynolds numbers. Correlations for the porous
fins for the friction and heat transfer was developed by using the Darcy number (Da)
as well as geometrical features like Ac/Ao and L/H.

Friction factors for porous fins are correlated.

f = 2

ReH · Da

Ac

Ao

L

H
+ 0.21

Da1/2
Ac

Ao

L

H
(1)

Modified j-factor correlation

j∗ = 13.73
(
Re−0.489

H Da0.451
)

(2)

Wen et al. [3] Zhang has presented the results of numerical and experimental
research to demonstrate that fluid maldistribution efficiency has deteriorated in tradi-
tional entrances, whereas a better configuration with pierced baffles can improve
performance both radially and axially. Then there is the small hole baffle. The best
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choice for change is to space it out in a staggered manner. When the right length
baffle is chosen, the holes are staggered and the punched ratio slowly rises from
the central axis, lowering the ratio of velocity and parameter S for flow maldistribu-
tion. Sheik Ismail et al. [4] examine the impact of the different fin constraints and
build a correlation between non-dimensional quantities like the Fanning factor for
friction (f) and the Colburn j factor geometrical parameters, and flow parameters.
To assess the thermohydraulic parameters, a CFD strategy was used for numerical
analysis of various fin configurations. The findings include a look at flow dynamics
in laminar and turbulent regimes, as well as data validation. The wavy fins, except
for the offset fins, do not have a generalized correlation in terms of the influence of
the f and j variables on geometrical parameters. The evolution of the j and f relation
for wavy fins is examined in this work. To create the correlation, a CFD analysis
was performed with fluent software which produced design data for 18 different fin
geometries. The power-law expressions were then used to create general pressure
drop and heat transfer correlation. De Schampheleire et al. [5] looked at the impact
of non-uniformities on a plate water/air heat exchanger’s thermal efficiency that is
commercially available in the wind tunnel by taking three different non-uniform flow
conditions. 2D hotwire tests are used to verify the wind tunnel’s uniformity. Three
non-uniformities are produced when a plate is placed 10 cm above the exchanger;
one is for the exchanger’s right side, the upper half portion of the heat exchanger is
covered by the second, and the third obstacle is a circular void in the centre of the
plate with a diameter of 150 mm. CFD tools are further used to implement the above
cases. Two obstructions occupy half of the overall flow area, occupying the vertical
or horizontal halves of the heat exchanger, respectively. A circular hole is the most
extreme obstacle, covering 78% of the overall flow space. A major thermal effect is
not generated by obstructions that cover 50% of the total flow area. Because of the
obstruction’s minor effect, this is the case. Because the rise in the local velocity of
air is minimal, the coefficient of convection rises dramatically, allowing a constant
rate of heat transfer to be maintained. To increase the transfer of heat in a PFHE,
Sinha et al. [6] used vortex generators of winglet type with two rows. Jeong et al.
[7] presented a study for the development of a new PFHE shape in which holes and
ceases were provided to boost heat exchanger efficiencywhich is utilizedwhere there
is a lot of dust. The overall performance was calculated with the help of the volume
along with factors for area goodness. The PFHE’s innovative shape is compared to
the heat exchanger with louvre fin and PFHE for the phenomena of flow and heat on
the surface for heat transfer. A novel PFHE form with the optimum shape of holes
and creases provided at the fin that can improve the PFHE’s heat transmission and
reduce the drop of pressure can be designed. According to the numerical analysis
results and the thermal flow field optimization for the surrounding PFHE, increasing
the crease angle improves the factor for the volume goodness while lowering the
factor for the area goodness. Aliabadi et al. [8] create correlations for drop in pres-
sure and heat transmission for wavy PFHE employing water, air, and ethylene glycol
as operating fluids (PFHEs). Other prototypes with various geometric properties
should be studied to demonstrate general characteristics. The current thesis is sepa-
rated into three sections: a complete 3D simulation of wavy plate fins (WPFs) with
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enough validation; a sufficient description of the simulation work; and the introduc-
tion of new PFHE-WPF correlations. Simulation findings are compared and tested
against usable experimental evidence, and a satisfactory agreement is achieved. The
variances of the j and f factors are 9.07 and 3.74%, respectively, among numer-
ical conclusions and experiment data. The usefulness of geometric parameters, fin
thickness, length, height and pitch, wavelength width, and amplitude was defined in
the literature for output and level of the WPF. To devise the simulation work, the
Taguchi approach is used. Finally, the geometrical parameters, Reynolds and Prandtl
number are proposed as functions of the current f and j factor associations built on
the simulation performance. The correlations for air presented and the data available
are in agreement, with 95% of the experimental data associated within 712%. Junqi
et al. [9] perform an experimental investigation on a PFHEwith aluminumwavy fins.
There are 16 distinct fin heights, pitches, distances, wavy amplitudes, and lengths
among the experimental samples. The multiple regression techniques are utilized
to establish correlations between the wavy fine for heat transmission and pressure
loss. The Taguchi approach is used to do a parametric analysis of the results of wavy
fins. The experimental link between friction factor and heat transfer is developed,
capable of predicting 90% of the data in the test with 15% of errors. The absolute
divergence of the friction factor and Nusselt number association equations is 7.6%
and 7.8% correspondingly. The quality management approach with Taguchi is used
for the investigation of the impact of each element on a drop in pressure and trans-
mission of heat. The most significant effect on thermal–hydraulic efficiency, with a
contribution ratio of 38.7% has been demonstrated to be the wavy amplitude/length
(2A/L) geometrical parameter. The thermal–hydraulic efficiency is much better with
a low fin length and fin pitch. Khoshvaght Aliabadi [10] performed a comparative
analysis of the efficiency of a PFHE with dissimilar plate-fin channels and working
fluid as water. Plain, offset strip, pin plate-fin channels, louvred perforated, wavy,
and VG are fabricated and evaluated. To assess the efficiency of the PFHE using
different channels, various performance assessment parameters are used, including
the ji/fi 1/3 ratio, the thermohydraulic factor of performance, J-Fi, the Ai/A plain and
VG-I criterion. The pin, offset strip, vortex generator, wavy, louvred, plain channels,
and perforated, respectively, have the highest j factor and coefficient of heat transfer.
The pin, offset strip, vortex generator, wavy, louvred, plain channels, and perforated,
respectively, provide better heat transfer with pressure drop from the ji/fi 1/3 ratio
viewpoint. The pin, offset strip, VG, louvred, lock, plain channels, wavy and perfo-
rated, respectively, have a decent thermohydraulics output and the maximum value
of JFi factor as compared to plain channels. In contrast to the vortex generator, wavy
fin, pin channels, perforated fin, offset strip, and louvred have the greatest capacity
to minimize the surface area of PFHE. Aliabadi [11] investigated the effects of two
different passive techniques of enhancement, the nanofluid flow, and the VG on the
thermal and hydraulic performance of PFHE individually and simultaneously. It was
shown that both the passive techniques can individually enhance thermohydraulic
performance. The lowest weight-fraction nanofluids gives the best performance both
individually and combined with VG channels. The thermal–hydraulic performance
was enhanced by about 64.3% with the use of the vortex generator channel in its
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place of plain one as it rises the coefficient of heat transmission as well as the drop
in pressure. The performance enhancement of PFHE by use of the VG channel is
more significant than the nanofluid. The correlations were presented for evaluation
of factor for friction (f) and Nusselt number for the combined passive technique.

f = 0.3586Re−0.150(1 − �)−24.644 (3)

Nu = 0.3141Re0.037
0.705
Pr (1 − �)−15.393 (4)

1850 < Re < 4560, 5.1 < Pr < 6.3,� < 0.4%

Du et al. [12] performed numerical simulation and an experiment to study the
thermohydraulic characteristics for the exchanger with offset PFHE having double-
flow oil-air for cooling lubricating oil. To explain the flow characteristics and heat
transfer, correlations were established. The j and f factors experimental correlations
were established. The suggested correlations for the oil side had a strong prognostic
potential against the current results, predicting 95% of research data and having less
than 3% of the average variance for j factor.

oil side : j = 0.2899 · Re−0.6041

(
μw

μm

)−0.14

(5)

f = 11.45 · Re−0.6975

(
μw

μm

)−0.14

(6)

Air side : j = 0.0388 · Re−0.1932 (7)

f = 3.8266 · Re−0.5253

Kuchhadiyaa et al. [13] experimented to determine the thermal characteristics
of cross-flow PFHE having fin of offset strip. Experiments were conducted for the
determination of the thermohydraulic efficiency of the exchanger at distinct input
parameters and mass flow rates such as cold and hot fluid inlet temperatures. The
difference in per cent amid coefficient of heat transmission values derived through
the experiments conducted and those proposed in the literature ranges from 5.24%
to 5.82% for hot fluid and 2.59% to 6.76% for cold fluid. Praveen kumara et al. [14]
designed a rectangular fin having different grooves such as trapezoidal, rectangular,
semi-circular, and triangular, analysed and compared for its heat transfer perfor-
mance. Rectangular grooves on the fin will provide a higher rate of heat transmission
of about 30% in contrast to other grooves. The numerous grooves on the fins allowed
for greater heat transfer than other types of fins with the same geometry, ranging
from 13 to 30%. Grooves are used to maximize the fin’s surface area. More surface
area allows more fluid interaction, which means faster heat transfer from the root.
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Rectangular grooved fins were observed to have improved efficacy and heat transfer
than other grooves of the same dimensions added to the finned body. Grooves on the
fin can be used as a way to minimize the weight of the material, which lowers the
expense of producing the fin. Khoshvaght-Aliabadi et al. [15] studied the impacts
of various three passive HTE approaches related to the flow needs and WPF heat
transmission: winglets, perforations, and nanofluids. Two improved WPFs (winged
and perforated WPFs), in addition to two different boosted coolants (0.3% and 0.1%
Al2O3 and water nanofluids), are utilized for enhancing the efficiency and reducing
the extent of PFHE. It is observed that the Nusselt number for the PPF is less than
WPFs, and it attempts to strengthen by improving the aspect ratio of waviness. The
factor of friction (f) for the plain plate fin (PPF) is less thanWPFs. Lastly, it indicates
the techniques of projected HTE may be better than the distinctive WPFs. Ozturk
et al. [16] accomplished a numerical investigation to determine the effect of fins on
the efficiency of a compact heat exchanger using the CFD programmed FLUENT.
The tests are carried out for simple, louvred, and offset fin forms in 2Dmodels of the
determined cases. Concerning changing velocities, the findings for the coefficient of
heat transfer, drop in pressure, Colburn J and friction factors f are summarized. The
results are shown for different fin pitches to see how they affect heat exchanger effi-
ciency. As the frontal velocity is increased, both the friction factor and the Colburn
j-factor decrease. Juan et al. [17] presented a numerical model for the research on the
distribution of the flow of the impacts of dynamic viscosity and inlets and outlets tube
situations. As the fluid viscositywas increased, it was observed that the distribution of
flow increased more uniformly but the pressure declines at the same time. In porous
media of PFHE, as the resistance (viscous) is improved, the influence of the Re on
the distribution of flow was also reduced. When the number of Reynolds was about
1000, the analytical findings showed that the procedure proposed would consider-
ably improve the oil flow distribution by about 79%. Xilong et al. [18] investigate
the heat transmission and fluid flow characteristics of fins (wavy and humped) with
varied radii of the hump and reusing experimental and computational methods. In
the process of recirculation using the humped fin, valley phenomena are eliminated
for either turbulent or laminar flows. As compared to the triangular fin pattern, where
high temperatures are uniformly distributed, the temperature fields close to the peak
and valley zones for the humped fin pattern were found to be increased. Javaherdeh
et al. [19] used the ε-NTU technique to evaluate the features of pressure drop and
heat transmission for a louvred fin exchanger having varied geometric constraints
of louvred fins. It was found that when the louvred angle increases simultaneously
the flow speed also increases which increases heat transmission and pressure drop.
As the louvred pitch increases simultaneously the louvred number is decreasing,
affecting the increase in pressure loss and heat transmission. The optimal value
for non-louvred outlet and inlet length is S1 = 1.25 mm and S2 = 2.5 mm as the
redirection length of a fin. Samadifar and Toghraie [20] analysed the heat transfer
enhancement in PFHEutilizing a passivemethod of adding six different vortex gener-
ators on a triangular channel cross-section, using a finite volume method. A finite
volume method of analysis reveals that a rectangular vortex generator can increase
the heat transfer performance by 7% with a 45° angle of attack. Yang et al. [21]
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used R113 refrigerant as the working fluid to examine the fluid friction and heat
transmission in vertical channels which are heated on a single side with serrated,
perforated, and plain fins. The j factor (Colburn factor) for the serrated fin is found
20% lesser as compared to theManglik and Bergles results from correlation, whereas
the friction factor f shows similar results as Manglik and Bergles expression values
having a comparative error of 10%. The performance assessment criterion j/f, j/f1/3,
and j/f1/2 of the serrated fin are the finest amid these fin geometries under current
experimentation. Furthermore, the data obtained of serrated, plain, and perforated
fins are extremely valuable for designing and optimizing the PFHE. Fumin et al. [22]
presented a method to enhance the heat transmission efficiency of the exchanger
by upgrading the heat exchanger’s interior structure to solve the problem of high
oil temperature in a certain engineering machinery transmission device, enabling
the machine to operate in the normal temperature range. Based on the study of the
impact factor of the cold fluid passage coefficient of heat transfer Kc, it is found
that increasing the cross-sectional area Ac of the cold fluid passage may effectu-
ally raise the coefficient of heat transmission Kc of the cold fluid passage, which is
useful for heat exchanger structure optimization in engineering. Morteza et al. [23]
examined the thermohydraulic properties of a PFHE providing chevron plate fins
in the turbulent flow regime (4000 < Re < 10,000), and experimental investigation
is performed at three different aspect ratios of waviness and four types of winglet
with holes arrangements with a fixed hole diameter, and width or height of winglets
are features of the enhanced heat transfer in chevron plate fins. The new inquiry
is motivated by the possibility of using winglets and holes in chevron plates at the
same time. The Al2O3–H2O nanofluid flow is evaluated on the basis of an optimum
geometric parameter of improved chevron plate fine as the next passive technique.
Thus the combination of holes and winglets has a direct impact on the efficiency of
chevron plate fins, resulting in significant improvement in a drop in pressure and heat
transfer. Furthermore, using the optimally improved chevron plate fins and nanofluid
at the same time could increase the Nusselt number. At a weight fraction of 0.3%,
the nanofluid exhibits the strongest operating conditions of this device. Ma’arof et al.
[24] examines the effects of different fin designs arrangements, the total surface area
of fins, and surface condition on the degree of heat transfer by fabricating and testing
fin heat exchangers. The HTR was found to be impaired by modifying the structure
and condition of the fins. The configuration of the fin was found to be one of the
utmost vital factors influencing the fin heat exchanger efficiency.At all fan speeds, the
fin coating was found to reduce the temperature by amuch greater margin. Haoa et al.
[25] established the thermal current approach, which merged heat exchanger thermal
resistance with traditional heat exchange correlations, to get a global remedy for the
modelling and evaluation of heat exchangers with offset strip fin having cross-flow
arrangement. Improving the thermohydraulic efficiency of compacted exchangers
is vital for highly efficient IC engines or hybrid fuel cell cars. They employed the
tree traversal procedure to maximize and achieve the new thickness, breadth, and
height while maintaining the limits on the transfer of heat and flow resistance. The
modified heat exchanger’s airflow length is reduced by 21% from 140 to 110 mm as
compared to the original structure. Meanwhile, the thermal resistance decreases by
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nearly 1.8%, suggesting improved heat transfer efficiency. Consequently, the exper-
imental validation allows for a comparison of experimental and theoretical findings,
demonstrating that with a modest inaccuracy of not more than 3.23%, the thermal
current technique is suitable for the design of heat exchangers and performance
enhancement. Also, the investigational findings demonstrate that the overall coef-
ficient of heat transmission rises by nearly 7.43% and reduction in pressure drop
on the airside decreases by almost 29.7%. Jiaming et al. [26] perform a numerical
simulation of a PFHE with an oblique wavy surface having V-shaped to enhance
the thermohydraulic characteristics. The effects of the V shape’s pointing direction,
angle of obliquity, and wave amplitude are fully investigated to determine the geom-
etry that provides the best thermal performance. At the same Reynolds number, it has
been determined that the heat exchanger with V shapes representing downflow offers
low f and j values, however, greater j/f compared to V shapes indicating up the flow.
As a result, the flow pattern induced by the wavy oblique surface is the primary cause
of the enhanced transfer of heat in the heat exchanger with oblique wavy surfaces
having V-shaped. A large secondary flow often results in a large pressure loss. Ozturk
[27] carried out the experimentation to improve the performance in a commercial
refrigerator by using plate fin. Three various types of fins were investigated having
single and double intermediate, and mini channel flat tube having a constant frontal
area and a very narrow flow depth. To evaluate the prominence of the type of fin on
the performance, the factor which is defined by heat transfer such as volume good-
ness factors, j and f factors, core volume goodness index (Eβ) versus factor which
is defined by friction power (η ahaβ) are used. Kuldip et al. [28] provide a detailed
analysis of louvred-fin heat exchangers to better acknowledge the flow characteris-
tics and various structural parameters impacts. It was mentioned that the growth of
the boundary layer is disrupted by louvred fins, which increases the thermohydraulic
characteristics of the louvred fin heat exchanger. Thermal efficiency can be improved
by increasing louvre height and length, however, resistance can also be increased. A
larger depth of flow has a significant impact on pressure loss and the compactness
of the exchanger. In comparison to a PFHE, a louvred fin exchanger is projected to
increase heat transmission by 25% while decreasing pressure by 110%.

3 Research Gap

This review has discussed some of the latest areas regarding PFHE. Substantial scope
for the research work is exposed in this field as mentioned below:

• The use of nanofluids and nanomaterials is the latest emerging field where more
research is necessary while designing the PFHE [29].

• New techniques should be searched to reduce the fouling in PFHE, especially
when they are used in food processing [29].
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• High operational cost is paid to overcome the critical corrosion problems in indus-
tries where PFHE are used to sever process conditions, hence this is the areawhere
the research should be focused [29].

• More generalized heat transfers and correlations of pressure drop are required
for the thermal–hydraulic calculations, and the suitable optimization in design
methodologies of the plate type heat exchanger is required to be focused on while
improving the efficiency of the design model [30].

• The investigations for appropriate Nusselt number for two-phase and the corre-
lations for friction factors for various configurations and types of fins will serve
a great help in obtaining the proper optimization methodology of plate-type heat
exchanger design with phase change [30].

• Augmentation of the heat transmission processes in increasing the air-side heat
transmission efficiency of the heat exchanger such as perforation, serration, and
breaking technology regarding fins should be investigated in-depth [31].

4 Conclusion

This study aims to provide an overview of the numerical and experimental investiga-
tions that have been conducted on PFHE. The review is concentrated on the passive
method’s ability to improve heat transmission. The following are the findings of this
study:

• Both the passive techniques, use of nanofluids (low weight fraction) and the VG
channel might contribute tomore compact PFHEs being designed. The increase in
thermal–hydraulic performance of about 1.67 times can be obtained by combining
the two improvement approaches for the thermal exchange. The perforations,
winglets, andnanofluids enhance thermal performance. In the compoundapproach
(Cu/water nanofluid in the VG channel), the thermal–hydraulic efficiency factor
increase compared with the plain channel is 67.4%.

• The CHX where the fin is required to enhance the performance in a narrow
flow depth range, especially where the compactness is considered, louvre fin
with single intermediate is the best and achieves better heat transfer indexes
than the other fin geometries. Thus, for such types of PFHEs, the combined
effect of conventional parameters and factors

(
h,�P, j, f, and j

/
f 1

/
3
)
and the

rarely chosen factors (ηa, haβ, Eβ, ηahaγ, and Eγ ) that consider the compact-
ness and unit depth, respectively, should be considered carefully to provide higher
performances.

• The heat transfer performance of PFHE can be enhanced by 7% with the use of
a simple rectangular vortex generator as compared to others. The installation at
45° of the attack angle is at the best for the vortex generator. Further, the heat
transmission may be enhanced by improving the height of VG. But pressure loss
in the PFHE also increases with the use of a vortex generator.

• The thermoaerodynamic performances of the PFHE, which are used in surround-
ings where extraneous materials are generated, can be augmented by applying the
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optimum shape of holes and creases to the plate fin. The most superior thermal
performance falls under θ (crease angle)= 15°, λ (crease cycle)= 3, and N (holes
number) = 5. The angle has the largest impact on the drop in pressure and heat
transmission efficiency of the changed plate style heat exchanger, and the effect
of the λ and the N grows as the crease angle grows.

• When related to a PFHE, a louvred fin heat exchangerwill provide a 25% improve-
ment in thermal transmission and a 110% growth in pressure drop. The manufac-
turing, performance, operational, and design aspects of a well-proposed louvred
fin compact heat exchanger are influenced by geometric and flow parameters. The
flow speed increases as the louvred angle increases and the boundary layer on the
louvred do not expand as much, resulting in increased heat transfer and pressure
decrease. Doing numerical simulations for various louvre angles reveals that by
using appropriate louvre angles ranging from θ L = 24 to 32°, with θ L = 28◦
as the optimum louvre angle.

• Correlations are available with strong predictive potential against the specific
conditions of heat exchangers which can be used for evaluation of the j & f factor.
More appropriate correlations for two-phase systems are required for performance
enhancement and the accurate design of PFHE.

• Due considerations should be given for fouling and corrosion effects while
designing and maintenance of the PFHE as high operational costs are paid by
the industries to overcome the problems induced because of parameters.

The following points should be considered regarding the selection of fin
configuration and type while designing PFHE:

• Porous fins having less permeability (high pore density) and lower porosity should
be used to make the heat exchanger compact.

• The increase in fin pitch improves the thermohydraulic efficiency of PFHE.
• Coefficient of heat transfer is enhanced by using louvred and slit fins as it disturbs

the development of the boundary layer.
• Providing grooves on the finminimizes theweight of the fin. Typically, rectangular

grooved fins are found to have better thermal effectiveness.
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Exploration on Photoluminescence
Features in Pr3+-Doped Sodium-Calcium
Orthosilicate Phosphor for White LEDs

Subhajit Pradhan and M. Jayasimhadri

1 Introduction

In recent times, energy conservation has become a matter of great concern due
to a myriad of motives such as economic, security, and environmental safety. The
greater demand for efficient use of energy made it more important to look forward to
better lighting options as lighting systems are used everywhere, i.e., from industries
to large sports complexes. Properties like higher efficiency, low power loss, and
longevity made phosphor-converted white LEDs (pc-w-LEDs) an advanced lighting
system [1]. Other than lighting, LEDs are also used as indicators, plant growth
systems, and displays [2–9]. Several rare earth elements like Eu, Er, Sm, and Tb
ions were incorporated in the efficient hosts and investigated recently for pc-w-LED
applications [10–13]. In general, a mixture of red–green–blue phosphors excited
via UV and near (n)-UV LED chips or a combination of green and red phosphors
pumped using blue LED chip is the preferred choice for the realization of white
light [14]. Both the approaches require superior red light-emitting phosphors, which
should also be chemically and thermally stable. Red emission obtained from Pr3+-
doped in an appropriate host can be harnessed to fabricate pc-w-LEDs. The narrow-
band activators, Pr3+ ions, show superb emission spectrum with luminescent color
modulation and single 4f-4f Pr3+ ion has advantages for its use in LEDs, displays, and
various photonic devices [15]. More importantly, Pr3+ ions own rich emission levels
like 3P0 and 1D2, which are generally attributed to red emission lines. Here, due to
its high stability, low cost, and environmental friendliness, a silicate host has been
preferred over the other inorganic host lattice. Also, these properties have motivated
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the present work to select and synthesize the pure phase of Na2CaSiO4 (NCSO)
doped with Pr3+ ion to disclose its potential in w-LED applications.

In this work, single-phase Na2CaSiO4:Pr3+ phosphor was prepared via sol–gel
technique. Further, the crystallinity, morphology, and luminescent features are inves-
tigated employing sophisticated characterization methods like X-ray diffraction,
scanning electron microscopy, and spectrophotometer for revealing the potentiality
of Pr3+:NCSO phosphors as a red-emitting component in w-LEDs.

2 Experimental

2.1 Sample Synthesis

Sol–gel synthesis of Na2Ca1–xSiO4:xPr3+ (x = 0.0–1.0 mol%) phosphors has
been described in this section. The stoichiometric quantities of starting materials
tetraethylorthosilicate (TEOS: Si(OC2H5)4), Ca2(NO3)2·4H2O, NaNO3 are taken as
constituent raw material without treating further purification. The constituent raw
materials are individually dissolved in ethanol and de-ionized (DI) water and then
mixed together to form a clear solution (A). As-prepared solution “A” includes the
stoichiometric composition of constituent elements for the host matrix (NCSO).
For the host matrix to be activated with Pr3+ ions, a light green and transparent
Praseodymium nitrate (Pr(NO3)3) solution (B) was prepared by mixing a fixed
amount of Pr6O11 as per the mole concentration in a sufficient amount of nitric
acid (HNO3). As-prepared solution B is added to solution A and kept at 65 °C under
continuous stirring for a few hours for homogenization. Then the final solution is
kept in an oven for 18 h at 90 °C to produce a clear green gel followed by drying it at
110 °C for 5 h. At last, the dried sample is sintered for 3 h at 1150 °C, cooled down
naturally to room temperature, and ground daintily for subsequent characterizations.

2.2 Sample Characterizations

The X-ray diffraction patterns have been observed using Bruker D8 advance model
working over 2θ ranging from 10° to 80° operated at an accelerated voltage of 40 kV
and applied current of 40 mA. The SEM images have been obtained using the Carl
Zeiss EVO 40 scanning electron microscope machine operated at 20 kV to render
the morphological aspects of the as-synthesized sample. The photoluminescence
measurements have been recorded using Jasco FP-8300 spectrofluorometer aided
with Xenon lamp for excitation.
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3 Results and Discussion

3.1 Diffraction Analysis of the Na2Ca1−xSiO4:xPr3+ (X =
0.0 to 1.0 mol%)

Figure 1 presents the XRD pattern of Na2CaSiO4 phosphor doped with 0.0 and
1.0 mol% Pr3+ ion annealed at 1150° for 3 h. The obtained diffraction peaks are
matched completely with JCPDS data (card no.35–0123), confirming its monophasic
cubic structure and better incorporation of Pr3+ dopant in silicate host. Scherer
formula has been implemented to measure the crystallite size from X-ray diffraction
data [16] given by

D = Kλ

β cos θ
(1)

where K symbolizes the shape factor; β symbolizes the FWHMof diffraction peak at
a particular angle (θ). Here, λisthe X-raywavelength used. Crystallite size calculated
using all the major XRD peaks were found to be 30.85 and 29.29 nm for undoped
and 1.0 mol% Pr3+-doped Na2CaSiO4, respectively.

Fig. 1 XRD patterns for Na2Ca1−xSiO4:xPr3+ (x = 0.0–1.0 mol %) samples compared with
standard JCPDS data
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Fig. 2 SEM micrograph of undoped Na2CaSiO4 phosphor

3.2 SEM Micrograph Analysis

Figure 2 shows theSEMimageof the undopedNa2CaSiO4 phosphor. TheSEMimage
acknowledges the microcrystalline structured Na2CaSiO4 sample and its irregular
and non-uniform particle formation due to some agglomeration. Since many other
commercially phosphors are available in the range of micrometer size, the above
prepared micro-sized particles are convenient to make phosphor-converted (pc) w-
LEDs [17].

3.3 Photoluminescence Properties

Figure 3 presents the photoluminescence excitation (PLE) spectra for 1 mol % Pr3+-
doped Na2CaSiO4 phosphor measured at 610 nm emission depicting high-intensity
excitation peak near 252 nm and a less intensity band accompanied with three peaks
between 445 and 490 nm range. The higher intensity band at 252 nm is accredited
to 4f to 5d transition of Pr3+ [18]. This transition happens due to the transition of
an electron from Pr3+ ions to the conduction band [19]. Also, the peaks near 445 to
490 nm can be attributed to 3H4 →3 P2,3 H4 →3 P1, and 3H4 →3 P2 transitions of
Pr3+ ions, respectively [20].
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Fig. 3 PLE spectra
measured at 610 nm
emission wavelength for the
Na2Ca1−xSiO4:xPr3+ (x =
1.0 mol%) phosphor

Figure 4 depicts the emission spectra measured under 252 and 445 nm excitations,
which mainly consist of a band at 487 nm (blue) corresponding to 3P0 →3 H4

transition and a higher intensity band at 610 nm (red) corresponding to 1D2 →3 H4

transition [19]. Moreover, the inset of Fig. 4 shows that the intensities at 487 and
610 nm emission peaks are higher for 252 nm excitation as compared to the intensity
for 445 nm excitation.

Fig. 4 Emission spectra of
Na2Ca1−xSiO4:xPr3+ (x =
1.0 mol%) phosphor under
252 nm and 445 nm
excitation (Inset:
Comparison of intensities
under different excitations at
610 nm emission
wavelengths)



146 S. Pradhan and M. Jayasimhadri

Fig. 5 CIE diagram of
1.0 mol% Pr3+-doped
Na2CaSiO4 phosphor under
252 and 445 nm excitations

3.4 CIE Chromaticity Coordinates

Commission International de i’Eclairage (CIE) 1931 standards have been utilized
for estimating the color coordinates of Na2CaSiO4 phosphors under 252 and 445 nm
excitation. Figure 5 presents the CIE coordinates (x, y) found to be (0.543, 0.327)
and (0.582, 0.347) for 252 and 445 nm excitations, respectively. It can be observed
that both calculated coordinates are present in the red region of the CIE plot. To
determine the clarity of emission color exactly, correlated color temperature (CCT)
was computed employing the formula [21]:

CCT = −449η3 + 3525η2 − 6823.3η + 5520.33 (2)

where η = x−xe
y−ye

; (
xe = 0.3320, ye = 0.1858

)
represents chromaticity at epicenter

[22]. Using evaluated coordinates (0.543, 0.327) and (0.582, 0.347), the CCT value
is calculated to be 1861 K and 1910 K for as-synthesized Na2CaSiO4 phosphor.
The obtained CCT values are lower than 5000 K, which suggest that Pr3+-doped
Na2CaSiO4 is suitable for fabricating cool w-LEDs.

4 Conclusions

Silicate host lattice, i.e., Na2CaSiO4 has been chosen for Pr3+ doping due to its chem-
ical stability, cost-effectiveness, and environmental-friendly composition. Single-
phase undoped andPr3+-dopedNa2CaSiO4 sampleswere successfully prepared using
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sol–gel technique. The cubic structure was affirmed by X-ray diffraction pattern with
an average crystallite size of 30.85 and 29.29 nm for undoped and 1.0 mol% Pr3+-
doped Na2CaSiO4 phosphors, respectively, as evaluated by the Scherer formula. The
morphology of irregular and non-uniformmicrocrystalline particles was depicted by
SEM micrograph. Excitation spectra measured at 610 nm emission wavelength for
the Na2Ca1- xSiO4:xPr3+ (x = 1.0 mol%) phosphor shows a high intensity peak at
252 nm due to 4f → 5d transition. Also, the peaks at 445, 472, and 485 nm can
be attributed to 3H4 →3 P2,3 H4 →3 P1, and 3H4 →3 P0 transitions of Pr3+ ions,
respectively. The emission spectra for Pr3+-doped Na2CaSiO4 phosphor at 1 mol%
Pr3+ ion concentration exhibit intense emission at 487 and 610 nm wavelength under
both 252 and 445 nm excitations accredited to 3P0 →3 H4 and 1D2 →3 H4 transi-
tions, respectively. The CIE chromaticity coordinates for Pr3+-doped Na2CaSiO4 are
located in the red region of CIE 1931 diagram under 252 and 445 nm excitation. This
red emission obtained from Pr3+-doped Na2CaSiO4 phosphors can be harnessed to
fabricate pc w-LEDs. Hence, the above-mentioned results signify that the designed
phosphor material can be potentially used for w-LEDs applications.
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Solar Energy Production Onsite
for Battery Swapping Stations in Delhi

Mukesh Kumar and Sarita Baghel

1 Introduction

Delhi is one of the 10 world’s most polluted cities in 2020 (PM2.5) as per IQAir,
and this led the Government of NCT of Delhi to announce the Delhi Electric Vehicle
Policy on August 7, 2020, with a vision to promote the adoption of electric vehicles
in the city and to make Delhi, the EV Capital of India.

This policy aims to improve Delhi’s air quality and create an entire supply-chain
ecosystem for this new segment of vehicles, i.e., electric vehicles at this time. The
number of motor vehicles on Delhi’s roads is estimated at 10.986 million, 70% of
which being two-wheelers as of March 31, 2018, as per Delhi’s Economic Survey
2018–19 report [1].

The phase of change of energy source from conventional fuel to electric for motor
vehicles can produce high energy demand [2]. To supply the increased demand with
conventional power plants might not be feasible and would increase pollution. There
has been advancement in battery technology for swapping, which can be used in
two-wheelers and four-wheelers with an increase in the number of batteries but
maintaining universal size and capacity. The advancements in battery technology
make the battery swapping station demands go higher for swap since every vehicle’s
battery can be swapped.

Battery swapping stations provide the same level of convenience as refueling the
conventional liquid or gaseous fuels provide. They are much more convenient and
of practical importance than charging stations in densely populated cities like Delhi.

An implementation of a PV system array on a petrol pump’s rooftop is analyzed
to estimate how this proposal could work. Also, an estimate of how many batteries
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of standard capacity can be charged per day is estimated. The energy produced could
serve the resident with clean energy, leading to a clean energy source for the vehicles.

In practice, the proposal’s results could help the government and the residents get
through the phase of the drastic change of energy source for the vehicle smoothly.
This proposal could also provide an alternate source of income for the fuel industry,
like petrol pumps, to get on with clean energy on the sidelines. The future of clean
energy does not seem far now, as we discover more and more disadvantages and
come to the end of conventional energy sources.

There has always been a great fear of change unless we do not get compelled to
do so. Moreover, the time has come for us to change to sources of energy that can
no longer contribute to the ever-increasing harmful effects of conventional energy
sources.

2 Literature Review

2.1 Battery Swapping Station (BSS)

Battery swapping stations refers to the concept of replacing partially or entirely
discharged batteries with fully charged batteries. BSS implementation can help
metropolitan areas to cope with the energy demands. BSS can provide instant refu-
eling to avoid long queues andwaiting times that charging stations cannot [3]. Earlier
publications show how dependency on national grid connections can be reduced by
utilizing electric vehicles’ batteries for energy storage by the community [4]. Electric
vehicles’ charging in an uncontrolled manner could even influence the distribution
grid and pose other disadvantages, which requires pervasive research [5]. At the same
time, the BSS can be a boon. There have been advancements in fast charging systems,
and they could be utilized where vehicles can be put to charge. Fast charging systems
require space for vehicles, which cannot be a feasible solution for densely populated
cities like Delhi for large-scale electrification vehicles [6].

The energy storage systems like BSS can help the transition from fossil fuel to
renewable energy to a large extent [7].

Due to a large number of vehicles in the city, completely off-grid implementation
of the BSS alone cannot meet the continuously rising demands [8]. Also, charging
batteries is time-consuming, which contradicts the current system of refueling fossil
fuels since both are sources of energy for motor vehicles.

The metropolitan area like Delhi can provide electric vehicle owners the facility
of BSS at petrol pumps and other public places like parking centers, stadium, etc.
for ease of access and utilize the current infrastructures of related use.
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2.2 Onsite Energy Production

The energy demands rapidly increase in household and industrial use as popula-
tion and urbanization advance. The transport sector alone accounts for 12% of the
country’s overall carbon dioxide emission and pollutants. Vehicle electrification is
required to reduce CO2 and pollutant emissions [9]. Fossil fuels cannot meet the
energy demand due to their limited resources in India and the effect of their use
on climate and air [10]. People and the government have realized the necessity of
renewable energy. The solar energy sector has seen wide applications in India, and
favorable policies have been designed to take advantage of solar energy [11].

The integrated solar charging of electric vehicles can be applied. However, consid-
ering factors affecting a non-stationary PV module and high added cost due to extra
components, a wide application might seem far-fetched [12].

Researchers have found specific sites in Delhi where charging infrastructures
can be designed for lower costs based on different factors [13]. However, the cost-
effectiveness for these sites is undoubtedly more than this proposal since we can use
already in place infrastructure for PV module installation. Here the petrol pump
rooftop is taken as an example due to minimal to no shading, ideal and plain
rooftop, adaptability of technology, ease of system installation and maintenance, etc.
However, ideal rooftops of other public buildings like stadiums, health centers, educa-
tional institutes, and many more, which have similar characteristics, can be utilized.
Comparing energy produced using ideal rooftops with fossil fuel sources shows how
economic solar energy production can be and takes us toward sustainability [14].

For the onsite generation of energy, photovoltaic panels of appropriate configura-
tion and standard can be used. The solar energy generated could be used for charging
the batteries of the BSS.One of the essential factors would be to use the ideal rooftops
of public places, mainly petrol pumps.

2.3 Electric Vehicles

The type of vehicles present in Delhi has more than 70% of two and three-wheelers
under the category of light vehicles. Moreover, without light vehicle electrification,
there cannot be any recognizable development in terms of change in the source of
energy of vehicles [15].

The battery swapping stations can provide a better environment for charging and
its lifecycle due to the presence of cooling systems [16].

When the battery is charged at normal temperature, its capacity can be main-
tained for an extended period and, when put into vehicles, can remain in the optimal
temperature range for some time too.
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3 Analysis and Result

Location (28.732796813585868, 77.19832208470727) refers to a petrol pump with
the ideal rooftop of area 248 m2, by taking into account some dimensions and
specifications as provided in Table 1 (Fig. 1).

The area of the rooftop and the estimate of the number of solar panels of standard
dimensions to be installed were made by PVWatt web application version 6 [17]. The
application estimates the number of PV panels based on the rooftop’s dimensions.

Based on the efficiency of monocrystalline PV panels, the estimate of system
capacity given by the application is about 47.2 kW, which signifies about 130 PV
panels of 365 W (Fig. 2).

The analysis of data has been made using the system advisor model [18]. Thus for
the photovoltaic module of area 1.673 m2 and rooftop of area 248m2, a PV system of
about 47 kW can be installed. This system could provide about 235 kWh on average
per day. The energy of 235 kWh can be stored in 117 battery modules of 2 kWh
capacity.

The data for the analysis has been taken from National Solar Radiation Database
(NSRDB). The data is generated at the station (28.75, 77.15). Solar data is of 2014
typical year.

Table 1 Standard dimensions and specifications

Component Dimensions Specifications

Photovoltaic module 1.68 m * 0.996 m LG365Q1C-A5, 365 W, monocrystalline,
6*10cells

Petrol pump’s rooftop 248 m2 Single storey, no shading

Battery module Generic dimensions Generic type, 2 kWh capacity

Fig. 1 The available rooftop area calculation using PVWatt web application version 6.1.4
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Fig. 2 The monthly energy production for the example site from the simulation is obtained

In Delhi, more than 400 petrol pumps operate, and if the solar system on their
rooftop gets installed, there will be the production of about 94 MWh energy on
average per day. However, the public places with ideal rooftops have a very high
number in Delhi. Here only one implementation is taken into account.

4 Discussion

The ever-declining quality of air and drastic changes in the climate, and even rapidly
diminishing fossil fuel reserves generate the need for adopting new and renewable
energy sources. However, if we use grid electricity generated using conventional
energy sources to charge electric vehicles, we need to rethink [19]. In contrast, this
paper is all about implementing renewable sources of energy.

Thepolicy-makers andgovernment are tryinghard to implement renewable energy
sources on a large scale, but the peoples are yet to be involved. The success of large-
scale policies can only be realized with the involvement of the residents. Policy-
makers need to assure themof at least the same experience and usability as fossil fuels
provide to involve the residents. However, this could be done through technologies
that can provide similar or better experiences like battery swapping stations (BSS)
along with this proposal [20].

The solution to “how the change of energy source to the vehicles can be imple-
mented so the purpose and the results could be justified” is given through this
proposal. There have been developments for designing new systems, but the already
in place infrastructure use is emphasized, which can reduce initial costs.
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There are limitations too like if this proposal is implemented on the petrol pump’s
rooftop, the safety from electricity spark fromwires and other electrical hazards need
to be addressed. However, if the proposal is implemented on the local healthcare
rooftops, it can provide energy resources in an emergency.

5 Conclusion

This proposal can benefit the people of Delhi even if public sector undertaking
companies (PSUs) like Indian Oil Corporation Limited (IOCL) can implement this
on their petrol pumps. Even recent hikes in taxes on fossil fuels all over the country
encourage people to search and adopt other sources of energy for motor vehicles.
For that, this proposal can prove to be affordable. This idea can be fruitful for both
government or companies and residents, i.e., users.

Renewable energy has been utilized from ancient times, and as of November
27, 2020, 38% of India’s installed electricity generation capacity is from renewable
sources (136 GW out of 373 GW). Although if we continue to use fossil fuels in
vehicles, our environment will go on degrading. Thus we urgently need to switch to
renewable energy sources on motor vehicles too.

There has been the adaptation of electric vehicles but only to a certain extent, even
when the government introduces a new electric vehicle policy with some incentive
and relaxation. Though with the help of this proposal and advancements in battery
technologies and battery swapping stations (BSS), a large-scale implementation can
be achieved.

To developDelhi as a smart city in the true sense, we need to focusmore on renew-
able and sustainable energy sources and stop further degradation of the environment
[21]. We know solar energy would only be harnessed during the daytime; thus, the
requirement of an alternative source for charging batteries can be grid electricity with
a unity power factor [22]. Urbanization and smart city development do not mean the
development is sustainable. Even the cities of developed Western countries are not
sustainable [23]. To attain true sustainability, we must use renewable energy as much
as possible and even use electric vehicles to supply the emergency needs using the
vehicle to home (V2H) approach [24].

The development of micro-smart grids for renewable sources exploitation for
agriculture can take the cities and the country toward sustainability due to significant
energy demand in the sector [25]. A better approach for developing smart cities
would be by considering the technological, social, economic, and environmental
points of view [26]. The policy-makers are taking steps to implement renewable
energy sources, but we should also rethink the policy’s adaptability and feasibility
[27]. The Covid-19 pandemic has also influenced the present scenario of India in the
transition of energy sources, and the effectiveness of the policy cannot be seen [28].
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Pollination System for Greenhouse
Flowering Plants Using Nano Drones

Manoj Kumar Shukla, Lavepreet Singh, Shrikant Vidya, Haider Quasim,
and Rahul Bhandari

1 Introduction

Pollination is one of the important factors for the purpose of seed generation in plants
to keep their species alive. But we know that plants will not able to move from one
place to another unlike animals so they have to depend on others for the purpose of
pollination like wind, water, birds, insects and many other factors. But these factors
are not enough for the purpose of mass production or for agricultural purposes;
therefore, we have to introduce new efficient method to increase the productivity.

The existing artificial methods for pollination are labor-consuming and have low
productivity depending upon the type of pollinators used, and they cause injuries
and also not much ineffective. By using modern technique, these defects mitigate
in pollination in the open and closed soil by using nano copters, which acts as a
pollinating agent by means of a automatic control system [1]. For the characteri-
zation of these drones, various criteria had been set up like their size, weight and
maneuverability. There are various programming references for an automatic flight
control of drones and also onboard computing platform [2]. These copters can equip
with various inventories like microphone, different sensors as well as cameras, and
they can transport small weight containers [3, 4]. The programming control of a
copter allows to make various operation with inventories attached, and they can be
equipped other transportable accessories to transport the pollens from one place to
another [5, 6].

Scientists investigating a possibility of implementation swarm technology for
pollination of plants [7]. In past few years, researcher has discovered a nano copter
that has been accepted all over the world [8]. This nano copter has lesser weight and
differs in dimensions in comparison to general copter. Its size varies from the range
10–15 cm, and weight is less than 120–150 g. Nano copters are cheaper than the
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normal models available in the market [8]. Due to heavy weight and rigid housing of
copters, its propellers rotate quickly and it leads to chance of collision when power
supply is suddenly cutoff so handling of it becomes difficult in such circumstances
[9].

The operating flight controller of nano copter faces the difficulty in adjustment
during various flight modes that make risky environment for its management [10].

The use of nano copters started increasing due to their smaller weight about 40–
50 g and its smaller size of about 10–15 cm. The size of these nano copters was
similar to that of large insects like butterfly or humming bird. These dimensions and
size allow drones to do the same movements as the natural pollinators do, and it is
possible by the automatic control of these drones [11].

2 Process of Pollination

These nano copters can artificially pollinate the pollen grains taking it from one
flower transferring these pollens to another flower at the same time like insects do.
There are total four stages involved in the pollination as they are below:-

1. The first stage involves the climbing of drone from a certain height to the stalk
of a plant and reaches that height within 2–3 s [11].

2. In second stage, the nano copters are automatically controlled for collecting or
releasing the pollens from the stalk of flower.

3. Automatic controller processes a pestle by the hanged equipment for pollen
collecting/transfer due to lag over a flower in third stage.

4. Automatic controller analyzes the data and lifts the copter to transfer the pollen
to another flower in the fourth stage.

Automatic control uses the coordinates obtained from the central control unit for
the analysis of flower position and if the pollen was dropped their by that drone then
it will move in search for the flower according to the coordinates sent through the
central control unit. All the send by central control unit was analyzed by the program
mapping system, and it will implement these coordinates in real-time positioning of
drone (Figs. 1, 2 and 3).

Nano copter uses the photographs of arrangement of flowers taken from aerial
mode to identify its trajectory with respect to the positioning of plant during the
flight and stimulates the pollination of plants in automatic control by collecting and
delivering the pollen. The simulated pollination for these nano drones can be seen
by simply modifying its design to standard basis as well as changing its working
programming and changing of a control unit for computer processing interface.

The important modifications that are required to be done were its automated flight
control algorithm, return to its initial position, automated landing; deduction of its
height and position [4].

All the changes are aimed to a possibility of automated control flight operations
and implemented on the software termed as Netlogo and Ready Software solutions.
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Fig. 1 Stage 1: High arc path taken by copter to reach the flower

Fig. 2 Stage 3: Pollination by copter

Nano copters are suitable to use for greenhouses and hotbeds on the closed soil
due to its low resistance to demolition downwind and small size [4].

The use of a nano copter will automate the simulated pollinations of plants and
will increase the effectiveness of process of simulated pollination. Dependency on
insect pollinators and weather conditions can also be eliminated by the use of nano
copters.

Reprogramming of computer interface for the nano copter facilitates the auto-
landing and return to a take-off point.
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Fig. 3 Stage 4: Automatic control of data positioning and copter movement to the next flower

3 Experimental Studies and Results

All the above proposed analysis was tested on a swarm intelligence simulation soft-
ware NetLogo. We have evaluated the model on three basic behaviors to utilize the
proposed approach (i) Random fly of drone towards flower (‘R’), (ii) stigmergic
behavior (‘S’) and (iii) Both flocking and stigmergic behavior (‘S + F’). For each
observation, we have taken 10 trials in the interval at which 90–95% of targets were
detected. We also plotted the graph showing the resulting performance indicator
samples. The result of each case was summarized by Table 1 in the form of “mean
± confidence level”.

Table 1 Mean ± confidence level for different Scenario

Scenario Number of
targets/clusters

Type/Number of
Obstacle

Drones Completion time
(ticks)

Plane Field flowers 55/5 Tress = 10
flowers = 50

84 R 1743 ± 140
S 806 ± 140
S + F 686 ± 143

Densely polluted
flowers area

25/1 Trees = 40
Flowers = 250

84 R 742 ± 186
S 740 ± 192
S + F 670 ± 75

Farm field 120/2 Trees = 20
Flowers = 500

42 R 1440 ± 105
S 856 ± 148
S + F 806 ± 98
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4 Experimental Results

The five targets scattered over the synthetic area are called scenario. Each scenario
contains per group 12 targets. Figure 4a represents the initial arrangement of almost
84 drones grouped into four swarms. These swarms have placed as antipodes repre-
sented by triangular symbol in the shown area. Targets have been represented as
cluster of dots.

Figure 4 shows the distribution of various swarms with different sizes. The stig-
mergic formation has shown in Fig. 5. From the table and figures, we conclude that
stigmergic formation will reduce the time for target search as well as for pollination
process.

Fig. 4 Basic Scenario a Initial State b Flocking c Stigmergic and Flocking

Fig. 5 Models of plane field flowers and forest scenarios a Plane field flower b Farm
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5 Conclusion

In this article, we are trying to use flocking and stigmergic behavior to improve
the target search operation as well as to improve the pollinating efficiency using
these behaviors in swarm for farming process. The drones use stigmergy behavior to
attract drones towards potential targets and uses flocking behavior to organize other
drones into swarm and guide each other towards the movement of flower stalk. The
results of stigmergic and flocking behavior in both real and simulated worlds are
satisfactory. If these results are suitably implemented then they will help to increase
the overall search operation of the drones. But these accurate results are not an easy
work but if implemented correctly it will improve the performance. Thus, using
appropriate parameters, we can improve the target search operations of the present
drones working on swarm technology, and they can be implemented to increase the
pollination efficiency thereby helping farmers for the agricultural purpose.
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Garbage Classification Using YOLOv3

Murli Manohar Pant, Akanksha, Muskan Gupta,
and Madan Mohan Tripathi

1 Introduction

Overpopulation is one of the major problems faced by our society in recent times.
There are many other problems that originate due to overpopulation and increase in
garbage, and inability to process the garbage properly is one of them. The littering
of garbage is a problem, which may seem small but when we look at the bigger
picture this accumulates the garbage and harms our environment at a large scale. The
amount of waste generated is increasing every day and a proper disposal of waste is
used to ensure the process of garbage management [1]. Now the garbage is also of
different kinds and is majorly classified into biodegradable and non-biodegradable
wastes. The amount of waste generated in both categories is huge, and the need for
classification and proper management of garbage is high. People litter the garbage
here and there and don’t even care about segregating it but segregation is the major
part of the garbage disposal.

Technology can be used to segregate the garbage by classifying it into the respec-
tive categories. Classification is important so as to decide which waste has to be
recycled, reduced or reused, and these play a major role in waste management. In
this paper, an innovative algorithm is used to detect a garbage and hence classify
it into respective categories, i.e., biodegradable and non-biodegradable. The dataset
of 12,000 images containing both the types of waste was created with 10 classes of
both categories and was used for the training of the model. The algorithm used is
YOLOv3 (You only look once), which majorly focuses on the convolutional neural
networks and is one of the fastest object detection algorithms used for real-time
detection with high accuracy. Object detection algorithms majorly use convolutional
neural networks for extracting the features from an image. R-CNN [2], Fast R-CNN
[3] and Faster R-CNN [4] are methods, which improve the mean average precision
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and reduce the time for training. It is used in this paper to detect the garbage and
hence classify it into biodegradable and non-biodegradable categories. After training
the model with the dataset using YOLOv3 and testing it, the model was able to detect
the garbage and classify it with an MAP accuracy of 99.57%.

This type of model can be effectively used in industries and can be used to reduce
the human efforts to classify the garbage. Classification of garbage plays a major
role where production of garbage is high as in big industries where a huge amount of
garbage is produced, and if the garbage there is not classified and disposed properly,
it can cause a lot of harm to the environment.

The remainder of the paper is organized in the following manner: Sect. 2 explains
the preparation and processing of the dataset in which it is explained how the dataset
was created, which involved clicking of pictures, processing of pictures and annota-
tions of pictures and finally the creation of dataset. Section 3 talks about the image
capture through the raspberry pi cam. Section 4 talks about the algorithm, which is
YOLOv3, how it operates and how it is used in this study for detection and classifi-
cation of garbage while the conclusion of the study and the future scope is presented
in Sect. 5 with the acknowledgments presented.

2 Preparation and Processing of Dataset

The preparation of dataset to train on YOLOv3 was done by the following process.

2.1 Clicking the Images

The first step was collecting wastes for both the categories and clicking their pictures
from various angles. 10 objects were taken for each of the categories, i.e., biodegrad-
able and non-biodegradable categories, and 300 images of each object were taken.
The pictures were clicked by a mobile camera and taken with different angles and
with different surroundings and then were put together and then processed.

2.2 Processing of Images

Images were cropped and resized (compressed), their contrasts were changed and
augmented to increase the number of these images to 600. These images contained a
variety of biodegradable and non-biodegradable wastes, which are generally found
in the household. The processing of the images included increasing the number of
images and naming them in sequential order. The contrasting of images was done,
and filters (Gaussian, negative) were applied. The images were then augmented. For
enhancing the performance of deep convolutional neural networks, the expansion of
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the dataset is required, and data augmentation methods are used for the same [5].
The number of images was increased for each item from 300 to 600, which created
modified versions of images, and this process also improves the performance of the
model and also the ability of themodel to generalize the result. Now, we had a total of
(600 * 10)+ (600 * 10)= 12,000 images. Now these images were clubbed together
in the same folder. Now using a python program, all of these images were renamed
in a sequence.

2.3 Annotations of Images

The next step was the annotation of images. Labelimg is the software that was used
to annotate these images, and a total of 20 classes were created, a class for each
item. Labelimg is a tool available online that can be used for annotations of images
and for dataset preparations and using it the images can be annotated in the form of
either txt file or xml file. It is a very useful tool, which labels the images and saves
the coordinates of the frames of the annotated image in one of the two formats as
per requirement. Image annotation is basically a computer vision process in which
labels are given to the images so that the machine learns about the images and once it
is trained it will be able to identify the particular image. For our study, we saved the
files in xml files in the YOLOv3 format. All the 12,000 images with their xml files
were saved in the same folder to be trained. Now after we had this complete dataset
of images with annotations, the machine was ready to be trained and was trained
using YOLOv3 code, which was done on the Google Colab platform (Fig. 1).

Fig. 1 Images of biodegradable and non-biodegradable waste
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3 Image Capturing

Raspberry cam was used to capture the image. The raspberry pi, a single board
computer series that runs on Linux is a cheap and easy to handle multipurpose
programmable computer and has various learning as well as industrial applications.
In IoT vision, there are a wide range of research applications of raspberry pi [6]. It
has set of GPIO pins (General Purpose Input Output pins) for hardware components,
which are to be run using raspberry pi. The raspberry pi cam is connected using this
GPIO pins. The raspberry pi cam connections are made with raspberry pi, and then
it has to be enabled by running Raspi-config and selecting the camera option (Figs. 2
and 3).

The model that was trained through YOLOv3 was run on the image that was
captured by the cam and was tested if the model was able to identify the image and
then classify it accordingly into biodegradable and non-biodegradable waste. The
image is first captured and stored in the memory of raspberry pi. Then it runs a
custom trained YOLOv3 model to find the garbage in the captured image. If it finds

Fig. 2 Image of a Raspberry Pi

Fig. 3 Connecting Raspberry Pi cam with Raspberry Pi



Garbage Classification Using YOLOv3 167

garbage, it tries to identify the garbage in the image if it’s one of the 20 classes of
garbage in the dataset. If it detects and identifies the garbage, it tries to classify the
image on the basis of the two categories, i.e., biodegradable and non-biodegradable
wastes.

4 Algorithm Used for Detection and Classification
of Garbage

The You Only Look Once (YOLO) v3 uses k cluster model and is one of the most
used deep learning techniques [7]. A lot of research is being conducted for object
detection in computer vision [8]. Deep learning techniques are being used for object
detection [9]. High-level features are formed using low-level features to improve
object detection capability [10]. It is used in various fields such as medical imaging
[11], robot vision [12], industrial detection [13], autonomous driving [14], etc. In
this paper, we are hereby using this object detection technique to detect and classify
our garbage.

YOLOv3 has a 53 layer network and for detection, 53 more layers are stacked
and so there are a total of 106 convolutional layers, which are underlying in the
architecture of YOLOv3. This makes the detections at three different scales. In the
network, the detection is done at three different places in the maps of three different
sizes. The first 81 layers downsample the images, and the 82nd layer makes the first
detection using 1 × 1 detection kernel. The second detection is done at the 94th
layer and at the 106th layer, third detection is done. Detections at different layers help
in detecting small images, which is a feature improved as compared to the YOLOv2.
Logistic regression is used in YOLOv3 for object confidence and class prediction.
It is a fast method as compared with some other methods, which can be indicated
through a plot of inference time of this method and other methods (Fig. 4).

Nowcoming to the study, the dataset that is being created is trained usingYOLOv3
on Google Colab platform. While training, to find the accuracy of the model, MAP

Fig. 4 COCO AP v/s Inference time comparisons
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(mean average precision) was calculated. The Mean Average Precision is simply
referred as Average Precision or (AP), which is used to measure the performance
of the different PASCAL algorithms and models [15]. MAP is a quality measure
for the proposed study. After being trained for 20 objects that are of both kinds,
biodegradable and non-biodegradable wastes, the model is being tested. An image is
being captured by using Raspberry pie cam, and the image is tested using the model.

Themodelwas able to recognize the image and classify it efficiently. The proposed
model was able to recognize garbage of 10 different types of non-biodegradable
waste, i.e., plastic bottles, wrappers of biscuits, chips and chocolates, milk packets,
empty packs of frooti and appy, polythene bags and cans. It was also able to detect
biodegradable waste like tissue, paper bags, paper plates and bowls, banana peels,
pizza boxes, paper cups and newspaper. The bot detects the garbage and changes
its alignment towards garbage. Apart from detecting and recognizing these wastes,
it was also able to classify them properly as biodegradable and non-biodegradable
wastes.

5 Conclusions and Future Scopes

Among different models, the YOLOv3 is one of the fastest and most reliable algo-
rithms.Theprecisionwehaveobtained from this studyverifies the same, and it detects
and classifies the garbage at a fast speed. The custom-trained YOLOv3 model was
able to detect and classify garbage of 10 bio-degradable and 10 non-biodegradable.
Themean average precision of themodel is 99.57%. The image from raspberry piwas
captured efficiently and after running the custom trainedYOLOv3model, the garbage
was detected if present in the image. It was further classified into biodegradable and
non-biodegradable. The high mean average precision and correct classification of
garbage show how effectively this model can be used in practical use.

This study of classifying the garbage on the basis of biodegradable and non-
biodegradable using YOLOv3 model can have various industrial advantages. Using
this model for image detection and classification, a bot can be developed that can be
used to detect, collect and segregate the garbage and can classify it correctly. Hence,
using such a bot will reduce human dependence for classification and segregation of
garbage. In a bigger picture, this could be seen as a small step towards a smart city
in which bots are used for waste management of the city in which this classification
technique can be used in bots to classify the garbage and hence process the garbage
accordingly.
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Aerodynamics Characteristics
of Compound Delta Wing at High
Altitude

Gaurav Gupta , Pranav Tiwari, Bhanu Pratap Vatsa,
Aashish Anand Sahay, K. S. Srikanth , and Shrikant Vidya

1 Introduction

Delta wing configuration was galvanized from the birds to fabricate a higher-
performing air-vehicle, which can land and take-off in an exceedingly little space
to assist in stealth missions and perform completely different operations; however,
because the delta wing produce vortex that facilitates them to achieve high speed
and vortex flow depend extremely on the lift and drag value, which, in turn, can be
controlled by the ever-changing angle of attack.

The phenomenon of vortex generation emerges as a result of flow separation that
starts from the leading edge and leads to flow separation in a spiral vortex that, if
positioned properly will facilitate achieving a super-cruising state without sending a
large sum of fuel within the thruster.

T. Lee and his team studied delta wing vortex breakdown and declared that, with
lowered lift and drag forces, the 65°-sweep reverse delta wing conjointly exhibited
delayed stall compared to its delta wing configuration [1, 2].

Delta wing configuration employed in the experiment has a trailing edge that helps
in controlling the flow as when the velocity is high the air spins very fast around the
top and bottom contour of the wing creating a low-pressure region at the center of the
vortex and the air, which separates from cutting edge to forward sweep can separate
without adding the shock impact on the trailing edge, thus reducing pressure over
the contour of the wing, which helps in reducing drag.

Delta wing configurations are used in many multi-purpose aircraft due to their
very high-performance value, so this study will help to achieve better performance
with the help of better maneuverability by changing the angle of attack.
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The experimental study aims to determine the range of AOA for compound delta-
wing aircraft with a double sweep to generate an invariable flow separation point by
computational method to improve the potential of the aircraft.

2 Experimental Methodology and Design Modeling

Wing geometry is designed in SolidWorks with leading edge beveled at the angle
of 14° for 53 cm from the chord of the wing with a first sweep angle of 50° and a
second sweep angle of 62.5° with a trailing edge in the forward sweep at an angle of
4° (Fig. 1).

Flow on both wings is assumed to be computationally aligned with the chord of
the wing so only half of the domain is studied.

BooleanTetrahedralMeshing of the rectangular domain is utilized inAnsys Fluent
with 2,317,894 cells, computational flow experiment and numerical calculations are
done on the contour of the wing in CFD using ‘k−ε 2nd EquationModel’ simulating
mean flow conditions.

Simulations were performed at attack angles of 5°, 10° and 15° with pressure-
based model in case of Mach No.—0.78 as in low-velocity air stream sweep from
the wings and density-based model for Mach No.—2.0 as in high-velocity phase air

Fig. 1 Wing Geometry
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particles compresses the molecules due to less time to undergo flow distortion, and
the flow distribution on the surface contour was studied to understand the pressure
distribution on the wing created by vortex to identify the angle of attack for better
pressure distribution on wing and stability of vortex to help attain super-cruising.

3 Result

3.1 Airflow Interpretation

Airflow interpretation of the double sweep delta wing was done on three ranges of
AOA for both subsonic and supersonic velocity. This led us to study the surface
contour for pressure distribution.

CFD images show the pressure dissemination from Fig. 2 to Fig. 7. Numerical
values of lift coefficient and drag coefficient were obtained, which were illustrated
through graphical representation from Fig. 8 to Fig. 17.

The following results were obtained:

Airflow Interpretation for Subsonic Velocity

In Fig. 2, the flow separation at AOA 5° starts at the cutting edge, which forms an
initial vortex. Due to this, the value of the lift was increased. Drag was also increased.
There was no significant improvement in the L/D ratio, and the initial vortex density
was lowwith higher pressure at the cutting edge and forward sweep edge. In Fig. 4, at
AOA 10°, a dominated vortex is created over the edge connecting to the initial vortex,
and L/D was greater than in AOA 5° with high-pressure density at forward sweep
edge. In Fig. 6, at AOA, 15° dominant vortex is created starting from the cutting
edge. Here, the shock impact reduced the vortex stability near the center of the wing.
This resulted in a weak vortex. The increment in lift force was quite significant with
the corresponding increase in drag force.

Airflow Interpretation for Supersonic Velocity

In Fig. 3, a dominant vortex is created at AOA 5° starting from the cutting edge to the
chord line with higher pressure at the cutting edge. A great amount of lift increase
was observed with the corresponding higher increase in drag. L/D ratio was better
compared to the subsonic part. In Fig. 5, at AOA 10°, a violent vortex was created
from the cutting edge forming a powerful initial vortex. The value of L/D was higher
compared to the subsonic velocity part. Lift force gained a boost of about 5 times
resulting in better, improved, and stable flow regime for super cruising. In Fig. 7,
at AOA 15°, a short length but dominant vortex is formed connecting to the cutting
edge and reduced in the center of the wing resulting in higher pressure density at the
forward sweep edge. Here, the higher AOA helped in early vortex formation but led
to the increment in drag force. Thus, a lower L/D and high shock wave impact was
observed.
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3.2 Distribution of Pressure Contours

The observation of pressure dissemination for subsonic velocity and supersonic
velocity is observed to be quite similar but at supersonic velocity, the air compresses
upon impact lead to a denser and stable flow of vortex with higher pressure density
on the wing at the point of vortex distortion.

The pressure scattering contours of the wing are represented in Figs. 2, 3, 4, 5, 6
and 7.

In Fig. 2, at AOA 5°, pressure is observed to be high at the cutting edge and tail of
the wing, and the vortex is seen to have a lower density, the shock impact was also
low in this case of subsonic due to lower velocity whereas in Fig. 3, at AOA 5°, a
denser and more stable vortex is formed from the leading edge with the consistent
vortex density.

In Fig. 4, at AOA 10°, the pressure density on the trailing edge was very high,
a sustaining vortex is formed above the wing. In Fig. 5, due to greater velocity, the
vortex flow was more stable, and shock impact was low, which helped to maintain
super-cruising but the pressure density was increased in the wing towards the trailing
edge and the leading edge of the wing.

Fig. 2 5° AOA at Mach No 0.78
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Fig. 3 5° AOA at Mach No 2.0

In Fig. 6, at AOA 15°, a dominant vortex is created quite early upon the cutting
edge and reduces in the center of the wing. The pressure density was high at the
forward sweep whereas in Fig. 7, vortex formation was early, and the drag is seen
to be quite high. The shock impact was increased, which led us to distorted vortex
flow, and pressure density was higher at the forward sweep.

3.3 Variation of Values

During the experiment, the values of lift, drag, lift coefficient and drag coefficient
were studied. The graphical illustration below shows the changing values between
subsonic velocity and supersonic velocity.

In Fig. 8, the lift coefficient increases linearly with an increase in AOA.
In Fig. 9, the lift coefficient is more linearly inclined but the slope is much smother

resulting in better flow separation in the supersonic speed case while changing attack
angle.
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Fig. 4 10° AOA at Mach No 0.78

In Fig. 10, steep variation is seen in the drag coefficient (Cd) at the start for
subsonic and after 10° attack angle, the variation becomes somewhat smoother.

In Fig. 11, steep variation is observed in the drag coefficient (Cd), which shows
an increment with the AOA.

Drag force is observed to increase very slowly for transitioning from 0° to 5° with
a much greater increase in drag force as the AOA increases 5°. The massive increases
in drag are observed.

In Fig. 12, the rate of change of drag increases heavily with a change in AOA.
In Fig. 13, the rate of change of drag is increasing linearly after a range, thus

resulting in the stable increase of lift with drag improving transitioning in higher
AOA with a stable flow regime.

L/D ratio is observed to be highest for the 5° AOA then continues to decline till
10° and reaches a state of stability.
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Fig. 5 10° AOA at Mach No 2.0

In Fig. 14, L/D is high, and stability in the value of L/D is seen to be linear, which
signifies the lift force and drag force are stable after an attack angle of 10°.

In Fig. 15, the highest value of L/D is lower as compared to subsonic velocity, the
ratio of L/D is seen to decrease slightly after 10°, which signifies an increase in lift
is more as compared to drag.

In Fig. 16, following speed and AOA, the lift is observed to be in constant change
at subsonic velocity. A steep increase in drag is been observed. In Fig. 17, the lift is
constant and linear for supersonic velocity. Compared to the subsonic, speed value is
high as a supersonic part. Thus, a stable and denser vortex is seen, resulting in better
super-cruising conditions.
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Fig. 6 15° AOA at Mach No 0.78

4 Conclusion

In this experiment, the airflow interpretation is conducted in subsonic velocity and
supersonic velocity regimes at high altitude conditions for AOA of 5°, 10° and 15° on
the compound delta wing to study the characteristics of the wing. The result achieved
is discussed below.

The CFD results explain that the changing AOA, drag, lift and shockwave impact
the characteristics of vortex generation. Upstream movement can be boosted with
the increase in AOA. This led to the generation of the initial vortex toward the first
sweep of the wing. During the experiment, we observed that AOA can contribute
primarily to the generation of the vortex. Here, the lift was highly sensitive and
variable with AOA. The drag force was observed to increase with the AOA as more
surface area causes drag to increase thus compromising the lift force. The value of
L/Dwas observed to be inversely proportional to AOA. This explains that the density
of the vortex remains compatible with the increasing AOA.
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Fig. 7 15° AOA at Mach No 2.0

Fig. 8 Cl versus AOA (at
Mach No 0.78)
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Fig. 9 Cl versus AOA (at
Mach No 2.0)

Fig. 10 Cd versus AOA (at
Mach No 0.78)

This experiment proves that the flight of the plane can be more stable if the AOA
is steered between 5° and 12°. Airflow separation can be controlled, and shock waves
can be reduced if the backend of the wing has a forward sweep. This forward sweep
also lowers the pressure at the tail of the wing.

The present CFD analysis of flow separation of double sweep delta wing for
subsonic velocity and supersonic velocity can be inciting to dissertate about vortex
generation over the wing at the right position to maximize thrust and lift output
helping to maintain super-cruising state.
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Fig. 11 Cd versus AOA (at Mach No 2.0)

Fig. 12 D versus AOA (at
Mach No 0.78)

Fig. 13 D versus AOA (at
Mach No 2.0)
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Fig. 14 L/D versus AOA (at
Mach No 0.78)

Fig. 15 L/D versus AOA (at
Mach No 2.0)

Fig. 16 L versus AOA (at
Mach No 0.78)
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Fig. 17 L versus AOA (at
Mach No 2.0)
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1 Introduction

EDM refers to non-conventional machining procedures. EDM is a machining alter-
native for producing geometrically complicated or hard material pieces, which are
exceedingly tough to manufacture using traditional machining methods. The non-
contact machining technology has evolved from a simple tool and die fabrication
method to a very small-scale application machining alternative, creating a great
deal of research interest. EDM is most often utilized in unconventional substance
removal techniques. Its particular capability in the fabrication of mould, cast, auto-
mobile, aeronautics, and surgical parts has been its unique property of employing
heat energy to create electrically conductive components irrespective of hardness.

Metal removal in EDM is because of erosion caused by continuous spark
discharge, which occurs amongst tool electrodes and workpieces. Generally, tool
electrode is made negative whereas workpiece is made positive. The servo mecha-
nism sustains a very narrow gap of a fewmicrometers amongst tool electrode and the
workpiece. Tool and workpiece dipped into dielectric medium. EDM oil or kerosene
is a common type of dielectric liquid used, whereas gaseous dielectrics are also used
(Fig. 1).

In precision manufacturing, electrical discharge machining (EDM) plays an
important role [1–3]. EDM is widely used when precision is of great importance
in the processing of conductive materials. Roughing is a complex procedure in EDM
because it measures more than one improvement in processing performance, namely,
the MRR along with surface cleanliness (SF), which are both needed to achieve a
precision function [4, 5]. EDM is an unconventional process in which the corre-
sponding profile is obtained using the energy of sparks. EDM has evolved from a
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Fig. 1 Schematic of the EDM process [1]

simplified tool and die manufacturing process to the best choice for the produc-
tion on small-scale components by the ultimate level of dimension exactness [6–8].
EDM’s reputation and performance are due to its uniqueness in producing a variety
of components that are very difficult to process, such as titanium, tungsten carbide,
Inconel materials, etc., and offers an environment for producing complex shapes that
are often impossible to process with conventional machining methods [9, 10].

Machining of materials to the required shape using conventional cutting tool is
generally harder than the work material for the production of materials in industries.
It is usually noticed that there has been frequent geometrical changes being found in
the tools, and also tool wear is also found in the conventional tools during operation.
The tools used conventionally for this problem are costly and hence alternate choice
for ease of machining with low cost would lead to the usage of EDM [11–13].
EDM is a well-known machining technique that is used in modern industries to
create geometrically complex or solid parts from substances, which are difficult to
manufacture using older methods.

Non-contact machining is receiving a lot of research attention as it evolves from
a basic tool and die production technique to an alternate processing of micro-scale
applications. EDM experts have been exploring a number of methods for enhancing
sparking efficiency in recent years, including many innovative experimental ideas
that vary from the standard EDM sparking phenomenon. The aims of this new study
are the same, regardless of the methods used to achieve more effective metal removal
while reducing tool wear and enhancing surface quality [14–16].

Marashi et al. [17] provided a research for analyzing the dielectric changes by
addition of powder to dielectric. They utilized powder dielectric in the process in the
name of powder mixed EDM (PMEDM). Their results show that the PMEDM helps
the manufactured parts with primarily high surface quality. They also explained in
detail about the role of powder addition and their improved performance in discharge
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characteristics during machining operation. Eventually, they discussed the concen-
tration of powder particles and physical—thermal properties in detail. They narrated
the suitable technique to select the form of suitable powder for further studies.

Dimla et al. [18] described how rapid prototyping led to the development of fast
EDMelectrodes. “Copper covering of stereo lithographymodels and copper covering
of direct metal laser sintered (bronze) models” were two different techniques they
used. Finally, they demonstrated that the required copper was not deposited on the
electrode’s inner side. They also proved that the electrodes were not suitable for
performing EDM operation.

Kunleda et al. [19] milled three-dimensional cavity using EDM. They employed
gas in the form of working fluid. They also generated high-pressure gas flow with
which molten workpiece materials were removed. They also demonstrated that the
electrodes were ineffective for EDM operations.

Newton et al. [20] used Inconel 718 with high nickel content super alloy. Super
alloy generally contains high strength at higher temperatures. They also discovered
oxidation and corrosion resistance. During the production of Inconel 718 parts, they
demonstrated that non-traditional EDM has numerous advantages over conventional
machining. The experiment was primarily carried out to determine the parameters
responsible for the formation of recast layers in Inconel 718.

Spedding et al. [21] perform an experiment and attempted modeling using
Response SurfaceMethodology (RSM) andArtificial Neural Networks (ANN). They
remarked that the performance responses were surface roughness and surface wavi-
ness. They also did validation experiment and concluded that the proposed models
produced accurate results.

Ramasamyet al. [22]. They stressed that thisEDMprocess generally used in places
where highly complex shapes of the workpiece with high hardness such as hardened
steel. It has also been reported that during highMMR, the sufacefinish degrades. They
also found some cracks like microcracks in the finished workpiece. They also studied
the 3D surface characterization to study the various surface texture parameters. They
finally discovered that one of the most significant variables affecting surface texture
was pulse current.

2 Latest Trends in EDM

Meena et al. [23] researched the EDM machining of Ti-6AI-4 V alloy along aid of
GRA as well as studied the impact of polarity shifting along with ultrasonic vibration
in dielectric fluid medium at micro-EDM phase and found substantial improvement
in MRR and Ra.

Valaki et al. [24] suggested a bio-dielectric fluid based on waste vegetable oil for
sustainable EDM machining, focusing on eco-friendly processes to mitigate envi-
ronmental contaminants. They were also able to improve the MRR with the aid of
this new technique.
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Niamat et al. [24] suggested a new dielectric medium and explored the impact of
paraffin with purified water as dielectrics on EDM. They examined how the results
of MRR, TWR, and Ra changed over with the addition of new dielectric medium.

Sadagopan and Mouliprasanth et al. [25] discovered that machining high speed
steel (HSS) in EDMwith the help of water and compressed air as dielectric enhanced
the MRR by 62% over traditional EDM.

Das et al. [26] highlighted the importance of environmentally sustainable
machining in all ways, and they also proposed using neem oil as a dielectric medium
in EDM. Their experiment was carried out on a Sparkonix EDM computer equipped
with a Servomax DC motor.

The EDM of α-β brass was studied by Marichamy et al. [27], and its process
parameters were improved employing Taguchi methods. They observed that the
peak current had been the most essential part impacting the responses (MRR, TWR,
and Ra), and the percentage proportion of each parameter was calculated by using
ANOVA.

Azhiri et al. [28] replaced the liquid electrode with the help of gaseous medium to
improve the WEDM process in machining Al-SiC MMC. They also identified that
the addition of gaseous electrode medium improved surface quality but produced
lower MRR. GRA was used to enhance cutting velocity (CV) and lower the Ra. As
per ANOVA, pulse on time was the important item impacting the CV and Ra.

EDM machining on hybrid metal matrix composite was performed by
Gopalakannan et al. [29]. As themethod parameters, they chose the pulse current, the
pulse time, and the distance voltage. Taguchi-based GRA has been used to manufac-
ture greys for various relational properties (MRR, TWR, SR). ANOVA has defined
the critical factors that adjust the output reactions (pulse current, pulses on time).

Ugrasen et al. [30] employed optimization technique with WEDM of HCHCr.
Taguchi’s L27 OA was utilized for dealing out the parameters. Along with current,
Pon time, Poff time bed speed was also changed. Outcome responses were Ra and
MRR. ANOVA was also part of their experiment to know the values of the affecting
parameters.

Ni55.8Ti shapememory alloywas allowed formachiningwith the help ofWEDM
process by Magabe et al. [31]. Empirical modeling with ANOVA tool had been used
with Taguchi’s L16 OA. They found very good improvement in the formation of
cracks over the surface layers. Their enhanced MRR was 0.021 g/mm, and surface
finish was Rz-6.2 μm.

Khundrakpam et al. [32] proposed a near dry EDM by using Taguchi-based GRA
method towards minimizing the surface roughness. They used only minimum quan-
tity of lubrication amongst the anode and cathode. GRA converted five various
responses into single grey grade and identified the most favorable parameters
(pulse-on time, discharge current).

Balasubramaniyan et al. [33] performed machining of high-temperature
Ni44Ti50Cu4Zr2 shape memory alloy using coated wire EDM. It reveals that MRR
raises as the pulse on time and current raises but decreases as pulse off time and
servo voltage rise.
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MartynaElwira and Bilska [34] examined the impact of EDM variables on the
outside structure of different materials (30HHS heat treating steel, 4H13 stainless
steel, Ti-6Al-4 V titanium alloy and NC6 tool steel). Pulse on time (Ton), pulse
off time (Toff) and current (I) were taken for all different materials, and statistical
analysis was carried out for 24 EDM experiments. Major impacting parameters over
surface quality have been presented in the experiment.

Soundhar et al. [35] conducted an experiment on titanium alloy (Ti-13Zr-13Nb
(TZN)), and they prepared the alloy with the help of powder metallurgy. They state
that traditional machining of TZN alloys produces poor surface with a greater tool
wear rate, and hence, they adopted EDM process. Their selected parameters (pulse
on time, pulse off time, voltage, and current) were analyzed for optimum results of
MRR, Ra, and TWR. They adopted RSM empirical model and ANOVA.

Parsana et al. [36] formulated amathematicalmodelwith the help of RSM through
Box-Behnken. They studied MRR, TWR, and roundness of the hole by analyzing
the parameters (pulse-on time, pulse-off time and peak current). They executed the
accuracy through confirmation runs. They adopted weighted sum approach as well
as multi-purpose PVS optimum solutions. Eventually, they arrived at the solution
through the level diagrams.

3 Conclusion

This paper focused on the emerging EDM technologies that have been built to help
users fulfill their demands for optimum efficiency and quantity. The primary aim of
this paper is to give an idea about EDM operation used mainly for the workpiece,
which are difficult to cut, and similarly, various parameters associated with EDM
process have also been discussed in detail. This review paper may be useful to
those who wish to conduct experiment using EDM machine. Since conventional
machining is not being used in industries as they are not suitable for the modern
industry requirements.

There are different process variants of EDM likewire EDM, near dry EDM,which
may be utilized for machining and characterization of advanced materials like metal
matrix composites (MMCs). Recent research shows that the machining performance
like MMR and surface integrity improved with the process variation like rotary tool
EDM. Fabrication of ceramic materials with EDM is another key research area.
Many researchers have tried to fabricate it using EDM and discovered considerable
improvements in process performance.

The authors agree that the challenge for EDM producers is to continue to push the
envelope in terms of producing EDM that is environmentally friendly and can be used
for unattended machining. Key research areas include achieving high conductivity
and strength without losing fracture toughness.
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Current Research Aspects and Trends
in Abrasive Water Jet Machining:
A Review

Prabhat Ranjan, Pradumn Chaubey, P. Suresh, and Shrikant Vidya

1 Introduction

Using traditional machining, components are machined to the expected component
geometry. Turning, milling, grinding and forming processes have very little advan-
tages [1, 2]. Also, they have limitations like heat-affected zones and the need to
configure a cutting tool for each application and work material. Water jet machining
was introduced in the middle of 1800, and later, it was converted into abrasive water
jet machining (AWJM) with the help of abrasive particles such as silicon dioxide,
silicon carbide, aluminum oxide in order to speedy the rate of material removal [3].
Abrasive water jet (AWJ) is indeed a widely desired unconventional manufacturing
technology used throughout modern industries [4]. Its uses in the manufacturing
industries for the processing of different materials, especially those that are difficult
to cut, are commonly used [5].

AWJ machining is highly favored because it produces little to no heat in the
cutting field, as well as the material percentage removal is higher relative to other
unorthodox machining such as WEDM, etc. [6–8]. Surface roughness is minimal
with AWJ and as it does not generate much heat near the cutting zone, it causes
very little microstructural changes to the surface of the work piece [9, 10]. However,
it still has some disadvantages such as high initial cost and more noise associated
with machining [11–13]. AWJM, in which particles of abrasives are mixed with a
high-speed jet of water, hit the work surface [14, 15]. As the cutting movements of
the AWJM are controlled by the computer, their operations are efficiently executed.
AWJMare often employed in automotive industries, aerospace, sports, mining indus-
tries and electronics industries [16–19]. Figure 1 [20] portrays a schematic diagram
of the AWJM process.
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Fig. 1 Schematic diagram of the AWJM process [20]

2 Research Prospects and Trends

Material removal and accuracy of manufacturing are greatly connected to the type
of abrasive used in the AWJM process [21]. Hardness of the abrasive materials plays
a major role. Most widely used abrasives are silicon dioxide (Silica), boron carbide,
silicon carbide, sodium bicarbonate, and garnet and aluminum oxide. Abrasive mate-
rials with high hardness could reduce the surface roughness and increase the MRR
[22–24].Abrasive grain particle size determines the operations of theAWJM[25]. For
polishing operations, very fine particle abrasives are used, and for cutting operations,
coarse grain particle size is used.

Agus et al. [26] identified the parameters to evaluate the abrasive particles such
as hardness of abrasive material, density, shape, abrasive particle diameter and mass
flow rate. They also stressed that for cutting the hard materials such as granite and
porphyry, hardness of the abrasive materials plays the major role and for cutting the
soft materials such as marble, particle shape plays the vital factor.

Momber et al. [27] identified that the rate of material removal improves greatly
with an optimum grain size distribution, which is shown in Fig. 2. The AWJM
performs machining under the influence of high-pressure water mixed with the
particles of abrasive, which makes it an eco-friendly process of machining.

Most widely used abrasives are silicon dioxide (Silica), boron carbide, silicon
carbide, sodium bicarbonate, and garnet and aluminum oxide [28]. Mardi et al. [29]
analyzed the effects of the jet traverse speed on the surface of the Alumina nanopar-
ticle reinforced with the metal matrix composite (MMC) machined by the AWJM.
They concluded that high level of transverse speed could damage the surface of the
work piece machined by the AWJM.

Arola and Ramulu et al. [30] investigated the material removal rate in AWJM of
metal surface integrity and texture. They also conducted the microhardness test and
carried out microstructure analysis. Their results suggest that the deepness of the
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Fig. 2 Influence of particle
distribution parameter on
milling depth variations [27]

surface plastic deformation is inversely relative to the co-efficient of the strength of
the metals.

Zhao and Guo [31] studied the microstructure and topography of the abrasive
water jet machined surface. They observed that the very high smooth surface is more
possible with the hard materials and erosions on the soft materials pose very serious
problems. Vigneshwaran et al. [32] studied the “AWJMof fiber-reinforced composite
materials” as composite materials are vital parts in the manufacturing industry. They
found that theAWJM is very suitablemethodology formachining the fiber-reinforced
composite materials.

Wang et al. [33] investigated the performance ofmachining and process of erosion
of AWJM of polymer matrix composites (PMCs). They reported that the cutting
parameters can decide the quality of kerf with increased rate of production. Traverse
speed and pressure of the water play the key role in the depth of the cut and kerfs taper
angle. Scanning electron microscope (SEM) revealed the intergranular cracking.
They also created the mathematical model for verification.

Shanmugam et al. [34] employed a new technique of compensation in machining
of alumina ceramics using AWJM and worked to minimize kerf tapers. They carried
out the experiment to minimize the taper angle of kerf taper with the help of kerf
taper compensation practice. They also stressed that the KTC angle 4–5° minimizes
the kerf taper angle to zero. A predictive model with the help of dimensional analysis
was used to verify the technique.

Srinivasu et al. [35] investigated the kinetic operating factors and their influence
on the geometry of kerf during themachining of silicon carbide ceramics. They found
that by changing α (90°–40°), the geometry of kerf is closely reliant on the difference
of stand-off distance, velocity distributions of abrasive element and their local blow
angle.

Shukla et al. [36] demonstrated the application of the optimization technique in
AWJM. They conducted experiment on AA6351 Al-alloy with the help of AWJM.



196 P. Ranjan et al.

Their main aim was to get optimum values of the parameters involved in the
machining performance. They also developed the regression model from the exper-
imental results. Their responses were kerf and taper angle. They adopted Taguchi
method along with the optimization technique.

Kumar et al. [37] reported the characterization and optimization of AWJM
parameters of aluminum/tungsten carbide composite. They optimized the AWJM
on machining the aluminum/tungsten carbide (2, 4, 6, 8 and 10 wt%) composite.
Response surface methodology (RSM) was applied to explore the significance of
the AWJM parameters on MRR. The most vital parameter affecting the MRR was
transverse speed followed by the percentage of reinforcement particles and standoff
distance. SR was mainly influenced by the percentage of tungsten carbide.

Gupta et al. [38] investigated the kerf characteristics in AWJM of marble. Water
pressure, nozzle transverse speed and abrasive flow rate have been selected as process
parameters. Experiments were performed on the basis of Taguchi’s design of exper-
iments (DoE) have been carried out for conducting the experiments in their study.
Evaluation of data’s has been carried out with the help of analysis of variance
(ANOVA) by them. They also identified the most vital factor affecting the kerf char-
acteristics. They concluded that the poor kerf width and kerf taper angle are greatly
influenced by transverse speed.

Maneiah et al. [39] optimized the machining parameters for surface roughness
duringAWJMof aluminum/magnesium hybridmetal matrix composites. They chose
the parameters such as standoff distance feed rate and flow rate of abrasive grain. The
Taguchi method and ANOVA had been taken for optimization purposes to improve
surface quality. Their results suggested that the vital factors affecting the quality of
the surface were feed rate and flow rate of abrasive grain.

3 Conclusion

This paper deals with the AWJM processes and attempts have been made to help
the researchers who perform nonconventional machining operation for application.
The various process parameters associated with the AWJM have been discussed
in detail. The MRR and its effectiveness improvement have also been narrated.
Various optimization techniques with significant parameters have been analyzed
and presented. Papers based on AWJM of ceramics, AWJM of polymer composite
materials and AWJM of metallic materials have been discussed. It can be noted as
besides drilling, slicing, and milling, Abrasive water jet machining can be effectively
utilized for boring as well as straight and taper turning operation with fine tolerance,
lesser burr formation and bending free process. This review paper would indeed help
understanding the researches for their future research.
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Design and Development
of Environmental Monitoring AirShip

Ayush Singh, Ayush Kumar, and Anurag Shanu

1 Introduction

In recent years the use of unmanned aerial vehicle has increase dramatically. The
purpose of UAV varies from crowd control, official government operations, several
types of surveys, remote areas accessibility, relief during natural disasters, etc.
scientists developing policies for government and other human policies are rather
perplexed by the lack of data and inaccurate information about environment, specially
densely sampledvolumetric data.Ground-basedmonitoring stations canonly provide
ground level data andmeasurement,while satellite can only provide summed regional
data. In order to develop a more matured, effective, and cost reduced system we are
developing airship capable of collecting and handling these tasks.

The first recorded remote control airship ‘Simon’ was two decades ago [1]. The
start of twenty-first century gave the research on airship a new perspective as it
merged airship research with robotics and automation including path finding and
visual servo control [2] and maneuvering flight path using GPS [3] for small indoor
airship. And researchers have developed and experimentally demonstrated automatic
control system [4] for an outdoor airship. The design of the airship discussed in
this paper is driven by factors such as longevity, cost effectiveness, long-range and
high-speed transmission, etc. Applications of drones for environmental surveillance
are quite common, primarily because commercially available multi-rotor drones are
noisy and with low endurance and a limited air time and costly also. Airships provide
an elegant and feasible solution for long-term monitoring such as rural areas and
places where people cannot go and monitor things that cannot be monitored without
being present. Airships are much larger compared to conventional drones. But their
extremely large size could be used for advertising and marketing, airships are much
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more safe than other UAVs in case of malfunctioning they will descend gradually
rather than crash landing.

Introduction of IOT dramatically changed the world as it connected several
places, it completely revolutionized human society connecting physical and cyber
world, devices like mobile phones started to emerge. LPWANs are the type of IOT
system which provide energy efficient, inexpensive, and long-range communica-
tion network. The family of technology purpose to support large-scale IOT network
sprawling over vast industrial and commercial purpose. LPAWNs can be used for
applications such as asset tracking and environmental monitoring, not all LPWANs
are equal. There are multiple types of technologies operating in licensed like NB-
IOT LTE-M and unlicensed like LoRa Sigfoxetc spectrum with varying degrees of
performance in key network factors. The main aim of this paper is to build an airship
which is cost effective, could work for an indefinite period of time (theoretically),
taking real scenario and maximizing the time duration of flight, better maneuvering
and control.

2 Assumptions

If we are talking about solar panels then we can assume that we can only get the
sunlight half of the days’ time which is nearly 12 h (assumed), and the other 12 h
is night time. We assumed a constant supply of 1000 W/m2 for the first hours of the
day. And it maintains a constant velocity (V) which means it uses the stored power
in the batteries during night time. We assumed that the airship has length (L) and
its diameter (D) which is also its height to be L/3. For the purposes of calculating
volume, surface area, and drag, we assume that the airship has a aerodynamic airship
hull shape as in GNVR profile, the details are given in [5, 6, 7] (Fig. 1).

Fig. 1 GNVR
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3 Envelop Profile

The envelop is the largest and most crucial component of the airship as it determines
its aerodynamics and lifting capacity. Theoretically the envelop should have a high
volume and low surface area ratio and low drag. This shape of envelop is aerody-
namically better and produces low drag. There is more optimized shape but for easy
calculation we will be choosing this design. The data of aerodynamic of GNVR
aerostat are available below.

L = 3.05D.
Surface area (SA) = 7.4488D2.
Volume (V) = 1.47926D3.
Center of volume location from nose (CV) = 1.3834741 D.
The selection of material is very important as it contains and retains the lifting

gas and support the gondola. Approximately 40% of the weight of the ship is that of
envelop without air. Usually it is impossible to have all of these qualities in one type
of material, hence a complex material or a laminated material is used.

The desired quality needed for the envelop is as follows:
Low fabric density.
High tear resistance.
Resistance to environmental degradation, UV rays, etc.
High strength to mass ratio.
Several materials from which the materials can be chosen.
PVC—Polyvinyl Chloride.
MPET—Metalized polyethylene terephthalate.
VMPET—Vacuum metalized polyethylene terephthalate.
LDPE—Low density polyethylene (Table 1 and Figs. 2, 3 and 4).

Table 1 Properties of some material

PVC 1 PVC-PET Blend MPET-1 MPET-2

Fabric density(g/m2) 200 180 100 105

Wear resistance Good Good Good satisfactory

strength Excellent Good Good Excellent

Fig. 2 Variation of lift with
respect to airship length
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Fig. 3 CAD model of airship

Fig. 4 Fabricated Gondola

3.1 Payload

The volume of hull multiplied by unit lift 10.36 N/m3 is the assumed gross lift

Bgross = 10.36π

54
L3

The theoretical density of the chosen material is 0.2 kg/m2 but we will assume
0.5 which will adjust itself in the long run.

The hull weight is

Whull = Ahull · ρhull · g = 0.800730986L2 ∗ 0.5 ∗ 9.8 = 3.9236L2

Assuming the mass of the required hardware like sensor, gondola, complete
LPAWNs module setup is approximately 4 kg but instead we will use 5 kg so as
to reduce the error in the flight test
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Bnet = 9.8 ∗ 5 = 49N

3.2 Solar Cell and Battery

To drive the airship at a constant velocity (V) the amount of power required is given
by the formula.

Pflight = 0.5CD ∗ ρair ∗ As ∗ V 3

As = surface ar

CD = drag coefficient = 0.0510

ρair = 1.225 kg
/
m3

V = velocity

Pflight = (0.5 ∗ 0.0510 ∗ 1.225 ∗ 0.8007)L2V 3 = 2.5019 ∗ 10−2L2V 3(watt)

To calculate the total energy of the flight for a day multiply the above by 24

Eflight = 24Pflight = 0.6005L2V 3(watt hours)

Assuming the solar cells to be flat and pointed directly toward the sun, and
receiving the sunlight of 12 h/m2 is

Eincident =
12∫

0

1000 sin
π t

12
dt = 7639watt hours

/
m2

Requiredsolarsurfacearea = Aarrey = Eflight

εEinicident

= 0.6005L2V 3

7639ε
= 7.861 ∗ 10−5L2V 3

ε
m2

where ε = efficiency of solar cells.
The average efficiency of solar cells is 15–20% while commercially available

cells have up to 28%. The highest recorded efficiency is 42%. The thin solar cell that
we are going to us has an average efficiency of 12–20%. The highest recorded thin
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solar panel has 22.5% efficiency in this case we will take 15%. The area density of
these solar cells is 1.5 kg/m2, nowwe can calculate the wt. required for the minimum
solar cells

Warrey = 6.981 ∗ 10−2L2V 3 N

For a continuous flight the batteries need to store double the amount of power
with this the total weight of batteries is

Wbatt = 0.5Eflight ∗ g

ρbatt
= 2.9425

L2V 3

ρbatt
ρbatt

= specificenergyofthebatteries
(
watthours

/
kg

)

Wmotor = 2.835 ∗ 10 − 4Pflight = 7.099 ∗ 10−6L2V 3(N)

Y = 2.834 * 10–4 N/watt (assumed for the battery).
Total weight of power system is given by adding the above

Wt =
{
2.9425

ρ
+ 6.981 ∗ 10−2

}
L2V 3

4 Monitoring Sections

The basic components of monitoring section are data logger, controller unit, several
sensors, high-speed 5 GHz transmission module, a long distance low-power LoRa
wireless module high-speed data storage module, high-speed transmission module.
The 5 GHz wireless module is set as a default router, 5 GHz wireless adapter (Fig. 5
and Table 2).

5 Overall Feasibility

In order for the airship to be able to fly the weight of the power system Wt must at
least be equal to net lift Bnet in addition to this problem there is also a constraint of
the solar array as it can not exceed the total surface area of the ellipsoid part of the
airship which is

7.86 ∗ 10−5 L
2V 3

ε
≤ πL2

12
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Fig. 5 Block diagram of configuration of sensors and hardware for airship

Table 2 Comparison of
platform for environmental
monitoring

Comparison of commonly used platform for Environmental
Monitoring

Blimp Low deployment cost
Low energy
consumption
Large Coverage area
Large Capacity of
throughput

Be susceptible to the
weather
High latency for data
collection
Low flexibility

Drone High flexibility for
monitoring
Large coverage area
Large capacity of
throughput

Be susceptible to the
weather
Limited terminal access
High latency for data
collection

The function of square becomes an absolute constraint of the velocity of the
airship solar cells available in market that have an average efficiency of 13% and
allow the maximum velocity of 10 m/s. With slightly more efficient cells, 10 m/s
flight becomes feasible the governing factor being the area of required cell should
be a little less than cross-sectional area of the blimp.
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1 L of helium can generate 1.02 g of lift and the volume of helium contained
in the envelop is 84.82 m3 which means it can completely lift up to 42.4 kg and
total calculated weight is 5 kg Bnet and 14.5 kg Warrey the total mass for the battery
available is 22.5 kg which is 22 kg approximately.

The power needed for a continuous velocity of 5 m/s is 253.34 W hours which
is 6080.16 W for 24 h. And the total weight of battery can be kept at 22 kg. The
total power generated by a solar cell is approximately 130 W/m2 with the efficiency
of 13%. Counting 12 h of sunlight is 5 m2 solar panel which can overwhelmingly
generate enough power to supply the airship for 24 h.

6 Conclusion

The number of technical challenges is numerous to complete the design of the airship,
making the ship autonomous and continuous is one such challenge. Solar power is
the only sourcewhich has a remote possibility tomake this happen. From the analysis
above, we can say that under idealized condition continuous flight of the airship is
feasible. Realistically the amount of sunlight, a day is different throughout the year;
during the main three seasons, during summer season does not have any problem,
in winter, except for few days when sun does not rise there are at least 8–10 h of
sunlight. The problem arises during rainy season when there is not only the least
amount of sunlight but also harsh weather which is not suitable for the airship to
remain in air. From the statement, it is clear that complete continuous flight of the
airship is impossible as it has to come down during storm, harsh weather, and rain.
Our future will include work on better maneuvering so as the airship could withstand
complicated control, improving landing, trajectory following, and developing the
necessary intelligence for airship autonomy.
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Green Power Generation from Road
Traffic Using Speed Breaker

Rishabh Kumar, Lavepreet Singh, Yuvraj Bhardwaj, Manish Singh,
and Rajneesh Kumar

1 Introduction

As the population continues to growand the ability to spend on transport is increasing,
daily traffic on the roads of India is increasing significantly. Kumar et al. [1] explain
that pollution from fossil fuel emissions is increasing in cities such as Delhi, espe-
cially in, and this makes the use of renewable power a top priority. M. Ramadan
et al. [2] discussed the increasing need to devise power recovery methods, as such
developments today limit even fossil fuels and require wise use. In addition, such a
recovery systemwill be the answer to what Sorrell [3] has called a long-term problem
of climate change. In this article an idea to reuse the power loss from a vehicle that
passes through a speed breaker. When the vehicle’s mass and momentum press the
speed bump, the crank slider mechanism is triggered. The bump reciprocator motion
is translated to the crank in the form of rotatingmotion. Thismovement is transmitted
to the generator through the gear train assembly, and the generator can then generate
power. Thus, the “Generation Speed Breaker” makes good use of the kinetic energy
of today’s high traffic and converts it into electrical power as suggested by Rao.
et al. [4]. Adaptive CAD and CAE analysis-its importance is also emphasized by
Ho et al. [5]. In recent times with increasing demand for living and industrialization,
electricity demand is also increasing every day. In Bangladesh, data shared by the
government show that only 31% of the population uses electricity. Conversely, in
rural areas, only 23% of the population does not have electricity. To attain sustain-
able development goals andmeet this unfulfilled demand, Renewable energy sources
including biogas, the solar, wind, and tidal synchronization concepts [6], which can
be used for fulfilling future needs perspectives.
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2 Design Calculation

Themain concept of design is to provide an application of renewable power resources
that can bring the best benefits for the ecosystem, as emphasized by Fatima et al. [7].
This leads to a self-contained roadway as it is proven to be an easy way to generate
power that can be easily reused for working with CCTVs, street lights, and other
road accessories. It can be done using various types of sensors and microcontrollers
which can better utilize the generated power as suggested by Gunti et al. [8].

2.1 Design of Vibration-Struts

The main part of the configuration is speed breaker should get back to its typical
position after the specific time stretch when the vehicle disregards it. Likewise, the
speed switch should not surpass its normal position. Tomake themechanismefficient,
the framework is stringently damped. The framework is rearranged as demonstrated
in Fig. 1a and the examination of a solitary level of opportunity of the vibration,
the estimation of the framework is finished to ascertain the regular recurrence of the
damper, firmness, and damping coefficient. As indicated by control [9], the speed of
the vehicle on the speed switch is 20 km/h, and the wheelbase of the bike is 1.8 m.
Subsequently, the knock should get back to its central situation within 0.25 s. For a
fundamentally damped framework, the damping factor n = 1 and the condition of
movement is

Fig. 1 a Spring-damper system b Slider crank mechanism
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x = (C + Dt)e(−ωxnt) (1)

where

xn—regular recurrence of the framework (rad/sec).

x—the displacement of the mass from its normal location (taken negatively in
descending course) (m).

C and D are the constants that can be assessed from the given boundary conditions
and.

t is the time in seconds.
According to the imperatives referenced over, the limit conditions are

at t = 0 : x = 10cm and x ′ = 0 (2)

at t = 0.25 sec : x = 0 (3)

Subbing Eq. (2) in Eq. (1), we get C = −0.1 m and D = −0.01xn.
Subsequently, the condition of movement

X = −(0.1 + 0.01ωt)e(−ωxnt) (4)

Presently, subbing Eq. (3) in Eq. (4) and accepting 99.1% of unwinding in the
spring Rao [4], we get,

−0.001 = −(0.1 + 0.01ωt)e(−ωxnt) (5)

using the above condition, characteristic recurrenceω= 7.80 rad/s. [10] recommends
the standard components of a hindrance. Using those characteristics to determine the
mass of the knock and the knock’s composition as Mild Steel, we get.

The speed bump’s volume = 0.05900 m3.
The thickness of steel is = 7850 kg/m3.
Mass of the bump = 0.05900 ∗ 7850 = 463.41kg.
We realize that \omega=

√
k/m where m = 463.1 kg.

We get k = 28,000.5 N/m.
Likewise, damping co-proficient, c = 2k/ω = 2 × 28000.5/7.80 = 7179.6.
For general estimations of wheelbase for a bike, various estimates of stiffness and

damping co-proficient have been determined.
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Fig. 2 The detailed
construction of the speed
breaker

2.2 Construction

As any of the vehicles pass on the road through the speed breaker, the rack will
automatically move in a downward direction. It will continuously rotate the sprocket
and the pinion that will connect to Rack [5]. In the same manner, as we see in the
diagram the Pinion is directly connected to the DC generator shaft, so that it will
generate [4] the electricity. The time and the position will depend on the speed and
the time taking by the moving vehicle on the road when it passes through the speed
breaker (Fig. 2).

2.3 CAD Models

The segments of the speed breaker framework are planned and gathered to build up a
model of the framework. The plan occurred in Solid works 2016 Student Edition. The
parts are effectively accessible and are planned with affordable sizes and materials.
The reason for the PC helped plan (CAD) is to.

(1) Obtain the right direction of the segments and their measurements for
assembling purposes.

(2) Review complex subtleties to help segment producing and create segment and
gathering diagrams.

The components are as follows (Fig. 3)

3 Connecting Rod

The connecting rod is the link pump and the crank.Mounting on bump and disc cranks
with M12 bolts is possible on both ends. The critical buckling load was calculated
using the recommended dimensions.



Green Power Generation from Road Traffic Using Speed Breaker 213

Fig. 3 CAD model of
connecting rod

Fig. 4 CAD model of strut

3.1 Strut

See Fig. 4

4 The MacPherson Strut

It is designed in a McPherson strut type consisting of a damper and a spring. There
are suitable installation positions on the top and bottom and M12 bolts are used to
tighten the bump and bottom platform.

4.1 Bump

See Fig. 5
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Fig. 5 CAD model of strut

Fig. 6 CAD model of disc
crank

5 The Designed Speed Bump

It has three mount arrangements, two at each end for fixing the supports and one in
the middle for mounting the slider wrench component’s associated bars. The knock
is 50 cm long, 15 cm broad, and has a semi-circular cross section. The mount is
manufactured from a 3 mm thick IS2062 sheet with an E250 grade.

5.1 Disc Crank

See Fig. 6

6 The Disk with the Crank Arrangement

The plate wrench is a circle-type wrench as demonstrated in the figure. There is an
opening 4 cm away from the middle to join the interfacing pole utilizing M12 bolts.
It is intentionally mounted on a shaft with an external measurement of 24.4 mm. The
width of the circle is 10 cm. Utilizes a one-plate wrench that is not difficult to plan
and fabricate. Made on a 4 mm thick IS2062 Grade E250 sheet.
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Table 1 Comparison between two mechanisms

S No Parameters Roller method Rack-pinion method

1 Cost Low Moderate

2 Mechanism setup Very easy Difficult

3 Maintainability Difficult Easy

4 Efficiency ~55% ~75%

5 Design Easy Depends upon the weight of sustaining capacity

6 Height 5.05 cm 12.2 cm

7 Dependency Roller Spring

7 Comparison Between Rack-Pinion and Roller

Rack-Pinion Rack-The lone strategy used to remove a voyaging vehicle M.E that
converts power into another type of force by a pinion instrument. The force created
as the vehicle goes through the street in the reducer slips under the shaft, which
goes about as a specialist for the revolution of the shaft of the DC generator [11].
Then again, in the roller component, squandered force assists with producing power
(Table 1).

Rack-Pinion procedure will rely upon the spring however roller doesn’t rely upon
the spring. While utilizing the spring their strength is some issue. That will be the
significant hindrance of various sprocket freewheel will be the freewheel board is
joined by drive-side bearing [6]. This will show the outcome as axel will be under
full pressure. That will break the axel.

8 Data comparison

In the system of Rack-Pinion, when any vehicle is passing out and about for 1 min on
the speed breaker, it will give 19.61 watts. In any case, in the component of Roller,
when any vehicle is passing on the street for 5 s then it will give 8.1 watts of force. For
the 1min, it expanded to 121.5 watts of force. Allow us to think about the information
in 1 day, just the 6 h will be the season of a speed breaker. The accompanying table
will show the information (Fig. 7 and Table 2).

The above graph is showing the data over the 24 h. In this graph, 6 h will be
considered for the useful assumption.

We can also predict from this graph that Rack-Pinion [12] is always less than the
roller mechanism. To get the best result we can predict it by joining both techniques.
In this paper comparative study of both themechanism is done to get themost efficient
solution for the same.
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Fig. 7 Graph showing power versus Time of Two mechanisms

Table 2 Power generated by rack-pinion and roller

S. NO Time (s) Power generated by rack-pinion
mechanism(watts)

Power generated by roller mechanism
(watts)

1 60 19.62 122

2 3600 1177.20 7290

3 21,600 7063.20 43,740

4 86,400 28,252.80 174,960

9 Block Diagram of Both Mechanism

The block diagrams for both mechanisms are shown in the diagram below. This will
help to improve the system’s efficiency [13] by combining two mechanisms at the
same time, but the maintenance costs will be very high [3, 14, 15] (Fig. 8).

10 Conclusion

In this paper, we planned an advanced speed breaker that proposes a strategy for
creating power utilizing the force of a moving vehicle. In the current situation, the
plausibility of the thought is checked by considering vehicle traffic streams, and so
on, and power is assessed from it. The power sizes examined can be utilized in the
domain of different street embellishments. The determined electrical force produced
in 24 h in the planned framework is 1.602 kWh.

Time investment funds and effectiveness gains can be accomplished by utilizing
the two components simultaneously. The vast majority of the outcomes give more
proficient ability to meet our future necessities. Around here, more exploration is
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Fig. 8 Block Diagram of speed breaker Mechanism

being accomplished for the proficient turn of events. Our papers and undertakings
have been effectively executed as a Green Power Project that helps convert dynamic
force into power.
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Analysis of Steering Using Davis
Mechanism

Spandan Shukla, Shravan Sharma, and Pramod Kumar

1 Introduction

Davis steering system or Davis steering gear is the most used power steering system.
Almost all cars are installed with the power steering system [1]. In this type of mech-
anism sliding guides are attached to the setup of the rack and these guide slide on
the rod which is extended from wheel hub king pin, it is a front side wheel oper-
ated mechanism. Davis mechanism creates friction between guides and rod which
increases steering effort [2].

The motive of steering mechanism is to empower the direction of the automobile
to the motorist.

In today’s era latest car uses rack-and-pinionmechanism as it turns circularmotion
into linear motion some of the older mechanism uses the recirculating ball mech-
anism as it gives benefits of greater mechanical advantage, so that is the reason
we sometimes still found those mechanism on heavy vehicles like truck, but for
lighter automobiles we use Davis and Ackerman mechanism [3]. Ackerman steering
is simpler famous and then Davis steering. Ackerman steering has only turning pair,
its wear and tear are very less, its life is too high but the problem with this mecha-
nism is that it can be exact only at three positions which is midpoint and the other
two position which is extreme right an extreme left but this is not the case in Davis
steering mechanism as it is exact at all positions and also it has one pair and one
sliding pair. There is one more mechanism that is Rapson mechanism which is used
in ships; it has having one turning pair and one sliding pair [4].

The instantaneous centre (can also be called the instant centre of rotation for a
vehicle) is a 2D figure, which is a point in its plane around which all the point rotates
except itself for an instant as shown in Figs. 2 and 5 [5].
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Fig. 1 Davis steering
mechanism

All the observations and calculations are done with respect to the instantaneous
centre.

The Davis gear mechanism consists of a cross-link KL sliding parallel to another
link AB and is connected to the stub axles of the two front wheels by means of
two similar bell crank levers CAK and DBL pivoted at A and B respectively. The
cross-link KL slides in the bearing and carries pins at its end K and L. The slide
blocks are pivoted on these pins and move with the turning of bell crank levers as
the steering wheel is when the vehicle is running straight, the gear said to be in its
mid-position. The short arms AK and BL are inclined at an angle of 90 plus alpha
to their stub axles AC and BD as shown in Fig. 1.

In Davis steering mechanism the accurate steering depends upon our right
selection of cross-arm angle (α).

The correct steering depends upon a suitable selection of cross-arm angle alpha
and is given by

Tan(α) = b/2I (1)

where b = AB = distance between the pivots of front axles.

I = wheel base.

The range of b/I is 0.4–0.5,
Hence, angle α lies between 11.3° and 14.1° [7, 9].
Let, a= wheel track, I= wheel base, b= distance between pivots A and B of the

front axle.
Davis mechanism has sliding pair which mean it has more friction and easy

wearing as we know that analysis of Davis steering can be done for 4 wheels and 6
wheels. In Davis mechanism if we try to increase the number of wheels, the turning
angle will decrease which means small automobiles can turn easily as compared to
bigger automobiles with more number of wheels [10] (Fig. 2).

Then, cot� − cot θ = b

I
(2)

This is the fundamental equation for correct steering.
If this condition is satisfied, there will be no skidding of the wheels, when the

vehicle takes a turn.
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Fig. 2 Instantaneous Centre
for Davis steering
mechanism

1.1 Analysis Using MechAnalyzer

MechAnalyzer is learning software for variousmodels ofmanymechanisms. In this a
user can select from any of the availablemechanism and change the input parameters.
A 3D model of the selected mechanism with linkages and joints are generated and
shown to the user in a 3D environment, whose motion can be animated and seen [6].

The software has the built-in feature which allows creating and studying graphs
in a very convenient way. Simulation and study of the graphs help us to compare and
validate the theoretical values [11].

Learning about the software, we performed variations in input parameters and
calculated the accurate � and θ values to satisfy the equation and get the accurate
results [8].

The parameters in which the equation got satisfied were as follows:

• L1 = 0.0500
• L2 = 0.3700
• L3 = 0.5000
• B = 20.000

Joint -> Min. value = 0, Max. Value = 0.015.

2 Observations

In our work, we are taking the instantaneous centre of the model into our consider-
ation. For effective turning of the vehicle, the instantaneous centre should be nearer
to the shaft, which means the length of the shaft should be decreased.

In Fig. 3,
We see two wheels connected with shaft with various joints and links
L2 is the length of shaft from J2 to J3.
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Fig. 3 Davis steering mechanism

L1=L4 is the distance between the parallel shafts.
L3 is the length of the shaft parallel to the main shaft.
J1, J2, J3, J4, J5 are the joints.
�1 and θ2 are the angles with vertical.
h is the vertical distance between the two shafts.
Here, in Fig. 4, we are seeing the 3D representation of Davis steering mechanism

before our analysis being initiated. Parameters such as length of shafts and value of
joints can be varied. Also, the trajectory for the graph can be selected in this.

In Fig. 5, we observe the 3D representation of the mechanism after the analysis is
made. The encircled portion shows the point which is called Instantaneous Centre.

The point where the two parallel dotted lines meet is known as instantaneous
centre. For effective turning, it should be closer to thewheels. From this,we calculated
the value of � and θ as mentioned in Fig. 2, and put the value in the equation (ii).

Fig. 4 3D Representation of Davis steering mechanism in mechAnalyzer
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Fig. 5 Instantaneous Centre

The calculated value was approximately in the range of given parameters and the
fundamental equation for steering was satisfied.

3 Results and Discussions

After our analysis on mechAnalyzer, we obtained various graphs for all the joints
and links with respect to the 3D model of the Davis Steering Mechanism. All the
graphs are obtained in the software itself. Let us study all the graphs one by one.
Firstly, we will discuss the joints.

Figure 6 shows a graphical representation of Time vs Value of position, velocity,
acceleration, and Force. In this, the position curve increases with time along axis,
the velocity first increases and later decreases along the axes, acceleration gradually
increases and decreases and come along axis, the Force acting is constant.

Let us take the example of Joint 1 for comparing the outcome in simulation and
in analytical method.

Figure 6 shows the graph of joint 1 that came as an outcome in mechAnalyzer.

1. Considering the distance curve,
Theoretically, the values obtained by formulating were (Table 1).

In MechAnalyzer, after obtaining the values from graph, we noticed similar
values of the respective co-ordinates.

2. For velocity curve, on comparing the calculated values and obtained values we
made a comparison and find very slight differences (Table 2).

3. Considering the acceleration curve, the calculated and obtained values were
(Table 3).
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Fig. 6 Graph of position, velocity and acceleration for Joint 1

Table 1 Values of Position
(m) curve in X- and
Y-directions

S.No X-Axis Y-Axis

1 0.00 0.00

2 0.17 0.00

3 0.20 0.001

4 0.40 0.005

5 0.60 0.010

6 0.80 0.014

7 1.00 0.015

Table 2 Values of Velocity
(m/s) curve in X- and Y-
directions

S.No Th.(X,Y) Sim.(X,Y)

1 (0,0) (0,0)

2 (0.18,0.010) (0.20,0.010)

3 (0.35,0.027) (0.40,0.027)

4 (0.50,0.030) (0.50,0.030)

5 (0.62,0.027) (0.60,0.027)

6 (0.80,0.010) (0.80,0.010)

7 (1.0,0) (1.0,0)

* Th. Stands for theoretical values of X- and Y-axis; * Sim. Stands
for simulated values of X- and Y-axis
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Table 3 Values of
Acceleration (m/s2) curve in
X- and Y-directions

S.No Th.(X,Y) Sim.(X,Y)

1 (0,0) (0,0)

2 (0.10,0.055) (0.09,0.051)

3 (0.25,0.098) (0.25,0.094)

4 (0.42,0.055) (0.41,0.051)

5 (0.50,0.0) (0.50,0.0)

6 (0.60,−0.055) (0.59,−0.051)

7 (0.75,−0.098) (0.75,−0.094)

8 (0.92,−0.055) (0.91,−0.051)

9 (1.0,0.0) (1.0,0.0)

*Th. Stands for theoretical values of X- and Y-axis; *Sim. Stands
for simulated values of X- and Y-axis

Here, we noticed slight differences in theoretical values and simulated values.
The curves are similar and the differences in values are due to the slight differences
in calculations.

Similarly, we noticed similar results for all the joints and links. We compared the
theoretical and simulation values of X- and Y-axes, respectively, for all the joints and
links and results were observed.

For Joint2, as shown in Fig. 7, the position curves increase a little with time and
become constant at some point, the velocity and acceleration behave the same as in
joint 1.

Fig. 7 Graph of position, velocity, and acceleration for Joint 2
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Fig. 8 Graph of position, velocity, and acceleration for Joint 3

Joint 6 has the same properties as joint 2 and graphs are similar since both the joints
are at similar position of their respective arms and are on the same line. Therefore,
their motions are similar and values of position, velocity, and acceleration are similar.

In joint 3, the velocity and acceleration acting the same as joint 1 and the position
curve has changed with time (Fig. 8)

Joint 7 has the sameproperties as Joint 3 and graphs are similar since both the joints
are at a similar position of their respective arms and are on the same line. Therefore,
their motions are similar and values of position, velocity, and acceleration are similar.

In Fig. 9, joint 4, the position curve starts decreasing with time, the velocity
curve now first decreases then increases with time and the acceleration curve is now
reversed that is, it first decreases then increases along the axis with time.

Fig. 9 Graph of position, velocity, and acceleration for Joint 4
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Now, in joint 5, the position curve increases a little, the velocity curve increases to
some point and then falls, the acceleration curve increases to a point then decreases
along the axis as shown in Fig. 10.

Now, we will discuss the links.
In Fig. 11,we are observing value time graph for position velocity and acceleration

in X- and Y-direction linearly as well as angularly.

Fig. 10 Graph of position, velocity and acceleration for Joint 5

Fig. 11 Graph of position, velocity, and acceleration for Link 1
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Fig. 12 Graph of position, velocity and acceleration for Link 2

From the graph as shown in Fig. 11, we can see that for link 1, the position curve
slowly raises to a level linearly as well as angularly. The velocity and acceleration
curve shows normal behaviour along the axes.

Link 5 has the same properties as link 1 and graphs are similar since both the
links are at a similar position of their respective arms and are on the same position.
Therefore, their motions are similar and values of position, velocity and acceleration
are similar.

Here, in Fig. 12, we see constant straight lines for position, velocity, and acceler-
ation both linearly and angularly. Here, position is constant, the velocity is zero, and
acceleration is in a state of retardation (Fig. 13).

In link 3,weget negative values of position, also, velocity is negative anddecreases
and acceleration first decreases to a point and then increases w.r.t both linear and
angular.

Now, from Link 4, we started coming to the initial state where position, velocity,
and acceleration curve behave the same as joint 7 for both linearly and angularly
(Fig. 14).

Link 6 has the same properties as link 4 and graphs are similar since both the
links are at a similar position of their respective arms and are on the same position.
Therefore, their motions are similar and values of position, velocity, and acceleration
are similar.
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Fig. 13 Graph of position, velocity, and acceleration for Link 3

Fig. 14 Graph of position, velocity, and acceleration for Link 4

4 Conclusion

From the above observations and studying the graphs, we came to know the changes
in position, velocity, and acceleration both linearly and angularly. The graph shows
that the values which we gave as input in the mechAnalyzer were accurate. The
acceleration and velocity decreases on curves, whilst the position shows considerable
variations. We get the accurate steering equation by calculating the values of theta
and phi.
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The graphs were compared in the mechAnalyzer between the predefined values
and variable values which were calculated using formulae for accurate steering
systems.

We obtained the values of corresponding axes by calculating the formulae theo-
retically and the values which we obtained on simulation software (MechAnalyzer).
We compared them and concluded that most of the values are same and there are
slight differences in theoretical and simulated values. These differences may be the
result of minute errors in calculations.

The input parameters were L1 = 0.0500, L2 = 0.3700, L3 = 0.5000, B = 20.000
The calculated values were put in the equation

Cot� − Cotθ = b

I
.

Weconcluded that, on decreasing the length of shaft, we obtained an instantaneous
centre closer to the wheels and the effective turning of the steering was achieved.
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Modeling and Simulation of a Bevel Gear

Priyanshu Choudhary, Alok Niranjan, and Pramod Kumar

1 Introduction

The history of the gears is probably as old as the civilization itself. Still today,
the importance of gears in the manufacturing industry is undiminished and even
continues to grow [1]. The design, analysis, and manufacturing of gear is still a
hot topic of research that is vital for the application of such gears in helicopter
transmissions, reducers, motorcycle gears, and in other branches of industry [2]. A
gear is a rotating circular machine part having teeth and will work with another
toothed part that will transmit torque. This device can change the torque and speed.
Gears of different sizes produce a change in torque creating a mechanical advantage
through their gear ratio and thus may be considered a simple machine.

Study and Simulation of gears have been an important topic for researchers in
recent times as different gear mechanism plays very valuable role in big industries.
Because of this fault and failure diagnosis and structural monitoring of gears became
important and to make it possible and easier many analysts worked on 3D gear
modeling and simulation [3]. For finite element analysis and dynamic simulation
of different gears, precise modeling with proper parameters is very important. Also
it helps in proper CNC production. To increase the efficiency and grade of design
of gear, making a program module with proper parameters is very important [4].
By using design software for modeling, purpose of visual study of proportions and
fits is also completed. Forces generated because of top land balance, slot width
tapers, spiral angle adjustments, etc. are difficult to imagine for visual point of view
hence difficult to work on hence 3D software plays an important to overcome these
problems [5]. Not only simulation of gears is important for analysis point of view
but also important for many applications as shown in detail study done by Wan-
Soo Kim and his partners in reference [6] showing “Fatigue Life Simulation of
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Tractor Spiral Bevel Gear According to Major Agricultural Operations”. This study
is completely practical application-based showing simulation and analysis of the use
of bevel gear for tractors. Similarly in reference [7] simulation of spinal bevel gear
has been studied and a bolted or welded joint has been eliminated which links the
spinal bevel gear and shaft to reduce complex design and cost in production. Further
movement of spiral bevelmachinewas developed and simulated for practical purpose
and successful integral shaft designs for helicopter were achieved. This study also
shows how 2D modeling of existing related topic was revised and developed by 3D
modeling which was more effective [7]. Dynamic study and modeling of gear can
help in the evolution and growth of technology and will help us to achieve higher
force bearing capacity, increase in rotating speed, decreased vibration, and decreased
noise. For this Yangshou Xiong and his partners worked on analysis and simulation
of micro-segment of gears [8]. All these studies show the importance of simulation
and analysis of gears.

Similar kind of work has been recorded showing the calculation and analysis
of bevel gear on different software like solidworks, Ansys, Lingo, etc. Studies like
optimization of a bevel gear in terms of reduction of noise performance can be seen in
a study done by Christian Brecher [9], modeling and dynamic analysis of spiral bevel
gear for transmission system in a helicopter trail. They have done analysis on bevel
gearbox coupling system [10]. Also reference [11] shows different conference papers
that show modeling and simulation work done on spiral bevel gear and hypoid gears
which uses Gleason Face Hobbing process. Till now a lot of new and development
research has been done on all the different types of gears. Other than stress analysis,
our paper offers deep information about different steel and iron grades that should
be used for bevel gear specially considering gearbox for Baja rulebook.

Two key concepts of gearing and its calculation are pitch surface and pitch angle
where pitch surface is normally a cylindrical shaped surface which is a complete
theoretical concept. It is considered as an imaginary circular boundary which is
considered crucial for a calculation point of view. It is used so that an average
calculation of peaks and valleys can be done, while the pitch angle in a bevel gear is
the angle between the pitch surface and axis of the face of pinion [12].

Our primary focus for modeling and simulation is bevel gear which is a basic gear
for usage in the automobile sector, aerospace sector, and making engineering-related
machines for power transmission [4]. Its geometry is hard to explain mathematically.
The bevel gear is a pair of gears where the two shafts have axes intersecting and they
have conical shaped tooth-bearing faces. They are mostly placed at 90 degrees but
can also be placed at some other angles. They have a conical pitch surface. They
have a pitch angle of mostly less than 90 degrees. Gears having tooth pointing in
the outward direction are called external bevel gears while those facing inwards are
called internal bevel gears and one with pitch angle exactly 90 degrees are called
crown gears. Miter gears are types of bevel gears with pitch angle as 90 degress
as well as having an equal number of teeth. Involute straight bevel gears are also
widely used in automobile differential mechanism and other parts of intersecting
axis transmission [13] (Fig. 1).
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Fig. 1 Bevel gear geometry (made in solidworks)

1.1 Types of Bevel Gears

Straight bevel gear: Their teeth placed straight and have to taper toward the apex
with a conical pitch surface.

Spiral bevel gear: In these types of gear tooth contact is slow and smooth because
of curved teeth which are placed at an angle.

Zero bevel gears: They have curved teeth with each tooth is axis which are coplanar
but the middle portion of the tooth rotates around the circumference of the gear. It
can be imagined as spiral bevel gears with zero spiral angles which makes teeth end
align to the axis.

Hypoid bevel gear: They have a hyperbolic pitch surface and resemble spiral bevel
gear. It allows a larger pinion diameter and smoother mesh. They have a longer life
as compared to others.

1.2 Applications

It can be used at places where power is transmitted to two different axles running
at different velocities like in the case of cornering automobiles.
For a hand drill, bevel gear plays an important mechanism.
Straight bevel gears are used for pre-heater gearboxes.
They are also used in the aerospace industry for 16,000 rpm jet application.
They are used in ground and lapped cooling towers at lower noise and vibration.
Heavymilitary defence vehicles like tankers rely on these gears made with special
grade materials which can bear high-density application.
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1.3 Advantages Over Other Gears

Useful at high torque and high speed.
Less cost on maintenance for long-term working.
Less heat is produced compared to others.

2 Methodology for Material Selection and Simulation
of Bevel Gear

Nowadays, a lot of materials with properties required for gears are available and even
some materials are always in development to enhance their characteristics, and as a
result, a lot of confusions are created between different types of materials, which are
further divided into different grades, their economic factor, serving the purpose and
a question arises even till the end that whether the material used is fully optimized
or not. To solve this, there are different methods like decision matrix, pugh method,
etc. One such most used method is the Ashby material selection method which is
better in comparison to others as it does not require much experience and judgment
rather needs correct weight factors to evaluate the required material. An example is
the form of a flowchart is given below for stress analysis on a tooth of bevel gear.

Function:-stress bearing capacity on tooth should be high
Objective function:- minimize the cost and mass of bevel gear

Constraint:- Bevel gear should not fail due to the applied pressure on teeth (stress 
on teeth)

Free variables:- stress, torque, velocity, number of teeth, material required, pitch 
diameter, module,    transmission load, power

Flow chart 1: Ashby selection method [14]

There are many materials available in the market for making gears. These include
low-stress drive gears to heavy stress duty gears. Material selection of any product is
important and pragmatically is done bykeeping inmind its utility, strength, durability,
cost. Similarly, for gears, strength and durability are two such factors that cannot be
compromised. Based on its use it can bemade ofmaterials like Plastics—areas where
light stress material could be used like the toy industry. Wood—areas of complicated
woodworking projects. Steel places where stress and durability play an important
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role like in the vehicle industry. Talking about the materials used of gears in the
gearbox is also of a wide range. So, to make it easy for study and choose the right
material of gearwe took steel as our primary component.Many software are available
in the market for stress simulation like CFD, ANSYS, CATIA, NX, MATLAB, etc.
One basic 3D designing software is solidworks on which we performed our stress
analysis [15].

2.1 Characteristics of Materials for Gear Selection of a Gear
Box (Heavy Duty Gears)

The material should have high dynamic properties like high tensile, compression
strength. Its hardening ability after heat treatment should be good as in the case of
many steel types. It should be resistant to corrosion and heat, a lot of heat is created
due to stress and friction in the gears of the gearbox. The material should be non-
magnetism. Manufacturing properties while going under different processes should
be good like précised edges while designing complex parts.

2.2 Types of Steel Available in the Market Which Matches
the Requirement for Gear Making for Gear Box

Plain carbon steel, Alloy steel, Stainless steel, Tool steel are different types of steel.
Among these, mostly plain carbon steel and alloy steels are used for gear manufac-
turing for heavy stress due to their mechanical properties. Some differences between
them are as follow. Ductile and gray iron are the two types of cast iron which is the
most suitable in gear manufacturing [16].

Heat-Treated Plain Carbon Steel

Common and mostly used after heat treatment.

Quite economical and give a satisfactory result.

Heat-Treated Alloy Steel

Mainly used in the industrial field and is seldom to use untreated alloy steel.

In most cases, they are more expensive than carbon but give a better result based on
strength comparison.

Advantages Of Using Alloy Steel Over Plain Carbon Steel

Penetration depth increases with an increase in surface hardness for the same carbon
per cent.
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In some cases less distortion is achieved as the quenching temperature of some alloy
steel is low.

Impact toughness and wear resistance are more.

Higher Toughness level.

2.3 Use of Different Types of Steel for Analysis

Cast steel as it is difficult to fabricate, it is only used at places with high stress.

Plain carbon steel-areas which require high toughness and strength, these grades can
be used.

Alloy steel-used in places with less tooth wear and much tooth strength is required.

Based on the characteristics and information given above some commonly used gear
material for gearbox with their chemical composition, physical properties, and cost
are given below (Table 1).

Other than chemical composition, physical properties like tensile stress, yield
strength, elastic modulus, Poisson’s ratio, Brinell hardness number, etc. are some
important properties of the material that tells about its capacity to bear the load.
Properties of some of the materials given above are mentioned in the table given
below (Table 2).

Table 1 The chemical composition of material used in gears

Material C % Mn % Si % Ni % Cr % Mo %

AISI 4130 0.28–0.30 0.40–0.60 0.20–0.35 – 0.80–1.1 0.15–0.25

AISI 4140 0.38–0.43 0.75–1.0 0.20–0.35 – 0.80–1.1 0.15–0.25

AISI 4340 0.38–0.43 0.60–0.80 0.20–0.35 1.65–2.0 0.70–90 0.20–0.30

AISI 316 0.03–0.08 1.00–2.00 – – – –

AISI 1020 0.17–0.23 0.30–60 0.75 10.0–14.0 16.0–18.0 2.0–3.0

Nitralloy

Type Nb

0.20–0.27 0.40–0.70 0.20–0.40 3.2–3.8 1.0–1.3 0.20–0.30

SAE-0022 0.12–0.22 0.50–0.90 0.60 Max – – –

SAE-0050 0.40–0.50 0.50–0.90 0.80 Max – – –

SAE-8620 0.180–0.230 0.700–0.900 0.150–0.350 0.400–0.700 0.400–0.600 0.150–0.250

Gray cast
iron

2.5–4% 0.1–1.2% 1–3% – – –
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Table 3 The cost of different
material used in gears

Material Approx. cost/kg in Rs

AISI 4130 150

AISI4140 130

AISI 4340 110

AISI 316 270

AISI 1020 65

SAE-8620 68

Gray cast iron 60

Note All these factors are the primary concern to choose any
material for gear selection in the heavy-duty industry

Cost ofmaterial also plays an important role, so below is the list of the cost ofmaterial
which can be used for selection of material based on budget (economic factor) (Table
3).

3 Theoretical Method

There are different types of forces that act on a bevel gear which are tangential force,
axial force, and radial force which occurs due to velocity and torque.

3.1 Some Basic Terminologies Related to Calculation is
Given Below

Pitch circle: Imaginary circle which has common center as tooth wheel and pith of teeth is
calculated along with it.

Circular pitch(p): It is the measurement between any two similar points on abutting teeth.
Can be calculated using p = πd

N where d is the diameter of pitch circle and N is the number
of teeth.

Module addendum: Ration between pitch diameter and number of teeth (M = d
N ).

Addendum: Distance between pitch circle and peak of tooth.

Dedendum: Distance between pitch circle and bottom root of tooth.

Base circle: Circe on which involute profile is generated.

Backlash: Distance between circular thickness and width of space between teeth.

Face width: Axial length of teeth.
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3.2 Formulas [17]

Force acting on the teeth is resolved into three components Ft , Fr , Fa , which repre-
sents tangential, radial, and axial components; αn is pressure angle and U is pitch
cone angle.

Now, radial and axial components can be calculated using tangential component

Fr = Ft × tanα × cosϒ

Fa = Ft × tanα × sinϒ

And tangential component can be calculated using the formula

Ft = 2× Mt

rm

whereMt represents transmitted torque and rm represents radius of pinion atmidpoint
along the face width.

By Lewis Equation

Mb = Ft × h

I = 1

12
B× t3

y = t

2

Mb = bending moment.

h = height from root of tooth.

I = moment of inertia about neutral axis of tooth.

y = measurement of neutral axis from edge.

t = width of tooth at bottom land.

Bending stress can be calculated by

σb = Pt

m × b × y ×
(
1− b

Ao

)

m =Module.

y = Lewis form factor.
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b = Face width.(
1− b

Ao

)
= Bevel factor, where Ao is

Ao =
√(

Dp

2

)2

+
(
Dg

2

)2

4 Simulation of Bevel Gear

We can calculate the strength in two different ways, by calculating the bending stress
of the tooth or by tooth surface strength. Analysis of both of them is important for
proper assurance of strength. We have calculated tooth strength in terms of yield
strength of different materials taken from the above table based on required charac-
teristics and their properties, namely, AISI4130 steel normalized at 870C, AISI4340
steel normalized, AISI316 Stainless steel, AISI1020.

4.1 Tooth Bending Strength Analysis

Tooth in bevel gears generally breaks from the height of the tooth above the pitch
circle known as dedendum, when a large force is applied.

This analysis is done to assure whether the tooth does not break easily and proper
measures could be taken to prevent it, like, enhancing the module, widening the tooth
width, magnifying pressure angle, etc.

4.2 Tooth Surface Strength Analysis

Peeling and abrasion is created due to large surface pressure.

This analysis is done to assure whether tooth surface does not damage due to heavy
load and proper measures could be taken to it like, heat-treating the surface, widening
tooth width, polishing tooth surface to have a smoother surface
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4.3 The Objective of Analysis

To have stress analysis of some basic alloys on bevel gear.

To choose the required material keeping the economic factor in mind.

To optimize the use of a gear pair.

Maximization of power delivered by the gear pair

Minimization of the cone distance [18].

5 Result and Discussion

Tool used /parameters: We have used solidworks for designing of different parts.
All these parts were aligned to form a bevel gear and different materials were chosen
for simulation of stress to test the yield strength of differentmaterials. Simulationwas
also performed on solidworks. The upper part is known as the pinion and the lower
part is the bevel. The parameter of both the pinions is the same. Few parameters that
were taken into considerations were pitch angle, inner and outer radius of extruded
part of pinion, etc. [15, 19].

Figure 2 shows the upper part of the bevel gear also known as pinion. It has to
be placed very properly with bevel gear for smooth and long life functioning. Its
parameters have been shown in Table 4. It also has a key hole whose dimensions
have also been provided in the same table. We designed two sets of these pairs each

Fig. 2 Design of one part of bevel gear
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Table 4 Parameters for
designing of bevel gear

Parameters Value

Pitch angle 90 degree

Inner radius of extruded part of pinion 0.95 cm

Outer radius of extruded part of pinion 3.05 cm

Radius of pinion cylinder 4.59 cm

Side surface area of pinion cylinder 7.05 cmc

Number of tooth of pinion 20

Distance between each tooth 0.89 cm

Key length 0.48 cm

Inner radius of extruded part of bevel 0.95

Outer radius of extruded part of bevel 3.81 cm

Radius of disk on bevel 9.72 cm

Area of disk on bevel 41.8 cm2

Number of tooth of bevel 40

with 20 teeth. All the dimensions of these two pairs are similar. Both of them are
placed perpendicular to the bevel hence their pitch angle is 90 degrees. Figure 3 shows
the complete assembly of bevel gear. The bottom part has 40 teeth and its diameter
is bigger than the pinion part. Design of all the parts is done on solidworks and
after that all these parts are placed accordingly. All the parameters related to design
are given in Table 4. After completion of design and assembly of different parts of
bevel gear, we started testing for stress on teeth taking different materials. There are
various types of steel available in the market which matches the requirements for
gear making but for modeling and simulation of bevel gear we have chosen material
depending on the cost and yield strength, etc. Out of all the commonly used materials
that we have given in Table 1, we chose AISI4130, AISI 4340, AISI 316, AISI 1020,

Fig. 3 Assembly of bevel gear
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with per Kg cost of 150, 110, 270, 65, respectively. For different materials, chemical
composition is represented in (Table 1]) Other than chemical composition, there
are physical properties also like tensile strength, yield strength, elastic modulus,
Poisson’s ratio, Brinell hardness, etc. The physical properties of materials used in
gears are represented in (Table 2). So from here we got physical, economical, and
chemical values by which we can decide which material is best for use according
to the requirement. Figures 4, 5, 6, 7 represent the simulation analysis of different

Fig. 4 Stress analysis on material 1

Fig. 5 Stress analysis of material 2
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Fig. 6 Analysis of material 3

Fig. 7 Stress analysis on material 4

material selected and also properties of eachmaterial provided in solidworks has been
given below them. Based on the simulation result, we found out that material AISI
4130 has maximum yield strength while material AISI 316 has lowest yield strength.
Table 5 shows the representation of yield strength of all the different materials which
are taken for simulation with their respective cost per Kg.
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Material used- AISI4130 steel normalized at
870C

Material used- AISI4340 steel normalized

Default failure criterion in solidworks: Default failure criterion in solidworks:

Elastic Modulus- 2.05e + 11 N/m2 Elastic Modulus- 2.05e +
11 N/m2

Poisson’s Ratio- 0.285 Poisson’s Ratio- 0.32

Shear Modulus- 8e + 10 N/m2 Shear Modulus- 8e + 10 N/m2

Mass Density- 7850 kg/m3 Mass Density- 7850 kg/m3

Tensile Strength- 731000000 N/m2 Tensile Strength- 1,110,000,000 N/m2

Yield Strength- 460,000,000 N/m Yield Strength- 710,000,000 N/m2

Thermal Conductivity- 42.7 W/(m·K) Thermal Conductivity- 44.5 W/(m·K)

Specific Heat- 477 J/(kg·K) Specific Heat- 475 J/(kg·K)

Material used AISI 316 stainless steel Material used AISI1020

Default failure criterion in solidworks: Default failure criterion in solidworks:

Elastic Modulus- 1.929999974e + 11 N/m2 Elastic Modulus- 2e + 11 N/m2

Poisson’s Ratio-0.27 Poisson’s Ratio- 0.29

Mass Density- 8000 kg/mˆ3 Mass Density- 7900 kg/m3

Tensile Strength- 580,000,000.8 N/m2 Tensile Strength- 420,507,000 N/m2

Yield Strength- 172,368,932.3 N/m2 Yield Strength- 351,571,000 N/m2

Thermal Conductivity- 16.3 W/(m·K) Thermal Conductivity- 47 W/(m·K)

Specific Heat- 500 J/(kg·K) Specific Heat- 420 J/(kg·K)

6 Conclusion

Theobjective of the article ofmodeling and simulationof bevel gear for stress analysis
was achieved. It was observed that material AISI 4340 has maximum yield strength
that is 7.100± 08. We have selected this material for gearbox of our ATV as it fits in
our budget and has maximum yield strength. Article also provides information about
how to selectmaterial andwhat are the advantages of differentmaterials basedon their

Table 5 Yield strength and cost of different material

Material Yield strength Approx. cost of material/kg (Rs)

AISI 4130 steel normalized at 870C 4.600 ± 08 150

AISI 4340 steel normalized 7.100 ± 08 110

AISI 316 Stainless steel 1.724 ± 08 270

AISI 1020 3.516 ± 08 65
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characteristics. Results of simulation done on bevel gear to check the stress on teeth
provide knowledge in which material can be used based on stress-bearing capacity.
The result shows that material AISI 4340 has the most stress-bearing capacity among
all the materials used hence it can be used at heavy stress duty drives places; while
places with low budget and lesser stress duty material can use AISI 1020. Also, this
study shows different methods that are used to calculate the stress on teeth that is
tooth surface strength and tooth bending strength to get assured of how much stress
can tooth of different materials can bear so that could be used at their optimum level
at different places.

Future scope

Study of all these properties for different types of gears within bevel gear is given in
1.1.

Study of different types of gears like spur, rack, and pinion or bevel gear for stress
and deformation on solidworks software (1).

Harmonic analysis of gear can be done to find out the mode.

Simulation of bevel gearbox can be done.
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Design and Analysis of Helical Gear

Priyanshu Choudhary, Aditya Singh, Ankit Kumar, and Pramod Kumar

1 Introduction

The major things of gear box and gear analysis deals with noise, transmission errors,
failure of gear tooth, analysis of gear stresses, dynamic loads, and gear ratios which
are helpful for design of gears and gear box [1]. A helical gear also known as “dry
fixed gear” is a rotating machine that meshes with other gear to transmit torque and
rotation between shaft axes [2]. It is also used to change in velocity, direction of
the power source, and torque. Helical gear is similar to that of spur gear but their
teeth alignment on the cylindrical surface is diagonally placed hence the axis of teeth
is angular from the axis of rotation. The teeth are at an angle and slash to face of
the gear hence they appear like the segment of a helix. Helical gear transfer power
between parallel and right-angle direction.When teeth of a helical gear engaged with
each other, contact between gears starts from one side of the teeth and constantly
increases as the gears move. Two mating helical gears must have equal helix angle
but opposite hand. They can bear more load then spur gears and are smoother in
movement while creating less noise because they have greater surface contact in this
assembly and teeth are more gradually engaged to each other [2]. Other than parallel
arrangement they can also be placed with teeth crossed to each other and are known
as skew gears [3]. If the arrangement is parallel, gear with opposite teeth direction
is selected for meshing while same handed gears are selected when gear teeth are
placed in cross alignment to each other. Commonly used in automotive industries
and industrial machinery. Much dealer advice to take helical gear for heavy load
bearing capacity and noiseless operation. The most common use of this gear is in
transmitting power. Lots of machine industries such as wind turbines helicopters,
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marine powertrains, and motor vehicles have a heavy usage of these gears, as these
applications are often highly condemnatory [4].

1.1 Helical Gear Types

Skew gears: In this, teeth of two skew helical gears are aligned crossed to each
other. For these types of pair pressure angle and normal pitch should be same but not
necessarily handedness and helix angle. This type of arrangement has point contact
between the pairs hence it has to be very accurate in the arrangement.

Double helical gear: They have two sets of teeth which are placed slanted and in
opposite direction. This is a modified helical gear to solve the issue of axial thrust.
They are mounted together on a common axle. Axial thrust is cancelled out in this
arrangement because each half produces thrust in opposite direction hence nullifying
each other giving a net axial force of zero. Although it has some advantages of its
own, it is difficult to manufacture due to its complex shape.

Herringbone Gear: They are a special type of double helical gears without any
groove between them. It resembles as two mirror helical gears placed side by side
forming a V-shaped teeth. More than two teeth are meshed at any instance resulting
in smooth power transfer ability. They have an advantage over normal helical gear as
there is no requirement of thrust bearing when used at places like torque gearboxes.

For designing and simulation we have used a normal pair of helical gear which
is similar to spur gear but have teeth arranged at angle which appears to be like
segments of helix. It has many advantages over spur gear few of which are listed
below.

1.2 Advantages of Helical Gear

Noise produced by this gear is less which is caused by gear power transfer. The teeth
of gear contact in small areas oppose the entire face contacting at once [1].

It is used in transferring power between non-parallel shafts [2].
The merit of helical gear is that it provides strength output over spur gears [5].
It handles more load than spur gear because its tooth is diagonally positioned and

effectively larger.
It provides superior strength due to its same tooth size and equivalent width [3].

1.3 Terminology

Pitch Circle: An imaginary circle that is pure rolling and gives the same motion.
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Pitch Circle diameter: Size of gear is known by this.
Pitch Point: Same point of two pitch circles.
Pitch Surface: Surface of rolling discs.

1.4 Helix Angle

It is the angle between the helix and the axis of line of its circular helix angle. The
helix angle is important in mechanical applications which is used in power transfer
and movement modification (Fig. 1).

Helix angle = arc tan {(2π r)/l}

The amount of friction depends on the components of the screw and the interaction
with us, but ultimately the efficiency is controlled by the helix angle. Efficiency can
be adjusted relative to the helix angle for constant friction [6]. The most effective is
the helix angle between 40 and 45 degrees; however, the available efficiency is found
above 15° as shown in the Fig. 1.

2 Methodology

Designing of helical gear has been done in solidworks as shown in Fig. 2. Standard
values have been given by American Gear Manufacturer’s Association (AGMA) as
shown in Table 1. After designing of helical gears with different parameters as shown
inTable 1, the arrangementwas imported toAnsys for further simulation of properties
like elastic strain, stress, deformation, and safety factor. Different torque—2000 Nm,
2500 Nm, 3000 Nm, respectively, were applied to analyze the result. The designing
was started by outlining the base circle using relations and parameters and after the
extrude part is created, the curve is generated and related to that tooth profile is
generated [2].

Fig. 1 Helix angle
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Fig. 2 Design in solidworks

Table 1 Standard
values/parameters

Standard values/parameters Values

Pressure angle 14–26°

Angle of Helix 19–46°

Addendum 0.7 m (Maximum)

Dedendum 0.9 m (Minimum)

Depth(minimum) 1.9 m

Clearance(minimum) 0.3 m

Tooth thickness 1.499 m

Number of teeth 20

Materials used in manufacturing helical gears are Structural Steel (S45C). S45C
is easily available and is used to make spur, helical, racks, bevel, and worm gears.
Its chemical and mechanical properties and physical properties have been given in
Tables 2, 3, and 4, respectively.

3 Calculations of Contact Stress of Helical Gear

There are several types of gear but when we talk about spur gear of contact ratio less
than 2 then theoretical length is assumed to be L (L = Contact Length). In case of
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Table 2 Chemical
composition of s45c

Elements of S45C Percentage %

Carbon(C) 0.42–0.50

Nickel(Ni) maximum 0.25

Sulfur(S) maximum 0.035

Silicon(Si) 0.17–0.37

Chromium (Cr) maximum 0.25

Manganese(Mn) 0.50–0.80

Phosphorus(P) maximum 0.35

Table 3 Mechanical
properties of s45c

Quantity Value

Young’s modulus 200,000–200000 Mpa

Tensile strength 650–880 Mpa

Elongation 8–25%

Fatigue 275–275 Mpa

Yield strength 350–550 Mpa

Table 4 Physical properties
of s45c

Quantity Value

Thermal expansion 10–10

Thermal conductivity 25–25

Specific heat 460–460

Melting temperature 1450–1510

Density 7700–7700

Resistivity 0.55–0.55

helical gear contact length per tooth is L/cosα (α is helix angle). Because of helical
action, total length of contact is always approximately L/cosαtimes contact ratio.

AGMA recommends the value of contact length which is 95% of the contact ratio.
Contact stress equation is given as

σ = Cp
√(

Ft ∗ cosα ∗ y

b ∗ d ∗ l ∗ 0.95 ∗ CR

)

y = K v ∗ Ko ∗ (0.93 ∗ Km)

where Ft—Transverse load, b—Contact length, d—diameter of pinion/Gear, Ko—
Overload factor, Km—Load distribution factor, Cp—Elastic co-efficient factor
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Cp = 0.564
√

(
E1 ∗ E2

(E2
(
1 − v2

1

) + E1(1 − v2
2)

)

where E—Modulus 0of elasticity, v—Poisson’s Ratio, l—Geometry factor

l = sinβcosβ ∗ i

2(i + 1)

where i—Speed ratio( n1n2 ), β—transverse pressure angle

CR =
√

((r1 + a)2 − r2b1) + √
((r2 + a)2 − r2b2) − (r1 + r2)sinβ

π ∗ m ∗ cosα

where r—pitch circle radius, rb—base circle radius, a—Addendum, Kv—Velocity
factor

Kv =
[
78 + (200 ∗ V )0.5

78

]0.5

4 Background

The transfer of power has always been very important. The efficiency and effective-
ness of any method analyzes the amount of power loss in the process. All types of
gears can be spur gear, bevel gear, rack and pinion gear, or worm and worm gear,
used to produce torque and angular velocity. These gears have important functions
in many areas of automotive. Folded and rotating tooth gears are widely used in
the industry due to their low production costs. Significant evaluation of the perfor-
mance of advanced gears design therefore plays an important role in monitoring
and evaluating the success rate of such gears in terms of pressure and flexibility
produced with high-speed gears and continuous improvement in terms of research
work. Helical Gear is more powerful than other gears especially it promotes gears
as it has a smooth commitment between targets, produces low noise, can carry a lot
of load and energy that can be transferred between incompatible, efficient shafts,
etc. a wide variety of applications with great speed and power of machine systems
[5]. Our main focus was on designing highly loaded helical gears for good power
transmission systems and producing a small sound suitable for the analysis method.
Analysis methods, such as Ansys, can be easily used and provide useful information
on contact and pressure conversion. So to study the same we have analyzed different
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properties which are important to look for gear wear namely equivalent strain, equiv-
alent stress, total deformation, and safety factor applying different torque which are
2000Nm, 2500Nm, 3000Nm taking material as S45C. The outcome from different
torques will help us to observe and analyze the significant changes that occur at
different stages of simulation.

5 Modeling of Gear

Splitting the gears leads to separation of the gear teeth and size as well as altering
power distribution and contact stress, which can accelerate the emergence of other
types of failures such as scoring and pitting. Decrease Stiffness is often used in
dynamic gear mesh models to indicate teeth surface deformities [4]. The gear which
we have to design has 20 teeth with mix of parameters, which is in the solid work
and other gears are made in a similar way [7]. Part parameter is the most important
thing for defining the gear [8]. The part parameter defines all other parameters given
in Table 1, which require for the gear tooth profile by using the tool menu. We chose
basic helical gears out of all which has line contact between them.

By using Ansys the teeth bending stress and contact stress of helical gear are
calculated. This is called Fem analysis [8]. The gear in solidworks is exported to
Ansys for analysis and then mesh is generated. The mesh is non-uniform and a
finite element model [9]. The geometry is made in solidworks and is imported in the
geometry section ofAnsys 19 and then in theMesh section themesh is created.Design
in solidworks, geometry in Ansys after importing from solidworks, and meshing in
Ansys has been displayed in Figs. 2, 3, and 4, respectively.

Fig. 3 Geometry in ansys19
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Fig. 4 Mesh generated in ansys 19

6 Result and Discussion

The simulation is done on Ansys 19 by fixing the smaller gear and giving motion
to the bigger gear. The pinion tooth and gear tooth surfaces are in point contact,
the bearing contact is restricted and oriented lengthwise, edge contact is steered
clear of, to significantly reduce the effectiveness of the error, the adjustment of
bearings, contact the shift key, as well as vibration and noise [10]. Simulation was
done to calculate equivalent elastic strain which basically means the limit of material
till which it regains its original shape, equivalent stress of Von-Mises type which
basically tells that whether the given material will yield or gets fracture and it states
that if the Von-Mises stress of any material when applied certain force is equal or
greater than the yield limit under simple tension than the material will yield; also
total deformation and safety factor for different values of torque that are applied on
the bigger gear were calculated. Torque of 2000 Nm, 2500Nm, and 3000Nm are
applied and based on that we got different values which are shown in Figs. 5, 6, 7,
8, 9, 10, 11, 12, 13, 14, 15 and 16.

Firstly torque of 2000 Nm has been applied on bigger gear tooth which gives
us the maximum and minimum values of elastic strain as 1.4261e-003 m/m and
5.5164e-008 m/m which is shown in Fig. 5 and the average of two comes out to be
2.8732e-005 m/m which means up to 2.8732e-005 m/m average value our designed
helical gear will regain its original shape, while maximum and minimum elastic
stress are 2.4203e + 008 Pa and 3951.7 Pa whose average comes out to be 5.3885e
+ 006 Pa as shown in Fig. 6 which means that this helical gear will yield and not
crack until 5.3885e + 006 Pa value. The deformation for 2000Nm torque comes out
to be 2.919e-005 m which is the maximum value and 0 m which is the minimum
value and the average comes out to be 1.7937e-005 m as shown in Fig. 7, while
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Fig. 5 Equivalent elastic strain (m/m)

Fig. 6 Equivalent stress (pa)
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Fig. 7 Total deformation(m)

Fig. 8 Safety factor
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Fig. 9 Equivalent elastic strain (m/m)

Fig. 10 Equivalent stress (pa)



260 P. Choudhary et al.

Fig. 11 Total deformation(m)

Fig. 12 Safety factor
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Fig. 13 Equivalent elastic strain (m/m)

Fig. 14 Equivalent stress (pa)
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Fig. 15 Total deformation(m)

Fig. 16 Safety factor
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minimum and maximum values for safety factor comes out to be 0.35616 and 15,
respectively, giving an average of 13.598 as shown in Fig. 8.

When the value of torque was increased to 2500Nm, the maximum and minimum
values of elastic strain come as 1.7826e-003 m/m and 6.8956e-008 m/m which is
shown in Fig. 9 and the average of two comes out to be 3.5915e-005 m/m, while
maximum and minimum elastic stress are 3.0253e + 0008 Pa and 4939.7 Pa whose
average comes out to be 6.7336e + 006 Pa as shown in Fig. 10. The deformation for
2000Nm torque comes out to be 3.5494e-005 m and 0m as maximum andminimum,
respectively, and average comes out to be 2.2421e-005 m as shown in Fig. 11, while
minimum and maximum values for safety factor comes out to be 0.28493 and 15,
respectively, giving an average of 13.174 as shown in Fig. 12.

When the torque is again increased by 500Nm and the total torque becomes
3000Nm, the maximum and minimum values of elastic strain come as 2.1391e-
003 m/m and 8.2746e-008 m/m which is shown in Fig. 13 and the average of two
comes out to be 4.3098e-005 m/m, while maximum and minimum elastic stress are
3.6304e + 008 Pa and 5927.6 Pa whose average comes out to be 8.0827e + 006 Pa
as shown in Fig. 14. The deformation for 2000Nm torque comes out to be 4.3792e-
005 m and 0 m as maximum and minimum, respectively, and the average comes
out to be 2.6905e-005 m as shown in Fig. 15, while minimum and maximum values
for safety factor comes out to be 0.23744 and 15, respectively, giving an average of
12.735 as shown in Fig. 16.

Maximum values of stress, strain, and deformation can be seen when 3000Nm of
torque was applied whereas minimum can be observed when 2000Nm of torque was
applied. This shows a direct relation of torque with these properties as increment in
torque’s shoes increase in these values while the opposite holds true for safety factor
as observed in Table 5.

6.1 Applying 2000 Nm of Torque

See Figs. 5, 6, 7 and 8.

6.2 Applying 2500 nm of Torque

See Figs. 9, 10, 11 and 12.

6.3 Applying 3000Nm of Torque

See Figs. 13, 14, 15 and 16 and Table 5.
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Table 5 Torque, stress, strain, deformation, safety factor

Torque 2000 Nm 2500 Nm 3000Nm

Equivalent elastic strain(m/m) 2.873e-005 3.5915e-005 4.3098e-005

Equivalent stress(Pa) 5.3885e+006 6.7356e+008 8.0827e+006

Total deformation(m) 1.7937e-005 2.2421e-005 2.6905e-005

Safety factor 13.598 13.174 12.735

7 Conclusion

The result from Ansys was obtained by changing torque by the increment of 500 Nm
each time, the resulted value has a big difference. From this we can say that Ansys
is used to predict the value of stress easily in compared to solving complex problem
and design of gears.

In this we examine that on one point load is acted and stress calculated. But, in
FEM continuous variable load is considered that why pressure is act on teeth of gear.

By observation it is clear that the bending and compressive stresses of structural
steel will be suitable for manufacturing of gear due to increased factor of safety.

As increasing helix angle increases contact stresses because area of contact
increases hence helix angle is critical for contact stress [5].

Future Scope

Study of all these properties for different types of gears within helical gear is given
in 1.1.

Study of different types of gears like spur, rack, and pinion or bevel gear for stress
and deformation on Ansys software [7].

Harmonic analysis of gear can be done to find out the mode [3].
Simulation of helical gearbox can be done.
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Adapting Cam, Automation and FMS
to Boost India’s GDP and Economy

Prajwal Jaiswal, Kushagra, Mayank Singh, and A. K. Madan

1 Introduction

Production has emerged as one of India’s fastest-growing industries. Mr. Narendra
Modi, India’s Prime Minister, has initiated the “Make in India” initiative to bring
India on the global map. By 2022, the government wants to generate employment
for about a hundred million in the sector; moreover, the ameliorate demands of
employment are the salient attributes for the youth. Today we know that India has
most of the GDP% because of the agriculture industry, so it has become pertinent
to have growth in this sector so that it could have lucrative outcomes. AM is the
empirical tool in terms of technology; many machines, as well as equipment, can
be made with the help of computer numerical control. Today, the approach can be
applied to almost every field of engineering, as well as emerging technology and
computers. Furthermore, the use of these applications is critical in the design of
agricultural mechanization systems.

Soil cutting and tillage are also studiedusing theF.E.M.The aimof today’s farming
system is to minimize farming costs by reducing energy use. In order to achieve
this aim, the optimal design of agricultural machines proportionate to current tractor
powermust be considered. In agricultural fields, a variety of tillage equipment designs
can be seen, each of which is used for a different purpose. Because of the deep tillage,
the tillage equipment’s construction is subjected to reaction forces from the soil. If
the structure does not compensate for the soil reaction forces, elements of the tillage
implement can be subjected to forces that cause deformation under these working
conditions. Aside from advanced machines, which are the foundation for precision
agriculture, a much smaller tool, a computer with appropriate software, can be very
useful, particularly in the area of keeping production planning. A PC is no longer
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advanced in precision agriculture, where everything is assisted by computerization,
microprocessors, automation, and other high-tech, and it may end up being the least
expensive system in a holding. Computers aremost often associatedwith information
technology, but they are often used in banks, schools, offices, and other institutions.
It also has a growing number of uses. In terms of the entire country’s population, 54
percent of households have a computer, and 41 percent of households use the internet.
In cities with more than 100,000 residents, 60 percent of households use computers,
while in rural areas, 46 percent do. In our country, there is a problem with computer
network growth.While the situation is steadily improving, with an increasing number
of households having access to the Internet, the process is still slow. The explanation
for this is that significant funds must be invested in the construction of a network
with internet connectivity. Lowering computer equipment prices results in a rapid
increase in the number of computers in villages and thus in holdings, among other
things. Apart from using entertainment devices, a farmer who owns amachine begins
to search for ways to use I.T. to help him with his farming.

Despite the fact that there is an increasing amount of software dedicated to agri-
culture, there has been little research in our country to determine what types of
applications farmers need.

1.1 Major Factors Making the Production Sector Sharp

Market Size: In the manufacturing sector, India is a popular destination for foreign
investment. Many different types of mobile phones, luxury vehicles, and other
products have been produced or are planning to be developed in the region.

By 2025, India’s manufacturing industry has the potential to be worth $1 tril-
lion. With a G.D.P. of $ 2,500,000,000,000 and a population of almost 1.3 billion,
Goods and Services Tax (G.S.T.) would make India a similar sector, which will
attract a lot of investors. According to the Indian Cellular and Electronics Associa-
tion (I.C.E.A.), policy initiatives could increase India’s laptop and tablet production
ability to $100,000,000,000 by 2025 [1]. Government seeks to ensure the nation’s
complete growth by encouraging the development of economic corridors and smart
cities. The routes would also help to consolidate, track, and create an ecosystem that
is favorable to economic growth, as well as strengthen productive practices.

Investments: With the support of the Make in India initiative, India is on track to
become a technologically advanced manufacturing hub, as Multinational Corpora-
tions such as General Electric Company, H.M.D. Global, Samsung, Tesla, Toshiba,
andBoeing develop or are about to establish their production in India, attracted by the
Indian markets over a billion customers and rising buying capability [2]. According
to the United Nations Conference on Trade and Development (U.N.C.T.A.D.), India
is one of the top 10 FDI champions in South Asia in 2019, drawing $ 49,000,000,000.

Initiatives by the government: The Indian government has made a variety of
attempts to foster a stable atmosphere for the growth of the country’s manufacturing
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sector, and it has become critical for the government to improve the agriculture sector
in order to ratify this industry’s growth [3].

2 What Can Be the Formula for the Growth
of Manufacturing in India?

If India’s manufacturing sector is specialized, it has the potential to be the driver of
economic growth and employment. Eleven high-value sectors will be benefited by
almost 2× their G.D.P. supply in a matter of years. COVID-19 outbreak has demon-
strated the deterioration of the global supply of drugs and medicinal devices, food,
oil, automobile, telecommunications, physics, and a wide range of other products.
Creating structures that foster global competitiveness poses one of the most signif-
icant avenues for Asian nations to stimulate economic growth and job development
in the coming decade.

2.1 Raising Productivity

To succeed internationally, India’s supply chain chains must increase their produc-
tion.

• in terms ofG.V.A.with full-time equivalent jobs—to near-world levels. They need
more appreciation in this regard because their labor product and their goods are
both poor. In comparison to India, Indonesian output has doubled; in China and
the Republic of Korea, production has quadrupled. The Indian capital has almost
two-thirds of its producers, such as China, to reach a high-income economy. The
advancement of main manufacturing processes has the potential to improve the
competitiveness of Indian firms within the determined price chains by a factor of
five

• by doubling worker output and increasing cash production by a factor of two and a
half. Policy changes that promote infrastructure development and better provision
will help Indians becomemore efficient. Many property developers are concerned
about the environment of local suppliers. Industries that manufacture devices
with advanced technology such as software and electronics, computers, and
telecommunications tools, for example, need consistent access to some materials
[4].
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2.2 Securing Power and Technology

Although India’s value chain of development has the infrastructure and strength to
go in for its overseas counterparts, the chain values are less defined. Of necessity,
the suppliers should have sourcing and coordination skills. The government should
assist. Alternatively, develop a system of management and conditional inducements
to attract foreign firms to operate in India, either on one’s own or in collaboration
partnership.

2.3 International Market Overview

The Computer Production demand will increase from $ 2.3 billion in 2018 to $ 3.4
billion in 2023, with a compound annual growth rate (CAGR) of 7.6 percent over the
given span. Robotic and automatic manufacturing development is projected to fuel
business growth in a variety of industries around the world. Businesses may use.

C.N.C. equipment to design and produce goods using theC.A.M. solution. C.A.M.
assists companies in reducing defects in the design and manufacturing processes.
Computer software systems can be effectively combined with the modeling tool,
resulting in better transformational capability and increased development process
performance. The approach allows companies to handle linking modifications in a
straightforward and timelymanner. Organizationswill reduce overall expense related
to the solution, I.T. hardware, technical personnel by using a cloud-based C.A.M.
solution [5]. Cloud-based systems are an excellent choice for companies with small
budgets because the cloud improves speed and durability.

3 Computer-Aided Design (CAD): A New Era in Design
of Farm Machines

In the construction industry, Computer-Aided Design (CAD) is developing as the
major demanding popular software resource. Simply put, CAD programmers allow
a designer to draw an object on a computer screen rather than on paper with a
pencil. It employs machine systems to aid in the development, transformation, and
improvement of design [6]. The agricultural sector has a wide range of agricultural
machinery ventures that are used for a variety of purposes. When working with
agricultural machinery, the reaction force from the soil is a factor because of deep
tillage. If manufacturing does not remunerate for the return of the soil under these
operating conditions, land practices will be exposed to the forces that trigger the
deficit. Changes to H.L. may result in mechanical failure during service. As a result,
the start-up’s foundations must be strong enough to survive plowing. As a result,
proper machine design is needed to extend machine life and reduce farming costs.



Adapting Cam, Automation and FMS to Boost India’s GDP and Economy 271

Although more research into the effects of farming or soil contact conditions is
needed, it can be concluded that structural design and the use of C.A.E. systems
have gotten little attention. Strong constructional analysis of the rotavator blade,
clayey, and M.B. plow for these farming tools is performed using Creo models and
A.N.S.Y.S. 3D software, while vertical and precise structural analysis is performed
using A.N.S.Y.S. software [7].

3.1 The Difference Between Traditional and Relative
Farming

Farming in the Old Style

1. 1 Crop-farming practice are uniform throughout the world.
2. Mistakes can occur when the whole area and financial data are maintained

separately.
3. The use of fertilizers and pesticides across the entire field.
4. No use of geolocation tracking is feasible.
5. Impossible to prospect the weather.

Smart Agriculture

1. Farm is evaluated to decide the best crop and water needed for maximum
efficiency.

2. Early identification and use of the affected area save money.
3. Field and financial data in hand increase efficiency, with clear reports showing

benefit, yield, and trends.
4. Satellite imagery identifies various farm locations.
5. Climate forecasting and review.

4 Methods that Can Be Opted to Ameliorate
the Agriculture Sector

4.1 Computer-Controlled Devices (Automated Systems)

Computer-controlled processes that produce milk from cows without human inter-
vention are as autonomous as automated milking systems. An agricultural robot,
advanced livestock management software, and specialized computers are used to
automate the milking process [8]. Automatic milking frees up the farmer’s time
to track the farm and herd by removing him from the actual milking process.
Computer-generated data can also help farmers handle their livestock better.
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4.2 Automatic Milking

Milking animals, especially dairy cows, without human intervention is known
as automatic milking. In the late twentieth century, automated milking systems
(A.M.S.), also known as voluntarymilking systems (VMS), were developed. Robotic
milking is another name for automatic milking. To track the health status of cattle,
standard programs depended on the use of computers and advanced livestock
management systems [9].

4.3 Agricultural Drone

A type of unmanned aircraft carrier used to expand agricultural activities, increase
crop production, and track crop growth is known as an agricultural drone. Farmers
can see their fields from the air thanks to agricultural drones [10]. A bird’s eye view
can show a variety of issues, including irrigation issues, soil variations, insects, and
fungal attacks. Intimate details can be seen in multispectral images.

Benefits:

Termination of employment—With a strict structure in place, the farmer is excluded
from the milking process, and the employee is dedicated to animal care, feeding, and
other duties.

Consistency of milking—Different milkers has no effect on the milking process,
which is the same for all cows and visits. Four different milking cups are withdrawn
separately, resulting in a lower risk of injury since the empty quarter is not still
attached when the other three are full. The pulsation of newer types of automatic
milkers can differ.

Increased milking frequency—Milking frequency can be increased to three
times a day, but a 2.5-times-per-day frequency is also available. Since only a small
amount of milk is stored on average, this can reduce stress on the udder and the cow’s
growth.

The most popular milking method increases each cow’s milk production, but the
majority of this increase is liquid milk rather than solid milk.

Increased Growth—Although mechanical pressure is an unavoidable part of
technological progress, the increasing complexity of the A.M.S. milking unit
compared to traditional systems increases dependency on manufacturers’ repair
services and potentially raises operating costs. In the event of a complete device
failure, the farmer is exposed because he relies on the service provider’s prompt
response.
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5 Smart Farm

Smart farming focuses on themanagement of farm activities using data fromdifferent
sources (historical, geographical, and operational). Technological progress does not
always imply that a machine is wise [11]. Smart systems are distinguished by their
ability to collect and interpret data. To monitor all farm activities, both pre-and
post-harvest, smart farmers use hardware, and software to capture data to provide
insight into what is happening [12]. Integrating new technology and existing farming
practices to improve the production and quality of agricultural products is part of
organic farming and agricultural precision. By the amount of hardwork and repetitive
work, they increase the productivity of farmworkers. Almost every aspect of farming
can benefit from technological advances, from planting and irrigation to plant health
and harvesting.

5.1 Technological Changes with the Use of C.A.M.
to Revolutionize the Agriculture Sector

Tractors

A tractor is the heart of a farm, and its configuration varies depending on the type
of farm and supporting equipment. It can be used for a variety of tasks. Tractors
are likely to be among the first to be transformed as autonomous driving technology
improves [13].

Planting and Planning

Sowing seeds used to be a difficult task. Sowing machines, which can cover the
world much faster than humans, have advanced modern agriculture. These, on the
other hand, often employ a dispersal strategy that can be ineffective and disastrous
if the seeds do not fall in the proper place. Active sowing necessitates two flexible
controls: planting seeds at the right depth and dividing plants at the right distance
without allowing for good growth. To provide information to farmers in the future,
existing precision seeds will be combined with separate tractors and IoT-enabled
systems.

Weed and Crop Care

Plant protection and autonomous robot operations both include herbicides and pest
control and need caring that can be easy with the help of C.A.M. [14].
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5.2 Reducing Activity, Increasing Reversion, and Efficiency

The basic aim of deploying autonomous robots in agriculture is to reduce dependency
on labor while ameliorating production and productivity [15]. Future farmers will
spend time doing tasks like repairing equipment, fixing robotic code errors, analyzing
data, and planning farm operations, rather than doing hard labor like their forefathers.
All of these bots agree that having a robust sensory spine and IoT installed into farm
infrastructure is critical. The ability of all the machinery and sensors to interact
independently with the farmer, even though they work independently, is critical to a
truly “smart” farm [16].

5.3 CAM and Farming

Illustration Drones and Planting

With advancements in imaging technology, you are no longer limited in your visual
acuity while still photographing. From regular imaging to infrared, ultraviolet, and
hyperspectral imaging, there’s something for everyone. Camera systems are avail-
able. Many of these cameras also have video recording capabilities. In both of these
ways of thought, image correction has improved.

Planting from Air

To meet the need for manual labor, prototype drones are built using advanced tech-
nology and then tested to see if they can be used in sowing and planting. Several
companies, for example, are developing drones that can burn pills containing fertil-
ized vegetable seeds and nutrients directly into the soil with compressed air [17].
Drone-Seed and Biocarbon are two companies that develop drones with a module
that burns tree seeds in strategic locations in the ground.

Real-Time Monitoring and Analysis

Monitoring and evaluating fields and crops are some of the most useful activities for
drones. Consider the benefits of using fewer drones rather than a large group of staff
who spend long hours walking or traveling back and forth through a field to inspect
the vegetation [18].

Connected Farm: Sensors and IoT

Agriculture bots and drones are becomingmore automated, but the Internet of Things
will really turn the future farm into a “smart farm.“ The Internet of Things (IoT)
has developed into a term that refers to the idea of linking computers, machinery,
equipment, and devices of all kinds, as well as data sharing and communication,
to create a “smart” infrastructure [19]. On smart farms, sensors will be installed in
every stage of the farming process, as well as in all machinery. Throughout the fields,
the sensors can collect data on light levels, soil conditions, drainage, air quality, and
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temperature. The data will be sent back to the farmer or to the agriculture bots in the
field [20].

5.4 The Role of SaaS-Based Cloud Software Farming

In today’s world, financial and farm activities are managed using cloud-based soft-
ware. Farmers used to hold long records on paper to store data before computers.
But here we speak about the role of SaaS-based cloud software:

Data Collection

Data collection and retrieval is one of the most important cloud software applications
in agriculture.Weather cycles, planting patterns, soil quality, harvesting, and satellite
imagery are just some of the data that cloud software can provide with pinpoint
accuracy and speed. All of the farm’s data is stored in the cloud and is therefore
easily available. So, if the plants were infected with the same symptoms in the future
as they did 10 years earlier, the data could be used to identify a cure that was used at
the time.

Data Processing/Analysis

To allow for a higher degree of decision-making, database management in cloud
computing requires all invalid results of all forms of data available in relation to
the farm. Climate data, market data, farm data, G.I.S., and water availability are
all carefully analyzed until the correct number of seeds, water requirements, and
pesticides are given on the farm.

Data Storage and Distribution

Previous research relied heavily on data preservation. Previously, data storage was
backed up by hardware, which necessitated diligent maintenance and care. When
hardware is lost, data is lost forever.

5.5 IoT (Internet of Things) or SaaS (Software as a Service)
Solutions for Cloud used for ‘Smart’ Agricultural
Environments in a Developing Economy Like India

Although the Internet of Things is still in its infancy, agricultural governments that
power the Economy are investing in cutting-edge technology like the Internet of
Things, artificial intelligence, and learning machines by developing smart agricul-
tural solutions. IoT implementation in agriculture has its owncollection of advantages
and challenges in agricultural-based economies like India. To begin with, farmers
are hesitant to go high-tech because they are unfamiliar with the applications of
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agricultural technology. Aside from that, the sensors, robots, and drones used in the
development of IoT solutions are costly and time-consuming to operate, requiring
technically skilled staff. The data gathered must be processed, which can be accom-
plished by taking it to a lab or by using farm equipment. And different sensors are
needed to collect data on different parameters that must be evaluated separately,
which is why they make high-priced products. As a result, considering the various
farm sizes, engineered solutions should be less costly and more intimidating.

Advantages of Smart Farming via SaaS solutions:

• Easily accessible and precisely manageable via Smartphones, tablets, and P.C.s.
• Alert Log and Management (like pest infestation etc.).
• It accounts for end-to-end solutions from farm tracks to fork.
• A robust and flexible farm management system.
• Satellite and weather-based advice.
• High yield as input is prepared and monitored regularly.
• Tracking and Release.
• Investment and understanding reports—easy and mobile reporting.
• Better quality due to being in strict order with dietary standards and nutrition

compliance.
• Less waste due to customization procedures for calculating direct use of resources

and thus reducing production costs.

6 Opportunities and Future Scope

Smart farming has the potential to provide an integrated way out of locked tech-
nologies and practices marked by heavy diversification and market segregation. It
paves the way to sustainable agriculture by using a range of technology, crop and
livestock production systems, and networks for all agricultural food industry partic-
ipants. There is no single policy solution that can help and promote the successful
use of technology. Instead, the aim must be to find the best ways to stress or threaten
the long-term use of technology, as well as to choose the most suitable practices
across the world. This can upshoot in improved financial access and direct invest-
ment support. Furthermore, funding for collaborative farm surveillance technology
or investment in education and training will help to ensure that these technologies
are used in a sustainable manner. However, in all situations, the policy environment
should have straightforward, legal requirements. I.C.T. opportunities lead to recog-
nized forms of agriculture, management advice will be given even if farmers have
never developed a specific crop before, and loss of farmer’s life and situations like
famine will be avoided in India. I.C.T. opportunities lead to recognized forms of
agriculture; management advice will be provided even if farmers have never devel-
oped a specific crop before. Facilitates the invention of technology that contributes to
segregation. Using a variety of productionmethods, current resistance problems such
as those with antibiotics and pesticides can be avoided. Even though the “Internet
of Things,” such as agricultural machinery, can manage normal farming conditions,
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the farmer must still serve as a scientist and watchdog, keeping an eye out for unex-
pected circumstances. Indian Farmers may use their spare time to invest in digital
innovation for disease treatment or for tracking and handling livestock in novel ways.
Pests and diseases must be treated only when such thresholds are reached, which are
decided by new I.C.T. systems. However, the deliberate increase in diversity neces-
sitates convincing consumers and farmers that they will get advantages of these
technological advances. Furthermore, a new data transmission system with various
transparent functions is required: administrative and the government and the trans-
mission of output information to suppliers must be open to farmers. In addition, a
consumer can gain knowledge of the entire food supply chain. Farmers may use new
devices to share desired information, form alliances, conduct peer reviews, and even
develop informational information systems to supplement the formal information
management system. The flow of such information between farmers and between
farmers and consumers will be self-contained and unrestricted by national borders.
Shared use of equipment and applications likeAirbnb andUber could promote private
sharing of sowing, repair, and harvesting operations. Specific policies and a clear data
management system will be required, however, because regulatory authorities will
need access to other aspects of the collected data. In India, only the adoption of this
new and technologically advanced machinery may take a little while and capital.
However, once everything is ready to be functional, the growth will be immense, as
was the case with the Green Revolution led by the then Prime Minister, Mrs. Indira
Gandhi.

7 Conclusion

In the current research, the author/s have discussed various modern farming methods
that can be used to increase the efficiency of the output, in turn generatingmore credit.
Millions of tons of production eventually get discarded through various reasons like
improper management due to shortage difficulties. In an Agriculture-based economy
like India, the scope of using the benefits of the processes of Smart Farming can be
huge. As spoken in the paper earlier, manufacturing is also one of the fast-growing
sectors of the Indian Economy. Using tools like C.A.M., CAD, and F.M.S. just like
we did in the past, but in the Farming sector, we can also produce massive gains.
The author has even proposed some easy ways through which the adoption of Smart
Farm at least initiates from a point. In India, the advantages of smart farming are
numerous. These smart farming strategies have a lot of advantages and can help
increase farm productivity. People believe that the methods or ancient practices that
have been used in agriculture since ancient times are the best. However, as the
population grows and technology advances, strategies must evolve as well. Farmers
in India must implement advanced technologies to improve smart farming in order to
achieve this. Following are the advantages that can benefit the Agriculture dependent
Economy of India. By adopting Smart farming following can be achieved:
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Increase in Efficiency: Farmers can improve their productivity by using smart
farming techniques. Farmers can now deliver more commodities in a shorter amount
of time, thanks to advanced technology. They are quickly inspected, foresee problems
before they occur, and make critical decisions to keep them at bay.

Expansion: Agriculture improves thanks to the use of smart farming technologies.
All agricultural operations are completed on time and to a high standard. From these
techniques, the short food chain is completed on time, and everybody in the country
receives proper food at an affordable price.

Proper use of resources: Smart farming innovations make the most of available
resources. Power, water, and land are among the resources. By using data obtained
from sensors, IoT farming data can be used to assign the most resources to the plants.

Improved product quality: Crop sensors, field imaging, and aerial drones are all
used to further increase product quality. The best conditions for increasing the value
of nutritional goods are created by smart farming technologies.
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Accident Detection and Prediction
with Notification Alert System

Sajal Gupta, Manish Rawat, and A. S. Rao

1 Introduction

Interruption of road streams causes lost time, costlier fuel expenses, andmissed gains.
Officials are operating around the clock to build conventional support inspections
as soon as attainable to keep lanes clear and present secure travel. At present, car
wrecks are among the most important reasons for disruption to the normal flow of
traffic.Harassment prevention is important, however, it is very difficult to implement a
structure for traffic-free passage. Although it is not feasible to have amapped interval
from inside and outside injuries, early disclosure and adverse results are important to
save lives and overcome trauma-related losses. This document is meant to bring such
a structure in which the elements of the road are preserved and where a mishap is
predicted before any alert of a mishap emerges from the place. For instance, we have
aided provincial authorities to dispatch problem-solving parties to low-risk areas,
avoid hazards by taking further steps, check costs completely, and better prepare for
the future.

InSegmentTwo, similar tests regarding the distribution of the road, the recognition
of vehicles using different methods, methods are given. The details, location, and
extensive information preparation strategies currently in place are set out in Segment
Three accompanied by Segment Four which gives information testing and outlines
the evacuation strategies. Our Accident Detection and Prediction system will work
on such an algorithm that can analyze the collision of vehicles and accidents, over
the CCTV cameras, and in turn predict areas that are prone to such damage and also,
the chances of it happening by accident.

We have included:
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A. Tensorflow object Detection API (object detection).
B. Socket.io (for real-time communication).
C. Node.js (server side programming).
D. Prediction Models.

2 Prior Research

There has been a number of investigations on the transport and transportation struc-
ture; however, the majority of them focus on basic development and physical devel-
opment. Then a few investigations center around some specific keen transportation
framework segments, for example, the subjects of mishap avoidance, traffic stream
estimation, occasion location, course enhancement, and so on. The aforementioned
tests are due to our many concerns.

In one research, Lee concentrated on diminishing the quality of road data gath-
ered by several road sensors and studied the difficulties of achieving precise, solid
information. He gave strategies to recognize a portion of these mistakes and tried
these models utilizing genuine information. Wang supports the use of Street Traffic
Microwave Sensors (RTMS) to get traffic data fromTrafficManagement Systems and
protected several Ontario models. Supervisors et al. have delayed the local time zone
structure COMPASS, produced in the Toronto region, which relies on computational
estimates, street dwellers, and speed preparation to recognize unusual information.
Feng et al. used comparable data to link the normal outbound time using the Bayes
model. Pascale et al. concentrated on street limit judgments and supported methods
to build effectiveness. Vehicle AdHocNetworks network is increasingly used in rush
hour gridlock information models, but accounting and information supply are not
easy under a variety of road situations. More and more experts are analyzing traffic
streams and occasional/incorrect identification.

Baiocchi et al. suggested a structure for regulating traffic patterns using GPS
data and won. In the identical article, Terroso-Saenz et al. studied the force of the
stream. Hojati et al. presented a standard for judging the preceding time between
an accident event and, clearing dependably on several road conditions and baseline
measurements. Comprehensive computer arrangements have also been a part of the
suggested structure for road traffic estimation, risk association, and so on. Neural
Systems, Support Vector Machines, and the Hidden Markov Model are used in this
research. The main motive for this procedure is to have the option to implement a
perpetual traffic assessment structure that can identify the next risk after an event so
that we can play it cautiously ahead of time under the conditions.
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Fig. 1 Data flow diagram for the software

3 Design and Specification

The following diagram represents the flow of the project pipeline with all the
necessary steps followed (Fig. 1).

4 Data Pre-processing

The data utilized in this research was made using Google images and also used other
scrubbing algorithms to generate a database of various hazards suitable for model
training according to the Indian road standard. The prediction module database is
obtained from ARCGIS and extracted from the geo-JSON file. There are about 400
CCTV images that supply data throughout the city, however, using the initial variant
of our design, we have elected to leave the data into separate regional images with
high-quality cameras. The reason for this is due to poor maintenance such as robots,
sharp turns, stop signs, etc. Therefore, we assumed that if a drop or stop was seen in
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traffic, it should be due to a road traffic disruption (accident, passage development,
motor vehicle, etc.).

The resulting information pieces were collected from the original database.

A. Number of vehicles moving from the specific road section.
B. Average speed of the vehicles passing by.
C. Average occupancy proportion of the path.
D. Date/time details of accidents in the region including the numerous occurrences

used in our research.

The event database has time-varying location, chance of accidents, major orminor
accident, continuous road activity, wrecked vehicle in a visual report.

5 Accident Detection Model

The Detection Module contains two major models first for collision detection and
second for license plate detection.Toperform the collisionwedeveloped an algorithm
such that it can first detect the cars traveling over the road and calculate the total
surface area of the rectangle formed around them. Then it calculates the collision
threshold by enumerating the areas of two rectangles of a car forming a bigger
rectangle together at the time of the collision. The threshold is the 0.6*sqrt (area of
rectangle of two cars) and if this threshold came out to be greater than the area of
two rectangles together then we can say that these two cars had a collision since they
have the overlapping planar coordinates with the threshold.

For license plate detection we used frozen_east_text_detection model to detect
the number plate and PyTesseract to convert the detected number plate into a string.
The license plate is detected by converting the image into monochrome and marking
out the bounded rectangle plate and having text inside it with a probability rate of
detection.

TensorFlow is a structure for creating models in machine learning providing
different tools and toolkits at your preferred level to construct models using data
binding. Lower level APIs can be used (like tf.estimator) to createmodels by defining
a set ofmathematical procedures.Alternatively, you can apply higher ones, consisting
ofAPIs specifying predefined structures, such as linear regressors or neural networks.

5.1 Tensorflow Object Detection API

The TensorFlow Object Detection API is an open-source structure developed within
TensorFlow that promotes the development, preparation, and distribution of object
acquisition models.
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We planned to feed the real-time video footage coming straight from the CCTV to
ourmodel to predict the probability of accidents. Themodel we used for the detection
purpose is ‘ssd_mobilenet_v1_coco_11_06_2017’.

The prototype is served with real-time videos and images as well, and it detects
the accident by the cars that are colliding with each other. Wherever an accident
is detected, a rectangle is seen over the collision of the cars which depicts that an
accident has occurred over there. The model accuracy has increased in the case of
the detection module and hence, accident detection is made possible in our project
on real-time systems that can be really helpful to the authorities and organizations
using it.

5.2 License Plate Recognition

The license plate detection and text recognition algorithm are done using OpenCV
and PyTesseract Library. The Detection algorithm helps in detecting the license
plate in any kind of image, be it blurry, low light, or even a high-quality image. The
plate’s Region of Image (ROI) is then masked out and cropped automatically with
correct dimensions and improved accuracy. The dataset for testing the license plate
algorithm is then preprocessed using image thresholding algorithms and segmenta-
tion algorithms in OpenCV and using the scikit-learn library of Python. The Text
on the detected license plate is recognized using Tesseract-OCR, a Google API. It
is easily implemented using PyTesseract API that is a wrapper library for Tesseract
Google-OCR API.

6 Notification Alert System

Whenever an accident takes place, a lot of time is wasted for it to be reported, so
the concerned department doesn’t even get to know that such a crucial incident had
taken place and hence it gets unnoticed, which further blocks the road and is the
major reason for traffic these days.

Alerting with the location of the accident took place and time, properly generated
report, can help the Government and the concerned authorities to keep a firm check
on the dangerous locations, as this algorithm will mark the danger prone areas and
vicinities so that authorities can pay more attention to these marked positions and
hence, can take action at the right time by providing medical aid and reducing the
amount of traffic that gets accumulated after any chaos happens. Our Algorithm will
help them to be informed about the accidents that have recently succumbed, even the
authorities can install this system on their part to place a keen and firm vision on the
roads to avoid nuisance.
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6.1 Socket.io

After the detection of the accident, we want the authorities to get informed of the
accident that has taken place along with the coordinates of the location where it
happened. Socket.io is a JavaScript library for real-time web applications. It enables
real-time communication, including two-way associations among network clients
and servers. It has two components: a separate dependent library, plus a separate
Node library. Using Socket.io, we are sending a notification, live to the mobile
phones of the authorities or person whose number is verified with Twilio.

6.2 Twilio

Our Accident Detection System helps the authorities to stay aware every time and
get alerted whenever the public needs their help and reach the accident locations in
time!

Twilio is an API through which we can send notifications and alerts, just like
a report in which the location of the accident, the time at which it took place is
notified, also, along with the valid and correct location coordinates Socket.io helps
communicate with Twilio API and the alerts are sent to the people on their phones.

7 Accident Prediction Model

7.1 Objectives

The main purpose of the Prediction System of Road accidents is: to analyze the acci-
dents already occurring in the area which will be helping us in determining the major
accident-prone area and helping in establishing the immediate necessary help/support
for them. Making predictions based on weather, pollution, road structure, etc.

7.2 Problem Statement

There aremany problemswith current practices for the prevention of accidents occur-
ring in areas. The database we use is officially available by many institutions and
government websites. The data collected will be analyzed, integrated, and grouped
based on various constraints using the most favorable algorithm. This estimate will
help analyze and identify the causes of faults and accidents. It will also be helpful
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when constructing roads and bridges as a reference to avoid similar problems encoun-
tered earlier. The forecasts made will be very useful for planning the management
of such problems.

7.3 Logistic Regression

Logistic regression, or most commonly, the sigmoid function, is the regression anal-
ysis and dependent upon the variables is binary numbers, i.e., (0 s and 1 s), All
regression study, the logistic regression is a prediction analysis, helps in contributing
andpredicting continuous values variables. Logistic regression is used to obtain infor-
mation about the data and to clearly define the relationship between binary variables
that are dependent on different independent variables. Sometimes logistic regres-
sions are difficult to describe the statistics tools are easily conducted and analyze the
datasets, then in others, plain words are as it is displayed in the output.

7.4 Random Forest Model

Random forest includes a large number of single judgment trees clubbed together
that work as a group and are working on the principle of ensemble learning. Each tree
in a random forest spits out a step-by-step forecast with many votes becoming the
prediction of our model. The ultimate concept behind this algorithm is that a large
number of approximately uncorrelated models (trees) working as a committee will
better any of the single constituent models, and the judgment score is the average of
individual scores from the tree.

8 Results

All designs and modules are very accurate in detecting and predicting accidents,
however, false positivity rate is high considerably. But, to deal with the Bias-Variance
tradeoff, we raise the inclination for reducing these wrong signals, the rate begins
to go downward positively. The result in predicting road accidents is to find out
the percentage of accidents in a particular area. Having a low number of features
helps in rapidly modifying the algorithm and increasing accuracy. The result in
predicting road accidents is to find out the percentage of accidents in a particular
area. Then we apply logistic regression on these characteristics and obtain the least
error. The random forest model then underwent a logistic regression model to give
better accuracy.
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9 Conclusion

We have shown you a promising approach to intelligent road accident detection and
early planning. This can produce an early response to uncertainties and save lives
and precious time/resources. Preceding outcomes show that such a model may be
used live in the Transport Department. Many types of computer intelligence can be
modified and tested in advance.

For future work, other features can also be added such as weather limits, road
construction details, related location, and road conditions (direction of the sun, nearby
structures, roadway signs, service paths, inclusions, availability of emergency routes,
etc.).Andmuchanalysis needs to bedonewith personal details, External points canbe
removed by involving domain experts. Some computer algorithms can be modified.
The model can be chosen as a serial time problem, administration of time can be
utilized, and neural network designs are built. Finally, the outcomes from various
methods can be joined to shape the forecast more precisely and efficiently.
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Heat Transfer Analysis of Engine
Cylinder Fins by Varying Fin Geometry
and Material

Mmehul Bhayana, Mohit Bhankhar, Neeraj Saini, and N. A. Ansari

1 Introduction

“Almost all of the present two wheelers use air-cooled engines, because air-cooled
engines are the only option due to the impressive advantages like lighter weight and
lesser space requirement. In air-cooled motorbikes engines, waste heat is dissipated
through the coolingfins to the cooling airflowcreated by the relativemotion occurring
due to the movement of bike. One of the important engine subsystems is the cooling
system” [1]. “Most of the air-cooling mechanism depends on the Fin design of the
cylinder head and the block. One of the other aspects it depends on is the velocity of
the vehicle and the ambient temperature” [2].

“This heat transfer from the fin is due to many fixed and variable constraints
mainly fin array, fin geometry and shape, fluid flow velocity, and material etc. There
are many experimental methods available in literature to analyze the effect of these
factors on the heat transfer rate” [3].

“The effect of cooling of internal combustion engine cylinder in free air has been
studied, and various results are noted and analyzed. To increase the heat transfer
rate, analysis of fin is very important” [4]. “After carrying transient thermal analysis
model and heat flow analysis, improvements are there in fin efficiency by changing
fin geometry, fin pitch, number of fins, fin material and climate condition” [5].

“Out of these, wavy fins are particularly attractive because they are simple to
manufacture, have the potential for enhanced thermal hydraulic performance and are
easy to use in both plate-fin and tube-fin type exchangers” [6]. Heat flows from high-
temperature region to low temperature region. Thus, heat is always transferred from
high-temperature body to low-temperature body spontaneously (Clausius Statement
of the second law of thermodynamics). “Three basic mechanisms of heat transfer that
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are often referred as modes of heat transfer are conduction, convection and radiation.
But, in practical applications, it may the combination of above” [7].

1.1 Governing Equation

The governing equation for the heat conduction through a solid is given by: [8, 9]

k(∂2T/∂x2 + ∂2 + ∂y2 + ∂2/∂Z2) + q = ρc ∂T/∂t (1)

where,

k = thermal conductivity (inW /K . m).

t = time T = temperature (in K).

q= rate of heat flux/convection/radiation/internal heat generation inside the volume
(inW ).

ρ = density of the material (in kgTm3).

c = specific heat of the material (in JTkg . K).”

1.2 Fin Materials

“Most commonly usedmaterial for manufacturing of fins is aluminum alloy. Now are
present aluminum alloy is being replacedwithAluminum alloy 6061 andMagnesium
alloy ZC63A.”

Chemical Mixture of Aluminum Alloy

See Table 1.

Table 1 Chemical mixture of
AL alloy 6061 [10, 11]

Element Weight %

Al Balance

Cr 10(−1)

Cu 10(−1)

Fe 35*10(−1)

Mg 45*10(−1)

Mn 10(−1)

Si 2*10(−1)
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Table 2 Chemical
composition of Mg Alloy [12]

Elements Weight %age

Zn 83*10−1

Mg 3

Cu 24*10−1

Fe 1.5*10−1

Zr 1.5*10−1

Si 1.2*10−1

Mn 10−1

Chemical Composition of Magnesium Alloy

See Table 2.

1.3 Model Overview

The fins geometry is selected based on the experiments conducted by various
researchers and is as per the standards [13, 14]. Cylinder-fin model is created in
SolidWorks with straight fin profile.

Various parameters are rightly taken for further simulation by Ansys.
Aluminum and Magnesium are selected as fin materials for subsequent analysis

in ANSYS software.
Aluminum is a light metal having significantly low specific weight. The use of

Aluminum in automobiles reduces the dead weight and energy consumption signifi-
cantly while increasing load capacity. Aluminum also reflects visible light and heat.
Aluminum possesses better corrosion resistance, thermal conductivity, impact resis-
tance, ductility, is odorless and is recyclable as well. Magnesium alloys are not only
lighter but have other benefits as well. They are shock resistant and have greater edge
over Aluminum to damp noise and vibrations [15–18].

1.4 Methodology

1. Used Transient Thermal Analysis model for analysis of imported geometry
2. Imported finned cylinder geometry to ANSYS Design Modeler.
3. Selected material (Aluminum alloy and Magnesium alloy).
4. Generated mesh and tuning up analysis settings.
5. Selected relevant faces in the geometry for heat flux and convection.
6. Calculated the solution by gradually iterating the possible iterations in Ansys

software.
7. Determining the results and coming to a conclusion.
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1.5 Fin Specification

The cylinder density of aluminum alloy = 2773 kg/m3.

Density of magnesium alloy = 1800 kg/m3.

Length (L) of the fin = 130 mm = 0.13 m.

Width (b) of the fin = 130 (mm) = 0.13 m.

Thickness (y) = 3 (mm) = 0.003 (m).

Initial temperature (room condition) = 293 K or 20°c.

Time for analysis = 60 s.

Heat transfer coefficient = 0.000025 (W/mm2 × K).

Cylinder specification (empirical formulas)

Bore diameter = 55 mm.

Length of stroke = 1.25 D = 68.75 mm.

Length of cylinder = 1.15 * 68.75 = 79.05 mm.

Thickness = 0.045D + 1.6 = 4.075 mm.

Dimensions for fins and cylinders are calculated using the empirical relations.
Some changes were made to the standard dimensions according to the needs of the
project. Dimensions like length of stroke, thickness and bore diameter are modified
accordingly.

2 Results and Discussion

2.1 Analysis of Rectangular Shaped Fin

2.1.1 Analysis of Aluminum Alloy in Rectangular Shaped Fins

See Figs. 1 and 2, and Table 3.

2.1.2 Analysis of Magnesium Alloy in Rectangular Shaped Fins

Figures 3 and 4 and Tables 3.
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Fig. 1 Shows the variation of the total heat flux inside the rectangular fin of Al alloy

Fig. 2 Shows the variation of the temperature inside of the rectangular fin of Al alloy
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Fig. 3 Shows the variation of total heat inside the rectangular fin of Mg alloy

Fig. 4 Shows the variation of temperature inside the rectangular fin of Mg alloy
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Table 3 Properties of rectangular shaped fin

Maximum
temperature
(K)

Minimum
temperature
(K)

Maximum heat
flux (W/mm2)

Minimum heat
flux (W/mm2)

Mass ( kg)

Al Alloy 6061 564.4 330.33 1.3359 0.0002082 0.84211

Mg Alloy 626.71 338.97 1.8099 0.00052723 0.7455

Table 4 Properties of Circular shaped fin

Maximum
temperature
(K)

Minimum
temperature
(K)

Maximum heat
flux (W/mm2)

Minimum heat
flux (W/mm2)

Mass (kg)

Al Alloy 6061 708.27 674.76 1.2775 0.001559 1.0233

Mg Alloy 797.48 757.97 1.407 0.002393 0.988

2.2 Analysis of Circular-Shaped Fin

2.2.1 Analysis of Aluminum Alloy Circular-Shaped Fins

See Figs. 5 and 6, and Table 4

Fig. 5 Shows the variation of total heat in modified circular-shaped fin of Al alloy
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Fig. 6 Shows the variation of temperature in the modified circular-shaped fin of Al alloy

2.2.2 Analysis of Magnesium Alloy in Circular Shaped Fins

See Figs. 7 and 8, and Table 4.

Fig. 7 Shows the variation of total heat inside the modified circular shaped fin of Mg alloy
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Fig. 8 Shows the variation of temperature inside the modified circular shaped fin of Mg alloy

2.3 Analysis of the Proposed Model Shaped Fin

2.3.1 Analysis of Aluminum Alloy in the Proposed Shaped Fins

See Figs. 9 and 10.

2.3.2 Analysis of Magnesium Alloy in the Proposed Shaped Fins

See Figs. 11 and 12 and Table 5.

3 Model Validation

See Tables 6 and 7

Hence, the modifications done in the model have led to a huge improvement in
heat analysis.

Owing to similar modifications, the results of the proposed design are extremely
efficient.

See Tables 8 and 9
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Fig. 9 Shows the variation of Total heat in the proposed model of fin of Al alloy

Fig. 10 Shows that variation of temperature in the proposed model of fin of Al alloy
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Fig. 11 Shows the variation of total heat inside the proposed model of fin of Mg alloy

Fig. 12 Shows that variation of temperature in the proposed model of fin of Mg alloy
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Table 5 Properties of proposed model shaped fin

Maximum
temperature
(K)

Minimum
temperature
(K)

Maximum heat
flux (W/mm2)

Minimum heat
flux (W/mm2)

Mass (kg)

Al Alloy 6061 766.05 388.16 3.9887 0.0001 1.03

Mg Alloy 860.41 433.89 3.5558 0.000266 0.972

Table 6 Value of Thermal Flux for circular fin

Thermal
Flux
(W/mm2)

Normally
used

Babu and Lavakumar
[2]

Result by present
work

Result by the
modification in design

Al Alloy
2024

Al Alloy
6061

Mg Alloy Al Alloy
6061

Mg Alloy Al Alloy
6061

Mg Alloy

Circular
Fin

0.723258 0.738145 0.716357 0.63876 0.70347 1.2775 1.407

Table 7 Value of Thermal Flux for rectangular fin

Thermal Flux
(W/mm2)

Babu and Lavakumar [2] Result by present work Result by the
modification in design

Al Alloy
6061

Mg Alloy Al Alloy
6061

Mg Alloy Al Alloy
6061

Mg Alloy

Rectangular
Fin

0.571051 0.463962 0.523876 0.60347 1.3359 1.8099

Table 8 Results of proposed design

Maximum temperature
(K)

Minimum temperature
(K)

Maximum heat flux
(W/mm2)

Al Alloy 6061 766.05 388.16 3.9887

Mg Alloy 860.41 433.89 3.5558

Table 9 Comparison with other work

Mass of
cylinder fin(Kg)

Babu and LavaKumar [2] Result by
present work

Al alloy 6061 Mg alloy Al alloy 6061 Mg Alloy

Rectangular fin 0.97395552 0.89459618 0.845 0.735

Circular fin 1.1423490 1.0492687 1.0233 0.988

Proposed fin 1.03 0.9172
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Heat transfer to the cylinder walls of IC engines is recognized as the most impor-
tant factor that influences both engine parameters and its functioning and opera-
tions. Only some part of the energy supplied to the internal combustion engine is
utilized and transformed into useful work, and the remaining energy is rejected in
the below-mentioned ways:

1. Heat from the engine boundaries due to radiation, convection and to a small
extent conduction,

2. Exhaust heat, and
3. Heat rejected to coolant.

The engine cooling is necessary for the below-mentioned reasons, First, the
lubricating oil used determines the maximum engine temperature that can be used.
Depending upon the type of lubricating oil used, this temperature ranges from 450 to
500 K. Above these temperatures, the lubricating oil deteriorates very rapidly with
temperature increase, and it might lead to piston seizure. The strength of thematerials
usually decreaseswith an increase in temperature and, thus, establishes an upper limit
for the temperatures at various points of the engine. High engine temperature may
result in a very hot exhaust valve, which, in turn, may give rise to pre-ignition and
detonation. Temperature inside the cylinder is maximum as actual combustion takes
place there. There exists a temperature difference between cylinder and ambient,
hence heat transfer. Temperature reduces as we go radially outwards as amount of
heat energy reduces (30–40% usage work, 33% heat to exhaust gases).

It was observed from Figs. 1 and 2 that the temperature change within the rect-
angular fins of aluminum alloy was from 564.4 K to 330.33 K. It was observed that
total heat flux has a maximum value of 1.3359 W/mm2. Also, it was observed from
Figs. 3 and 4 that the temperature change within the rectangular fins of magnesium
alloy was from 626.71 K to 338.97 K. It was observed that the total heat flux has a
maximum value of 1.8099 W/mm2.

It was observed fromFigs. 5 and 6 that the temperature changewithin themodified
circular-shaped fin of aluminum alloy was from 708.227 K to 674.76 K. It was
observed that total heat flux has a maximum value of 1.2775 W/mm2. Also, it was
observed from Figs. 7 and 8 that the temperature change within themodified circular-
shaped fins of magnesium alloy was from 797.48 K to 757.97 K. It was observed
that the total heat flux has a maximum value of 1.407 W/mm2.

It was observed from Figs. 9 and 10 that the temperature change within the
proposed model of fin shape of aluminum alloy ranges from 766.05 K to 388.16 K.
It was observed that the total heat flux has a maximum value of 3.9887 W/mm2.
Also, it was observed from Figs. 11 and 12 that the temperature change within the
proposed model of fin shape of magnesium alloy was from 860.41 K to 433.89 k. It
was observed that the total heat flux has a maximum value of 3.558 W/mm2.

The probable reason for an increase in heat transfer rate in case of magnesium
alloy would be the high thermal conductivity k, as effectiveness (performance) of
fins depends directly on k.

The hot combustion gases give part of their heat to cylinder liner, piston and piston
rings, cylinder head, exhaust valves and exhaust ports. Most of this heat is carried
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away by the cooling system, while some are lost by direct irradiation from the engine
surfaces. It is clear that to promote heat transfer to its highest value, the surface coeffi-
cient of the film should be maximum, and the material used for cylinder walls should
be highly conductive, and the wall thickness should be maximum but consistent with
strength, wear and other similar requirements. The material of the cylinder liner is
chosen from the consideration of its thermal conductivity, strength, wear-resisting
properties and density. The quantity of the heat transferred also depends upon the
area of the heat-transmitting surface and the temperature difference. The area (in the
cylinder) exposed to hot gases depends upon the design of the combustion chamber,
the cylinder and the cylinder head. The cylinder wall area is exposed to the hot gases
varies with the piston position. In this project, it can be seen that in Figs. 6 and 8,
area exposed to flux is more, hence the heat transfer is maximization.

The proportion of the time for which an area remains in contact with the hot gases
in virtually independent of speed because the decrease in the hot gases in virtually
independent of speed because the decrease in the time available for heat transfer with
increase in speed is compensated by the increased number of cycles per unit time.
The length of the fins and the spacing between them is quite important for efficient
cooling. Larger inter-spacing between the fins offers larger area for cooling air but
the heating of the air is less, so more cooling air is required. Smaller interspacing
between the fins results in the smaller area for cooling air and hence air is heated
more. However, the pressure drop required for the flow is also more. Therefore, a
spacing less than 2.5 mm is not used (Fig. 13).

Fig. 13 Shows the comparison between various fin model
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4 Conclusion

The use of fins on a surface cannot be recommended unless the increase in heat
transfer justifies the added cost and complexity with fins. The following factors TO
be considered for optimum design of fins are as follows:

1. Cost
2. Manufacturing difficulties
4. Consideration
5. Weight consideration.

This project has compared the materials aluminum alloy 6061 and magnesium
alloy ZC63A with varying shapes of engine cylinder. The fin geometry is modeled
using the SOLIDWORKS 2018 and then thermal analysis is done on ANSYS
workbench.

1. By simply changing the shape of the fins and also by changing the material
of fin; the fin performance is increased as well as the weight is reduced. The
weight of the fin is very important, when designing the fins for automobiles and
aircrafts. For a given dimension, weight is reduced when magnesium alloy is
used. This can also be seen in Table 7.

2. It was observed that the total heat flux has a maximum value of 3.9887 W/mm2

within the proposed model of fin shape of aluminum alloy from. Also, it was
observed the total heat flux has a maximum value of 3.558 W/mm2 for the
proposed model of fin shape of magnesium alloy. This clearly conclude that
heat transfer hence the cooling is improved.

3. When analyzed on software, the modified cylinder 3 (proposed model) has
shown better results than other two, as surface area is increased that leads to
increased heat rate. Butmanufacturing of this type of finswill not be economical
because of the complexity of the design.

4. Hence, conclude that using magnesium alloy material is better, and fins shape
should be longitudinal.
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Managing Healthcare Supply Chain
During Epidemic and Pandemic

Amit Kaushik, Shivam Kumar Mishra, Romesh Yadav, and Girish Kumar

1 Introduction

In the contemporary times, human society had been exposed to number of epidemic
and pandemic situations ranging from SARS, Ebola, Zika, Swine flu, to the current
COVID-19 [1]. The foreseen impact has been increasing in intensity with time,
thereby leading to disruption of normal functioning of the society [2]. They not only
impact socially by restricting the movement, isolation and losses of life but also
affect the economy and environment thereby presenting a challenge to the world
in common and third world country in particular [1]. As a result, an urgent need
has been arisen for an efficient and effective Healthcare Supply Chain Management
(SCM) system, which would help in making healthcare system resilient to tackle
these epidemic and pandemic like biological disaster situations.

Healthcare SCM comprises the activities and operation, which would help in
seamless and continuous delivery of products, orders, information and services for
healthcare delivery [3]. It is especially required during a biological disaster to plan,
manage and control key resources through integrated processes for efficient handling
of situation [3, 4]. In an epidemic, there are occurrences of more health-related
issues then faced by health sector in normal circumstances due to various reasons
[5]. Whereas a pandemic is an epidemic occurring widespread across the globe and
affecting people at worldwide scale similar or alike to COVID-19 [6].

Number of studies had been conducted in the area of supply chain management
design under disruption in a variety of domains, such as fashion supply chain [7],
blood supply chain [8], reverse supply chain [9], etc. Also, the research in the domain
of epidemic and pandemic impact on healthcare supply chain [10, 11] is limited for
tackling the unforeseen situations COVID-19.
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The current study is towards mapping of challenges, which occurs in healthcare
SCM during epidemic and pandemic situations. A multiple-criteria decision-making
(MCDM) technique, Best andWorst Method (BWM), is employed in this work. The
BWM helps in evaluating alternatives to criteria and also finds the importance of
criteria in an efficient and effective manner.

The remaining paper is structured as follows. In Sect. 2, the challenges in health-
care SCM during epidemic and pandemic are identified on the basis of extensive
literature review and research. In Sect. 3, the methodological approach undertaken is
introduced. Results andDiscussion are discussed in Sect. 4. Finally, Sect. 5 concludes
the work and provides future research directions.

2 Challenges in Healthcare SCM During Epidemic
and Pandemic

Through an extensive study of literature review and research of healthcare SCM
during epidemic and pandemic, nine possible issues that affect directly or indirectly
on it have been identified that will further be studied with the help of Best and Worst
Method (BWM). The issues are briefly discussed as follow:

Inefficient executive leadership (MHSC1):While execution of Healthcare Supply
Chain, there had been inefficiency in leadership for handling supply chain network
during crisis. This led to delay in recovery via improper cooperation betweendifferent
stakeholders [12].

High cost due to ineffective supply chain (MHSC2): Improper coordination in
supply chain networks leads to shortfall or excess of medical supply, thereby raising
the supply chain costs [13, 14].

Lack of supply chain education (MHSC3): Low awareness about supply chain
management especially in healthcare further exposes the vulnerability [15]. Partic-
ularly, managers are ill-informed to control supply of medication in healthcare
sector.

Lack of integration in enterprises and inter departments (MHSC4): For handling
the crisis situation, there had been improper coordination between supplier and
retailer in enterprises. Also, casual attitude of policymakers in formulation of right
policies for healthcare sector supply chain further aggravates the situation [16, 17].

Absence of Buffer Inventory (MHSC5):Companies are in a practice ofmaintaining
lean supply chain, for reducing cost and timely delivery of goods in manufacturing
sector. As a result, there are less inventory builds for buffer stock, thereby leading
to disruption of supply chain during crisis situation. During COVID-19, there was
shortage of personal protective equipment in India.

Lack of digital supply network (MHSC6): Many organizations still practice
conventional linear supply chain model. This leads to unintegrated network, which
would delay and interrupt the seamless flow of information and analytics [11].
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Inadequate Distribution Infrastructure network (MHSC7): In a crisis situation,
the important part is the distribution network of necessary supply. Therefore,
improper handling of transport, logistics and communication may further increase
the vulnerability of the situation [18].

Shortage of healthcare providers (MHSC8): During epidemic and pandemic, the
healthcare staffs play the crucial role. Furthermore, a smaller number of hospi-
tals, nursing homes, doctors, medical staff during normal times in under developed
and developing country further expose the health sector vulnerability during crisis
situation [19].

Improper handling of demand and supply (MHSC9):During crisis situation, there
is rise in demand of medical devices, equipment’s, medicines, etc., thereby leading
to shortage of essential medical supply in short term and further making situation
more vulnerable [20].

3 Methodology

After an intensive literature evaluation and research, nine predominant challenges
were identified. Consecutively, we want to prioritize them and clear up on a
concern foundation for handling the healthcare deliver chain throughout epidemic
and pandemic. So, on this segment, we’re going to address the method followed
for identity, prioritization and categorization of demanding situations in healthcare
deliver chain throughout epidemic and pandemic. Here, this takes a look into incor-
porate phases. The first segment is the identity of demanding situations on the idea
of literature evaluation and dialogue with area experts. In the second one segment
the prioritization and categorization of demanding situations is executed the usage
of BWM (Big worst Method) that is a MCDM approach.

Although there are numerous MCDM (Multi-standards selection evaluation
approach) techniques which include VIKOR (Vise Kriterijumska Optimizacija I
Kompromisno Resenje) approach wherein on the idea of a selected degree of “close-
ness” to the perfect solution, the rating index is formulated through the usage of
linear normalization, Analytic hierarchy process (AHP) wherein hierarchy analyses
the distribution of a aim a number of the factors which as a end result is in comparison
and judged which detail has a more impact on that aim.

TheBestWorstMethod (BWM) is amulti-standard selection evaluation approach,
and it turned into proposed through Dr Jafar Rezaei in 2015. Rezaei (2015) used this
approach to select the first-rate providers thinking about financial standards and
environmental standards, and next additionally, they used this approach to discover
the first-rate freight bundling configurations for transporting freight from outstation
to airports. Some different BWM software are provider selection, transportation
mode selection, measuring the performance of university-enterprise PhD tasks and
comparing enablers of technological innovation.



310 A. Kaushik et al.

This methodology is predicated on systematic pairwise comparison of the choice
criteria. In comparison to different multicriteria decision analysis methods, BWM
has two key advantages:

• BWM results are a lot of compatible compared to other MCDM methods. BWM
uses structured thanks to engender the pairwise comparison that ends up in reliable
results.

• BWM needs less pairwise comparisons to develop a whole pairwise comparison
matrix.

Due to these advantages, BWM is employed in this study. Steps involved in BWM
are as follows:

Step 1. Categorize a set of decision-making criteria.
In the following step, a set of criteria d1, d2, d3, . . . , dn are chosen for making a

decision.
Step2. Find out the worst criterion (e.g., least important, least desirable) and the

best criterion (e.g., most important, most desirable).
In the following step, worst criteria and best criteria are determined with the help

of decision-maker.
Step 3. Now we’ve to try a Pairwise comparison.
On the score between one and nine, preference of the simplest criterion over

the opposite criteria is determined, wherever a score of 9 suggests that the acute
preference of the best criterion over the other criterion and a score of 1 means
equal preference between the best criterion and another criterion. The results of the
subsequent step are that the vector of Best-to-Others (BO), which might be Pb =
(pb1, pb2, pb3, . . . , pbn), where pbk indicates the preference of the best criterion Q
over criterion k, and it can be deduced that pbb = 1.

Step 4. Set the preference of all criteria over the worst criteria.
On the score between 1 and 9, the preference of all criteria over the worst criterion

is determined.The results of the subsequent step are that the vector ofOthers-to-Worst
(OW) might be

Pw = (p1w, p2w, p3w, . . . , pnw)T

where pkw shows the preference of the criterion k over the worst criterion W. It also
can be concluded that pww = 1.

Step 5. Determine the best weights.
The optimal weights ( w1

∗,w2
∗,w3

∗, . . . ,wn
∗) are calculated. Each criterion’s

optimal weight can satisfy the subsequent requirements: for every combination of
wb/wk and wk/ww, the best state of affairs is wherever wb/wk = pBK and wk/ww =
pkw. Therefore, to succeed in a lot of getting ready to the ideal situation, we should
always minimize the most among the set of {|wb − pbkwk |, |wk − pkwww|}, and,
therefore, the equation is often expressed as follows:

min maxk{|wB − pBkwk |, |wk − pkwww|}
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Subject to

∑

k

wk = 1 (1)

wk ≥ 0, for all k.

The above-named equation is reborn to the subsequent LPP (linear programming
problem):

Minimize

ξ L

Subject to.

|wb − pbkwk | ≤ ξ L for all k,

|wk − pkwww| ≤ ξ L

∑

k

wk = 1 (2)

wk ≥ 0, for all k.

After determination the on top of problem, the best weights
(w1

∗,w2
∗,w3

∗, . . . ,wn
∗) and ξ L∗

are obtained. ξ L∗
can be seen as a direct-

indicator of the comparison system’s consistency. The nearer the worth of ξ L∗
is

to zero, the upper the consistency, and, consequently, the additional reliable the
comparisons become.

4 Results and Discussion

The methodology discussed in the previous section is applied for this study. Nine
factors/criteria affecting the health sector SCMwere identified as discussed in Sect. 2.
Further, based on expert responses, “Inefficient executive leadership (MHSC1)” and
“Lack of integration in enterprises and inter departments (MHSC4)” are found to be
the best and worst criteria. Vector of Best-to-Others (BO) and Others-to-Worst (OW)
were constructed. These are shown in Tables 1 and 2. Final results of the problem
formulated in line with step 5 of previous section are presented in Table 3. The
study collected responses from six experts that include three medical practitioners,
two logistics experts and one professor, and have experience ranging from 10 to
35 years.
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Table 3 BWM results

Criteria HSC code Criteria weightage

Inefficient executive leadership MHSC1 0.254

Inadequate understanding related to high cost MHSC2 0.065

Lack of supply chain education MHSC3 0.054

Lack of integration in enterprises and inter departments MHSC4 0.022

Absence of buffer inventory MHSC5 0.109

Lack of digital supply network MHSC6 0.082

Inadequate distribution infrastructure network MHSC7 0.164

Shortage of healthcare providers MHSC8 0.164

Improper handling of demand and supply MHSC9 0.082

These results provide an insight in managing healthcare supply chain during
epidemic and pandemic. From Table 3, “Inefficient executive leadership (MHSC1)”
has the highest weight of 0.254. The inefficient executive leadership is the most
important criterion to make healthcare supply chain sustainable and resilient during
epidemic and pandemic. The next important criteria are “Inadequate Distribution
Infrastructure network (MHSC7)” and “Shortage of healthcare providers (MHSC8)”,
both with criteria weightage of 0.164. This result indicates that inefficient execu-
tive leadership requires the urgent organizational attention in managing healthcare
supply chain resilient during crisis. Once the inefficient executive leadership has
been handled and improved, it will set a tone for development and inclusion of
remaining criteria, and thus resulting in the improvement of the entire system. The
data suggest that to make supply chain sustainable, organization should start by
focusing on improving corporation between stakeholders and executive leaderships
to enhance the efficiency of leadership and helps in quicker decision-making during
crisis. According to Queiroz [18], during crises, the distribution network of neces-
sary supply chain is the most important part, and the improper handling can further
increase the vulnerability of the situation. Also, according to Jain [19], the healthcare
staff are the most crucial elements, and it exposes the healthcare sector shortcom-
ings during crises. Therefore, monitoring these activities can significantly reduce the
shortcoming and strengthen the healthcare supply chain in epidemic and pandemic.

“Lack of integration in enterprises and inter departments (MHSC4)” has the
criteria weightage of 0.022, and it is ranked lowest in the importance of criteria,
which is unexpected as the ineffective executive leadership (rank one) is closely
related to this criteria. The possible reason can be that in healthcare supply chain,
the inter-relation between departments is highly affected by the cooperation between
leadership, which is previously taken into account, and also, this criterion affects the
efficiency of the system but has little impact in making it resilient and sustainable.
This indicates that healthcare supply chain sector is still in immature stage when it
comes to the implementation of healthcare supply chain criteria as the main focus
for enhancing and managing healthcare supply chain comes from more fundamental
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criteria (leadership). “Absence of Buffer Inventory (MHSC5)” is the fourth most
crucial criteria with a weightage of 0.109, this may be due to the fact that orga-
nizations are focused on following new and cost-efficient inventory management
techniques but during crises, the inventory falls apart and make system vulnerable.
MHSC9, MHSC6, MHSC2 and MHSC3 are ranked in the order from 5 to 8th with
weightage 0.082, 0.082, 0.065 and 0.054, respectively, which suggests that issues
related to education and dataset are not considered highly important in managing
healthcare supply chain during epidemic and pandemic.

The results of the study are in line to prior studies on healthcare supply chain.
According to a study [22],—“top leadership commitment and support” is among the
top-ranked criteria in a study on CSF of sustainable supply chain, and the same is
indicated by our study as the “inefficient executive leadership” is our highest ranked
criteria. In another study, [23] indicated the importance digitalization and data in
supply chain and similar criteria—MHSC6 and MHSC9—are also present in our
study (Fig. 1).

5 Conclusion and Future Scope

The managing of healthcare supply chain has a huge impact on overall health sector
around the globe, particularly during crisis like COVID-19. In addressing healthcare
supply chain issues, several organizational aswell as government agencies have taken
number of initiatives. There are various studies that are attempting to address the
managing of healthcare supply chain during epidemic and pandemic. However, these
initiatives and studies tend to focus from a broader point-of-view and are inclined
towards single scenario of the situation, rather than making healthcare supply chain
resilient and sustainable during the crises of epidemic and pandemic.

In this study, nine criteria were identified based on expert opinions and extensive
literature review, which are being faced by healthcare supply chain during epidemic
and pandemic. A multi-criteria decision-making (MCDM) method—BWM (Best
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Worst Method)—is being employed for determining and prioritizing the criteria
based on relative weightage. The results obtained through the process are being used
in managing healthcare supply chain during crisis.

The final results show that “Inefficient executive leadership”was the most crucial
criteria in terms of healthcare supply chain during crises, while “Lack of integration
in enterprises and inter departments” was considered least favorable. The proposed
study can help organization and government agencies in making healthcare supply
chain resilient and sustainable during an epidemic and a pandemic. The study can
also help stakeholders, industry experts and managers in right and quicker decision-
making towards managing supply chain.

There are still some limitations of this study, and these limitations provide scope
for future research in this field. This analysiswas done considering ninemajor criteria
and with limited expert entries from a smaller pool of domain, but more criteria
and larger pool of experts can be taken into account in future research. There are
some limitations and drawbacks to BWM, thus other MCDM techniques can also be
explored.
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Trajectory Planning and Optimization
of Robotic ARM

Aachman Garg, Aashish Yadav, Abhishek Mishra, and Vikas Rastogi

1 Introduction

Living in the world of twenty-first century where the technology has advanced to
the point that, anything other than automation or self-intelligence is now considered
obsolete. Consequently, humans have also evolved themselves in terms of their way
of solving the real-world challenges. Humans are now incorporating modern tech-
nologies as a handy tool to solve problems. More and more trust and reliance are
seen in the adoption of better technologies such as the solution to material handling
problems, where industrialists and experts have expressed their confidence in the use
of robotics and automated guided vehicles, among other things [1, 2]. Similarly, the
capabilities of the robotic technology have impressed the other segments of society
whether it is in manufacturing and production side, or in service side where robot has
its application in defense and space exploration, educational and very importantly in
medical healthcare.

The development of robust technology accompanied with miniaturization of
components and precise control mechanisms; robots are now becoming a reliable
asset for doctors. Over the course of time starting from their application in 1985s,
robots now make an impact in laparoscopy, neurosurgery, orthopedic surgery, emer-
gency response, and various other medical disciplines [3]. Adding to its scope, this
paper has tried to develop a solution to automate sample collection from a highly
communicable disease patient using a robotic arm.

This paper aims to present the design of a robotic manipulator with an end effector
for use in coronavirus testing and use the concepts of forward and inverse kinematics
to plan an optimal trajectory for the robot. The definition of the optimality concept
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is divided into many directions. Some scientists focus on a time-optimal trajectory
to increase productivity [4, 5], while others work on the smoothness of trajectories
[6, 7], taking into account reducing cycle time by implementing fast trajectories
combined with optimal jerk values in order to reduce the excitation of the resonant
frequencies and limit the vibrations of the mechanical system [8–10]. With rise in
electricity prices, along with the expected heavy workload that the manipulator is to
perform, it is of paramount importance that the robot minimizes energy consumption
and forces on its joints in order to have a longer life cycle. Hence, using the concept
of via-points, a trajectory optimization algorithm is developed for the designed robot
to meet the above-mentioned criteria.

2 Methodology

This project is divided into three parts:

(a) Design: Physical modeling of the robot manipulator using SolidWorks and
MATLAB.

(b) Trajectory Planning: Calculating a time-based trajectory for the manipulator
consisting of joint positions, velocities and accelerations by defining the
boundary conditions at selected waypoints.

(c) Trajectory Optimization: Computing the trajectory that minimizes the chosen
performance parameter to meet the objective subject to certain constraints.

2.1 Design Overview

The preliminary design of the robot was done using SolidWorks software. Keeping
the design requirements in mind, robotic arm is designed to have the following
capabilities:

(a) Picking the swab stick from the kit loading point.
(b) Positioning the end effector according to patient face and mouth positions.
(c) Traversing inside the patient’s mouth.
(d) Taking sample, i.e., rotation of swab while in contact with mouth surface.
(e) Carefully delivering the sample inside the storage box.

The robot has in total 9 degree of freedom (5 in manipulator and 4 in end effector)
with T-R-R-T-R manipulator configuration. Links and joints are connected in verti-
cally articulated fashion (similar to human arm). Manipulator consists of a swivel
base and three links connected to the end effector through another joint. The End
effector utilizes two jaw-type grippers for its action and is actuated by means of two
mechanisms, i.e., lead screw mechanism and Wire tension method.
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Modeling

The designed robot was exported to a simulation environment (MATLAB) for further
motion and trajectory planning [11].

Each kinematic pair is uniquely defined, a parent–child relation is established,
and all the parameters associated with joint are defined.

Different types of joints used in the robot are:

(a) Twisting Joint: This joint allows relative rotational motion between the two
connected links in a direction parallel to their axes.

(b) Rotational or Revolute Joint: This joint allows the relative rotational motion
between the two links but the direction of motion is perpendicular to axes of
both the links.

(c) Linear or Prismatic Joint: This joint allows the relative translational motion
between the two connected links in a direction parallel to their axes (Figs. 1
and 2).

Fig. 1 Robotic Arm with components
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Fig. 2 Kinematic structure of robotic Arm

2.2 Motion Planning

The typical hierarchy of motion planning is as follows:

(a) Task planning
(b) Path planning
(c) Trajectory planning.

Task Planning

A certain goal or objective is selected, which is to be executed while following the
trajectory. For example, there may be a task of picking and loading, or reaching to
a particular location etc. After identifying the goal, a set of waypoints are decided,
which need to be followed to execute a particular task.

For this paper, a simplified path is chosen with three desired waypoints. The first
waypoint is for the pick-up, middle one is for the action and the end point is for the
drop/delivery (Fig. 3).

Path Planning

Path planning is a generation of a feasible path from a start to a goal point. It
consists of a set of connected waypoints. The feasibility of the path depends upon
the joint constraints of the model as well the geometry of the model and the working
environment.
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Fig. 3 Task plan for
manipulator

The flow of the path planning algorithm is as follows:

1. Specifying the waypoints in the task space along with orientation of end effector
according to the desired requirement.

2. Estimate intermediate waypoints in the task space using curve fitting or
interpolation methods.

In this case, the Cartesian coordinates and orientation (in Euler angles) of three
desired waypoints from ground reference frame are:

Reference Coordinate System (with Z as principal axis)

Positionas[xyz],Orientationas[αβγ ] (1)

Start Point(S) = [0m0.7m0m], [0◦180◦ − 90◦] (2)

Mid Point(M) = [0.6m0m0.7m], [0◦90◦0◦] (3)

End Point(E) = [0m − 0.7m0m], [0◦180◦90◦] (4)

Trajectory Planning

It involves the generation of a time schedule for a way to follow a path given
constraints like position, velocity, and acceleration. In trajectory planning, there are
two ways of preparing a time scheduled trajectory:
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(a) Joint-Space Trajectory—In this method, first waypoints are selected in a Carte-
sian coordinate frame at a particular moment of time, then using inverse kine-
matics, joint configuration is evaluated and finally an interpolation is made in
between them. In this, inverse kinematics is performed only at the waypoints
and that makes it a faster execution method.

(b) Task-Space Trajectory—While in task space trajectory method, interpolation
is first done between the waypoints stated in Cartesian coordinate frame, and
then for each interpolated point, inverse kinematics is executed to create a time
scheduled trajectory. This method ensures the better handling of obstacles and
collisions and makes it easier to predict the robot motion path; however; this
method leads to slower execution.

In given case, joint space trajectory is implemented for trajectory planning using
cubic polynomial interpolation method to prepare the trajectory between the way
points.

Cubical Polynomial Trajectory

MATLAB offers a functionality for generating cubical polynomial trajectory using
“cubicpolytraj” function [12]. This function works by interpolating the piecewise
cubical polynomial through the waypoints. The benefit of using cubical trajectory is
that the jerk in the trajectory is definite, which results in reduced wear of the joints.
The three primary waypoints are fed to the algorithm for interpolation to get a set of
intermediate points following the time based cubic polynomial trajectory.

Using inverse kinematics of robot, joint angles of each joints are computed from
the desired waypoints coordinates.

{θ1, θ2, θ3 . . . θ9} = RobotInverseKinematics(x, y, z, α, β, γ) (5)

After calculating the joint coordinates of all the waypoints (i.e., from initial to
end point), the time-dependent trajectory for the robot is calculated using cubic
interpolation methods. Using this interpolation function, the trajectory at different
time samples from start to end time is found. This will give the joint angles, velocities
and accelerations as output on the defined number of time samples.

Position : θ(t) = a0 + a1t + a2t
2 + a3t

3 (6)

Veloci ty : θ̇ (t) = a1 + 2a2t + 3a3t
2 (7)

Acceleration : θ̈ (t) = 2a2 + 6a3t (8)

The interpolation function generated by MATLAB “cubicpolytraj” function
consists of piecewise cubic polynomials connected together at the breakpoints.

Figure 4 shows the smooth cubic trajectory executed in the task space, and (Fig. 5)
shows the same in the joint space.
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Fig. 4 Cubic polynomial trajectory

Fig. 5 Angular positions of manipulator joints

The results of the cubic trajectory have been shownusing the Simulink simulations
of the manipulator, which shows the smooth velocities (Fig. 6) and accelerations
(Fig. 7) of the joints.
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Fig. 6 Angular Velocities of manipulator joints

Fig. 7 Angular accelerations of manipulator joints

2.3 Trajectory Optimization

The generated trajectory is just one of the many possible cubic trajectories from
the initial to the final waypoint. The task of the optimization algorithm is to find
a cubic trajectory, which minimizes the energy consumption and the torques on
the joints. This type of problem comes under the domain of constrained non-linear
optimization. By exploiting theMATLABoptimization solver’s capabilities, solution
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to this problem is evaluated. In this paper, FMINCON solver is utilized to solve the
trajectory optimization problem [13, 14].

Algorithm To optimize the trajectory, a set of intermediate points (via-points) are
defined along the path, one each in between start to mid and mid to endpoint of the
trajectory. Only two via-points are considered in a given case in order to make the
algorithm computationally efficient. The joint variables at these via-points are the
design variables (i.e., x). To solve this problem, an initial guess value (i.e., x0) for
these variables is extracted from the reference cubical polynomial trajectory. The
joint limits are used as a constraint to provide a value range of design variables as
lower and upper bounds. Next, a well-formulated objective/cost function is defined,
which takes design variables as input and returns a scalar cost value. This cost value
is then iteratively minimized through SQP method used by the FMINCON solver.
The algorithm structure of the problem is shown in (Fig. 8).

Cost Function

In the minimization problem, the algorithm attempts to minimize the energy
consumption of the manipulator. Therefore, after each iteration, value of total energy
consumption (E) is reduced.

Energy consumption is calculated in the following manner:
First, power consumed for each joint during specific time sample ti is found

{Pj(ti)}, then the total consumption of the robot at that time sample is calculated by
summing up all the joints’ energy consumption.

Pj(ti) = τj(ti) × θ̇j(ti) (9)

P(ti) =
9∑

j=1

Pj(ti) (10)

where ti is a specific time sample and Pj(ti) is the power consumed by jth joint at
time ti.

Then, total energy consumption over whole trajectory, i.e., from t = 0to10sec is
calculated by applying Riemann sum as shown in (11). It is assumed that the energy
consumption remains constant during the time interval ti.

E =
∫ t=10

t=0
P(t)dt ∼=

m∑

i=1

P(ti) × lti (11)

where lti is the length of time interval ti , which is one of the m intervals of time t =
0–10 secs.
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Fig. 8 Optimization algorithm flowchart

3 Results

In the test case, the energy consumption of the robotic manipulator is minimized
iteratively by considering the dynamics of the first five joints of the manipulator as
the joints in the end effector mechanism have no effect on the trajectory. This was
done in order to reduce the computational load and to increase the execution speed
of the algorithm. The velocity of the joints at the waypoints was set at zero and those
at via-points were calculated by the algorithm.

As can be seen in Fig. 9 using the FMINCON solver, a minimum in energy
consumption is reached in only a few iterations. Figure 10 shows the initial and
optimum trajectories of themanipulator. Table 1 shows the changes in the trajectory in
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Fig. 9 Cost function value after each iteration

Fig. 10 Initial and final trajectories

formof angular positions andvelocities at the two intermediate via-points. The energy
cost and torque cost for the initial and final trajectories are also given illustrating the
decrease in energy achieved using the algorithm.



330 A. Garg et al.

Table 1 Comparison of Initial and Optimum Trajectory Design Parameters

Initial trajectory Optimum trajectory

Joint
number

position (θ)
(rad)

Velocity (θ̇)
(rad/sec)

position (θ)
(rad)

velocity (θ̇)
(rad/sec)

Via-Point 1 1 −1.09 0.42 −1.19 0.33

2 −1.26 −0.27 −0.81 0.00

3 −1 −10 −1.01 −0.71 −0.26

4 −0.19 −0.11 −0.08 −0.01

5 −1.19 0.27 0.76 0.01

Via-Point 2 1 0.46 0.51 0.59 0.47

2 −1.26 0.27 −0.81 0.00

3 −1.10 1.01 −1.03 0.05

4 −0.19 0.11 −0.10 0.03

5 1.19 0.27 0.70 0.00

Energy cost 34.67 N.m/s 24.82 N.m/s

Torque cost 901 (N.m)2 547 (N.m)2

The energy consumption for the initial trajectory was 34.67 N.m/s, which was
reduced to 24.82 N.m/s for the optimized trajectory. Therefore, the optimization
resulted in 28.4% reduction in energy consumption.

4 Conclusion

The paper illustrates a systematic approach to robot design problem and applies the
various concepts to solve a practical problem. It also highlights the usefulness of
digital tools for modeling and simulation in the field of robotics. The simplified via-
point-based approach to trajectory optimization utilized in this paper enables fast
execution and can be easily scaled up to plan more complex paths by increasing
the number of via-points. The algorithm’s scope can be further expanded to solve a
variety of optimizations by changing the cost function. By including path constraints
and joint limits, obstacle avoidance capability algorithm can be programmed to suit
the requirement. Further work on the paper would involve obtaining waypoints from
robot’smachine vision system to further improve the robot–environment interactivity
and automate the trajectory planning process.
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Investigation of Flexural Strength
of Abaca and Neem Twisted Natural
Fiber Composites

S. J. Rithik, K. Thileepan, R. Dharmaseelan, and B. Vijaya Ramnath

1 Literature Review

Applications of natural fiber composites are increasing over synthetic fiber compos-
ites in recent times. Mechanical properties (tensile strength, flexural strength, etc.)
of natural fiber composites are low when compared to synthetic fiber composites, in
addition to that natural fiber composite are low cost, biodegradable, and high corro-
sive property havemade themmore preferable. Natural fibers are still high in cost and
this limits their applications. SubrataChandraDas et al. [1] analyzes the incorporation
of wood charcoal as filler in natural fibers composites to improve its overall strength.
To manufacture the composite, jute was used as fiber, polyester resin, and wood
charcoal as bio filler. Improved tensile properties were shown with a 4 wt.% wood
charcoal modification. It showed that the addition of bio-fillers can be a better solu-
tion for increasing tensile properties Jonathan Dawit et al. [2] fabricated a polyester
composite reinforced with novel Acacia fiber. Their tensile and flexural properties
were determined; the fabrication was done by hand layup process. The results were
that composite with lower fiber content (15 wt.%) showed higher tensile, lower
flexural strength compared with higher fiber content (30 wt.%) samples. Charles
Kuranchie et al. [3] reviewed the properties of polyurethane composite foams rein-
forced with natural fibers. To improve interfacial adhesion, fibers are induced with
chemical changes. This paper also studies the chemical effects due to themodification
of these fibers for interfacial adhesion.Hariprasad et al. [4] investigated the properties
of fibers from milkweed, kusha grass, sisal, banana, and hay for composite prepa-
ration mixed with polypropylene (PP) 10:90 (wt.%). Mechanical properties, water
absorption studies acoustic characterization have been studied. An scanning electron
microscope (SEM) has analyzed the microstructures of milkweed fiber. Bambach
[5] experiment results state that moisture ingression leads to material degradation,
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increase in susceptibility to compression. Habib Awais et al. [6] reviewed the prop-
erties of plant-based fibers, textile technologies, thermoplastic matrices, mechanical
properties natural fiber-reinforced thermoplastic composites reinforced with natural
fibers. Sathees Kumar [7] found that adding sisal, sorghum bicolor, and coconut coir
increased themechanical properties of polyester composites. Themechanical dataset
has provided weight percentages of sorghum bicolor and coconut coir which shows
its mechanical properties. Azmi et al. [8] fabricated a Kenaf/X-ray/Epoxy hybrid
composite and studied the velocity impact and projectile shapes of the composite.
Using hand layup method-treated Kenaf fiber and perforated X-ray films were fabri-
cated which is then compressed and subjected to which velocity impact test followed
by dye penetration inspection. The result showed that high energy absorption was
exhibited by hemispherical projectile, lowest residual strength and produced the
most damage compared to the other projectile types which make these suitable for
ballistic purposes.VijayaRamnath et al. [9] research investigates the effect of twisting
along with mechanical properties of the green biodegradable composite. Vacuum-
assisted compression moulding technique is used for fabrication. Twisted neem and
kenaf are laminated by glass fiber on both ends. The composite with twisted fiber
and 45° orientation showed enhanced mechanical properties. Alkalizing the fibers
accounted for this enhanced property. Vijaya Ramnath et al. [10] fabricated a jute,
flax,GFRPhybrid composite and compares itsmechanical propertieswith juteGFRP
composite. Using the hand layup method, jute layer was sandwiched between flax
fibers whichwere then laminated byGFRP on both sides. This research clearly shows
that hybrid natural composite possesses superior properties. Vijaya Ramnath et al.
[11] compared the mechanical properties of two types of composites (hybrid and
mono natural fiber composites). Tensile test, flexural test, impact test, double shear
test, and delamination tests were executed. Failure morphology analysis was done.
Results showed hybrid composite excelled mono composites in overall mechan-
ical properties. Kaliappan et al. [12] developed three varieties of composites and
investigated their hybridization effect and mechanical properties. Fiber distribution,
fiber breakage, crack propagation, and fiber pull out were found out by morpholog-
ical analysis. The fibers with 45° inclined orientation showed enhanced mechanical
properties over other composites. Vijaya Ramnath et al. [13] using the hand layup
process developed the abaca–raffia hybrid composite and investigated its mechan-
ical properties. Abaca fiber strength is higher than kenaf, banana, and sisal fibers.
The internal microstructure is analyzed using an SEM. Among other combinations,
it concluded that abaca with raffia and GFRP showed better double shear proper-
ties and high hardness. This makes it a better substitute for automotive applications.
Srinivasan et al. [14] tested flax and kenaf single fiber and hybrid composite flex-
ural properties. Fabrication was done by hand layup process. Comparison of hybrid
composite with single fiber showed the effect of hybridization. SEM used to analyze
internal structure and crack propagation. It is concluded that hybrid composites are
far better than mono composites. Niranjan Raja et al. [15] developed abaca fiber with
epoxy resin, a natural fiber composite. Abaca is placed alternatively in horizontal
and vertical orientation are arranged with GFRP as an outer layer and fabricated
by hand layup method. Flexural and tensile tests are done, results show that natural
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fiber’s strength determine the tensile strength of composite. Abaca shows excellent
resistance to corrosion. Vijaya Ramnath et al. [16] developed hybrid natural fiber
composite and compared it with mono natural fiber composite (abaca and jute).
Glass fiber as outer surface provides the composite more strength and finishing,
horizontally and vertically arranged natural fibers provided the strength on all sides.
The experiment concludes that hybrid composites have better mechanical properties
compared to abaca fiber composite.

2 Materials and Methods

Abaca. It is acquired from Manila hemp that belongs to the banana family. These
fibers show better mechanical strength and it is light in weight. Apart from those
properties, they have some characteristics which include non-slipping and anti-static
qualities, resistance to fire, corrosion resistance, and pest resistance. These properties
have resulted in its increasing importance as better reinforcement for composites.

Neem. It is obtained from neem tree. These have high tensile strength compared
to much natural fiber which is being used recently. These fibers have some charac-
teristics which make them good reinforcing fiber in polymer composites. Usage of
neem fibers in composites has improved the mechanical properties.

Glass fiber. Glass fiber consists of fine fibers of glass. It is obtained from heat
and softened glass. It has advantageous properties like more bulk strength and good
weight properties when compared with metals. The individual strands are clumped
together in large numbers tomake fiber. It is used as a reinforcing agent for composite
materials widely.

Hardener and Resin. Epoxy resin is used in improving the adhesive properties.
The epoxy resin (LY 556) is used at normal temperature. To enhance the strength of
the composite, hardener (HY 951) is used along with epoxy resin in prescribed ratio.

Hand Layup Method. This composite is fabricated using hand layup method.
Glass fiber layers are used as the first and last layers of the composite. For effective
bonding, each and every layer are applied with mixture of epoxy resin and hardener.
At first, the fibers are sun dried. Polyvinyl alcohol is applied on the mold. A small
amount of resin is spread on the board. Abaca fiber and twisted neemfibers are placed
alternatively. For every layer, a resin hardener mixture is applied and spread evenly
across the surface. The last layer of fiber is placed followed by the glass fiber. Now a
weight (8–10 kg) is placed for 8–12 h on the mold. After the mold dries, the required
composite is cut out.
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Fig. 1 Flexural test specimen

3 Testing of Composite

3.1 Flexural Test

Theflexural test, also known as a transverse beam test, is used tomeasure the behavior
of materials subjected to simple beam loading. The maximum stress in the outermost
layer of the composite lamination is called flexural stress. Maximum fiber stress
and maximum strain are calculated for increments of load. A stress–strain graph
is plotted from the results obtained. As per the Standard of American Society for
Testing Materials: D790, a 3-point flexural test was carried out. The flexural load is
applied at the center of the beam of the composite of length 150 mm. The weight
was applied until the breaking point of the beam. The flexural strength and strain
was calculated with the help of breaking load and displacement.

4 Result and Discussion

From Fig. 1, it is clear that twisting the fiber affects the flexural strength of fabricated
composites. Moreover, twisting makes the fibers of the composites twin among them
and avoid a fiber breakage which increases the flexural strength. It is also concluded
from the figure that composite 3 which contains fibers arranged in perpendicular
orientation has more strength than other fiber orientation (Fig. 2 and Table 1).

5 Conclusions

This work has three types and two categories of composites are fabricated using
abaca and neem fibers with and without twisting fabricated with hand layup method.
The test results are concluded as below:

1. The flexural strength of composite 3 (perpendicular orientation) is higher in
both categories.

2. Twisted fibers provide more flexural strength than non-twisted fibers in all the
three types of orientation.
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Fig. 2 Comparison of flexural stress of composites

Table 1 Results of type I
composite

Type of composite Without twisting With twisting

Flexural stress
(kN/mm2)

Flexuralstress
(kN/mm2)

Composite 1
(Parallel
orientation)

0.011 0.021

Composite 2
(Inclined
orientation)

0.023 0.029

Composite 3
(Perpendicular
orientation)

0.031 0.037

3. The perpendicular orientation has shown better flexural strength than other
arrangements.

From the above-mentioned statements, it can be concluded that twisted fiber
composite with perpendicular orientation composite laminated has better flexural
behavior than parallel orientation and inclined orientation laminates.
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Investments in the Long-Term Electric
System to Encourage the Use of Plug-In
Hybrid Electric Vehicles

Md. Zahid Anwer, Deepanshu Bhatia, and P. Suresh

1 Introduction

Conveyance addresses the second-most immensely colossal wellspring of nursery
discharge (GHG) outflows inside the US. Just the electrical force area is respon-
sible for more GHG outflows [1]. The module half-breed electric conveyance is a
promising invention for reducing GHG outflows associated with the US conveyance
sector (PHEC). Exemplary crossbreed EVs (HEVs, for example, the Toyota Prius)
drive some piece of their complete force from a battery or other electric memory
gadget, yet they can likewise run on petroleum, diesel, or for all intents and purposes
someother fuel [2]. PHEVs can drive abstracts similar to conventional fuel-controlled
movements since they can run on either completely electric or crossbreed in light
of the fact that the batteries of the vehicles can be charged on the standard electric.
The way that PHECs are generally associated with a divider hotspot for charging
conquers a possible problem accompanied by the averment framework intended
HEV electric battery [3]. As per Samaras and Meisterling [4], 61% of energy in
the United States depends on excursions of under 50 km (30 miles). PHEVs have
the capacity to beat countless customary trucks and cars, particularly in urban areas
for driving purposes. The essential impact of PHECs is to interface the transporta-
tion and force frameworks in the United States. We researched the likelihood that
PHECs could be slanted to give energy and potentially rule organizations to the
system (assumed Conveyance to Grid or V2G applications). This will, nonetheless,
require a more prominent spotlight on foundation, particularly for interface gear in
homes and stopping structures. In a circumstance where an enormous number of
PHECs are polarizing power, from the electrical structure, the faint would assist
off-top electric interest and extend the extent [5]. The everyday load bend would
be leveled, yet because of burden ascend during off-top periods and not because of
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pinnacle shaving or request decrease regardless of whether the electrical framework
has been intended to deal with top requests (implicatively insinuating that at some
arbitrary time, there’s a presumable extra limit inside the framework), impacts on the
subsisting power substructure are ineluctable and need examination and alleviation.
This paper provides details regarding two examinations pointed toward deciding such
framework ventures consequential to avail the defragmentation of GHG emanations
by designates of astronomically immense scope PHEC charging (that is, controlling
conveyances from the network in lieu of utilizing customary gas or diesel energizes).
We examine the provincial examination of the evening time PHEC charging, and
we likewise research the impacts of smoothing the everyday load bend (through
expanded off-top interest) on an essential part of structure instrumentation, the oil
color-cooled station electrical device. Although that is typically a similar incipient
discovery region, here is little indicating visually exploring the electrical framework’s
inhibition to cope with PHEC charging demands, as well as natural impacts. Both [6]
and [7] measure the quantity of regular movements that will be unstuck by PHECs
while disregarding structure limit restraints. Utilizing information from that NERC
part stage, [6] computes which risen to 73 percent of the heavy-commitment move-
ment fast in the United States could exist supplanted by PHECs upheld by the new
electric grid, or 43% if averment was limited to the 12-h time frame between 6 p.m.
furthermore, 6 a.m. A more traditionalist ingression number of fifty is estimated
by Denholm and Short [7]. Provincial outflows impacts from scope appropriation
of PHECs are assessed in [4, 6, 8–10]. As shown by the new etching, cross-country
transmissions of two or three essential poisonous substances (CO2, NOx, and others)
will be reduced stood out from a circumstance wherein gas-controlled vehicles were
used. Moreover, with carbon catch and sequestration, Samaras and Meisterling state
in [4] that PHECs have higher GHG discharge diminishes than coal-to-fluids fills.
Both [6] and [9] make a point that typical age blends may have territorial spreads
impacts that aren’t overall identical to the customary. Samaras and Meisterling [4]
take a gander at the effects of PHEVs on the methods cycle, as well as effects from
electric battery prompted, research the affectability about GHG transmissions profit
by PHECs inculpated of the power of fluctuating carbon power, and evaluate the
effects of future biofuel use in PHEVs.

2 The Geological Investigation of PHECs

The latest examinations of PHECs’ ordinary effects rely upon essential data from the
NERC district. NERC territories, of course, are in a state of progress, as cutoff points
shift and changes are made conflicting with extreme quality standards. Close from
the beginning about the exciting reconstitution inside theUnited States, a perceivably
more grounded unit of examination has been theRegional TransmissionOrganization
(RTO). The RTO is tops to the NERC district commonly considering the way that
all ages inside the RTO’s impression are dispatched at the same time. For the most
part, this has achieved extended usage of straightforward age outlets [11]. The use
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of PHECs for normal developments moves some GHG releases from the tailpipe to
the power station’s place of union. Each RTO’s off-top age combination is as such
basic in picking the regular impacts of evening PHEC charging.

2(a). Quandary Analysis and Emission posits

Wesee existence-perioddischarges fromoutside-topmost PHECaverment in 3RTOs:
PJM (which covers the vast lion’s share about the Middle Ocean also environs about
the Middle west), MISO (which covers a sizable fragment of the extra Midwest),
and ERCOT (which covers a sizable section of the abundance Midwest) (Texas). We
portray PHEC charging limit as the qualification between the absolute best hourly
degree of off-top and the most horrendous hourly degree of off-top notwithstanding
the most terrible hourly degree of off-top notwithstanding the most frightful hourly
degree of off-top notwithstanding the most ghastly hourly degree of off-top notwith-
standing the sales and in this manner the quintessential construction cutoff of focal
station age. This is routinely depicted possibly inside Fig. 1. Close that action, we
get which around 30 percent about the actual standard transport teammay be present
cleared away PHECs (that is as indicated by [8]).

The basic wellsprings of releases for PHECs are power age and fuel started.
The mining/extraction, planning, transport, and utilization of oil subordinates are
all important for the continuous example of these discharges. For coal extraction,
stockpiling, and passing on, Jaramillo et al. [12] gauge CO2 outflows about 11.6
pounds per million BTU. The improvement of the battery similarly incorporates
PHEC radiations. We get our battery-related CO2 outflows figures from [4], which

Fig. 1 A calculated portrayal about the range limitation, in light of PJM results
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gauges yearly CO2 discharges of 800 to 2,400 pounds for PHECs utilizing lithium-
molecule batteries. Over the two regions, we expect the radiations identified with the
battery just as upstream outpourings related to coal caused to be undefined.

2(b). Used plant-level data to estimate regional emissions

To calculate the local regular effects of evening PHEC charging, we play out a super-
session test.We focus on CO2-equivalent radiations. The off-busy time is depicted as
hours going from 2300-2400 and 0100-0600. We impersonate evening PHEC aver-
ment requests away get-together by the hour interest collection appropriate to the 3
RTOs we examine and expanding requests through our party portrayed outside-top
period of time consistently. Next [4] we expect which all electric transport takes 0.2
kWhr of force (plant life-to-machine) to movement 1 km; tolerating that all electric
development ventures 50 km each time on electric battery ability only, the gross
step-by-step interest is 10 kWhr per tense transport. In addition, the GHG outpour-
ings on account of PHEC charging are normally made as [4] We agree which the
RTO marking age assets in deserve requests before they are done around there. We
also expect that the authenticity requesting would be managed by cost limits (toward
the day’s end, we recognize that the completion of the RTO markets fuses entirely
genuine commitment and regarding). Using routine warmth record data from the
United States the EPA’s grid informational collection [12], We make the little-trial
irrelevant expense (SRMC) turns for all about the 3 RTOs we see by fitting close by
fuel costs as in [13] and fitting area fuel costs as in [13]. For every one of the three
RTOs, we use subtleties from 2006. We decide (utilizing the SRMC twist) which
causes units to be dispatched to finish an aim each hour (checking PHEC charging)
as seen in Figs. 2 and 3.We expect that all engenderers will be dependably accessible
when called upon to give power and that the system won’t have any transmission
necessities. Therefore, we construct an unadulterated monetary dispatch. We use
CO2 commensurable releases information from the eGrid information assortment to
reenact outright CO2 releases from each engenderer at every hour, with and without
extra PHEC charging requests. On account of PHEC load, the release distinction
thusly portrays CO2 same releases. Figure 4 shows our outcomes intended PJM,
MISO, and ERCOT.

We additionally show life-cycle CO2 identical emanations for an assortment of
other movement propels for examination. Except for coal-to-fluids (CTL), which
comes from [14], the entirety of the numbers come from [4]. Our discoveries uncover
critical regional contrasts in the ordinary outcomes of PHEC charging in the evening.
Emanations are a lot more moderate within the ERCOT area, whatever is overflowed
with the atomic ability and vaporous petroleum, than in PJM or MISO, which hold
more than fossil fuel in their age mixture. MISO, then again, has a bigger number of
radiations identified with evening PHEC charging than PJM.

Most essential are connections between basic GHG discharges from PHECs and
the outpourings that appeared in Fig. 5 for standard fuel transports and traditional
crossover developments, (for example, the Metropolis Prius). Within both PJM and
ERCOT, eliminating standard fuel developments with PHECswould decrement CO2
commensurable outpourings by someplace in the scope of fifty and seventy grams
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Fig. 2 The PJM short-term minimum price curvature

Fig. 3 Middle west ISO’s short-term minimum price curvature



344 Md. Zahid Anwer et al.

Fig. 4 PHEC life-cycle discharges in PJM, MISO, and ERCOT comparative with customary fuel
motors, conventional HEVs, and coal-to-fluids

Fig. 5 PHEC averment capability intended a hypothetic electrical circuit

for each km voyaged. Inside MISO, regardless, there is just an insolent separation
between discharges from PHECs and radiations from standard gas developments.
Deliveries in MISO are from an overall perspective more horrendous when showed
up distinctively comparable to standard HEVs.
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3 Results and Discussion

PHEVs will conceivably lessen CO2 outpourings from the US development region,
yet to the level which releases can be diminished in the power age locale [4]. Breaking
down PHEC averment in RTOs convinces that PHECs can’t achieve their natural
targets until carbon-concentratedRTOs are essentially decarbonized.We furthermore
develop the disclosures of [14] by raising that, even without CCS, CO2 transmissions
from PHECs in PJM, MISO, and ERCOT are basically let down than those from
fossil fuel-to-fluids power plants (mark which discharges from PHECs in need of
CCS in ERCOT look like coal-to-fluids accompanied by CCS). Along these lines,
an attainable strategy, rather than coal-to-fluid, would support the decarburization of
the limit an area to give PHECs. As of late discussed, evening PHEC charging has
the effect of smoothing the stack curve by extending off-top trust in power instead
of debilitating the top. Hence, the electric-framework base can be used even more
regularly for a more standard reason. Since an immense piece of the transmission
and spread bottleneck in the United States is sufficiently sitting inert for extended
lengths of the year, extended PHEC charging settles something of a capacity secure,
coursing regular costs over amore conspicuous proportion of kilowatt-hours. PHEVs
will conceivably lessen CO2 outpourings from the US development region, yet to the
level which releases can be extent diminished in the power age locale [4]. Breaking
down PHEC averment in RTOs convinces which PHECs can’t achieve their natural
targets until carbon-concentratedRTOs are essentially decarbonized.We furthermore
develop the disclosures of [14] by raising that, even without CCS, CO2 transmissions
from PHECs in PJM, MISO, and ERCOT are basically let down than those from
coal-to-fluids power plants (mark which discharges from PHECs in need of CCS in
ERCOT look like fossil fuel-to-fluids accompanied by CCS). Along these lines, an
attainable strategy, rather than coal-to-fluid, would support the decarburization of
the limit an area to give PHECs. As of late discussed, evening PHEC charging has
the effect of smoothing the stack curve by extending off-top trust in power instead
of debilitating the top. Hence, the electric-framework base can be used even more
regularly for a more standard reason. Since an immense piece of the transmission
and spread bottleneck in the United States is sufficiently sitting inert for extended
lengths of the year, extended PHEC charging settles something of a capacity secure,
coursing regular costs over a more conspicuous proportion of kilowatt-hours.

L = De−pθ (1)

Here D and p are both constants (D in years, p in °C-1); the transformer protec-
tion’s valuable life is sliced down the middle with consistency that passes [15].
The temperature has ascended by 6 degrees Celsius. We can tackle for the steady p
utilizing this information. Because of p= 0.1155 °C-1 Characterize θn as the temper-
ature at which the transformer protection’s future should be normal. The maturing
element would then be able to be depicted as follows:
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K = De−0.1155θπ

De−0.1155θ (2)

When θn = 98 °C and life expectancy is standard, we can solve for the aging factor
as

K = e0.1155(θ−98) (3)

By separating some regions of (4) accompanied by honor to θ, we can see the
importance of the aging factor:

dK

dθ
= d

dθ
e0.1155(θ−98) = 0.1155eθ−98 (4)

At the point when an electrical device is presented to a fundamental measure of θn
�= θ intended y hours, it is equal to yK(θ) long periods of administration at common
fundamental measure θn. We may infer a recipe utilizing the maturing element’s
property. The connection among a taken over-burden fundamental measure θ* and
some other temperature θ an alternate temperature on a taken daytime. Assume the
temperature is in degrees Fahrenheit for h hours and in degrees Celsius for 24 h.
From that point forward, from (4), we get

24 = hep(θ−98) + (24 − h)ep(θ
′−98) (5)

Later few use, we may calculate for θ* as

θ∗ = 1

p

[
In(24 − hep(θ−98)) − In(24 − h) + 98 (6)

Lastly, the relation between temp and power throughput is taken by

�θ = P.RT (7)

where RT is the thermic opposition about the electrical device isolation.
Given a fixed over-trouble temperature and throughput trouble time, conditions

(6) and (7) basically give a basic measure of PHEC charging that can happen. To put
it another way, the boundaries characterize a practical charging cap instead of an all-
out charging limit (in Fig. 1). We layout this basic on a hypothetic oil color-cooled
electrical device on top of a electrical circuit accompanied by a step-by-step top
weight (and cutoff prerequisite) of 1KMW and an entire PHEC averment breaking
point of 200 MW, as shown in Fig. 5.
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4 Conclusion

Evening charging of PHEVs associates the US transport framework with the electric
power framework. We optically campaign two significant enhancements to the US
electrical framework that ought to be made with the end goal for PHECs to make
a significant commitment to lessening outpourings. We explore the CO2 identical
outflows from the evening time charging consistently as a feature of a food circle of
PHEVs. Likewise in places like ERCOT, which has a lot more prominent extent of
low-level-carbon age capital than PJM or MISO, indispensable de-carbonization old
enough is needed, earlier releases can be decreased fit beneath those of normal fuel
transports or customary HEVs. We research the impact of evening PHEC averment
on a specific piece of far-off association hardware, the oil color-cooled electrical
device. These quondam are intended to have higher-than-typical pyrexias during top
hours however are permitted to cool to ordinary or lower-than-ordinary temperatures
during off-top hours. This everyday working cycle would be upset by PHEC industry
invasion. Transformers would either should be supplanted all the more regularly,
raising costs, or nascent rampart instruments should be facilitated. All through this
article, we’ve accepted a basic charging plan in which PHECs are connected during
the evening’s eight off-top hours. Aswell as being limited, such a chargingmodel can
incidentally hurt the transport structure foundation, for reasons illustrated in Section
III. It’s not difficult to envision a sharp control structure that would charge PHECs on
occasion when the biological or system impacts are least (regardless of whether at
off-top hours or at different occasions) and may even think about PHECs to relegate
fundamental organizations to the system. Such a control plan would require further
interests in bleeding-edge innovation trades and control structures.
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Refrigeration Performance Analysis
Using Artificial Neural Network

Lavnish Singh Bisht, Sourav Kumar Singh, Ankit Kumar,
and Akhilesh Arora

1 Introduction

Nowadays, refrigerants that are environmentally friendly and possess no harm to the
ozone layer are being used and preferred worldwide. The use of Refrigerants which
areOzone friendly and have lowGWPand also the use of renewable sources of energy
for adsorption systems are also gaining popularity as compared to the traditional ones
which may soon be eliminated owing to all the environmental implications [1, 2].
Nowwith new evolving technologies likeArtificial neural networkswhich give us the
ability to maximize the output using advanced optimization algorithms, considering
all these factors, we can go for the ANN-based VCRS system as an alternative to the
conventional refrigeration system [3].

Although lack of research in this field poses a challenge for the commercialization
of ANN-based VCRS systems as compared to conventional systems.

This report aims to explore a new method that can be used to predict the perfor-
mance of VCRSwithout actually performing the experiment but by using a computer
algorithm (ANN) to do so. The main benefit of using neural networks instead of
performing the actual experiment is that it is much faster, cost-effective, simple, its
ability to continuously learn and perform large no. of simulations and also, they have
the ability as a universal approximator to fit nonlinear systems [4, 5].

Boon Chiang Ng [6] uses nonlinear autoregressive neural networks with exoge-
nous inputs (NARX) to optimize the Air conditioning system used in automobiles.

Ertunc [7] utilizesANNfor predicting the performance parameters of refrigeration
systems with an evaporative condenser with reasonably high accuracy, and the result
verifies that high complexity refrigeration systems can be modeled using the ANN
algorithm [8].
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Alamir [9] utilizes ANN for predicting the cooling temperature and performance
of Thermoacoustic Refrigeration systems, and he further improves the accuracy of
the ANN by adjusting the no. of neurons in the hidden layer.

Mohanraj et al. [10] prepared anANNmodel to predict the performance parameter
of direct expansion solar-assisted heat pump with high accuracy.

To train an ANN model, initially data is needed to be fed so that it can learn
through the data, and once trained, it can be used to make predictions. For training
our neural network, the data is obtained by using Engineering Equation Solver (EES)
software which was simulated for 50 different values of input parameters to obtain
the Performance (COP) of the VCR cycle for 15 different refrigerants.

1.1 ANN

Artificial neural network (ANN), which is also called neural networks (NNs), is a
computing system that is developed by artificially replicating the biological neural
networks which are similar to the animal brain [11].

An ANN is nothing but an amalgamation of connected units called nodes, which
is based on neurons present in our brain. Each synapse is the same just like the
ones present in our brain, which sends a signal to other connected neurons. Artificial
neurons first receive a signal, and after processing it, it sends it to other connected
neurons. A nonlinear function is used to compute the output given by each neuron.
These connections present in the network are called edges. The weights allocated
to these connections keep on changing and improving as learning continues. The
strength of a connection is determined by the weight allocated to it.

Sometimes neurons may also have a lower limit, i.e., there should be a certain
amount of accumulation of signals for transmission to occur. Neurons are generally
arranged in the form of layers and different layers perform different operations on
their input signals as signals travel from the input layer to output one by passing
through multiple layers.

First of all, an ANN goes through a training, where it undergoes learning such
as pattern recognition in the given data and continuously keeps on improving using
techniques such as backpropagation, where it tries to reduce the difference between
actual and desired output by reallocating the weights assigned at each connection
between units until the difference cannot be reduced any further.

With the help of neural networks, we can find the solution for those problems for
which an experimental method is not economically viable or does not exist. Neural
networks can also learn by example, sowe do not need to program them to that extent.
Neural networks have high accuracy and are significantly faster than conventional
methods.
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1.2 Vapor Compression Refrigeration System

A vapor compression refrigeration system works on the continuous expansion and
compression of a liquid refrigerant in a closed environment resulting in its phase
change from liquid to vapor and vice versa.

During this entire process, heat is either being fed or being removed from the
refrigerant and it causes the air in the vicinity of the system to change its temperature.
In this process, the temperature of the space that is to be cooled reduces and the heat
absorbed from this space is rejected outside [12].

A VCRS system is made up of four components namely: evaporator, condenser,
compressor and expansion valve. Both evaporator and condenser are series of coils
which provides increased surface area for refrigerant to change its phase. On the
other hand, compression and expansion valves are mechanical devices that are there
to provide control over temperature and pressure changes that occur in between I
stage and II stage.

1.3 Working of VCRS

In the beginning, the required operating pressure for the given refrigerant is achieved
then the refrigerant passes through the compressor, where it is converted into a high-
pressure, high-temperature vapor. After that, it passes through the condenser where
it is made to cool down and facilitate the phase change, i.e., from vapor to liquid
[13].

As the external air flows across the coils present in the condenser, it takes away the
excessive heat present in the vapor. After that, the liquid passes through the expansion
valve, where it is expanded into a low-pressure vapor. This sudden drop in pressure
causes a sudden drop in refrigerant pressure too, and because of this, a supercooled
refrigerant is made to pass through the evaporator and there’s a fan present inside
the component which makes the air to flow through the supercooled coil into the
region which requires cooling. During this transaction of heat, the temperature of the
refrigerant increases as it takes up the heat present in the region that required cooling.
After the refrigerant has absorbed the heat from the region which requires cooling,
it is sent back to the compressor for the extraction of heat and the cycle continues.

2 Description of the Experiment and Experimental Data

Vapor Compression Refrigeration cycle is based on the Joule–Thomson effect where
cooling is achieved by repeated compression and expansion of coolant fluid. Almost
all the big refrigeration systems nowadays use the Vapor Compression Refrigeration
(VCR) cycle.
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Fig. 1 Refrigeration cycle

VCR cycle is used in HVAC systems, air conditioners, etc. Vapor Compression
Refrigeration cycle consists of four components namely evaporator, compressor,
condenser and expansion valve (Fig. 1).

2.1 Refrigerants

In the past few years, there has been a rise in discussion on the proper selection
of refrigerants keeping in mind their environmental impact as well. The need for
such discussion has arisen because of the adverse effects of CFCs and HCFs, and
currently, the world is moving toward newer compounds as a refrigerant that do not
generate chlorine in the atmosphere [14]. As we move toward newer refrigerants,
there will be a need to know how efficient they are when operated upon at some
temperature and pressure. The parameter we use to find the efficiency of the VCR
cycle is called COP, coefficient of performance. COP is the ratio of heat absorbed at
low temperature by the evaporator to work supplied to the compressor. COP is used
to determine the plant performance, that is higher the COP, the more efficient is the
machine and vice versa. Monitoring COP of the system allows us to continuously
improve upon its performance and also to control its operating cost.

COP of Vapor Compression Cycle:

COP = (Heat Extracted at lower temperature)/(Work supplied) (1)

(From T-s diagram)
Heat extracted at lower temperature (process 1–2)
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Qe = h1− h4 (2)

Work of compressor

W = h2− h1 (3)

COP = (h1− h4)/(h2− h1) (4)

For an ideal VCR cycle, COP is the function of evaporator and compressor
temperatures only and is independent of the properties of the working fluid.

COP = Qe/Wnet = Te/(Tc− Te) (5)

But practically this is not the situation and there aremultiple parameters that affect
the COP of the system. The physical and chemical properties of refrigerant that is
being used in the VCR cycle affects COP.

The different properties could be viscosity, density, molar heat capacity, thermal
conductivity, molecular weight, critical temperature, etc. In order to get higher COP,
we need a combination of higher values of thermal conductivity, latent heat and vapor
density while lower values of molecular weight and liquid viscosities [15].

2.2 EES Software

Engineering Equation Solver is the equation solving software that can solve thou-
sands of numerical equations, nonlinear algebraic and differential equations. It can
also solve integral equations and also do optimization, perform linear and nonlinear
regression, can be used to check and convert units as well. It has various other
functionalities which facilitate and ease data lookup and also let us to operate upon a
number of fluids and refrigerants already present in itsmemory.MehmetAltinkaynak
et al. [16] had used EES software for the thermodynamic analysis of VCRS cycle as
an alternative to the conventional experimental setup, and here, we take that forward
for the analysis of COP of a refrigeration cycle.

This could be used to findCOPof theVCRcycle bywriting the equations involved
without actually performing the experiment on a physical setup (Fig. 2).

Datasets like T_h, T_c, COP and all other thermo-physical properties of the refrig-
erants calculated onEES software for theVCRcycle arewritten in anMSExcel sheet.
Data for 50 different temperature and pressure conditions of over 15 refrigerants is
taken from EES software (Fig. 3).

All these datasets along with the properties of different refrigerants have been fed
into the ANN model in order to train it. In the future, if we want to know the COP
of the VCR cycle operating upon a refrigerant whose thermo-physical data is not
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Fig. 2 Snapshot of the EES window with the program code which we used to evaluate the COP

Fig. 3 Snapshot of table from MS Excel sheet
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available in the EES software, our trained ANN model would be able to predict the
COP accurately.

2.3 Artificial Neural Network Design

Artificial neural network is a very powerful and popular algorithm of Machine
learning which is widely used to solve complex nonlinear problems which are very
difficult to solve by other machine learning algorithms. These networks are basically
an attempt to replicate the network of neurons through which are brain functions
and thereby an attempt to replicate the working of the human brain but with more
processing power. The human brain can understand and solve complex problemswith
less amount of data and slow processing power compared to a computer. So, if there
could be a way through which computers with their abundant processing power and
capacity to work with large amounts of data can learn to function in a way a human
brain does, then it could become a very powerful and useful tool. The human brain
consists of a network of billions and billions of neurons connected with each other.
These neurons have chemicals through which they receive, transmit information and
process the complex information.

The ANN works in a similar way; it has an input layer, several hidden layers
and output layers and each hidden layer has several neurons in them because of the
addition of these hidden layers, the complexity of the equation can be increased.
These neurons are basically combinations of different attributes from the input layer.
Different weights are assigned to each neuron in every hidden layer which defines
how much contribution does that neuron have in the output.

After the output is obtained, a cost function is calculated which is basically the
sum square of error, and the goal of the ANN is to reduce the cost function. The back
Propagation technique is used by the ANN model to update the weights with the
aim to reduce the cost function. This updating of weights can be done by brute force
method or by gradient descent methods in which the slope of the curve between the
cost function and the weights is considered to obtain the global minima.

Some statisticalmethods are used to check the accuracy of the predictions, RMSE,
RMSLE and Mean Residual Deviance.

3 Model Design

In this experiment, the ANNmodel is trained to predict the Efficiency via the Coeffi-
cient of Performance (COP). The algorithm is developed in R programming language
by using the H20 Package from CRAN. H20 Package connects the R environment
with the open-source platform named H2O which is a very popular platform among
data scientists to apply Deep Learning and Artificial Intelligence algorithms to solve
complex problems. The H2O offers lots of deep learning and several Supervised and
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Unsupervised Machine Learning algorithms which we can call from our computer
using any programming language like R where we use H2O package. This sends the
data we need to train the model to the source platform where the ANN algorithm is
trained, and whenever we need to use the algorithm for prediction on a new dataset,
we need to again send the new dataset to the source platform (i.e., H2O) which then
predicts and sends back the predictions. ANN requires heavy processing power to
run which most normal computers don’t have so this H2O library also helps in that
sense as the processing is done at the server in the source platform there.

Initially, the data which contains the inputs and efficiency which is the outcome
that we desire has been imported in R programming language and converted into
Data Frame format from Excel format.

The inputs contain the Condenser Temperature (T_C), Evaporator Temperature
(T_H) and the properties of Refrigerant: Thermal conductivity, Viscosity, Molecular
weight,Critical Temperature,Critical Pressure, SaturationPressure andSpecific heat.

The properties are selected by considering their ability to affect the cop so that
the algorithm can identify the relationship between the properties of the refrigerant
and COP it gives at given input parameters. In this way, it can predict the COP of
any refrigerant by just its properties and the input temperature conditions without
any for the refrigerant itself.

For Training the model, 15 refrigerants have been chosen and their properties
and Coefficient of Performance at different condenser and evaporator conditions are
imputed for which the data has been collected from the EES software.

About 750 observations have been taken of those 15 refrigerants. Out of which
85% data have been used for training and the remaining 15% of the data have been
used for testing (Fig. 4).

Fig. 4 A fraction of the data frame which was used to train the ANN model
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In theArtificialNeuralNetworkmodel, 80 hidden layers are taken and100neurons
in each hidden layer are fed in the algorithm. Since the complexity of the problem
here is very high so and also on increasing the number of neurons has shown better
performance, so a large number of hidden layers and neurons of each hidden layer
are selected.

The Rectifier activation function is used in the algorithm which returns the output
as the input itself when the input is positive and returns the output as Zero when the
input is negative. The activation function is used in the algorithm before the output
node which basically decides in what manner the weighted sum of the inputs is to
be transformed into the output.

Gradient Descent method is used in the algorithm for the Back Propagation. After
the forward propagation, the cost function is calculated which is basically the sum
of squares of errors in the output, and in order to minimize the cost function, Back
Propagation is done to update the weights assigned to each neuron.

Gradient descent is the optimization algorithmused in theANNmodel tominimize
the no. of iterations required to find the best weights for the neurons, and this is done
by finding the local minima by moving in the opposite direction of the gradient of
the slope at the given point.

After the Preparation of the ANN model, the Dataset has been given for training
and then predictions are made on the testing data, and Efficiency (COP) given by the
test data and training data has been compared to check the accuracy of themodel. The
graph has been plotted between the real COP and Predicted COP in R programming
to visually see the accuracy of the model.

The model has been further utilized to find the Refrigerant out of the given refrig-
erantswhich provides the best COP for the given temperature conditions. This is done
by plotting the simulations of COP of different Refrigerants at the same temperature
conditions for which the value of COP has been calculated by the ANN model.

4 Results

The test set consists of 68 observation points being randomly selected from the
original dataset obtained from the EES software. Predictions are made for the COP
using theANNmodel, and those predicted values are then comparedwith the original
values of the COP. The following results were obtained:

1. The plot of Original COP obtained from EES software (represented by colored
dots) versus the Predicted COP from the ANN algorithms (represented by black
plus sign) has been shown below (Fig. 5).

This plot shows the colored dots and the Black Plus sign of the corresponding obser-
vation point being very close to each other if not coincidental shows that the model
is very accurate.
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Fig. 5 Original COP versus Predicted COP

RMSE : 0.0889381 RMSE =
√∑N

i=1 (xi − x2l
N

(6)

Rootmean squared error of 0.0889 is obtainedwhich ismuch below the acceptable
value of 0.5 which shows the model can predict with very high accuracy. RMSE is
a suitable metric to judge the accuracy here because it gives more weightage to the
large errors, which we obviously do not require while we predict the Coefficient of
Performance of the System.

It also gives a Mean Absolute Error of 0.04675756.
The Maximum error shown in the predictions is below 5%.
And the Average error is equal to 0.14%.

1. This plot compares the values of COP of different refrigerants at same temper-
ature conditions varying from 50 °C to 70 °C temperatures (for the evaporator)
while keeping the T_C (condenser temperature) constant at 25 °C (Fig. 6).

This plot ismadebyplotting themultiple simulations ofCOPof differentRefrigerants
at the same temperature conditions using the Ggplot package in R programming. For
the plot, the value of COP has been calculated by using the ANN model which we
have trained earlier.

From the plot, we can observe that R11 gives the best COP and R404 gives the
worst COP out of all the refrigerants on the given temperature range.

Similarly, this method can be used to analyze and compare any given refrigerants
in any given temperature conditions to find out the best refrigerant out of all.
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Fig. 6 Comparison of different refrigerants’ COP for same temperature conditions

References

1. ChangYS,KimMS,RoST (2000)Performance andheat transfer characteristics of hydrocarbon
refrigerants in a heat pump system. Int J Refrig 23:232–242

2. Calm JM (2008) The next generation of refrigerants—Historical review, considerations and
outlook. Int J Refrig 31:1123–1133

3. Baiju V1, Muraleedharan C (2013) Application of neural network for the performance. Int J
Eng Res Technol

4. Hornik K, Stinchcombe HW (1989) Multilayer feedforward networks are universal approxi-
mators. Neural Netw 2:359e366

5. Narendra KS, Parthasarathy K (1990) Identification and control of dynamical systems using
neural networks. IEEE Trans Neural Netw 1:4e27

6. Chiang Ng B, Zaurah Mat Darus I (2014) Dynamic modelling of an automotive variable
speed air conditioning system using nonlinear autoregressive exogenous neural networks. Appl
Thermal Eng 73:1253e1267

7. Ertunc HM, Hosoz M (2006) Artificial neural network analysis of a refrigeration system with
an evaporative condenser. Appl Therm Eng 26(5–6):627–635

8. HosozM, Ertunc HM (2006)Modelling of a cascade refrigeration system using artificial neural
network. Int J Energy Res: 1200–1215, Nov

9. Alamir MA (2021) An artificial neural network model for predicting the performance of
thermoacoustic refrigerators. Int J Heat Mass Transf 164:120551, Jan

10. Mohanraj M, Jayaraj S, Muraleedharan C (2011) Modeling of a direct expansion solar assisted
heat pump using artificial neural networks. Int J Green Energy:520–532

11. Dase RK, Pawar DD (2010) Application of artificial neural network for stock market
predictions: a review of literature. Int J Machine Intell 2(2): 14–17. ISSN: 0975–2927



360 L. S. Bisht et al.

12. Austin N, Diaz PM, Manoj Abraham DS, Kanthavelkumaran N (2014) Environment friendly
mixed refrigerant to replace R-134a in a VCR system with exergy analysis. Adv Mater Res
984–985:1174–79, July

13. Nikhil Babu P, Mohankumar D, Manoj Kumar P, Makeshkumar M, Gokulnath M, Gurubalaji
K, Harrish G, AshokM (2021) Energy efficient refrigeration systemwith simultaneous heating
and cooling. Materials Today: Proceedings. ISSN 2214-7853
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Factors Affecting Production System
in Additive Manufacturing

Kamal, Gaurav Deshwal, Ayush Kumar, and Mahendra Singh Niranjan

1 Introduction

The use of advances in the manufacture of added substances in various associations
has dramatically expanded over the years. Henry Ford introduced the flexible sequen-
tial advancement structure which involved a huge degree of accomplishing dubious
things in the twentieth century. Today, the production of added substances improves
and supports the development of moderate to huge segment proportions that can be
changed on their own. Advances in the production of added substances are opening
new doors from the point of view of creation and convey probable results. Reunion
events will be reduced to a very basic level, new plans will be less likely to air, and
customer requests will be met even more quickly (Table 1).

2 Brief Description of Critical Factors of Additive
Manufacturing

1. Cost: Two enormous elevating courses of action for looking at added substance
producing costs. the first is to separate added substance conveying measures with
other standard cycles [1–3].

2. Inventory:-A reduction in holding costs can influence lowering the probability
of stock-outs when the traditional credit expense for spare parts is minimal and the
Time decreasing will negatively affect stock-out likelihood [4].
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Table 1 Critical factors of additive manufacturing

Factor No Factors description Authors

1 Cost Thomas and Gillbert [1], Daniel et al. (2017), [3–5]

2 Inventory [26, 32], Faweett and Walter (2014), Holmstorm
et al. [25]

3 Material [5, 24], Berman (2012), [27], Dwivedi et al. [36],
Ford and Despeissem [13]

4 Designer and education Ian Gibsona, Aniruddha Srinath (2015), Sebastian
Hällgrena, Lars Pejrydb, Jens Ekengrenb (2016)

5 Flexibility Daniel et al. (2017), [26, 29–31], Ruffo et al. (2007),
Daniel et al. [35]

6 Wastage Lopes [8], Wohlers and Caffery (2013), Horn and
Harryson (2012), [10, 28], Roberson (2013)

7 Complexity [9], Lopes [8], Liu et al [32], [10]

8 Machinery Ruffon and Hague [11], [12], Ford and Despiesse
[13]

3. Material: At present, 3D printing movements can be utilized with a wide degree
of materials including metals, fired creation, polymers, and composites. In any case,
by then, the accessibility of reasonable materials remains possibly as far as possible
to utilizing added substance production as a creative strategy [5].

4. Designer and Education: As far as possible, AM allocation is the current limit
opening. A 2016 report by Deloitte incites that by a long shot most producers are
battling to enrol labourers with the correct limits. The limited inadequacy, at that
point, is one looked at by social affairs considering everything.

5. Flexibility: Flexibility is an indispensable execution objective for accumulating
tasks, permitting them to react to changing necessities in questionable and certifiable
general business zones.

6. Wastage: AM utilizes simply essential material to make parts; in this manner, it
prompts the least material waste. Considering less wastage AM ends up being a prac-
tical elective for making complex parts that customarily need more reconnaissance
[6–8].

7. Complexity: The essentials and working norm of AM a few advantages, including
close net-shape limits, overpowering strategy, and numerical versatility, innovative
multi-material creation, reduced tooling and fixturing more restricted cycle term for
plan and gathering, second neighbourhood creation at an overall scale, and material,
energy, and cost profitability [9, 10].

8. Machinery: Added substance Manufacturing has undeniably added the worth in
Industry 4.0 by fast prototyping, speedy gathering, and fast tooling. With the upside
of passing on changed and complex game plan parts, Additive Manufacturing has
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served the undertakings like the clinical, vehicle, flight, protection, tooling, jewels,
style orchestrating, and so forth [11–13].

3 Methodology

3.1 Interpretive Structural Model Formation

Interpretive fundamental showing is utilized for appearingof elements and to discover
the interrelationship among these parts. The relationship among the components
of inaccessible working is confusing and hard to see yet utilizing ISM procedure;
it winds up being clear the unusualness of information taking an interest in any
connection. Along these lines, a course of the relationship is set up and each factor
is examined for its central purpose and reliance through a wide highlight technique.
In applying the ISM framework, the sections of information e sharing are seen, and
a brief timeframe later, a rational relationship is set up among them. The SSIM
(covered-up self-interaction structure) is associated with making a pair-wise rela-
tionship between the elements. From SSIM a reachability structure is made, and it
is checked for transitive affiliations, hoping to be any. The last reachability cross-
segment is then evolved which joins transitive affiliations. The elements are then
isolated at various levels [14–16].

3.2 Structural Self-Interaction Matrix (SSIM)

The primary self-communication grid was created by the utilization of specialists’
assessment. In this paper, the SSIM for ISM was loaded up with the assistance of
specialists nearby, who are working at the centre level. Pair-wise correlation is done
among the variables to know the course of their relationship. Table 2 is made consid-
ering the assessment of specialists. The path of the link between the components I

Table 2 Structural Self-intersection Matrix (SSIM) of additive manufacturing factors

S.No Factors 8 7 6 5 4 3 2

1 Cost A A A A A A A

2 Inventory A A A A O O

3 Material V X V V V

4 Designer O A O X

5 Flexibility A A V

6 Wastage O A

7 Complexity V

8 Machinery



364 Kamal et al.

Table 3 Initial reachability matrix of additive manufacturing factors

Factors 1 2 3 4 5 6 7 8

1 1 0 0 0 0 0 0 0

2 1 1 0 0 0 0 0 0

3 1 0 1 1 1 1 1 1

4 1 0 0 1 1 0 0 0

5 1 1 0 1 1 1 0 0

6 1 1 0 0 0 1 0 0

7 1 1 1 1 1 1 1 1

8 1 1 0 0 1 0 0 1

and j) is shown by four images: V: factor I will help factor j achieve its goal; A: factor
j will achieve its goal; X: factors I and j will help one another achieve their goals; 0:
factors I and j are unimportant.

3.3 Reachability Matrix

By replacing X, A, V, and Owith 1 and 0, the SSIM has been transformed into a two-
part architecture known as the reachability network. Its transitivity is tested at that
moment. If factor I triggers factor j, and factor j triggers factor k, factor I will have
an impact on factor k. The addition of transitivity results in a different reachability
network. (Table 3). If the SSIM segment is V, the (i,j) component of the reachability
network receives 1 and the (j,i) fragment receives 0. ( b) If the SSIM section is A,
the reachability network’s (i,j) passage becomes 0 and the (j,i) section becomes 1.
(c) If the component in the SSIM is X, the reachability grid’s (i,j) section receives 1
and the (j,i) portion gets 1. (d) If the passage in the SSIM is O, by at that point (i, j)
fragment in the reachability cross-area becomes 0.

Table 4 shows the iteration of this matrix into a final reachability matrix. The
ultimate reachability matrix is obtained by including transitivity. If enabling A is
connected to B and B is linked to C, then is also linked to C. The resulting transitivity
reachability matrix is shown in Table 4. 1* entries are used to incorporate transitivity
and fill in any gaps in the views collected throughout the development of SSIM.

3.4 Level Partitioning

From the last show up at limit cross-area (Table 5), the reachability set and a prime
example set for each empowering sway were settled. The reachability set contains
the empowering sway itself and those which it might assist with accomplishing.
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Table 4 Final reachability matrix of additive manufacturing factors

Factors 1 2 3 4 5 6 7 8 Driving
power

1 1 0 0 0 0 0 0 0 1

2 1 1 0 0 0 0 0 0 2

3 1 1* 1 1 1 1 1 1 8

4 1 1* 0 1 1 1* 0 0 5

5 1 1 0 1 1 1 0 0 5

6 1 1 0 0 0 1 0 0 3

7 1 1 1 1 1 1 1 1 8

8 1 1 0 1* 1 1* 0 1 6

Dependence 8 7 2 5 5 6 2 3

Table 5 Levels of factors of additive manufacturing factors

Factors Reachability Set Antecedent Set Intersection Level

1 1 1,2,3,4,5,6,7,8 1 I

2 1,2 2,3,4,5,6,7,8 2 II

3 1,2,3,4,5,6,7,8 3,7 3,7 VI

4 1,2,4,5,6 3,4,5,7,8 4,5 IV

5 1,2,4,5,6 3,4,5,7,8 4,5 IV

6 1,2,6 3,4,5,6,7,8 6 III

7 1,2,3,4,5,6,7,8 3,7 3,7 VI

8 1,2,4,5,6,8 3,7,8 8 VI

The envoy set incorporates the empowering sway itself and those which may help
in accomplishing it. The get-together of these sets is settled for every one of the
drawings in subjectmatter experts. The factor bywhich the reachability and gathering
sets became indistinguishable is the final element in the ISM chain of priority. The
solicitation’s final factor has no bearing on the achievement of any other element
above it. This partnership will continue until the levels of each element are seen.
These obvious thresholds aid in the construction of the map as well as the final
model. In this case, the segments close to their reachability range, harbinger set,
blend set, and levels are there in Table 5. The affiliation was accomplished in six
emphases. The Development of the ISM Model of Additive Manufacturing.

3.5 Manufacturing Factors

The secret model is produced using Table 5 as demonstrated by the particular degrees
of parts. Factor (1), which is at level I, is set at the most raised sign of the model.
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Fig. 1 ISM-based structural
model for factors of
production affecting additive
manufacturing

Cost
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Essentially factor (3), factor (7), and factors (8) which are at level VI are factors
put at the base chain of importance. Figure 1 shows the ISM model of Additive
Manufacturing factors. The parts which are at a lower level in the development have
an incredibly high principal force and the elements which are at the most critical sign
of the chain of command have a high reliance power. Only the full-scale number of
elements (checking) is the essential force for each component, which it may aid in
achieving. As shown in Table 4, reliance is defined as the total number of items
(counting) that can assist in achieving the goal.

3.6 Fuzzy MICMAC Analysis

In the direct ISMmodel, theremayexist backhanded andhide relationships among the
components which may influence the presentation of the construction. The standard



Factors Affecting Production System in Additive Manufacturing 367

ISM model neglects to show the aberrant and disguised relationship and as such
padded MICMAC should be formed with ISM so that impact of shrewd and hid
relationship is obvious. Direct connections analysis can demonstrate that indications
with a significant direct impactmaybe concealing concealedmarkers,which canhave
a very simple influence on the system’s common sense on occasion [17, 18]. These
relationships between affiliations can be investigated, and their work and leadership
can be evaluated using the MICMAC theory [19, 20]. MICMAC is an abbreviation
for the following French explanation: It is used to examine hidden and covered-up
connections between project elements acquired using the ISM method [21].

3.7 MICMAC Principle

The MICMAC rule is based on framework addition features. If pointer I has an
unmistakable influence on marker k, and k has an unmistakable influence on pointer
j, any modification affecting pointer I can have an influence on marker j. The stan-
dard MICMAC warm set hypothesis was created to manufacture its affectability.
Regardless of the way that MICMAC contemplates a twofold kind of relationship,
in comfortable MICMAC, an extra responsibility of probability of correspondence
between the fragments is presented [17]. By including the probability of correspon-
dences into the FuzzyMICMAC assessment, the direct relationship network (DRM),
which is derived from digraph—a head obligation to MICMAC—is enhanced. It
is, therefore, referred to as a comfy direct relationship structure (FDRM), and
it is based on the manner that a commitment is evaluated by MICMAC; rather
than utilizing Boolean augmentation of matrices to change the positions, padded
association duplication is utilized [17].

3.7.1 Stabilization of Fuzzy Matrix

Fuzzy MICMAC Analysis—The direct link between the components listed in Table
3 is used to generate a DRM. As shown in Table 6, the DRM is produced by setting
the diagonal entries to zero and disregarding transitivity.

Development of FDRM

The binaryDRMnowhas the probability of reachability. In fuzzyMICMACanalysis,
additional feedback on the probability of interaction between the components is
included. On a 0–1 scale, Table 7 demonstrates how the chance of interaction may
be expressed qualitatively.

The likelihood of a numerical value of reachability has now been placed on the
DRM to achieve an FDRM. Table 8 contains the FDRM for the current case report.
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Table 6 Binary direct relationship matrix

Factors 1 2 3 4 5 6 7 8

1 0 0 0 0 0 0 0 0

2 1 0 0 0 0 0 0 0

3 1 0 0 1 1 1 1 1

4 1 0 0 0 1 0 0 0

5 1 1 0 1 0 1 0 0

6 1 1 0 0 0 0 0 0

7 1 1 1 1 1 1 0 1

8 1 1 0 0 1 0 0 0

Table 7 Possibility of numerical value of the reachability

Possibility of reachability No Negligible Low Medium High Very High Full

Negligible 0 0.1 0.3 0.5 0.7 0.9 1

Table 8 Fuzzy direct relationship matrix

Factors 1 2 3 4 5 6 7 8

1 0.0 0.3 0.7 0.3 0.0 0.0 0.0 0.5

2 1.0 0.0 0.5 0.0 0.5 0.3 0.1 0.3

3 1.0 0.5 0.0 0.7 0.7 1.0 0.9 0.7

4 0.7 0.0 0.1 0.0 1.0 0.3 0.3 0.0

5 1.0 0.9 0.0 1.0 0.0 0.7 0.3 0.5

6 1.0 1.0 0.5 0.0 0.0 0.0 0.3 0.0

7 1.0 0.9 0.9 1.0 0.5 1.0 0.0 0.7

8 1.0 0.7 0.0 0.0 0.9 0.5 0.1 0.0

Stabilization of Fuzzy Matrix

For the improvement process, the FDRM is employed as a starting point [17].
The networks were increased multiple times till the driving power and depend-
ability improvements were established. The padding Matrix standard has improved,
according to the extension process. The primary function of the parts in MICMAC
is restricted. By including bits of possible after-effects of collaborative efforts in the
lines, the segments’ dependencies are determined by combining the parts of possible
effects of relationship in the bits. The locations of the elements’ guidingPower choose
the chain of sense of Criterion in the framework [22]. The sensible out structure in
MICMAC for Factors of information sharing is developed in the 6th stage and are
factors that appeared in Table 9.
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Table 9 Fuzzy MICMAC stabilized matrix

Factors 1 2 3 4 5 6 7 8 Driving power

1 0.3 0.1 0.1 0.1 0.1 0.1 0.1 0.1 1.0

2 0.7 0.5 0.1 0.1 0.1 0.1 0.1 0.1 1.8

3 0.3 0.3 0.7 0.5 0.5 0.5 0.7 0.7 4.2

4 0.3 0.5 0.1 0.5 0.7 0.7 0.1 0.1 3.0

5 0.3 0.5 0.1 0.7 0.3 0.7 0.1 0.1 2.8

6 0.5 0.7 0.1 0.1 0.1 0.7 0.1 0.1 2.4

7 0.3 0.3 0.7 0.5 0.5 0.5 0.5 0.7 4.0

8 0.3 0.5 0.1 0.7 0.7 0.5 0.1 0.3 3.2

Dependence 3.0 3.4 2.0 3.2 3.0 3.8 1.8 2.2

4 Classification of Factors Affecting Additive
Manufacturing in Production System Through Four
Clusters of Driving and Dependence

The Matrix I (Autonomous): These are the elements of the Manufacturing fragile
driver and ward abilities. They are found close to the reason and well separated from
the structure. This has no impact on themechanism and is unaffected by the structure.

The Matrix II (Dependent): They are essentially based components. Their fragile
main thrust is how they are viewed. This is the order of segments 1 (Cost), 2
(Inventory), and 6 (Wastage).

The Matrix III (Linkage): The linkage variables in the second rate class provide
a heavy key impetus and dependency. This category includes segments 4 (Designer)
and 5 (Flexibility).

The Matrix IV (Independent): The fourth classification combines autonomous
componentswith good drivers but vulnerable dependency. This arrangement includes
components 3 (Material), 7 (Complexity), and 8 (Machinery).

4.1 Integrated Model

An organized model was created using the MICMAC seat cushioned structure using
driver powers and partial dependence [23] (Table 10). The real estate is paid for in
every factor by subtracting the dependency on the controller power. The model’s
most abundant fragments are planned at the bottom, while the portions that fit the
least are coordinated at the top. “Complex layout and material” were considered as
a free base level main factor driving the production of beneficial added substance
towards “Cost” and roommain factors were considered in the model. The MICMAC
fuzzy analysis of the points of the sections subject to their critical motive reveals
that content, complexity, and machinery are the primary pieces with stronger driving
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Table 10 Difference in driving power and dependence

S.No Factors Driving power Dependence power Effectiveness =
(Driver Power−Dependence)

1 Cost 1.0 3.0 −2.0

2 Inventory 1.8 3.4 −1.6

3 Material 4.2 2.0 2.2

4 Designer 3.0 3.2 −0.2

5 Flexibility 2.8 3.0 −0.2

6 Wastage 2.4 3.8 −1.4

7 Complexity 4.0 1.8 2.2

8 Machinery 3.2 2.2 1.0

force but weak reliance; similarly, these fragments should be regarded for additive
manufacturing execution.

5 Result and Discussion

The result of this research paper is to anticipate key influencing factors that affect the
production side of Additive Manufacturing. Influencing factors have been identified
by thorough research anddiscussion.Amathematicalmodelwasmoreover developed
which can be helpful for a relationship to find the impact factor of a particular factor
on the creation structure. Mathematical modelling of these factors is followed after
the identification of impactful factors. Firstly reachability matrix table was obtained
through which the VAXO table (Table 3) has been generated for all the factors. The
dependency of these factorswas identified through this table. Due to transitivity again
a reachability matrix was formulated (Table 4). With this (Table 4) a level partition
was done and factors got their respective levels (Table 5). A binary matrix is made
(Table 6) with the help of Table 4. As per the possibility of factors to influence the
process, a numerical value between 0 to1 was given in Table 7. The end step of
modelling these factors was the generation of a Fuzzy MICMAC (Table 8) in which
the probability of dependency was given to each factor and later a stabilized matrix
(Table 9) was made. At last, a graph (Fig. 2) was made between Driving power and
Dependency. The result of this research paper is to give an idea of dependency of
major factors on the production system of Additive Manufacturing and to make a
systematic approach of the manufacturing process so that consumption of time could
be reduced, cost-effectivemethods can be followed, andmore profit generationwould
be a consequence through this approach.
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Fig. 2 Driving power and
dependence power graph of
factors
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6 Conclusion

Through this assessment, the fundamental contemplations which impact the creation
side of AdditiveManufacturingwere recognized and a relationship among the factors
was set up and researched.

• Factors that affect the production system of Additive Manufacturing were iden-
tified and levels were assigned according to their driving power on the basics of
which it would be easier for any organization to focus on factors that affect the
production system most.

• With the ISM relations among all 8 factors are established and transitivity is also
found which was hidden but influences the relation between factors.
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Evaluation of Emerging Smartphone
Manufacturing Countries by Fuzzy
MCDM

Dhruv Singh Rathore, Sachin Mann, Vaibhav Panchal, and M. S. Niranjan

1 Introduction

The increasing sensitivity of supply chains has led many companies to reduce their
dependence on one source in current times. A need for alternate sourcing is at its
peak amidst the US-China trade war [1]. For companies moving out, selecting the
best alternative is a primary concern to ensure smooth operations. Companies must
analyze these alternative countries to maximize profits.

Due to the rising labor cost, the US’s trade tension with China, and the shift
in the prioritization of consumer markets, big smartphone companies are stopping
production in China and are starting to move out of the country.

Smartphone manufacturer giant, Samsung, has already shut down its manufac-
turing units in China and is looking for other Asian countries as alternatives. Apple
is also encouraging its suppliers to move more than 30% of iPhone production in
China. It is investing to expand in India. Other contract manufacturers are also setting
up production units in Vietnam, Thailand, and Indonesia.

Companies usually consider a group of factors for deciding the country to set up
their manufacturing hub. These factors can be government legislative and support,
customer base, labor cost, infrastructure, Research and development funding, etc.
These factors can help companies to compare different countries and choose the best
option available according to their growth plans.

This has pressured vendors to consider other options, such as India, Taiwan, and
Vietnam for setting up manufacturing hubs [2].

This study could provide an opportunity and learning for different countries on
where they can focus to attract smartphone manufacturers to come to their country.
For example, India is among one of the few developing countries in the world
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which has the least labor cost. This could be an added advantage for India to attract
smartphone manufacturers. Similarly, on the basis of other factors, countries can be
ranked.

2 Literature Review

In this study, we will be deciding the best alternative South Asian country for manu-
facturing smartphones for the mobile phone companies, which were earlier manu-
facturing in China. We will be comparing and ranking among the three countries;
India, Vietnam, and Taiwan, for the best option for setting up manufacturing hubs
based on 10 factors.

Reasons for choosing these three countries are as follows:

– Taiwan has been excelling as a smart manufacturer because of its Government’s
incentives and rebates on taxes. Taiwan is the greatest manufacturer of semi-
conductors and chips, which are essential parts for manufacturing smartphones
[3].

– The Indian government is bringing out new incentive plans to bring in phone
manufacturers and promoting schemes such as “Make in India”.

– Vietnam has cheap resources such as water supply, electricity, and labor. Factors
that have given Vietnam as the emerging smartphone manufacturing hub are
competitive cost and better quality. Many companies and users favor Vietnamese
components over Chinese components [4].

There are major factors based on which phone manufacturing companies can
decide in which countries they need to set up their manufacturing unit for the
maximum profit. Not only tangible, but intangible/subjective attributes, for example,
large consumer base, physical infrastructure, R&D funding, etc. play an important
role in deciding. Different experts from big smartphone companies have contrasting
perceptions toward the ease of manufacturing phones on a large scale.

The challenge faced is in relationship with measuring the intangible factors that
affect the setting up ofmanufacturing units in a country. The fuzzy set theory provides
a way out from this problem and helps convert these intangible factors into quan-
titative values that can be compared with each other. These values that can help
to conclude are regarded as lingual expressions. These characteristics of lingual
expressions can be used in Fuzzy set theory to analyze the decision maker’s pref-
erence structure. The subjective judgment of human beings offers ambiguity when
measuring some attributes quantitatively. Fuzzy set theory helps in overcoming this
issue.

Different evaluators view different linguistic variables, and conducting their
evaluation in an uncertain fuzzy environment becomes crucial.

The research is segregated into twomajor portions; the primary portion constitutes
the crucial aspects for the evaluation of factors that affect setting up a manufacturing
hub and then the evaluation substructure and procedure are presented.
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3 Structure for Evaluation of Smartphone Manufacturing
Hubs

Steps used in the study of the evaluation process are shown in Fig. 1. Using literature
review, we identify the major factors that can help us decide the preferred location of
amanufacturing hub. Then the fuzzy set theory is applied tomeasure the performance
related to each factor. Finally, the TOPSIS method is used to find the culminating
unique ranking of the factors. Each step mentioned above is explained briefly in the
following sections.

3.1 Assessment Aspects and Standards

The main objective of the multiple criteria evaluation problem is to look into a
variety of factors that can contribute to determining the rank of emerging hubs.
While considering the factors, we must ensure that they have a direct impact on the
company’s costs or operations. To ensure a comprehensive study, major as well as
some relativelyminor factorsmust be taken into account. These can be tax regulations

Fig. 1 Multi-criteria
decision making of
smartphone manufacturing
hubs
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in the form of government support, operational aspects can be considered by looking
into the availability of trained manpower, etc.

3.2 Analytic Hierarchy Process

AHP forms our basis in this research to calculate the corresponding significance
of each factor related to smartphone manufacturing. By literature review, we were
able to identify the ten most relevant and important factors, but some factors were
observed to be of greater value as compared to others. Hence, more important factors
must be assigned a greater percentage share while calculating the final ranking. This
can be brought into account by allocating appropriate weightage to individual factors
with the help of AHP [5]. Experts were asked to rate the importance of one factor
over the other for each pair on a scale of 1–9.Where, 1 stands for similar significance,
3 stands for medium significance, and so on 9 means very high importance. If the
factor comes out to be less important, then it is shown as a fraction like 1

/
3,
1/
5, till

1/9 for least important. For ten factors, the number of pairs formed was 10(10–1)/2
= 45. A pair-wise matrix was formed listing all the pairs with their ratings. While
comparing factors, there can be some contradicting or conflicting pairs which may
lead to inconsistencies in the data. This method allows us to bring the inconsistencies
down for the data to become consistent and okay to use for further purposes. This
is done by introducing a consistency ratio whose permissible limit is 0.1. If the
consistency ratio comes out to be less than 0.1, then the data is considered good to
use. For calculating the consistency ratio, we normalize the pair-wisematrix to obtain
the weights of each criterion. By multiplying each criterion with their respective
weights, we get the weighted normalized matrix, This will help us in calculating
the consistency index (C.I). On calculating C.I / Random Index (R.I = 1.49 for n
= 10 [6]), we finally get the consistency ratio, which should be less than 0.1. AHP
takes into account the consistency factor which makes it an appropriate model for
our research.

3.3 Fuzzy Set Theory

Terms used in daily life such as “Somewhat clear”, “probably so”, and “very low”
are really common. The absence of fixed numeric values not only makes the process
of quantitative analysis difficult but also brings in some inconsistency which brings
questions about the accuracy of the results. A lot of research has been done in previous
times to take into account this diffused range of answers into fixed numeric values so
that meaning can be retained without disturbing the quantitative aspect of the study
[7]. We will be facing the same problems; hence, using fuzzy set theory will take
into account the linguistic terms as well as help in ranking with the help of TOPSIS.
Its applications are explained in detail below:
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Fuzzy numbers are the set of real numbers, which unlike real numbers have
a connected set of possible values and these values have their individual weights.
This weight is also known as the membership function. The variable “Government
and legislative support” represents a linguistic variable for this study. Values like
“moderate” can be taken by variable, the triangular fuzzy numbers (TFN)μA×(X) =
(L , M,U ) [8] within the scale range of 1–9 represents the above linguistic variable,
and the officials can presuppose their unique range for the linguistic variableμA(very
high) = (7,9, 9). In accordance with the Likert scale, applying TFN gives the study
a more versatile approach in the present scenario.

Linguistic variable gives us the means to convert human fuzziness into crisp
numeric values to make meaningful interpretations. For instance, the linguistic vari-
able is “Government and legislative support” in our study. Itmeans the evaluationwill
be made by the official considering the legislative support and laws that can facilitate
the smartphone manufacturing industry. The possible values for this variable could
be: “very less”, “less”, “moderate”, “high”, and “very high” [9]. The officials were
asked to fill out the survey and respond to the above possible values, and all these
variables can be represented by using triangular membership functions in the range
of 1–9. The range can be adjusted by the evaluator as it will not render the results.

3.4 TOPSIS

Hwang andYoonwere the first to propose TOPSIS in 1981 [10]. TOPSIS is amethod-
ology to rank a given set of observations based on two mainly two factors: Distance
from the positive and negative ideal solution. To find the distance, we must first
find the ideal solutions, both positive and negative. Theoretically, the ideal solu-
tion consists of two parts namely: cost criteria and benefit criteria. From common
logic, we know that the best solution will be to minimize cost factors and amplify
the benefit factors, and the worst solution will be to amplify the cost factors and
lessen the benefit factors. These best and worst solutions are named as positive ideal
and negative ideal solutions. Ranking the countries with the help of TOPSIS will
not just be based on FPIS or FNIS but on the relative similarity. When we take the
relative similarity to an ideal solution, we can overcome the possibility of the same
similarity to both solutions. While determining the final ranking, we will consider
a closeness coefficient Ci

* that will assign rank one to the country that is closest to
FPIS and farthest from FNIS. Similarly, the last rank will be assigned to the country
that is farthest from FPIS and closest to FNIS. To compute the ranking, the followed
procedure is proposed:

Normalizing fuzzy decision matrix: Single matrix entries are merged using a
normalized fuzzy decision matrix. The initial decision matrix can be assumed as
[11]

X = (
Xi j

)∀i, j, (1)



380 D. S. Rathore et al.

where Xi j is the performance of country i to factor j.

Creating the weighted normalized fuzzy decision matrix: The weighted normal-
ized performance matrix according to TOPSIS can be defined as [12]

V = (Vi j )∀i, j, (2)

Vi j = w j × ri j∀i, j, (3)

where w j is the weight of factor j.

Calculating fuzzy positive ideal solution (FPIS) and fuzzy negative ideal solution
(FNIS)

These equations are used to calculate ideal solutions [13]:

A∗ = {(maxVi j | jε J ), (minVi j | jε J ′), i = 1, 2, .......,m}, (4)

A− = {(minVi j | jε J ), (minVi j | jε J ′), i = 1, 2, .......,m}, (5)

where
j = { j = 1, 2, ......, n| j belongs to benefit criteria},
j ′ = { j = 1, 2, ......, n| j belongs to cost criteria}.

Calculating the distance between FPIS and FNIS for each country [13]

S∗
i =

√∑n

j=1
(Vi j − V ∗

j )
2i = 1, 2, ......,m, (6)

S−
i =

√∑n

j=1
(Vi j − V−

j )2i = 1, 2, ......,m. (7)

Calculating the closeness coefficient CCi

CCi = S−
i

S∗
i + S−

i

i = 1, 2, ......,m, (8)

where 0 ≤ CCi ≤ 1, that is, a country i is closer to A∗ as CCi approaches to 1 [14].

Ranking the countries: Rank one will be given to the country with the highest value
of CCi , and the lowest rank will be given to the country with the lowest CCi [15].
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4 Empirical Study of Emerging Smartphone
Manufacturing Hubs

4.1 Survey

While conducting the survey, 400 polls were sent to industry experts in the field
of smartphone manufacturing from 10 different global companies. The reason for
choosing these respondents was their professional background and knowledge about
the challenges a company can face while expanding its operations. Most of the
respondents were at managerial level or higher positions in manufacturing-related
departments like product planning, supply chain management, etc. Out of the 400
questionnaires sent, 187 responded which is a 46% response rate. The average work
experience of the respondents was 5.4 years in the industry [16, 17].

To determine the corresponding importance of each factor and the performance of
selected countries concerning each factor, two questionnaires were sent to experts.
For finding the relative importance (weights) of each factor, AHP was used. For
measuring the performance of countries w.r.t each factor, linguistic expressions like
“very less”, “less”, “moderate”, “high”, and “very high” were asked in the ques-
tionnaire. TMF on a scale of 1–9 is used to convert the linguistic terms into fuzzy
numbers [18–20].

The three most suitable alternatives for China were identified by literature review
namely India, Taiwan, and Vietnam. The reasons for picking up these countries
are the majority population lying in the young age group, low labor costs, policy
environment in favor of manufacturing, quality of infrastructure, qualification of
engineers, economic growth, and a broad internal consumer base.

4.2 Weights of Each Factor

The following flowchart shows the relative weights of each factor associated with the
growth of smartphone manufacturing; this was found using AHP [5]. The weights
for each factor are Large consumer base (0.27), Government and legislative support
(0.04), Trained manpower (0.14), Foreign direct investment (0.02), R&D funding
(0.09), Physical Infrastructure (0.07), Product design (0.05), Global competitiveness
(0.018), Supplier network (0.09), and Customer willingness to pay (0.18). Looking
at the weights of each factor, we can see that companies prefer to manufacture where
a large consumer base with high purchasing power already exists (Fig. 2).

As seen from the data, companies prefer countries with low government interfer-
ence, an already existing consumer base, and trained manpower over product design
and global competitiveness. This becomes especially important when we look at
countries with very high taxes and too many government curbs. A large consumer
base will ensure that companies can maximize their profits by avoiding import duties
as they are manufacturing domestically.
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Fig. 2 Weights for ten critical factors for smartphone manufacturing

4.3 Performance of Countries w.r.t Factors

By employing the weights calculated using the AHP, the performance of the three
south Asian countries w.r.t each factor is measured in terms of fuzzy numbers using
a triangular membership function [8]. The below-mentioned table gives the output
(Table 1).

In general, from the above table, we can see that India performs better when we
take volume-based factors like consumer base and FDI. Whereas Taiwan succeeds
in factors that are more business-oriented, for example, government support and
infrastructure [3] (Figs. 3 and 4).

4.4 Final Ranking

The final ranking was found by combining all the methods used for the study, and in
the end, TOPSIS [10] gives out the closeness coefficient [14] from the positive and
negative ideal solutions which are used to obtain the result (Table 2).
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Table 1 Fuzzy performance measures of countries

S.No Critical success
factors

India Vietnam Taiwan

1 Large consumer
base

(15.4, 21.56, 27.72) (9.24, 15.4, 21.56) (3.08, 9.24, 15.4)

2 R&D funding (2.56, 3.59, 4.61) (0.51, 1.54, 2.56) (3.59, 4.61, 4.61)

3 Trained manpower (4.82, 8.03, 11.24) (4.82, 8.03, 11.24) (11.24, 14.45, 14.45)

4 Foreign direct
investment

(1.15, 1.62, 2.08) (0.69, 1.15, 1.62) (0.69, 1.15, 1.62)

5 Customer
willingness to pay

(1.04, 3.13, 5.22) (3.13, 5.22, 7.31) (7.31, 9.4, 9.4)

6 Physical
infrastructure

(2.41, 4.01, 5.62) (0.8, 2.41, 4.01) (4.01, 5.62, 7.22)

7 Product design (1.77, 1.06, 0.76) (5.3, 1.77, 1.06) (1.06, 0.76, 0.59)

8 Global
competitiveness

(0.78, 1.31, 1.83) (0.78, 1.31, 1.83) (0.78, 1.31, 1.83)

9 Supplier network (3.02, 5.03, 7.04) (3.02, 5.03, 7.04) (5.03, 7.04, 9.05)

10 Government and
legislative support

(6.11, 10.19, 14.26) (10.19, 14.26, 18.34) (14.26, 18.34, 18.34)

Fig. 3 FPIS

5 Conclusion

There are a lot of factors that companies look into before setting up manufacturing
plants in different countries because of the large amount of capital investment that is
needed. There are obvious cost-related reasons but apart from that, the geo-political
factors also have a significant impact in deciding the best-suited alternative.

For covering all the aspects,we employ procedures to find themost relevant factors
for smartphone manufacturing and capture expert opinions for three smartphone
manufacturing hubs. The steps in the process of ranking are as follows: (1) Identify
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Fig. 4 FNIS

Table 2 Final ranking of countries

Country S* S− C∗
i Rank

India 0.248222663 0.168894839 0.404909499 2

Vietnam 0.271277898 0.148561781 0.353853597 3

Taiwan 0.153124447 0.262771395 0.631820202 1

the critical success factors for smartphone manufacturing; (2) Determine the relative
gravity (weights) of each factor by using AHP; (3) Convert the linguistic terms used
in the survey into fuzzy numbers using triangular membership function; (4) Using
TOPSIS, the closeness coefficient from the ideal solution was found to give the final
ranking.

• Themost important findings from the data cover many perspectives of the experts.
Companies don’t only look at the cost factors related to manufacturing but the
government volatility and political stability of the countries also came out to be
of significant importance.

• For countries that wish to lure foreign companies for manufacturing must not
only focus on cost incentives but also internally ensure they have a good supplier
network, a population that can provide trained manpower, and become customers
for the same company.

• The final rankings show that Taiwan being a small country with a very less popu-
lation came out to be the most preferred destination for smartphone manufac-
turing companies followed by India and finally Vietnam. The critical reason for
Taiwan’s success came out of its government support, trained manpower, and
physical infrastructure.
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Electric Vehicles Challenges,
Opportunities, and Future Scope: The
Recent Review

Ranjan Verma, S. K. Srivastava, and Aishvarya Narain

1 Introduction

Supreme uses of fossil fuels in the production of electricity and various objectives like
automotive industries result in a decrement in reserves of fossil fuels, consistently.
Thus, relevant alternatives like renewable resources are demanded most widely. For
now, the replacement of fossil fuelwith electricity by automotive industries asmodern
technology for vehicles [1]. Therefore, electrical energy is used as a driving tool for
modern vehicles as a better option to overcome conventional drawbacks. Electric
Vehicles were used at the beginning of the twentieth century and taken into consider-
ation over the decades, mainly in the U.S. [2]. A few days later, even though the status
of EVs in the market was enough superior, the procedure terminated and there was
dramatically increment in the use of conventional vehicles [3]. Lower acceleration,
higher cost, and short driving ranges of electric vehicles were some extent reasons
for the reduction of EVs and promoted the development of the conventional vehicle
[4]. Making use of electric vehicle planning took up to overcome a part of challenges
in major automotive industries [5].

2 Market Structure

On the authority of demands and regulations, several market frameworks are planned
in various countries. In case, independent system operators (ISOs), utility companies,
and generation companies create amarket framework in theUnited States. The owner
of the market framework is an independent system operator in the US. According
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to Europe, there is an almost similar market framework, but the only difference is
the independent market operator [6]. Different countries having different market
structures can be found in [7, 8]. In Europe, the classes of market structure depend
on mandatory provisions, bilateral market, hybrid market, organized market, free
offer, mandatory offer, and mandatory provisions with eliminating reservation. For
instance, transmission system operators (TSOs) and a grid customer negotiate a bond
for a price system and proposed service in a market that is bilateral [9].

There is a scheme for market framework at the distribution level for services like
voltage regulation and congestion management by controlled operation of active
power [10]. Yet, there is no scheme on segments such as load shifting, valley
filling, and peak shaving. Till now, reactive power supports have not been discussed
regarding commercial markets, the evaluation of economic incentive on active power
support only. A lot of work conveys voltage regulation services and loading bymodu-
lation of active energy of electric vehicles. Yet, such services might not be followed
by some of the EVs users by the reason of delay in the process of charging, which
results in their consolation [11]. In respect of reactive power support, the use of EVs
causes voltage regulation due to the injection of reactive power into the grid, it may
be in high potential. The charging phenomena of electric vehicles are not influenced
by reactive power, and this is one of the causes that continues users’ consolation.

The market layout is a dormant concern for advanced studies regarding EV-
Distribution System Service as long as acquired services from the different groups
are not being allowed by nearly all of the Distribution system operators, yet [11].
Active and reactive electric vehicle distribution system services are enabled by the
design of the recent markets.

3 Economic Aspects

Various researches concern on EV strategy orderly to show voltage and loading
issues, eliminating the features of economic aspects, for example, the interest for
dispensing resources to the Distribution System Operators (DSO). One of the viable
causesmight be that those analyses aremainly based on the regulation scheme, socio-
economic, and environmental situations of different countries. Although, many kinds
of research concentrated on strategy development, method of working, and algo-
rithm for EV charging strategy while profitable aspects for EV-DSS are disregarded.
Defining the price signal concerning the economic angle of EV-DSS is the major
problem, ensuring results satisfy every stakeholder.

In Denmark, as per results of simulation executed in [12] employing actual distri-
bution system, customers of EVsmaynot get sufficient profit per annum for imparting
assistance to the distribution system operators, surveying single charging phenomena
per EVs per solar day. Regarding the DSOs, evaluation of profit is not straightfor-
ward to compute as different groups participated in the retail market of electricity
with analogous to revenue distribution. For instance, in Denmark, the injection of
reactive power into the grid is abled by chargers of EVs [13]. Therefore, many kinds
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of research on such a point are strengthened for undertaking to answer the different
question which is still disputed. Estimation of economic containing aspects like
possible remuneration strategies for service providers and benefit analysis for all
stakeholders are still open for further analysis.

4 Reliability Aspects

As demands for electric vehicles increase in the market, car manufacturers have
remodeled their plans and policy. Reliability assessment is one of the major unsym-
pathetic issues regarding electric vehicles, which is classified into two sub-division,
i.e., reliability appraisal of recent electrical networkwithEVs and reliability appraisal
of the internal structure of electrical vehicles [14]. The reliability appraisal of the
intramural structure of EVs is criticized in this paper. Manufacturer’s, seller’s, and
customer’s perspectives to be included for the estimation of the reliability concept.
Important points which are mentioned above regarding reliability assessment play a
vital role in setting up an lifetime operation of electric vehicle’s integrant containing
electronics converter, motor drives, and battery pack [20]. Nowadays, malfunc-
tioning, breakdown of electrical components, and imperfection in battery capacity
for nearly 54% of all vehicle failures are the most dominating parameter regarding
reliability conception for electric vehicles integrant [15, 16]. Accordingly, the safety
of the electrical unit of EVs and improvement in reliability are required by themarket.
Safety and reliability enhancement will be challenging aspects due to various sub-
elements of EVs. The following elements should be taken into consideration to a
superior appraisal of reliability:

4.1 To display the elements of a system, parametric models were used in the
traditional methods [17]. Even so, the theory that reliability features attend to
probability distributions is commonly disregarded. Therefore, the operation
may not be assured.

4.2 The conclusive decline logic system was implemented, which neglects the
unwanted gates in traditional reliability methods [18]. Of course, environ-
mental conditions might cause hidden failure mode in the EVs integrant model
resulting in the logic gate being fairly noisy. In this way, the results of failure
logical structure set off unpredictable.

4.3 Use of traditional techniques to evaluate the quotient’s reliability applying the
constant logical composition described by professionals [19].

5 Charging Infrastructure

As stated by the International Council for Clean Transportation, requirements of
the advanced charging station and enhancement in the workplace should be imple-
mented by 400 % in the upcoming five years. In this way, projections of EVs in large
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numbers will be on the road. The requirement for charging stations is increasing in
large proportionally because of the higher population as well as positive results of EV
adoption. InLosAngeles, 35000 additional chargerswill be demandedwhich is seven
times that were installed in 2017. City leaders sacrifice the parking zone of a conven-
tional vehicle to develop the charging infrastructure for EVs. 2/3 of U.S. mayors are
agreed according to a survey of Boston University regarding the approved proposals.
The initial cost is a very challenging task about the infrastructure. According to the
RockyMountain Institute, the installation cost of a charger is nearly three to five times
the cost of chargers themselves. Various issues can be focused on during installation
including building constructions. The research by Pacific gas and electric observed
that installing charging capacity throughout the construction may minimize the fare
per EVs charging area by approximately 75%. Developers have their intention over
such an issue and guidelines for comprising charging ability in high locality area
and merchandise are involved in assigned modification to the International Energy
Conservation Code.

6 Battery Technology

Lithium-ion battery technology incorporates a group of chemistry that commis-
sions different types of combinations using anode and cathode material. The most
outstanding technology for electric vehicle applications is lithium-nickel-cobalt-
aluminum (NCA), lithium-nickel-manganese-cobalt (NMC), lithium-manganese
spinel (LMO), lithium titanate (LTO), and Lithium-iron phosphate (LFP). Lithium-
ion battery technology can be compared along six dimensions as shown in Fig. 1,
i.e., safety, performance, life span, cost, specific power, and specific energy. Still
now, the cell has not the technology to win all six parameters simultaneously. Some
of them may be high and some parameters may be small. From a business point of
view, higher cost remains a crucial issue.

6.1 Cathode Materials

• Lithium-Iron-Phosphate (LFP): The cost of raw material is less in the manu-
facturing of cathode using lithium with a large amount of phosphorous and iron.
The cell is costly in terms of cost/kWh because of lower capacity as well as lower
voltage inherently.

• Lithium-Nickel-Cobalt-Aluminum oxide (NCA): The material used for the
manufacturing of cathode has higher energy. Nowadays, the main focus is to
enhance the energy density using a higher content of nickel as well as minimizing
the usage of cobalt to lower down the cost/kWh. Tesla uses NCA most widely.

• Lithium-Nickel-Cobalt-Manganese Oxide (NCM): The content of nickel,
cobalt, and manganese in equal proportion is beneficial for excessive power



Electric Vehicles Challenges, Opportunities, and Future Scope … 391

Fig. 1 Tradeoff among the five primary lithium-ion battery technologies

demands. The content of nickel is kept higher to enhance the energy density
and at the same time reduce the dependency on cobalt. Nowadays, the better
option for cathode materials is nickel, cobalt, and manganese with lithium in the
production of all EVs.

• Lithium-Manganese Oxide (LMO): LMO has similar property as LFP because
it may also provide power in a large amount. While there is a lack of energy
density. Lower stability is the disadvantage of such a cathode.

• Lithium-Cobalt Oxide (LCO): The cells have larger volumetric energy density.
While power density, as well as cyclic capability, is quite low using LCO. The
cost will be a larger issue if the cathode is mainly made of cobalt.

6.2 Anode Materials

The selection of anode is mainly based on carbon because it is cheaper and has higher
energy ability. But they have less voltage v/s lithium ions. Nowadays, the popular
technology regarding anode material is based on carbon. It may be altered with inno-
vative ideas including fresh lithium and fresh silica anode. The charging phenomena
of anode containing lithium titanate oxide will be extremely fast. Therefore, the cells
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can show a full charge in nearly five minutes. The initial cost is quite higher. Also,
they have a low energy capacity.

7 Service and Maintenance Support

Even if, electric vehicles have known for not so greatmaintenance and also not to need
so much repair. Still, it is important to find professional mechanics in the required
field. Woefully, more than 90% of mechanics are not chartered to work on electric
vehicles. On the other hand, the remaining of them work for dealerships. Even if
a large number of hybrid vehicles are available in the market, the requisite main-
tenance regimes are similar to conventional gas-powered vehicles. It may explain
that for persons who have been certified for working on hybrid vehicles, it may not
necessary to know about every single-electric model. Woefully, there is a lack of
maintenance support and infrastructure (charging station) for electric vehicles but it
will be demanded more in the future. Electric vehicle owners have a few options for
professional mechanics. Greatfully, electric vehicle owners need not search for their
mechanics because their vehicles have lesser fluid (such as transmission fluid and
oil) and also have limited moving parts.

8 Future Energy Consumption

Here, analysis in detail has been done to predict energy utilization in the future if
the automotive is electrified. If the charging phenomena would be taken place, then
that will smash electrical system infrastructure. Governments have a proposal with
aim of 20–30% of EVs in the market that replies huge energy utilization would
be needed. The analysis is performed in Table 1 considering battery capacity and
Wh/km. The available data describes the mean of the different classes by a different
manufacturer in the market. Scenarios of 20%, 30%, and 100% are grabbed by
observing the different extent of evolution regarding EV. The average distance trav-
eled by two-wheeler is 20 km/day, three-wheeler travels 80 km/day, four-wheeler
travels 100 km/day while the commercial vehicle travels 250 km/day are taken for
consideration [21].

Table 1 Different types of
vehicles and their battery
specifications

Type Battery(kWh) Range(km) Wh/km

Commercial 32 156 195

Four-wheeler 32 156 195

Three-wheeler 1.1 85 13

Two-wheeler 1.2 70 18
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Energy utilization per day for different percentages of EVs is discussed in Table
2. It may be concluded that energy utilization per annum is 14TWh/year for 20%,
22TWh/year for 30%, and 75TWh/year for 100% EVs use.

9 Electric Vehicle Grid Integration and Future
Development Trend

Electrification in the transport sector has considerably obstructed the traditional busi-
ness model of the electrical system. In general, EVs have led both merits and demits
for the distribution grid including several challenges. The distribution grid can be
influenced by the following factor such as load profile, voltage and frequency imbal-
ance, stability, and harmonic injection due to excessive integration of electric vehi-
cles. While excessive penetration may lead to issues like power regulation and power
quality [22]. EVs can work as electrical load (G2V), working as an energy source
for other EVs (V2V), energy storage system for buildings (V2B), and energy storage
system for the grid (V2G),which differs in function from transportation tools.Various
technologies are introduced within the automobile sector which results in growth and
effectiveness toward the use of the distribution grid.Wireless Power Transfer (WTP),
autonomous driving, and connected mobility (CM) come under modern technolo-
gies and will be revolutionized in the future. The link between vehicle to vehicle,
vehicle to the passenger, vehicle to a traffic signal, etc. such an idea represents the
concept of connected mobility. EVs may take part in the growth of energy internet
technology [23]. The concept of EI represents the energy conversion of cooling and
heating using chillers and boilers to organize the definite power, gas, transportation,
and thermal system in a unique policy [24].

10 Conclusion

This paper presents a review of some recent researches concentrating on future scope
and challenging aspects regarding electric vehicles. Some modifications would be
required in the market structure like different countries should have some similarity
index to operate in a parallelmanner.Organizationsmay require somechanges in their
plan and policies so that users get motivated toward EVs. Advance infrastructures
like flash Charging stations, battery swapping systems, and qualified mechanics in
large numbers are still demanded. Battery technology that can be utilized using six
dimensions to optimize the performance is discussed. Also, the description of the
reliability concept and prediction of future energy consumption are explained above.
However, further development and research are still needed to overcome the various
problems regarding the electric vehicle.
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Robust Control Design of Active
Suspension System for Quarter Car
with Neural Network
and Ziegler–Nichols Tuning Method

Danish Saifi and Pramod Kumar

1 Introduction

For a lengthy period of duration, suspension systems were in use, chiefly in automo-
bile industry for a passenger car. Nowadays, researchers or scientists are trying to
make good and smooth driving for the passenger. Active suspension is suitable for
this type of condition. The most important technology used in large deluxe vehicles
like Audi, BMW, etc. This system will be suitable for small car like a passenger car.
[1, 2].

It also includes springs and dampers. The active suspensions are also attached
with the vehicle chassis and tire of a car. The damper is used to absorb the vibrations
that are come from road to tire. PID control is used in the control system to control
various operations functions. PID control (Ziegler–Nichols tuning method) includes
the parameters like proportional, integral, and derivative. It is denoted as P, I, and D
[3, 4].

Hagan andMenhaj have presented the Levenberg–Marquardt algorithm for neural
networks. LM algorithm was made to reduce the detriment Gauss–Newton method
and gradient descent algorithm. Gauss–Newton method is become so much fast due
to quadratic convergence properties. Also used for training the Neural Network is
Gauss–Newton [5, 6].

There are millions of Neurons in the Neural Network. The neural network is an
artificial neural network that is made up of artificial nodes. In short, it is made from
real biological neurons. But researcher or scientists uses for determining artificial
intelligence problems. In the research paper, I have used to control the active suspen-
sion system for various aspects like overshooting, steady-state error and resting time,
etc. [7, 8].
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2 Mathematical’ Model for Quarter Car

In the above figure, this system is also known as the 2 Degree of freedom system. It
has the Damper which is Denoted by “D”, Spring which is denoted by “K”, and Tire.
It has two masses unsprung and sprung masses respectively. Sprung mass is known
as Mass of Car body, and unsprung mass is knows as suspension mass. Sprung mass
is attached with mass of car body and unsprung is also attached with suspension
mass.

“X” shows the car body’s position, and “y” shows the suspension mass’s position.
“R” shows the position of the Road (Table 1).

From the dynamic studied, the mathematical equation for Fig. 1 or Mathematical’
model for Quarter car.

Mc x = −K1(X − Y)− D1(X − Y) + F (1)

Table 1 Data for quarter car
model

Symbols Unit and data Parameters

1 Mc 2065 kg Mass of car body

2 Ms 305 kg Suspension mass

3 K1 70,000 N/m spring for suspension system

4 K2 500,000 N/m Spring for wheel

5 D1 450 N-s/m Damper for suspension system

6 D2 16,500 N-s/m Damper for wheel

7 F N Control forces

Fig. 1 Mathematics’ model
for Quarter car
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Ms y = K1(X − Y) + D1(X − Y)−K2(Y − R)−D2(Y − R)−F (2)

Taking Laplace on both sides in Eqs. 1 and 2,
All initial condition is zero.
We get,···

X (s)Mc · s2 + K1 + D1 · s = Y (s)Z1 + K1 · S + F(s) (3)

Y (s)Ms.s2 + (K1 + Z2) + s(D1 + D2) = X (s)K1 + D1.S

+RK2 + D2.s − F(s) (4)

The following equation (Eqs. 3 and 4) will control the vertical movement of the
Quarter car.

3 Control Systems

In the paper, two types of control systems have been used. First, PID control with
Ziegler–Nichols tuning method, and second, RNN control system. RNN stands for
Robust neural network. The Robust control design is on the optimal control problem.
It will control the Quarter car. Due to this design, riders will feel comfortable.

3.1 PID Control with Ziegler–Nichols Tuning Method

In this method, PID controller is also used with Ziegler–Nichols method. It is formu-
lated by John G. Ziegler and Nathaniel B. Nichols. There are 3 variables used in
the PID controller which is like this first of all Proportion that is Denoted by “P”,
Second one integral “I” and last one Derivative “D”. This is done at the zero I and D
parameter [9] (Fig. 2).

The equations can be used in the active suspension method for the Quatre car
(Table 2).

u(t) = Kp[e(t) + 1/T i
∫ t

0
[e(τ ) + Td.de(t)/dt] (5)

u(s) = Kp[1 + 1/T i.s + Td.s]e(s) = Kp[Td.T i.s2 + T i.s + 1/T i.s]e(s) (6)
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Fig. 2 PID control with Ziegler–Nichols tuning method

Table 2 Ziegler-Nichols method

Control type Kp Ki Kd Ki Kd

P 0.5 Ku – – – –

PI 0.45 Ku 0.80 Tu – 0.54 Ku/Tu –

PD 0.8 Ku – 0.125 Tu – 0.10 Ku/Tu

Classic PID 0.6 Ku 0.5 Tu 0.125 Tu 1.2 Ku/Tu 0.075 Ku/Tu

Pessen integral rule 0.7 Ku 0.4 Tu 0.15 Tu 1.75 Ku/Tu 0.105 Ku/Tu

Some overshoot 0.33 Ku 0.50 Tu 0.33 Tu 0.66 Ku/Tu 0.11 Ku/Tu

No overshoot 0.20 Ku 0.50 Tu 0.33 Tu 0.40 Ku/Tu 0.066 Ku/Tu

4 RNN Control System

It stands for Recurrent neural network and whose work it is to keep all the parameters
under control. It also contains a strong feedback controller and a predicting controller
for the Neural Network. Equations for the control regime.

F(t) = Ffb(t) + Fnn(t), (7)

where

Ffb = Robust feedback controller force,

Fnn = Neural Network predictive controller force.
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4.1 Neural Network Predictive Controller

It has a two-step system classification and control design. It has a two-step method of
recognizance and control formation. In the system identification, neural predictive
control can train neural networks for forwarding dynamics (Fig. 3). Figure 4 shows
ten layered feedforwards neural networks. Input and output for Neural Network are
attached to prediction error to train neural network single [10].

Fig. 3 Neural network predictive controller

Fig. 4 Artificial neural networks
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4.2 Levenberg–Marquardt (LM) Algorithm (Artificial Neural
Networks):

Hagan andMenhaj have presented this algorithm for the Neural Network for training
purposes. It was created to find the drawbacks of the Gauss–Newton method and
gradient descent algorithm. By using this algorithm, the calculation becomes so fast.

This formulating was made to realign the weights of the Erratic weight circum-
stances for the neural network. This algorithm also has a feed-forward network.

An artificial neural network is important for a dynamic system or object. By
using this help of this artificial neural network creates various tools or models. An
artificial neural network is important for a dynamic system or object. An artificial
neural network is the collection of nodes known as artificial neurons. And all artificial
neurons are connected and pass information. The output of all neurons is computed
by a non-linear function of the input data. These connections are known as the edge
in neurology. Neurons and edge include weights. Weights learn self and also can
decrease and increase indications. Neurons have thousands or millions of neurons
layer in which data pass. It contains three-layer kinds, such as input, concealed layer,
and output layer. With the help of we can calculate thousands of input data [4].

5 Results

From the closed-loop, we can understand concerning for (Fig. 5).

Fig. 5 Response to Road disturbance
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Fig. 6 Body acceleration, Body travel, Suspension deflection and control forces

• Road disturbance to deflection manes suspension deflection.
• Actuator and imaginary axis we can see disturbance below 10 rad/s.

We can see various graph (Fig. 6) that body travel, control force, body acceleration,
and suspension deflection. It can also be used to create an active suspension system.
This technique is known as H∞ controllers (Fig. 7).

All results based on neural network. For the Robust control design, the figure
shows body accelerating, body travel, suspension deflection, and robust design.

We can say that this active suspension system is in robust control design. Robust
control design for better performance: 0.9056 (Fig. 8).

6 Conclusion

In the research paper, we can say that our design is a control design. It is also knowing
as two degrees of free system. I have also used PID control with Ziegler–Nichols
tuning method and neural network. This controller feedforward is attached to the
neural network. By using this Robust control design, some factors controlled like
peak response value (overshoot), settling time, rise time, and steady-state error. In
the PI chart, the peak value response is 5% and settling time is 1.04 s, the rise time
is 0 s and steady-state error is 0 s. We can say that this active suspension system is
in robust control design.
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Fig. 7 Based on Levenberg–Marquardt (LM) algorithm

Fig. 8 Peak value response is 5% and settling time 1.04 s, the rise time 0 s and steady-state error
0 s
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Design of an Unmanned Aerial Vehicle
for Search and Rescue Operations

Ayush Muktibodh, Dinesh Kumar, Vishal Dhiman, and Vikas Rastogi

1 Introduction

The currently available unmanned aerial vehicles utilized for such operations can
only be deployed to assist authorities in the close vicinity of a natural disaster. Olga
Petrucci illustrates the impact of natural disasters [1] in different economic frame-
works and their growing prevalence. Agoston Restas has very aptly described the
different kinds of natural disasters that can greatly benefit from an Unmanned Aerial
Vehicle solution; hazardous material or nuclear accidents, earthquakes, floods, and
forest fires [2]. Among these, forest fires have demonstrated to be the most practical
application for such drones. This has limited applicability since it may not always
be feasible to provide an unmanned aerial solution in such a scenario. To solve this
issue, we envisioned a transitional model that is capable of changing flight dynamics
from a tri-rotor configuration with the propeller thrust being used directly to balance
the weight of the vehicle to a fixed wing configuration with the propeller thrust
being produced perpendicular to the weight of the vehicle. The advantage of this
dynamic configuration is that it would solve the range and endurance constraints that
came about from currently designed vehicles, while also providing the dexterity and
capability of a tri-rotor hovering vehicle [3]. A lightweight design will permit the
carriage of more payload or avionics which will increase mission time. Saharudin
has stressed the importance of material selection and structural analysis in the design
of a tilt-rotor drone [4]. Milan Erdelj and Enrico Natalizio highlight the importance
of networking and valuable data transmission including the deployment of an ad-
hoc sensor network [5] onboard the drone to resume cellular networking in areas of
disruptions. Remotely sensing signs of life among the survivors of a natural disaster
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will also allow most of the resources in relief operations to be properly utilized [6].
The practical applications of such systems have been demonstrated and well docu-
mented to an accuracy of 100%. Response Time is perhaps the most critical factor in
search and rescue operations. Drones are able to be deployed remotely, quickly, and
economically in such scenarios to greatly improve the response time in areas that
are readily inaccessible to humans [7]. This will allow for timely deployment into
remote areas well before first responders arrive at the scene of the natural disaster.

2 Conceptual Design

Asource of inspiration for the designwas theBell XV-15Tilt Rotor ResearchAircraft
[8]. A concept decade ahead of its time has been given a new life as its increased
applicability in drones. Tilt rotor drones offer the benefits of conventional fixed wing
drones along with the hovering capabilities of quad rotor drones. To accomplish
this change in flight dynamics, a simple control system can be employed and the
design principles can be extended to multi-rotor designs. Conventional PID sensors
may be replaced with low-cost linear controllers for better performance outputs
and controllability [9]. Based on our requirements, it was decided that a tri-rotor
configuration will be optimum. There are usually two configurations that make use
in tri-rotor vehicles; the T-configuration, and the Y-configuration (Fig. 1).

A list was created to determine the most optimum configuration for the vehicle
where points were assigned to each factor impacting the designing process. The
results are tabulated as follows (Table 1).

One of the major areas of optimization has always been to improve the perfor-
mance of the vehicle in the cruise phase of flight. Flying wings are known to be
supremely efficient and exhibit a low overall drag profile due to the absence of a
horizontal and vertical tail [10]. Therefore, we decided to proceed with the Y tri-
rotor flying wing design. To cater for the loss in stability due to the absence of the
tail, sufficient wing sweep is provided. To ensure stability in all regimes of flight it is

Fig. 1 T-configuration versus T-configuration for a tri-rotor drone
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Table 1 Y-configuration
versus T-configuration

Criteria Y-configuration T-configuration

Stability 10 5

Weight and size 7 8

Hand flying characteristics 7 9

Design complexity 9 6

System integration 9 6

Total 42 34

Fig. 2 Figure depicting
mission flight path

Table 2 Conceptual design
parameters

Parameter Quantity

All up weight 8 kg

Cruise speed 28 m/s

Chord Reynolds Number 535,000

Range 5 km

Wingspan 1 m

important to keep the center of gravity (CG) at an appropriate position in the vehicle
[11] (Fig. 2).

From the extensive review done on the subject, most of the vehicles operating in
the above conditions exhibited the following parameters that helped compile a final
list that is depicted below (Table 2).

3 Propulsion System

As stated earlier, there are two different flight regimes for the vehicle in different
phases of flight. Since the hovering/loitering stage of the mission is more critical to
the power system requirements, it will be the primary reference stage. During the
hovering/loitering phase, there is no immediate requirement for quick acceleration,
and therefore it was decided to cap the maximum Thrust to Weight (T/W) ratio to
1.5.

Therefore, the maximum thrust required to be produced is
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(1.5)(8kg) = 12kg (1)

The maximum thrust required to be produced by each motor is

(12kg)/3 = 4kg. (2)

The maximum acceleration of vehicle is

(4)(9.8) / (8) = 4.9m/s2. (3)

3.1 Battery Selection

Lithium powered batteries come in standard sizes. They are usually represented as
4 s, 6 s, 8 s, etc. where the number denotes the number of individual cells joined in
a series connection. The higher the number, the higher the voltage supplied to the
system. For the same motor and propeller combinations it was found that the higher
the voltage, for the same thrust, the current drawn from the power source is lesser.
However, batteries with high voltage and high capacity (10 s, 12 s, etc.) possess a
high weight. The gain in endurance does not outweigh the weight of these batteries,
and hence it was decided to proceed with the 8 s LiPo battery.

3.2 Propeller Selection

Primarily there are two types of propellers for application in such vehicles: two-
blade and three-blade propellers. Three-blade propellers are capable of producing
more thrust, but they tend to draw more current from the power source to overcome
the additional drag from the third blade. Two-blade propellers on the other hand draw
a lot less current from the power source. The following propellers were considered
for the vehicle:

1. 18.5-inch
2. 21.5-inch

3.3 Motor Selection

Since a DC power source is used for the vehicle, there are primarily two types of
DC motors: brushed and brushless. While brushed motors are more cost-effective,
brushless motors offer lower maintenance costs, higher efficiency, and boast a high
degree of reliability. Hence it was decided to choose brushless DC motors. The next
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Fig. 3 Thrust produced by different motor propeller combinations versus current drawn

factor that contributed to the choice of motor was the velocity constant (kv). This is
a quantity that represents the theoretical RPM at which the motor rotates for every
volt applied to it. The following motors were considered for the vehicle:

1. 220 kV
2. 205 kV
3. 185 kV

These motors [12–14] were used as a benchmark to compare the different motor
sizes and corresponding propellers for themost efficient performance for our purpose.
Taking into account the previously mentioned constraints, the following data was
computed and analysed (Fig. 3).

From the plot above, it is clear that for a maximum thrust requirement of 4 kg
there are two favorable combinations: 220 kVwith a 21.5-inch prop and 185 kVwith
a 21.5-inch prop. However, during lower thrust settings, it is clear that the 220 kV
motor performs a lot better. Hence, the propulsion system is decided as follows:

– Battery: 3 LiPo 8 s 12000 mAh batteries for each motor
– Propeller: 21.5-inch two blade propeller
– Motor: 220 kV Brushless DC Motor

4 Wing Design

The main purpose of the wing is to generate lift. Further, wings have a substantial
impact on the stability of the drone.Hence, this is a crucial phase of the designprocess.
The conceptual design performed earlier helped to provide a feasible starting point
in the design of the wing [4]. Detailed criteria for the selection of an appropriate
airfoil were formulated as below:

1. The airfoil should generate enough lift to make flight possible.
2. The airfoil should generate minimum drag in flight because to overcome this the

motors will have to generate more thrust thereby reducing mission endurance.
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Table 3 List of airfoils [15] used in Xfoil analysis [16]

S. No Airfoil Maximum thickness Maximum camber

1 E471 Max thickness 6.3% at 29.8% chord Max camber 4.5% at 53.5% chord

2 AH7476 Max thickness 5.9% at 20% chord Max camber 6.2% at 50% chord

3 E71 Max thickness 5.2% at 25.7% chord Max camber 4.4% at 54% chord

4 E216 Max thickness 10.4% at 26.2% chord Max camber 4.7% at 59% chord

5 E385 Max thickness 8.4% at 29.6% chord Max camber 5.3% at 47.5% chord

6 E59 Max thickness 5.6% at 25% chord Max camber 5.2% at 50% chord

3. The airfoil should have a sufficiently negative pitching moment coefficient.
4. The range of a drone is directly proportional to the ratio of the lift coefficient

to the drag coefficient. An airfoil that is operating at a particular angle of attack
that gives maximum range is ideal.

Based on the above criteria, a list of suitable candidate airfoils was prepared for
analyzed using the software XFLR5 (Table 3).

After analyzing the various plots for all the airfoils, it was decided to choose
the Eppler 71 (E71) airfoil [1]. Similarly, a detailed analysis of the E71 airfoil was
performed to ascertain some important values (Fig. 4).

The minimum value of the drag coefficient, maximum value of the ratio of the lift
coefficient to the drag coefficient, and most negative value of the pitching moment
coefficient are all obtained at an angle of attack of 2.0 degrees. Therefore, it was
decided to set the angle of incidence of the wing relative to the axis of the fuselage
at 2.0 degrees.

4.1 Main Wing

To reduce the overall drag footprint of the drone, it was decided tomove forwardwith
a tail-less design. The vertical tail in a conventional aircraft contributes greatly to its
stability, but also produces drag. To avoid this, onework around is using swept wings.
These not only create a more ‘elliptical’ lift distribution which is more efficient, but
also add stability to the drone. The following equation was used to calculate the
dimensions of the wing [17].

In cruise flight,

Li f t(L) = Weight(W ) = 8kg = 78.4N . (4)

Also,

L = (0.5)(ρ)
(
V 2)(CL)

(
Awing

)
, (5)



Design of an Unmanned Aerial Vehicle for Search … 413

Fig. 4 Plots of various parameters of Xfoil analysis on E71 airfoil

L = (0.5)(1.225)
(
282

)
(0.8)

(
Awing

) = 78.4N . (6)

Therefore,

Awing = 0.204m2. (7)

For a velocity of 28 m/s a good starting point for calculations is a low Aspect
Ratio (AR) of 6.5 [18]. Now,

AR = b2/Awing (8)

Solving the above equation, we get a wingspan of 1.14 m.
The Y-configuration of the tri-rotor frame requires that an angle of 120 degrees

to be maintained between the motors. It was therefore decided to set the root to tip
wing sweep angle as 30 degrees to correspond with this requirement. Finally, with a
taper ratio of 3.0 the root and tip chord were calculated to be:
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– Root chord: 0.3 m
– Tip chord: 0.1 m

4.2 Canard

In case of a failure of the propulsion system it is always advisable to have the center
of gravity (CG) of the drone ahead of the aerodynamic center of the wing. This
will generate a constant nose down pitching moment that will prevent the drone
from stalling. However, in normal flight, this nose down pitching moment is usually
balanced by a smaller lifting surface with a longer moment arm. In this case, a canard
was used with the same airfoil profile. The dimensions of the canard are as follows:

– Mean Aerodynamic chord (MAC): 0.2 m
– Span: 0.7 m

5 Fuselage Design

The fuselage was designed as one solid body made out of EPP foam which is a
common material used for such applications. Above this, a rectangular box (housing
the avionics and payload) was placed that will rotate by 90 degrees during the hover
phase to become perpendicular with the fuselage. This achieves two things; the CG is
now all balanced at the centroid of the 3 motors which will make controllability a lot
easier and during cruise, the rectangular box lays flat with the fuselage to minimize
the profile drag in flight (Fig. 5).

The rectangular box is to be constructed out of Balsa wood, given its high strength
to weight ratio making it an ideal choice. The rotation of the rectangular box is
achieved through a rack and pinion system that is supplied power through a high
torque servomotor. The rotation of the carbonfibermembers is accomplished through
the use of high torque servos attached directly to the member through a simple gear
assembly. At the end of each member is a motor mount which serves as a platform
to attach the motor to the drone (Fig. 6).

Fig. 5 Lateral view of avionics and payload bay
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Fig. 6 Isometric view of
vehicle modelled in
solidworks

6 Simulation Results in ANSYS

6.1 Static Structural Analysis

To simulate the forces on the tri-rotor drone Y-frame, a static structural analysis was
performed. At the end of each carbon fiber member is motor mount. These will help
attach the motors to the vehicle. Since the hovering mode of the vehicle will produce
the maximum load on the members, it was used for analysis. A steady force of 50 N
was applied on the surface of the motor mount, while the other end of the member
was kept fixed. The materials assigned to all the components were that of a low
modulus carbon fiber material. The results of the simulation are as follows (Fig. 7).

A maximum deformation of 130 mmwas reported, while a maximum shear stress
of 45 MPa was found at the other end of the carbon fiber member. Both these values
are well within limits of the material properties.

Fig. 7 Total deformation under load
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Fig. 8 Plot of lift and drag
force versus iterations on
quarter model
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6.2 Fluent Analysis

The model geometry was further simplified and divided halfway through the center
due to its symmetric nature and then further down for easy meshing. A mesh was
createdwith elements of high orthogonal quality. Due to its high robustness, k-omega
SST model was used for viscous analysis with a turbulence intensity of 10% and an
inlet velocity of 28m/s. The results of the model analysis are depicted below (Fig. 8).

The exact value of lift was reported as 44.89 N at the last iteration, whereas the
exact value of drag was reported as 7.012 N. Extrapolating this for the entire drone,
the total lift produced is about 89.78 N which is enough to support a weight of
9.161 kg in cruise flight. Further analysis was done on the fuselage section and the
reported drag for this was 51.4 N. On further inspection it was observed that it was
due to an adverse pressure gradient formed at the face of the rectangular section
which was slowing down the flow (Fig. 9).

To solve this, a shell was constructed to smoothen out the airflow. The next round
of simulations with the shell showed a dramatic reduction in drag to 7.4 N. Therefore,
we can summarize the results of the simulations for the entire vehicle as follows:

– Total lift produced: 89.78 N
– Total drag produced: 21.4 N

This demonstrates that the drone is capable of steady flight along with the desired
payload at a speed of 28 m/s.

Fig. 9 Pressure gradient analysis of fuselage before and after implementation of shell
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7 Conclusion

1. The requirement to design an Unmanned Aerial vehicle to be deployed for
reconnaissance operations while carrying payload to be deployed has been
achieved.

2. A significant reduction in drag was obtained after modelling the shell.
3. The final weight estimation of the drone leads to a final all up weight of 8.9 kg.
4. Future work may include the stability and control analysis of this vehicle and

make use of advanced electronics to limit the constraints put on the design of
such systems.

8 Notations Used

L—Lift force

GCS—Ground Control Station

ρ—Density of air

CLB—Climb

V—Speed of vehicle

CRZ—Cruise

CL—Lift coefficient

DES—Descent

Awing—Wing planform area

CG—Center of Gravity

AR—Aspect Ratio of wing

b—Wingspan
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Construction and Validation of a Low
Cost Thermal Conductivity
Measurement Device

Raviratna Subir, Rishabh Goswami, Vikrant Singh, Deepak Kumar,
and Pushpendra Singh

1 Introduction

Insulators have found important applications in different fields including industries
and households. We come across a lot of insulating materials in our daily life. Why
though? Well, a short answer is that they, i.e., highly insulation materials reduces
wastage of energy by not letting heat of the system to the environment to waste. It is
due to this cause that a demand for high-performance insulation is high nowadays.
From the second law of thermodynamics. It can be concluded that the exergy of heat
is more at high temperatures. Hence thermal barrier coatings plays a vital role in
increasing the efficiency of the steam.A thermal barrier coating gives us an advantage
of operating the turbine at muchmore higher temperatures whichmay not be possible
without Thermal barrier coating due to the metallurgical restrictions of the turbine
material [1]. At the elevated high temperatures the turbine material can reach up to
its upper temperature limits At high temperatures the possibility of high temperature
corrosion is there which can be a constraint to the working of the system [2]. In such
cases various coating can be very advantageous to increase the upper temperature
limits for operation as well as providing some barrier to corrosion of turbine material
[2]. This will increase the efficiency as well as decreases the maintenance cost of the
turbine.

On the contrary, insulation on electrical wires in the range of critical radius of
insulation is done to maximize the heat loss which is produced due to the flow of
current [3]. These were the examples where insulation was helpful, but there are
many cases where large conductivity is required. Wires used in electrical circuits
must possess high conductivity so that a large current will flow. In the VCR (Vapour
Compression Refrigeration) cycle, the conductivity of the condenser and evaporator
material should be high to increase the value of heat exchange.
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In order to find the perfect material we must have the info most important for
such equipment. That is the thermal conductivity of material in order to produce
the optimum part. But in the industry and laboratories the machines and methods
available for conducting this measurement are far from low cost, and they are costly
machines. For measuring this quantity, i.e., thermal conductivity many great minds
have suggested many different and versatile techniques giving the answers up to
certain level of accuracy. Broadly these techniques are divided into steady state
(slow but accurate) and unsteady state methods, which are based on the state of the
system in which the measurement is being taken. Heat flow meters are a type of
steady state method [5], in which heat flux is observed by sandwiching the sample
inside our two hot plates that can be seen in Fig. 1, and that is used to calculate
thermal conductivity using Fourier law.

Unsteady state methods are usually applied because they are fast methods and
they are much more accurate than steady state methods [4]. They work on a feedback
system, meaning a stimulant/sign is introduced and its response is judged/observed.
Hot disk method is an unsteadymethod which gives/observes conductivity and diffu-
sivity and then calculating those to find specific heat. An all-in-one measurement
apparatus. Another unsteady state method is laser flash method, in this the lower
side of the plane parallel sample, then the temperature change occurring on the other
side is measured using an Infrared sensor/detector. Thermal property calculation can
also be done using ASTM test methods, but they have some measurement limita-
tions but despite having these limitations they provide an excellent starting point [6].
In another method the recognized thermal conductivity of the substrate material is
used as the reference material for heat-flow measurement in a steady-state, compar-
ative measurement process [7]. Using a modified slug calorimeter configuration, a
new method for measuring the apparent thermal conductivity of thin coatings has
been developed by Robert B. Heimann b, which involves measuring the heat flux
through the coatings as well as the external heat transfer coefficient of an uncoated
sample [8]. In another method studied there is the development of a non-destructive
approach by Ted D. Bennett and Fengling Yu for determining the thermal properties
of thermal barrier coatings. A laser is used to create harmonic heating of the film,
and the process of thermal emission from the front surface is measured as a function
of laser frequency. In this work the approach is to make a conductivity measurement
machine using simple technique and materials which lead to a much less expensive
machine. Steady state method has been utilized to measure the thermal conductivity
of the coating. Steady state method works when the sample or workpiece attains the

Fig. 1 [5]
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steady state. Steady state methods are based on the Fourier’s law of heat conduc-
tion [5]. In this paper guarded hot plate method is utilized as a steady state method
to measure the thermal conductivity of the materials and has then be compared by
well-known conductivity values of these materials in order to compare the accuracy
of our machine.

2 Experimentation Method and Procedure

2.1 Working Principle

Theworking of themachine is based on the guarded hot platemethodwhich is further
based on the Fourier’s law of conduction. The guarded hot plate method is one of
the most effective and commonly method for measuring the thermal conductivity.
Using the steady state method one can take measurements regarding our thermal
conductivity of the material implied via a guarded hot plate apparatus. Steady-state
method works only when we maintain a steady-state, i.e., steady environment for the
system to be studied and its surroundings, and steady meaning a thermal equilibrium
being present. Only then do we acquire accurate result via this method. The basic
apparatus has to be of this type, having two samples of the material being examined
which are used to provide a sandwich enclosure for the heating plate,which is guarded
on all lateral sides, used to create the steady state. Another component called a “cold
plate”which is basically an unheated piece,whose purpose is to create the low side for
achieving steady state. This is affixed on the open sides of the both testing material.
After steady state is reached, as we know every data needed for the cold plate, we
can calculate our materials thermal conductivity based on temperature rise of cold
plate. This is calculated via basic Fourier law meant to show thermal conductivity.

The device constructed for thermal conductivity measurement is based on the
Fourier’s law of heat conduction. In Fourier’s law of conduction two points should
be taken care of first the Fourier’s law is defined only of one dimensional heat
conduction and second that the system should be in steady state only then one can
apply the Fourier’s lawof heat conduction.Key components of the device is explained
below and the working is explained later.

2.2 Construction of the Device

Avoltmeter of 220VAC, 50Hz and range 0–750V is used tomeasure the voltage and
utilize that value in the equation P=VI to calculate the heat transferred to the heater
plate per unit time. A digital ammeter (20 Hz, 220 V, 20 A) is utilized to calculate
the power supply which in turn is used to calculate heat supplied (watts) to the heater
plate by Joule’s Law. A variable auto transformer (Fig. 2) whose the purpose is to
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Fig. 2 Variable auto transformer

control the voltage given to the heater plate so that we can change the amount of
heat per unit time. A temperature controller (“J” “K” Pt 100 type) (Fig. 3) is used
to measure the temperature of the upper and lower side of the substrate which is the
most important parameter to calculate the conductivity of the substrate material. The
heater plate of a kettle is used for heating purposes. It is used to heat the substrate
material from beneath (Figs. 4 and 5).

2.3 Workpiece Material

Stainless Steel SS 304 is used as the first workpiece material for the validation of
this device.

Dimensions of the workpiece.

Diameter of the workpiece plate = 100 mm.

Area of the workpiece plate = 0.00785 m2.

Thickness of the workpiece plate = 3 mm.
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Fig. 3 Temperature controller

Fig. 4 Front view of the device
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Fig. 5 Back view of the Device

Thermal conductivity of Stainless Steel 304 as founded by Sweet [9] using flash
diffusivity technique is 14.5 W/mk.

Steel 4340 is used as the second workpiece material for the validation of this device.

Dimensions of the workpiece.

Thickness = 6 mm.

Diameter = 100 mm.

Area of the workpiece = 0.007853 m2.

Thermal conductivity of Steel 4340 as founded by Parker [10] using flash method
technique is 33.44 W/mk.

2.4 Calculation Method

For the application of this Law we need to make sure that the heat flow should be
one dimensional in the workpiece. To achieve this we can use a thin plate with some
insulation on the sides or some other arrangement to reduce the heat loss from the
sides.
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Workpiece is first clamped on the device using the vice type arrangement. The
work piece is placed above a heater plate. The workpiece should be clamped tightly
or otherwise any type of air gap will reflect error in the experimental readings. After
clamping the workpiece properly place the temperature sensors at the location where
you want to measure the temperature of the workpiece. Switch on the power supply
and wait for the system to reach the steady state.

As soon as the system reaches steady, take the reading of each sensor attached to
the workpiece. Take the readings of the voltmeter and ammeter also. Using all these
readings we can calculate the thermal conductivity of the workpiece. The calculation
part is shown in the calculations section. Repeat the above steps with some different
voltage difference.

Voltage = V.

Current = I.

T1 = Temperature given by the sensor at the top.

T2 = Temperature given by the sensor at the bottom.

K = Thermal conductivity.

Formula used

Thermal conductivity is calculated by the Fourier’s law of conduction as follows:

K =
Q
A
dT
dX

.

Error is calculated by

Errorin% = 100 ∗ (theoreticalvalue − experimentalvalue)

theoreticalvalue
.

3 Result and Discussion

See Tables 1 and 2.
All the components were successfully assembled and circuits were connected

successfully.
All the measurements were done properly along with the proper precautions.
The average thermal conductivity of the SS 304 workpiece was found to be

13.43 W/mk.
The mean error calculated for SS 304 Plate is 7.53%.
The average thermal conductivity of the Steel 4340 workpiece was found to be

29.03 W/mk.
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Table 1 Observation table of SS 304 material plate

S.No Voltage
(V)

Current (I)
A

Temperature difference
Of top and bottom sensor
reading (°C) (T2−T1)

Thermal conductivity
W/mK

Error
In %

1 77 0.09 0.2 13.24 8.68

2 85 0.12 0.3 13.29 10.41

3 91 0.12 0.3 13.91 4.06

4 105 0.14 0.4 14.04 3.17

5 100 0.14 0.4 13.37 7.79

6 110 0.16 0.5 13.45 7.24

7 121 0.17 0.6 13.10 9.65

8 126 0.17 0.6 13.64 5.93

9 135 0.18 0.7 13.26 8.55

10 144 0.19 0.8 13.07 9.86

Mean error for SS 304 plate is 7.53%.

Table 2 Observation table of Steel 4340 material plate

S.No Voltage
(V)

Current (I)
A

Temperature difference
Of top and bottom sensor reading (°C)
(T2−T1)

Thermal
conductivity
W/mK

Error
In %

1 72 0.10 0.3 27.51 17.73

2 95 0.12 0.3 29.03 13.18

3 100 0.13 0.4 24.83 25.74

4 107 0.14 0.4 28.61 14.44

5 115 0.18 0.5 31.63 5.41

6 118 0.16 0.5 28.85 13.72

7 121 0.18 0.6 27.73 17.07

8 124 0.19 0.6 30.01 10.28

9 129 0.19 0.6 31.21 6.67

10 135 0.21 0.7 30.94 7.47

Mean error for Steel 4340 plate is 13.17%.

The mean error calculated for steel 4340 Plate is 13.17%.

4 Conclusion

In this work, different steady and unsteady methods to measure thermal conductivity
is studied and a method was proposed out of them. Guarded hot plate method was
finally employed in the proposed device. This is based upon the Fourier’s law of
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heat conduction. In order to use Fourier’s law of heat conduction, thin plates were
used. Guarded hot plate method is one of the simplest and conventional methods to
measure thermal conductivity. This method require steady state at which the amount
of heat entering and leaving is same. To achieve this, the device takes time. Thus this
method is time consuming.

A comparative evaluation was done between the experimental value with the
reference values of the workpiece materials. According to the experimental readings
it has been founded that the device gives an error of 8–9% (for thermal conductivity
values less than 20 W/mk) which is understandable due to heat dissipation to the
environment or to the other parts of the device via conduction. For materials with
conductivity above 20 W/mk the error is quite high. The error is high because the
least count of the temperature measurement unit is 0.1 °C. To decrease the heat loss
and to increase the accuracy of the device more insulation could be used which will
be a little costly. The device can also be useful to measure the thermal conductivity
greater than 20 W/mk if a temperature measurement device with a least count of
0.01 °C will be used.
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A Statistical Study for Optimizing
the Challenges in Vaccine Supply Chain
During Critical Times Using DEMATEL
Method

Mukul Suri, Priyam Srivastav, Abhishek Dhiman, and M. Shuaib

1 Introduction

One of the most substantial and rapidly expanding industries globally is the health-
care industry today and in it the vaccination market plays a crucial part. There are
numerous distinguishing attributes to this vaccination marketplace which increases
the intricacy of some processes like procurement, supply, and distribution of vaccines
to different destinations. We need a strong and secure supply chain network in order
to supply vaccines sustainably and proficiently across corners. Supply chainmanage-
ment consists of the different processes and the approaches and successfully amal-
gamates suppliers, manufacturers, distributers, and customers to make deep-rooted
performance enhancement of individual companies and the whole supply chain in
an exhaustive gassed-up business model.

The function of supply chain management of vaccine is to establish a better repos-
itory and control of vaccines, appropriate management of stock, cautious control
of temperature in the cold chain, and logistics maintenance [1]. The motive is to
assure that the standard vaccine supply is continuously available from manufac-
turing to delivery so that any opportunity to vaccinate are not overlooked due to the
unavailability of vaccine stocks. The overall process of a vaccine beginning from the
research and development to the vaccine distribution via regulatory acceptance of
the vaccine is in itself a very composite process. Before being ready for shipments a
vaccine usually advances through various different phases. There are a few vaccines
and other crucial medicines whose supply chains are under development strain so
that they can function with better efficacy. In order to enhance the performance of
the supply chain of vaccination industry it is necessary for the policymakers in the
healthcare sector to tackle the main problems and thus take measures in the correct
directions [2].
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Decision making trial and evaluation laboratory (DEMATEL) is regarded as an
efficacious method for discovering the cause-effect chain constituents of an intricate
system. It work toward calculating interdependent connections within factors and
finding the essential ones via a visual structuralmodel. TheDEMATELapproach aids
us in acknowledging both direct and indirect criteria and assists in filtering out the best
criterion. The DEMATEL can adopt interdependence among factors and assist in the
development of a map to contemplate comparative relationships within them and can
be used for scrutinizing and solving intricate and intertwined problems. In this paper
we will first try to express and talk about, the ongoing challenges and issues in the
vaccine supply chain industry. Then we will advance to our analysis which will assist
us in recognizing present challenges of vaccine supply chain industry and eventually
we will manifest the consequences of several challenges on the performance of the
vaccine supply chain that can be implemented to the industry in order to refine its
functioning [3].

The purpose of this study is to explore different types of challenges faced by the
vaccine supply chain industry and use DEMATEL approach to analyze the problem.
The remaining part of this paper is structured as follows: Sect. 2 presents a review
of related literature in the field of vaccine supply chains and DEMATEL and other
statistical techniques used. In Sect. 3we introduce our data and researchmethodology
used to model the challenges in vaccine supply chain. Section 4 includes the results
obtained after applying the DEMATEL technique and in the least section, we will
give our final conclusion of the research along with some policy recommendations
and scope for future work.

2 Literature Review

This section points down all the previous work that has been published in the field of
vaccine supply chain. Many researchers have done the research on wastage, temper-
ature, storage, coverage, shortage, etc. of the vaccine in different parts of different
countries and pointed out the key issues involving generalizing a vaccine supply
chain. We have divided this section into 2 parts, firstly we will talk about the work
done in supply chain in the vaccine market and in the later section we will mention
how DEMATEL technique is used in various domains.

2.1 Vaccine Supply Chain

A supply chain is a web that connects an organization and its different distributors
or suppliers to produce and disperse a product to the customer in need. This web
includes all sorts of information, people, activities, entities, and resources. The supply
chain also tells the steps, in a chronological, it takes to get the product or service
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from raw material state to the customer as a final product. Supply chain is a crucial
part of any organization and determines the major cost of the product or service.

According to Chandra and Kumar, demand forecasting, communication between
the all the members of the supply chain and proper planning as well as scheduling
are the 3 most important points to be taken care of in a vaccine supply chain. After
carefully reviewing their results, we found that demand forecast is themost impactful
factor among these and hence was considered in our list of factors [4].

On the other hand, Julian de Meyrick, in 2003, used Delphi to identify pitfalls
(weakness) in vaccine supply chain [5]. We found this research to be very helpful
as only a few researchers talked about factors as a strength or weakness and since
Delphi is a good source for experts’ information, we selected a few of these strengths
and weakness in our list. Evelot Duijzer, Willem, and Rommert in 2018, tried a
different approach by classifying the vaccine supply chain into 4 factors which
are, product, production, allocation and distribution and analyzed the problems in
decision for existing versus (vs) sudden outbreaks in developing versus developed
country [2]. They also identified shooting uncertainties in both supply and demand,
and different mindset or alignment of goals and decisions between supplier, public
health organizations, and end customer.

Stef Lemmens, Catherine, Nico, and Mauro studied that whether or not the deci-
sions at strategic, operational, and tactical levels are able to solve the major problems
in vaccine supply chain such as cold chain distribution and limited shelf life. They
also explained how uncertainty is allowing to incorporate lead time, epidemics in
diseases, tender procurement, and demand variability [3].

2.2 Decision Making Trial and Evaluation Laboratory
(DEMATEL)

Decision making trial and evaluation laboratory (DEMATEL) was first introduced
in the Geneva Research Centre by the Battelle Memorial Institute in the year 1973,
and it is a method that is used to identify or classify the factors into cause or effect in
a complex system. It works by identifying the interdependencies between the factors
and gives out a result showing critical factors in a chronological order through a
visual structural model. The DEMATEL approach helps us understand both direct
and indirect factors and then suggests us the most important factors among them.
The approach considers factor’s, their causal relationship with each other, and then
helps in the development of a web which takes into consideration as them being a
cause or an effect and after that, it helps us solve complex and intertwined problems.

DEMATEL has been widely used in healthcare sector, for example, Anil Kumar,
Kavian, Eleonora, Manoj Kumar, and Edmundas Zavadskas [6] combined DELPHI
and DEMATEL to investigate that what role social media played in the prevention
of Polio in India.



432 M. Suri et al.

Thomas K. Dasaklis and Costas P. used DEMATEL to classify the most critical
success factors in the implementation of cholera vaccine during emergencies [7].
DEMATEL has also been used to assist vaccine supply chain in Indonesia by A.C.
Sudramin and Ardi in 2020, they developed and integrated DEMATEL and then
used analytical network process technique to assess their goal [8]. Fatma Altuntas
and Mehmet used DEMATEL analysis to optimize quarantine decisions for Turkey
and also gave the result that Turkey’s neighboring country Istanbul has an essential
impact on Turkey’s rest. They proved that DEMATEL provides very accurate and
possible solutions for decision related to quarantine during a pandemic [9–11]

3 Data and Methodology

3.1 Data

To begin with, first various challenges affecting the vaccine supply chain were iden-
tified with the aid of an extensive review of literature and past studies in the field of
vaccine development and vaccination challenges and referring to expert opinions of
the various stakeholders in the industry [3, 12]. Upon analysis, the various factors
identified as potential roadblocks in vaccine supply chain and vaccination programs
are listed in Table 1.

After selecting the 10 factors which affecting the most to conducting successful
vaccination and running an efficient vaccine supply chain, we moved toward the
initial part of our analysis, which was to collect data from different stakeholders to
implement in our DEMATEL model. For this purpose, a questionnaire was prepared
and sent to 60 individuals involved in the field of vaccines, drug industry, healthcare
industry, and supply chain management. The questionnaire was focused on assessing

Table 1 List of factors identified as challenges in vaccine supply chain

Index Factor

P1 Allocation priority for vaccination—Who should be vaccinated first?

P2 Location of manufacturing and distribution facility

P3 Monitoring the vaccinated population

P4 Storage of perishable products and maintaining the cold chain—distribution—Limited
shelf life of vaccine and its components

P5 Vaccine selection—which vaccine to take from different vaccines available

P6 Disease and epidemiological dynamics

P7 Forecasting demand—How much vaccine is needed

P8 Transportation disruptions—Vaccine distribution in case of disruptions or faults

P9 Information systems and combating fake news propaganda

P10 Economic costs, R&D and sustainable financing
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the impact of one roadblock (say P1) on the other roadblock (say P2) on a scale of
0 to 4 where 0 indicating that the factor has the least influence whereas 4 indicating
that the factor has a very high influence on the other factor.

3.2 Implementing the DEMATEL Technique

The DEMATEL (Decision Making Trial and Evaluation Laboratory) is a statistical
tool was in its most nascent form was originated by Fontela and Gabus in 1972 in the
research center of Geneva located in the BattelleMemorial Institute with an aim visu-
alize the contextual inter relationships between the factors and further quantify that
relationship among factors with the help of matrices and causal diagrams [11]. The
indigenous DEMATEL technique searched for integrated solutions to fragmented
and antagonistic societies around the world. The DEMATEL method has recently
become very popular all over the world primarily because of its ability to pragmat-
ically identify relationships between qualitative factors and providing a systematic
way to deal with it [8]. The biggest advantage of using DEMATEL is that it helps to
uncover complex contextual relationships between the facts and helps us to prioritize
and categorize those challenges for an efficacious way to surmount them.

Data collected from various experts and stakeholders was presented in the form
of a 10× 10 matrix A where each cell aij of the matrix represents the impact in terms
of the linguistic score of a challenge i on another challenge j on a scale as defined in
Table 2. The major steps involved in conducting the DEMATEL process are shown
below:

STEP 1: Calculating the average direct relation matrix with the help of response
gathered from different individuals.
Experts were asked to present their opinions based on the linguistic scale of 0–4 as
shown in Table 2 for quantifying the impact of one factor on other factors with the
responses collected in the form of a matrix A. Here, aij represents the extent to which
a factor i impact the other factor j. For each indicator, a response n*n matrix can be
given as

Ar = [ax
i j ]n×n (1)

Table 2 Impact in terms of
the linguistic score

Linguistic terms Influence score

No impact or relation Zero

Very Low impact (VL) One

Low impact Two

High impact (HL) Three

Very High impact (VH) Four
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Here, ‘x’ is the number of individuals who took part in the questionnaire cum
survey and aij represents the extent to which a respondent believes that ith criteria
impacts the jth criteria. For summarizing the opinions of all ‘x’ respondents, we
simply calculated the average of all the respondents to form the average direct relation
matrix.

B = [bij]

bij = 1

m

∑m

r−1
ax
i j

Here, n is the number of pitfalls (challenges) considered in our problem statement
and for i = j, it interprets how one factors impacts itself which is practically an
ambiguous statement. Hence, the diagonal elements for the matrix A are set to zero
(Table 3).

STEP 2: Normalizing the matrix formed in Eq. 1 by calculating the normalized direct
relationmatrix ‘N’, this matrix is calculated by dividing all the elements of thematrix
by the maximum sum of rows calculated to each row of the matrix (Table 4):

N = D× B (2)

where D = 1
max(

∑n
j=1 bi j )

.

STEP 3: Estimate the Total Relationship Matrix ‘T’ using Eq. 3, here I denoted the
identity matrix of order n and T is calculated as

T = N(I− N)−1 (3)

Table 3 Average direct relation matrix

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

P1 0.00 1.80 1.83 2.11 1.54 1.61 1.87 1.87 2.28 1.78

P2 2.00 0.00 1.98 2.17 2.33 1.96 1.98 2.17 1.72 2.00

P3 2.15 2.15 0.00 2.07 1.83 1.87 2.26 2.37 2.04 1.96

P4 2.11 1.85 2.09 0.00 1.76 1.65 2.07 2.13 2.67 2.41

P5 2.22 2.48 2.65 2.59 0.00 2.59 2.39 2.52 2.30 2.22

P6 2.72 2.33 2.35 2.65 2.59 0.00 2.43 2.33 2.39 2.41

P7 2.54 2.15 2.17 2.26 2.59 2.52 0.00 2.41 2.50 2.26

P8 2.48 2.39 2.43 2.50 2.48 2.70 2.61 0.00 2.50 2.52

P9 2.35 2.70 2.33 2.50 2.26 2.85 2.74 2.52 0.00 2.20

P10 2.61 2.37 2.37 2.35 2.37 2.61 2.39 2.52 2.54 0.00
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Table 4 Normalized direct relation matrix

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

P1 0.000 0.080 0.081 0.093 0.068 0.071 0.083 0.083 0.101 0.079

P2 0.088 0.000 0.088 0.096 0.103 0.087 0.088 0.096 0.076 0.088

P3 0.095 0.095 0.000 0.091 0.081 0.083 0.100 0.105 0.090 0.087

P4 0.093 0.082 0.092 0.000 0.078 0.073 0.091 0.094 0.118 0.107

P5 0.098 0.110 0.117 0.114 0.000 0.114 0.106 0.112 0.102 0.098

P6 0.120 0.103 0.104 0.117 0.114 0.000 0.108 0.103 0.106 0.107

P7 0.113 0.095 0.096 0.100 0.114 0.112 0.000 0.107 0.111 0.100

P8 0.110 0.106 0.108 0.111 0.110 0.119 0.115 0.000 0.111 0.112

P9 0.104 0.119 0.103 0.111 0.100 0.126 0.121 0.112 0.000 0.097

P10 0.115 0.105 0.105 0.104 0.105 0.115 0.106 0.112 0.113 0.000

where I is the identity matrix (Table 5).

STEP 4: Developing the causal diagram.
The sum of rows and sum of columns are denoted by D and R respectively and are
calculated from the Total Direct Relation Matrix ‘T’. Then the prominence metric
which is (D+R) and the Relation metric which is (D−R) are computed which will
help us to prioritize and categorize the challenges in different cause and effect groups.
The factor comes in the Cause’ group if the D−R metric comes out to be positive,
and it comes in the ‘Effect’ group if the D−R metric comes out to be negative.
Thus, DEMATEL helps us to classify the factors into different stimulus and response
groups. Now, to prioritize the factors, we will use the Prominence parameter. Higher
the prominence parameter, i.e., (D+R), higher is the influence of factor over other
factors. The scatter plot obtained from the data (D+R, D−R) is the casual diagram.

Table 5 Total relation matrix

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

P1 0.760 0.802 0.802 0.846 0.776 0.799 0.822 0.825 0.845 0.787

P2 0.909 0.793 0.873 0.916 0.869 0.877 0.892 0.903 0.891 0.859

P3 0.930 0.894 0.806 0.927 0.865 0.889 0.918 0.925 0.919 0.872

P4 0.933 0.888 0.895 0.848 0.867 0.886 0.916 0.921 0.947 0.893

P5 1.066 1.034 1.040 1.080 0.915 1.043 1.054 1.062 1.061 1.007

P6 1.092 1.036 1.036 1.090 1.025 0.948 1.063 1.063 1.072 1.021

P7 1.058 1.004 1.003 1.049 1.000 1.022 0.939 1.039 1.048 0.990

P8 1.103 1.058 1.058 1.105 1.040 1.074 1.089 0.989 1.096 1.044

P9 1.091 1.062 1.047 1.097 1.026 1.072 1.086 1.082 0.988 1.025

P10 1.088 1.038 1.037 1.079 1.017 1.052 1.061 1.070 1.077 0.925
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4 Results

Table 6 shows the results of the DEMATEL techniques applied over the data obtained
from the questionnaire. Here, on calculating the values of D & R which are the sum
of rows and sum of columns respectively, we subsequently calculated the D+R and
D−R. Here, D−R which is known as ‘Relation’ metric helps us to categorize the
factor into cause and effect groups.Here,we can see that for the factors P1 (Allocation
priority for vaccination), P2 (Location of manufacturing and distribution facility),
P3 (Monitoring the vaccinated population), P4 (Storage of perishable products and
maintaining the cold chain distribution), and the value of D−R is negative which
signifies that these criteria come into the ‘effect’ group which interprets that these
challenges are highly impacted by other factors. Now, for the factors P5 (Vaccine
selection), P6 (Disease and epidemiological dynamics), P7 (Forecasting demand),
P8 (Transportation disruptions), P9 (Information systems and combating fake news
propaganda), P10 (Economic costs, R&D and sustainable financing), these factors
have a positive D−R value which signifies that these factors come into the cause
group interpreting that these factors can greatly influence other factors.

Now, coming to the D+R values, the ‘Prominence’ metric tells us how much is
one factors influences the total decision making ability, higher the D+R value, more
is the influence of the factor over other factors. Here, as we can see in Table 6 that
factors P8 (Transportation disruptions) and P9 (Information systems and combating
fake news propaganda) have the highest D+R values which are 20.537 and 20.521
respectively. This shows that factors are themost influential over the other factors. The
factors P1 (Allocation priority for vaccination) and P2 (Location of manufacturing
and distribution facility) have the lowest D+R values which are 18.092 and 18.389
respectively. These factors have the lowest influence or are least related with other
factors. A causal diagram shows in Fig. 1 shows a scatter plot between (D+R) and
(D−R) values.

Table 6 The table shows D+R and D−R values calculated using the matrix ‘T’

Factor D R D+R D−R

P1 8.063 10.029 18.092 −1.966

P2 8.781 9.608 18.389 −0.827

P3 8.944 9.597 18.542 −0.653

P4 8.992 10.037 19.029 −1.045

P5 10.363 9.400 19.762 0.963

P6 10.447 9.663 20.110 0.784

P7 10.152 9.840 19.992 0.312

P8 10.657 9.880 20.537 0.778

P9 10.576 9.944 20.521 0.632

P10 10.444 9.421 19.866 1.023



A Statistical Study for Optimizing the Challenges in Vaccine … 437

Fig. 1 Causal diagram of (D+R) and (D−R) value

5 Conclusion

The study uses data in the form of responses collected from 60 individuals over the
impact of different challenges faced in the vaccine supply chains and governmental
mass vaccination programs for harmful infectious diseases over other challenges and
used a statistical tool, DEMATEL to form and efficacious way to surmount those
challenges. On application of DEMATEL in this case, we were able to categorize
the challenges in various cause and effect groups, this categorization could help
governments and organizations involved in vaccination programs to better understand
which challenges to focus more as compared to other challenges. DEMATEL also
tells us the priority order in which each challenge in related to other challenges, here
the factors ‘transportation disruptions’ and ‘Information systems and combating fake
news propaganda’ are the factors that comes out with highest relative importance as
compared to other factors. This is also relevant to the current scenario of COVID-
19 vaccination drive where various fake news, and misbelieves are spread through
distinguished social media platforms which halts a successful vaccination program.
In the end, we would like to recommend that working on fake news and managing
the transportation and other logistics of vaccine are the most important challenges
which should be overcome in order to ensure a successful vaccine supply chain.
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Impact of COVID-19 Lockdown on Noise
Levels in Delhi and Mumbai

Reuben Sewak, Sankalp Kumar, Aviral Agarwal, and Rajeev Kumar Mishra

1 Introduction

In the year 2020, the world was hit with a deadly virus (SARS-CoV-2). The virus
is responsible for COVID-19 (coronavirus disease), and by the end of May 2020,
3,67,166 deaths have been recorded worldwide [1]. Due to the large-scale spread of
the virus and themortality resulting from the concurreddisease, theworld’s governing
bodies resolved toward lockdowns to curb down the spread of the virus.

The lockdown resulted in a visible reduction in environmental pollution world-
wide. Since then, several studies have quantified and analyzed the improvements in
air and water quality [2, 3]. However, no such study has been conducted to quantify
and analyze the effect of lockdown on ambient noise levels in India.

Noise pollution can be defined as any disturbing or unwanted noise that interferes
with or harms humans or wildlife. It is a pollutant in the environment that has a
detrimental effect on people’s quality of life, health, and well-being. It is considered
a pollutant under the Prevention and Control of Pollution Act, 1981 of India. Motor
vehicles are the key sources of urban noise levels, accounting for about 55%of overall
noise. Noise pollution and its related health effects are becoming more common, and
they can cause both short- and long-term psychological and physiological disorders
[4, 5]. According to the World Health Organisation (WHO), over 1 million health
years are lost per year in the European Union and Western European countries due
to traffic noise [6]. Moreover, 10% of the world’s population is subjected to sound
levels that may cause noise-induced hearing problems. Environmental noise has
several psychological effects, including irritation, anxiety, depression, and severe
health consequences, such as cardiovascular disease. Similarly, noise pollution causes
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hearing loss, high blood pressure, insomnia, and poor work performance, among
other things [7–9].

The significant reduction in anthropogenic activities resulted in air and water
quality improvements; some studies conducted in other parts of the globe indicated
that lockdown also reduced ambient noise levels during the lockdown [10, 11].

India being a major partake in the rapid urbanization and industrialization
has resulted in massive urban noise pollution. Several studies have indicated the
hazardous noise levels in Indian cities and studied the auditory and non-auditory
impact of noise pollution [12, 13]. Similar studies concerning air and water pollution
have been published widely; however, no study has been conducted to assess the
impact of COVID-19 induced lockdown for Indian cities. Therefore, it has become
integral to study the effect of the lockdownon noise levels in Indian cities. The present
study analyses the impact of reducing anthropogenic activities on the noise levels
in two metropolitan Indian cities, namely Delhi and Mumbai. The study will assist
policymakers and government bodies in identifying areas where there is a scope of
reducing noise levels and understanding the noise level patterns in Indian cities.

2 Methodology

2.1 Site Selection

The Central Pollution Control Board (CPCB) of India has a network of 70 noise
monitoring stations across India in major metropolitan cities under the National
Ambient Noise Monitoring Network (NANMN). CPCB has categorized the stations
in four different categories, viz. Industrial Zone,Commercial Zone,Residential Zone,
and Silence Zone based on the monitors’ location around the city [14].

2.2 Data Collection and Interpretation

The present study utilizes hourly data from 20 monitoring stations (ten in each city)
for the period 1st February–31stMay for 2019 and 2020. The data has been examined
for any obscure values and removed if found negative or beyond the explainable range
for the analysis. The data is primarily bifurcated into two periods, Before Lockdown
(BL)—1st February–24thMarch and After Lockdown (AL)—25thMarch–31st May
for 2019 and 2020. The percentage changes in noise levels during the lockdown in
2020 is estimated with respect to the AL2019 period and BL2020 period. Percentage
change with respect to AL2019 is denoted as AL2020/Al2019 and with respect to BL2020

is denoted as AL2020/BL2020. The noise monitors are also plotted on the respective
city’s map (Fig. 1) to identify the primary noise generating sources, such as major
roads, railway stations, and other public spaces.
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Fig. 1 Location of ambient noise monitoring monitors in Delhi and Mumbai

2.3 Parameters Analyzed

CPCBnoisemonitors provide several noise level parameters; however, for the present
study, data for Leq (A) (A-weighted, equivalent continuous sound level), L10 (noise
level exceeded 10% of the time), and L90 (noise level exceeded 90% of the time) is
collected.

In addition to the above-given parameters,NoiseClimate (NC) has been calculated
to analyze the sound level fluctuations within an hour. Equation 1 is used to estimate
NC for a particular station within an hour [15]:

NC = L10 − L90 (1)

3 Results and Discussion

3.1 Mumbai

Mumbai comprises of four commercial, three industrial, two silence, and one residen-
tial noise monitoring stations. During the lockdown, monitoring stations in Mumbai,
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on average, recorded a drop of 2.23% (1.47 dB(A)) compared to BL2020, while there
was a decrease of 2.05% (1.90 dB(A)) compared to AL2019 in the Leq (A), as evident
in Table 1. As evident from Figs. 2 and 3, diurnal values observed in silent, commer-
cial, and residential zones for AL2020 are less than BL2020 and AL2019. In silence
zone, values observed in AL2019 are significantly higher than values observed for
the year 2020, before and after the lockdown. For Industrial Zone, BL2020 values are
higher than both AL2019 and AL2020. The most significant change in AL2020 diurnal
values are observed for the residential zone, indicating that due to the lockdown, all
sources of noise pollution typical in a residential were on halt due to the lockdown;
hence there was a significant impact on noise pollution values.

For Leq (A), during the Lockdown MPCB (Maharashtra Pollution Control
Board) HQ, recorded the highest drop of 11.15% (7.6 dB (A)) compared to
BL2020. In contrast, Vashi Hospital Navi Mumbai recorded the highest drop, 20.67%
(15.46 dB(A)) compared to AL2019. MPCB HQ is surrounded by major roads and
is located in a commercial zone. During the lockdown, all activity in commercial
zones was at a halt; the significant decrease in noise pollution is attributed to the
fact that all the commercial zones were shut down due to the nationwide lockdown.
Vashi Hospital in Navi Mumbai is located in a quiet zone; hence due to the lock-
down, there was a further decrease in noise levels compared to AL2019. Compared
to BL2020 in Lockdown, two locations Ambassador Hotel and Bandra recorded a
significant increase of 6.13% in Leq (A). During the Lockdown Bisleri td. Andheri
in the industrial zone had the highest average Leq (A) level, 76.89 dB (A), while
ASHP recorded the lowest average Leq (A) level, 49.81 dB (A).

Among the ten stations installed in Mumbai, three stations are proficient at moni-
toring and recording percentile levels in noise. The Noise Climate at these moni-
toring stations presiding in Mumbai increased; the percentage increase with respect
to BL2020 was 79%, while the increase with respect to AL2019 was 65%. Bisleri
Andheri recorded the highest average NC was 12.79 dB (A) during the lockdown,
while the lowest was 5.9 dB (A) and was recorded at Pepsico Chembur, Mumbai.
Among these three monitoring stations, two stations recorded an increase in NC
compared to AL2019, with an average increase of 112%. In comparison, one station
recorded a decrease of 29% in NC compared to AL2019. Whereas in comparison to
BL2020, an average increase of 123% was observed at two stations and a decrease of
8% was observed at the remaining station (Table 2).

3.2 Delhi

Delhi comprises of five Silence, four Commercial, and one Residential noise moni-
toring stations as observed in Figs. 4 and 5, which recorded the diurnal and daily
variation in noise stations of Delhi for the four-time periods. The trend in Fig. 5
Daily shows that after lockdown, commercial zones observed a sharp decline in
noise levels. Similarly, Residential zones also recorded noise levels below the 2019
values. Whereas silence zones hardly observed any change even after lockdown.
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Fig. 2 Mumbai zone wise diurnal variation in noise levels from 1st February 2020 to 31st May
2020

Fig. 3 Mumbai zone wise daily variation in noise levels from 1st February 2020 to 31st May 2020

Commercial zones observed noise levels below the AL2019 and BL2020 noise levels
(Fig. 4). However, in silence zones, there was not a significant difference in the noise
levels. The maximum decrease in noise levels with respect to BL2020 and AL2019

was observed in commercial stations with an average decrease of 5% (4 dB (A))
Table. The Anand Vihar noise monitoring station recorded the maximum decreased
in noise levels which decreased by 16% (11 dB (A)) as compared to AL2019 and
15% (10 dB (A)) as compared to BL2020. This sharp decline can be attributed to the
fact that Anand Vihar is in proximity to the train, bus, and metro stations. However,
Silence zones in Delhi observed the least change−2.81% with compared to AL2019.
Dilshad Garden recorded −20.21% (11 dB (A)) change in the silence zones.

Among the ten stations installed in Delhi, four stations record monitoring and
recording percentile levels in noise. The Noise Climate at these monitoring stations
presiding in Delhi decreased; the percentage increase with respect to BL2020 was
2.83%, while the increase with respect to AL2019 was 4.65%. Mandir Marg recorded
the highest average NC was 8.31 dB (A) during the lockdown, while the lowest was
4.14 dB (A) and was recorded at RK Puram. Among the four stations, two stations
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Fig. 4 Delhi zone wise diurnal variation in noise levels from 1st February 2020 to 31st May 2020

Fig. 5 Delhi zone wise daily variation in noise levels from 1st February 2020 to 31st May 2020

recorded increased NC during AL2020 as compared to AL2019 with an average of
17.5%. In comparison, the other two stations recorded an average decrease of 27% in
NCcompared toAL2019. The increase inNC indicates that the sound level fluctuations
have increased during the lockdown [8]. The decrease in Leq (A) and the increase in
NC in the silence zones demonstrates that the background noise levels have decreased
primarily because of reduced traffic and commotion in these areas.
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4 Conclusion

The lockdown implemented to curb the spread of COVID-19 in 2020 led to an exten-
sive curtailment of anthropogenic activities, contributing to a considerable reduction
in environmental pollution worldwide. The present study delves deep into quanti-
fying and analyzing the effect of the lockdown on noise levels in urban cities across
India. Significant findings of this study are as follows:

• Among the 20 stations, 14 stations observed a reduction in noise levels with
respect to AL2019 and 13 stations with respect to BL2020.

• Seven monitoring stations monitoring fluctuations in noise levels recorded an
increase of 25.35% compared to AL2019 and 32.42% compared to BL2020 in Noise
Climate (NC).

• The Silence and Industrial zone stations experienced the slightest change during
lockdown with an average change in noise levels ~ less than 2 dB (A) compared
to BL2020 and AL2019.

• The Residential zone stations observed an average noise level change of ~3 dB
(A) with respect to BL2020 and ~4 dB (A) with respect to AL2019.

• The Commercial zone stations recorded an average change of ~2 dB (A) with
respect to BL2020 and AL2019.

• The highest drop in Leq (A) compared to AL2019 and Bl2020 was recorded at Vashi
Hosp. Navi Mumbai (20.67%) and Anand Vihar (15.05%), respectively.

• Among the two cities, the maximum drop with respect to AL2019 was observed in
Mumbai ~2 dB (A), followed by Delhi ~1 dB (A).
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Evaluation of Metal Removal Rate
in EDM Machining of AISI P20 Steel

Tariq Zafar, Shivam Rawat, Satyam Tiwari, Abhishek Singh,
Anurag Shanu, and Shrikant Vidya

1 Introduction

EDMmachining is a non-traditional process of machining which is employed for the
fabrication of electrically conductive toughmaterials with the help of spark produced
between workpiece and cutting tool [1–3]. AISI P20 steel is a pretty choice for
many industries due to their high strength [4, 5]. AISI P20 steel is used to produce
thermoplastic molds, injection molds, die casting dies, and extrusion dies. It is also
used to prepare structural components of automobiles. As far as machinability of
AISI P20 steel is concerned, traditional machining processes exhibits poor process
performance when the MRR and surface finish is of utmost important criteria. It is
indeed a challenge for increasing the surface quality of the machining as well as
improving the metal removal rate. Since AISI P20 steel possesses high strength, an
advanced machining technology like EDM is required for machining purposes. Burr
free edges are often made with very good surface finish with contact free machining
process of EDM [4, 6, 7]. A dielectric medium is used in the form of fluid to initiate
a spark between tool electrode and workpiece material [8]. Though EDM has merits,
its tool wear is very high [9, 10]. AISI P20 steel has been selected as work piece
(anode) for machining in EDM process, and copper has been taken as cutting tool
(cathode) [11].

Fred and Weingaertner [12] reported that the customers develop their process
parameters by doingmany experimental tests in the tooling industry. They conducted
a test on EDM of AISI P20 steel with two different cutting tools. They got the best
MRR with EDM negative graphite electrodes.
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Kiyak and Çakır [13] examined the influence of machining factors on the quality
of surface in machining of AISI P20 tool steel. Pulse-on-time, current, and pulse-off-
timewere chosen as the parameters. The pulse current was the dominating parameter,
and pulse time was the second most influencing. They concluded that higher values
pulse current affects the surface roughness. Dewangan and Shailesh Kumar [14]
optimized toolwear rate ofEDMwith the help ofGrey relationalmethod (GRA).They
chose AISI P20 steel as work piece, and they applied Taguchi method with L27
Orthogonal array (OA).They suggested that MRR is affected by electrode lift time.
Dadvandipour [15] reported the “evaluation of process parameters of EDM in AISI
P20 steel” with three different cutting tools such as brass, graphite, and copper. They
took three parameters (pulse-on-time, voltage, peak current) for analyzing the rate
of material removal, tool wear, and roughness of the produced surface. Nevertheless,
EDM can replace traditional machining in terms of performing very hard material;
still it has disadvantages of poor MRR. Hence much research is going on to evaluate
the parameters of EDM for the better metal removal rate [16–19].

The present study is focused on some vital parameters which influence the EDM
performance such as pulse-on-time, current, and pulse-off-time for fabrication of
AISI P20 steel toward improving the MRR. Since EDM has poor MRR when
compared to other advanced machining technology, present focus is to improve the
MRR by analyzing the effects of parameters through ANOVA [20–23].

2 Experimental Setup

The AISI P20 steel has high strength and conventional machining cannot perform
machining operation with ease and hence one of the advanced machining tech-
nologies known as EDM process was selected for machining the AISI P20 work
piece. The entire experimentation was conducted on an EDM machine of model
ELECTRONICA-(500 × 300 ZNC) which is shown in Fig. 1. Here the work piece

Fig. 1 EDM machine for
experiment
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Table 1 Properties of AISI
P20 steel

Density 7.85 gm/cm3

Specific gravity 7.86

Modulus of elasticity 207 GPa

Hardness, Brinell 300

Ultimate tensile strength 1000 MPa

Tensile-yield 850 MPa

Compressive strength 850 MPa

Poisson’s ratio 0.27–0.30

Elastic modulus 200 GPa

is kept as anode as more metal removal is done only in anode. Copper is used as
an electrode, and it acts as cathode. Hydrocarbon oil is used as dielectric fluid, and
it cools the work surface and electrode and also maintains the spark gap in EDM.
Removal of EDM chips is mainly carried out by dielectric fluid.

2.1 Selection of Material and Tool

AISI P20 steel is selected as work piece, and it has higher hardness and plasticity.
Variety of molds is made with AISI P20 steel. So, it can be used to make a variety of
molds. Table 1 represents the mechanical properties of the selected work material,
AISI P20 steel.

The chemical composition of workpiece material is presented as follow:

C (%) 0.30–0.40

Si (%) 0.30–0.70

Cr (%) 1.50–2.00

Mo (%) 0.35–0.55

Mn (%) 0.60–1.00

EDM use different tool like copper, graphite, silver alloys, etc. Copper is selected
as tool material, and it is shown in Fig. 2. The form of copper is cylindrical with
diameter 6 mm.

2.2 Evaluation of MRR

Thermal energy produced is responsible for material removal in EDM process.
Removal rate of material is expressed as the ratio of change in weight difference
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Fig. 2 a Copper-tool after machining b Machined holes over AISI P20

divided by duration of machining, and it is given in Eq. 1. Machined work part is
shown in Fig. 2.

MRR = (W1 −W2)/tm × ρ, (1)

where

W1 weight before experiment
W2 weight after experiment
ρ density of material = 7.85 gm/cm3

tm machining time.

2.3 Design of Experiments (DoE)

TaguchiMethod based on L9Orthogonal Array (OA) has been chosen for conducting
the experiment so as to improve the MRR. Taguchi Method is employed in the
quality control methodology to achieve a good design by combining control charts
and process control with product and process design. Taguchi design is intended
to minimize the variability of the product. The DoE is employed to create a best
combination of parameters in OA. In this experiment three important parameters
were used namely pulse-on-time (in μs), pulse-off-time (in μs) and, current (in
Ampere). Machining parameters and their level is shown in Table 2.
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Table 2 Parameters of machining and their levels

Machining factors Unit Levels

1 2 3

Current A 1 15 30

Pulse-on-time (TON) μs 100 1500 3000

Pulse-off-time (TOFF) μs 1 6 12

Table 3 Experimental results for MRR

Exp. no Current TON TOFF MRR (mm3/min)

1 1 100 1 0.1698

2 1 1500 6 0.2070

3 1 3000 12 0.0871

4 15 100 6 4.2460

5 15 1500 12 7.1330

6 15 3000 1 1.3500

7 30 100 12 12.7380

8 30 1500 1 11.8900

9 30 3000 6 2.5478

3 Results and Discussion

Results from the experiment have been discussed by analyzing the three different
parameters on MRR, and its result is illustrated in Table 3. Plot for mean is produced
in Fig. 3. In the main effects plots for means, the MRR value increases with the
current value. The rate of increase in value of MRR is slightly more for the range
of current (15–30 A) than the range of current (1–15 A).The MRR increases very
slightly as the values of pulse on time increases from 100 to 1500μs. TheMRR value
declines more quickly as the TON is increased from 500 to 1000 μs. As the value of
TOFF increases from 1 to 6 μs, MRR decreases. MRR, on the other hand, improves
after 6 μs.

The residual plots for MRR shown in Fig. 4 expresses the normal probability
against the standardized residuals in which the straight line indicates that the model
is valid and there is no abnormality. Response table is portrayed in Table 4.

Similarly, for response table for means is presented in Table 5. ANOVA for MRR
is shown in Table 6.
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Fig. 3 Main effects plots for means

Fig. 4 Residual plots for material removal rate
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Table 4 Response table for
S/N ratios for larger is better

1 −16.760 6.240 2.903

2 10.744 8.296 2.334

3 17.243 −3.490 5.989

Delta 34.003 11.786 3.655

Rank 1 2 3

Table 5 Response table for
means

Level Current TON TOFF

1 0.1546 5.7179 4.4699

2 4.2430 6.4100 2.3336

3 9.0586 1.3283 6.6527

Delta 8.9040 5.0817 4.3191

Rank 1 2 3

Table 6 Variance analysis for material removal rate

Source DoF Seq SS Adj SS Adj MS F P % of Contribution

Current 2 119.185 119.185 59.593 16.74 0.056 59.63

TON 2 45.572 45.572 22.786 6.40 0.135 22.80

TOFF 2 27.983 27.983 13.992 3.93 0.203 14

Error 2 7.120 7.120 3.560 3.5

Total 8 199.860

S = 1.88678

R-Sq = 96.44%

MRR = 0.76+ 0.307 Current− 0.00154 TON + 0.216 TOFF (2)

Experimental = 10.252

Predicted = 13.105
From Table 6, it is evident that P value is significantly influenced by current

mainly whose value is almost equal to 0.05. The p-values greater than 0.1 denote
unimportant model terms and P value of TON and TOFF is bigger than 0.05.Hence the
vital parameter is current. The contribution of TON, current, and TOFF in percentage
are 59.63, 22.80,14 respectively. The percentage of error is 3.5 and lies within 5%;
hence the mathematical findings are in the acceptable range. The regression equation
is calculated as Eq. (2).
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4 Conclusions

With the three important parameters of EDM process, experiments were performed
successfully with the help of Taguchi’s L9 Orthogonal array. AISI P20 steel was
chosen as a workpiece (anode) and copper electrode (cathode) as a tool. The purpose
of the present work was to find MRR and the effects of parameters on the responses
using a statistical tool called ANOVA. It was found that the current has significance
value (59%) for higher MRR. Pulse-on-time (22.80%) has a little role on MRR,
and similarly the pulse off time (14%) is very least important. The optimal input
parameters are found as A3, B2, and C3. Also, it is proved from the ANOVA table
that only current has significance value as its P value is almost equal to 0.05. The
P-values greater than 0.1 denote unimportant model terms. The most vital parameter
is current. The percentage of error is 3.5 and lies within 5%, hence the statistical
conclusions are in the acceptable range.

References

1. Shankar S, Maheshwari S, Pandey PC (2004) Some investigations into the electric discharge
machining of hardened tool steel using different electrode materials. J Mater Process Technol
149(1–3): 272–277

2. Singh N, Raghukandan K, Rathinasabapathi M, Pai BC(2004) Electric discharge machining of
Al–10% SiCP as-cast metal matrix composites. J Mater Process Technol 155:1653–1657

3. Dwivedi A, Choudhury SK (2016) Effect of tool rotation on MRR, TWR, and surface integrity
of AISI-D3 steel using the rotary EDM process. Mater Manuf Process 31(14):1844–1852

4. Lin YX, Lin H, Han ZW (2014) Effect of cutting speed on wear property of TiAlN PVD coated
tools in high-speed milling of AISI P20 mold steel. Key Eng Mater 621:75–81. Trans Tech
Publications Ltd

5. Kumar A (2015) Machining performance OfAisi P20 steel with graphite and tungsten based
electrode on EDM. PhD diss, MNIT Jaipur

6. George PM, Raghunath BK, Manocha LM, Warrier AM (2004) EDM machining of carbon–
carbon composite—a Taguchi approach. J Mater Process Technol 145(1):66–71

7. Subramaniam K, Natarajan A, Vinayagam N, Muthiya J, Rajendiran R (2020) Optimization
of wire cut EDM process parameters of Al/SiO2 composites using Taguchi method. No 2020-
28-0426

8. Ming QY, He LY (1995) Powder-suspension dielectric fluid for EDM. JMater Process Technol
52(1):44–54

9. Bleys P, Kruth J-P, Lauwers B, Zryd A, Delpretti R, Tricarico C (2002) Real-time tool wear
compensation in milling EDM. CIRP Ann 51(1):157–160

10. Bleys P, Kruth J-P, Lauwers B (2004) Sensing and compensation of tool wear in milling EDM.
J Mater Process Technol 149(1–3):139–146

11. Aligiri E, Yeo SH, Tan PC (2010) A new tool wear compensation method based on real-time
estimation ofmaterial removal volume inmicro-EDM. JMater Process Technol 210(15):2292–
2303

12. Amorim FL, Weingaertner WL (2007) The behavior of graphite and copper electrodes on the
finish die-sinking electrical discharge machining (EDM) of AISI P20 tool steel. J Braz Soc
Mech Sci Eng 29(4):366–371

13. KiyakM, Çakır O (2007) Examination of machining parameters on surface roughness in EDM
of tool steel. J Mater Process Technol 191(1–3):141–144



Evaluation of Metal Removal Rate in EDM Machining of AISI P20… 459

14. Dewangan SK (2010) Experimental investigation of machining parameters for EDM using
U-shaped electrodes of AISI P20 tool steel. Department of Mechanical Engineering, National
Institute of Technology Rourkela (India)

15. Dadvandipour S (2013) On the experimental study of electric discharge machining (EDM)
of P20 type tool steel. In: 2013 IEEE 11th international symposium on applied machine
intelligence and informatics (SAMI), pp 245–248. IEEE

16. Kumaravel S, Alagumurthi N (2020) Material removal characteristics of Al–SiO2 composite
in WEDM. Epitoanyag-J Silicate Based Compos Mater 72(1)

17. Pradhan MK, Biswas CK (2008) Modelling of machining parameters for MRR in EDM using
response surface methodology

18. Jabbaripour B, Sadeghi MH, Faridvand Sh, Shabgard MR (2012) Investigating the effects of
EDM parameters on surface integrity, MRR and TWR in machining of Ti–6Al–4V. Mach Sci
Technol 16(3):419–444

19. Das MK, Kumar K, Barman TK, Sahoo P (2013) Optimization of surface roughness and MRR
in EDM using WPCA. Proc Eng 64:446–455

20. Asal VD, Patel RI, Choudhary AB (2013) Optimization of process parameters of EDM using
ANOVA method. Int J Eng Res Appl 3(2):1119–1125

21. Sivaraj M, Selvakumar N (2016) Experimental analysis of Al–TiC sintered nanocomposite on
EDM process parameters using ANOVA. Mater Manuf Process 31(6):802–812

22. Tosun N, Cogun C, Inan A (2003) The effect of cutting parameters on workpiece surface
roughness in wire EDM. Mach Sci Technol 7(2):209–219

23. Singh A, Kumar A, Kumar S, Kumar A, Vidya S (2018) A review on research aspects and
trends in electrical discharge machining (EDM). Int J Eng Technol Sci Res 5:2394–3386



Floating Solar Power Plant System

Bhanu Pratap Bhandari, Yati Sharma, and Altaf Hasan Tarique

1 Introduction

The most disturbing issue in our nation is forced emergency. Almost seventy percent
of coal is utilized in the time of electrical power. Water framework, industry creation
also gets influenced because of difficulty shedding, step-by-step conclusion, etc. So
we need to move toward manageable force sources to deliver power. As of now, a
day’s reasonable force sources are developing fast not only in India but rather also
in other nations. Daylight-based energy is the extraordinary, practical, and bountiful
wellspring of elective energy. The utilization of sun-controlled energy Sun-based
energy diminishes nursery sway [1, 2].

Zone-wise seventh most prominent nation in India and has extraordinary sunlight.
Sun-arranged energy can’t avoid being energy conveyed by the sun made through
an atomic communication and this cycle container energy and magnetic radiation.
That magnetic radiation has the power which appears on the land. Sun-arranged
energy is the wandering wellspring of power as we need 2 fundamental parts: from
the very start, the ability to amass radiation that comes from the sun and changes
it into the electric power structure, other than limit units like emissions are moving
into the environment. For addressing the power emergency, sun-filled energy will
be a fabulous course of action yet to use land mounted close-by planetary gathering
is the need for the earth that is excessive and little accessible for getting it. India
will make 1.75 GW sunlight-based forces from the doable power source and 1 GW
of solar arranged force for moving toward ten years. As demonstrated by Pandit
Jawaharlal Nehru Public Sunlight-based Mission around five thousand Mega Watt
have been affirmed to date in various pieces of the country. For making the country
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devouring green force on the planet, the progress isn’t simply palatable and needs
hard endeavors by each state and state division [3, 4].

Drifting close planetary frameworks have photovoltaic concentrators that are
incredibly lightweight and this coasts over a water body, situated on got freight
ships skim ostensibly of water structure streams, water supplies, quarry lakes, and
following lakes. A portion of the constructions exists in France, India, Japan, Korea,
the Unified Realm, and the US [5].

The floating close planetary framework diminishes the need for excessive land in
a territory, it also saves the drinking water that would by one way or another be lost
as a result of dissemination, reducing the advancement of green development. The
close-by planetary gathering shows the highest capacity like the heaps up is placed
inside a cool temperature then they will be shorewards locale. The drifting stages
can be recycled a hundred percent, using higher thickness polyethylene that may
withstand splendid columns and may be used [6, 7].

2 Fundamentals and Outline of Floating Solar PV Plants

The drifting sun-fueled plant is presented over water archives as dam, lake, streams,
and oceans. The sun put together sheets are mounted concerning for to skimming
stages which are gotten solidly to with the objective that it won’t get injured signifi-
cantly under the more woeful ecological conditions. Additionally, research proposes
that sun-based sheets presented aground surfaces achieve the diminishing of gains
like the land prepares and impacts the back surface of the sun arranged board. Studies
furthermore suggest that if the back surfaces of daylight put together sheets are put
concerning the most elevated place of the water, the sun-fueled sheets will need for
cooling themselves much higher competently that gathers they will last more and
theymay cover thewater they coast onwhich lessens dissipating by subordinate upon
seventy percent, and their capacity for making energy go up as higher as to sixteen
percent. The mix of photovoltaic plant improvement and skimming headway gives a
photovoltaic drifting force age. That blend of the novel idea includes a floating frame-
work which is a gliding body (structure + floater) that permits the establishment of
the PV module, PV framework, for example, PV age gear, as electrical union boxes
that are introduced on top of the skimming structure and brought down association
which moves the made capacity to the PV framework movement as shown in Fig. 1.
Drifting sun-arranged shows are PV structures that skim apparently of drinkingwater
supplies, quarry lake, water system channels, or remediation and following lakes.
Very few such frameworks exist in France, India, Japan, South Korea, the Unified
Realm, Singapore, and theUS. The framework is said to have benefits over the photo-
voltaic plants on a solid surface. The expense for the surface is even much costly, and
there are fewer principles and rules for the structure subject to streams not utilized for
amusement. Not in the least like most land-based daylight-based plants, skimming
bunches can be unpretentious considering the way that they are stowed away from
general perceivability. They achieve higher efficiencies than PV sheets aground, in
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Fig. 1 Floating solar power plant [10]

light of the fact that water cools the sheets, the sheets have a one-of-a-kind covering
to thwart rust or disintegration [8, 9].

2.1 Idea of Floating PV System

This is a novel plan for introducing a solar-based photovoltaic framework on thewater
bodybyutilizingdrifting innovation.The force ages result through the blendof photo-
voltaic plant innovation and drifting innovation. This innovation changes the estab-
lishment of a PV force plant on the important surface. The gliding photovoltaic plant
comprises a Barge or different buoys, securing framework, sunlight-based boards,
and links (Fig. 1). As indicated by an exploration, having this powerful concealment
from the barge and the PV boards on the supplies brought about a decrease of water
vanishing through the repository. Exploration inside Australia proposes that up to
forty percent of open repository’s water might be lost at the time of vanishing. The
main boundary considered for the exhibition assessment of the FPV is the photo-
voltaic successful change productivity in employable condition, which influences
the power age and in this manner much important result of the segment. We can
give the change productivity of a photovoltaic module by the proportion between the
created electric force and the occurrence of sun-based radiation power, as per the
accompanying articulation:

ηel = pmax

SX APν

× 100%

where
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ηel is the electric effectiveness (%), P max is the energy created by photovoltaic
module (W), S is the sun-based radiation power occurrence over the photovoltaic
module (W/m2), and Apv is the front photovoltaic module land present for the sun-
based radiation intensity (m2).

3 Components of Floating Power Plant

It is an imaginative idea in power advancement to address the issues inside late
memory. The coasting PV framework is another technique for sun-based energy
age using water plane accessible on dams, supplies, and different bodies of water
coming about because of the blend of PV innovation and skimming innovation. The
coasting PV plant comprises a drifting framework, securing framework, PV frame-
work, and submerged links. The gliding sunlight-based force framework likewise
gives other natural advantages like avoidance of dissipation of water. The frame-
works can likewise improve water quality. Sun-powered boards go about as rooftops
for the water bodies, so the water won’t be presented to the sun and environment; it
adds beneficiation for drinking water plants.

3.1 Pontoon/Boat

It is a gliding structure. The boat has light enough to skim on water and back a hefty
burden. The construction is planned, for example, it can hold a number of boards.
Drifting design permits the establishment of a PV module.

3.2 Mooring Structure

A getting structure is a suffering arrangement that gets skimming advancement. The
getting gives thwart the free progression of floating development over the water.
An anchor getting fixes a floating improvement’s position near with a point on the
lower part of a stream without interfacing the skimming setup to drift. This awards
changing water level vacillations at the same time keeping up its situation toward the
south heading.

3.3 Solar Module

It is a PV production gear, like electric intersection boxes, which are introduced
at the peak of the drifting framework. A solitary sun-based unit can create just a
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restricted measure of force; most establishments contain various modules. A photo-
voltaic framework normally incorporates a board or a variety of sun-basedmodules, a
sunlight-based inverter, and here and there a battery as well as a sun-powered tracker
and interconnection wiring. Generally, glass-like sun-based PV modules have been
utilized for drifting sun-oriented frameworks.

3.4 Cabling

It is utilized to move produced energy from the water body to the substations. Taking
into account their outside use, sun-arranged associations are explicitly proposed to
keep secured against Ultra-Violet radiations and staggeringly more against Ultra-
Violet radiations and staggeringly more temperature insecurities. Those are usually
unchanged by the climate.

4 Environmental Effects of Floating Solar

The floating sunlight-based stage permits standard PV boards to be introduced on
enormous waterways like drinking water supplies, quarry lakes, water system chan-
nels, or remediation and following lakes. the basic and reasonable drifting sun-
oriented stage is especially well appropriate for energy and water-serious enterprises
who can’t bear to squander both surface and water. The winery, dairy farm, fish
farm, mining associations, wastewater treatment plant, water framework territories,
and water workplaces are organizations that may benefit from the helpful energy that
skimming nearby the planetary group makes among sun and water.

5 Conclusions

The research provided in this paper can be used to help improve floating photovoltaic
systems in the future. To revolutionize floating solar, threats must be recognized
and properly monitored. Floating solar energy, on the other hand, seems to have a
promising future. It is essential to develop a solar tracking device that can adjust the
tilt and azimuth angle of a floating PV system.

When designing a solar panel, the maximum wind speed, water current, temper-
ature cap, snow load, cyclone, and typhoon must all be taken into account. The
efficiency of a floating solar plant is 11% higher and decreases water evaporation by
70%, but the cost of such a power plant is 1.2 times that of a conventional solar plant.
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Convolution Neural Network
for Structural Failure Detection of Wind
Turbine Blade: A Review

Ameya Gajbhiye and Vilas Warudkar

1 Introduction

The increasing carbon footprint of various energy-producing industries has increased
the use of wind turbines. Wind turbine farms when built near settlements cause
discomfort (noise due to vibration) to a resident of the settlements, hence they are built
in remote locations (mountain, grassland, away from settlement, etc.). The twenty-
first century has seen growing trends of wind turbines being built offshore. The main
reasons for building offshore wind turbines are better and stable wind speed, ease
of transport of huge parts, less visual hinderances and less potential of conflicts of
interest. However, when compared to onshore wind turbines, the cost of maintenance
of offshore wind turbines is significantly high. If the optimal performance of wind
turbines is considered during their average life of 20–25 years, the maintenance cost
is around 25% of installation cost in offshore wind turbines [1].

Offshore wind turbines though more economical for power generation suffer high
maintenance costs due to the challenging environment of the sea. Wind turbines
which are situated in remote locations are difficult to access for maintenance. The
condition of wind turbines ismonitored remotely by conditionmonitoring (CM). CM
is an integral part of operation andmaintenance (O&M).Conditionmonitoringmakes
use of sensors and drones to examine components’ operation and condition. Data
collected by CM is analyzed to predicted the failure of the component. Currently,
failure by variation in data by humans or predefined mathematical architecture is
proven to be effective but up to a certain extend. Deep learning and neural network
are an alternative to solve such kinds of problems.

Observing performance parameters of components to identify changes in opera-
tion which indicate the development of fault is called condition monitoring (CM).
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Defects are predicted before they occur, so implementation of CM should signif-
icantly reduce Operation and Maintenance (O&M) costs [2]. CM approaches rely
upon investigations of specific estimations and parts of the activity (for example,
vibration investigation, strain estimation, thermography and acoustic discharges).
Ongoing advancements in sensors and sign preparing frameworks, large informa-
tion the executives, AI (ML), and enhancements in computational capacities have
opened up promising circumstances for coordinated and top to bottom CM examina-
tion, where various sorts of information can work with solid, practical, and vigorous
dynamic in CM.

Deep learning and neural network are proven to limit human intervention for
failure prevention and prediction. This paper investigates convolutional neural
network’ (CNN) integral part of deep learning and neural network for failure predic-
tion of wind turbine blade and can it be used for prediction of crack and breakage.
This paper does not consider the time taken by the algorithm to detect or predict
failure; it only focuses on whether it can predict failure or not.

2 Condition Monitoring of Wind Turbine Blade

Observing the components of a wind turbine to identify changes in operation that can
be indicative of a developing fault is called condition monitoring (CM). Condition
observing is a basic piece of the Operation andMaintenance (O&M) of wind turbines
which comprises the board, checking, and significant level coastal control of wind
ranch site, while support covers intercessions needed to upkeep the establishment.
Maintenance is of three sorts, responsive, preventive, and prescient [3]: receptive
(or remedial, rush to-disappointment) is the most costly sort and doesn’t use CM
with parts being supplanted when deformities happen or aggregate; under preventive
(planned) support, segments are supplanted at the followingmediation, ideally, before
a connected issue happens; a prescient support system dependent on CM can educate
support about segments that are probably going to come up short and have them
supplanted in due time.

When selecting components tomonitor the level of failure and rate to failure should
be consider. Importance is given to parts that have a high probability of failure or that
can lead to long periods of low downtime, as they can have a significant potential
impact. Pfaffel collected data from several studies of the annual failure rate of wind
turbine sub-system and found that out of total mechanical failure 83% is caused due
to blade/pitch [4]. Carroll has investigated 300 overseas wind turbines and concluded
that the rate of failure of each coastal operator per year is approximately 12, which
includes 80%incident requiring repairs costing less thanone thousandEuro labeled as
minor repairs, 17.5% incident requiring repairs costing between one to ten thousand
Euro labeled as major repairs and a substantial exchange rate of 2.5% (>10 k Euro)
[5]. They have identified blade damage as one of the major causes of wind turbine
failure.
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Fig. 1 Breakage and surface defect [6]

After going through a number of research papers based on vibration analysis and
condition monitoring of blades, we can categorize condition monitoring based on
vibration analysis and visual inspection (sometimes done through drones). Frequency
measurement is done through an accelerometer. Spectrums for vibration are obtained
through Fourier transformation on the time waveform. Visual inspection is either
done by the supervisor by going near the wind turbine or by surveillance through a
drone (Fig. 1).

2.1 Vibration Monitoring

Vibration analysis detects repetitive motion of a surface of rotating or oscillating
machines. The repetitive motion is caused by unbalance, misalignment, resonance
and varying load. We are interested in vibration caused by varying wind speed load.
Wind turbine blade can be assumed as a cantilever beam with uniformly distributed
load [7]. Rupali conducted experiments on crack and uncrack beams indicating vibra-
tion spectrum (FFT curve) of the crack beam is different from that of an uncrack
beam.

Joshuva [8] performed an experiment on wind turbine blades in good condition,
bladeswith crack, pitch twist, erosion andbend.They concluded that vibration signals
for a good blade and blade with defect are different. They also indicated that neural
network andmachine learning canbeused topredicted failure.Crabtree [9] concluded
that although there are various types of CM systems in use, there is no uniformity in
the direction of propagation for future research. They found that CM-propelled air
is now more reliant on innovative methods borrowed from conventional machinery
industries. The most common CM methods include methods designed to measure
acoustic, monitor electrical effects, energy quality and temperature monitoring, oil
waste monitoring, vibration analysis [10, 11], physics-based data analytics [12], etc.
(Fig. 2).
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Fig. 2 Vibration Signals [6]

3 Convolution Neural Network (CNN)

CNN is an unsupervised learning algorithm which can take input image pixel data,
assign learnable weights and biases to various aspects/objects in the image and can
differentiate one object from the other [13]. CNN is mainly used for image classi-
fication and segmentation. Just like humans, CNN can predict an object inside the
image just by looking at it which is the reason we are considering it for structure
defect detection.
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Fig. 3 Layers of convolution neural network [6]

3.1 CNN Architecture

Convolution layer in CNN consists of filters having weight in matrix form which are
applied to the image matrix to get the required feature. Padding is done by applying
zeros at the border of the image matrix to avoid loss of data. During pooling, we take
a small portion of the input imagematrix fromwhichwe take the average value called
average pooling or maximum value called max pooling. The activation function is
then applied to determine whether the neuron will fire or not (Fig. 3).

During implementation, we have to handle many things like the number of layers,
size of filter, padding type, activation function and many more. The solution for
such types of problems is to use a pretrained architecture like inception, Visual
Geometry Group (VGG), etc. VGG-16 is the most widely used architecture; it can
solve any classification problem [14]. VGG-16 has 16 layers that have some weight
and accuracy of 92.7%. VGG-16 has a filter size of 3 × 3 and a pool size of 2 × 2
in all layers.

3.2 CNN for Crack and Breakage Detection

CNN can be applied for detecting surface defects. Cha et al. used CNNs to detect
cracks in concrete blocks and obtained better results compared to traditional crack
detection methods [15]. Masci detected surface defects and cracks on steel structures
using CNN and demonstrated its superiority over old methods which depended on
feature-based engineering and support vector machines (SVM) [16]. Nicolas has
detected cracks on building surfaces by employing CNN on camera images taken
from a drone (UAV) and obtained an overall accuracy of 96% for classification [17].

Acquiring a data set which is large enough for training is themost challenging part
while applying CNN. Transfer learning, i.e., using a pretrained architecture on image
classification is considered as one of the potential solutions [18]. Gopalakrishnan
used VGG-16 as a pretrained architecture and successfully detected cracks in Port-
land cement concrete (PCC) and hot-mix-asphalt (HMA) [19, 20]. Jung compared
pretrained architectures like DenseNet121 and VGG-16 to detect various surface
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defects on wood surfaces [21] and found superiority of VGG-16 over DenseNet121
[22]. In the case of wind turbine blades, there are CNN approaches for surface defect
detection, but there is no CNN approach yet. Dimitri has applied CNN for surface
defects on wind turbine rotor and obtained 98% effectivity using VGG-16 pretrained
architecture [23].

4 Conclusion

Traditional conditionmonitoringmethods use experts to identify irregularity in vibra-
tion signals and images acquired through UAVs. The involvement of experts means
human intervention in fault detection which can be eliminated by the application of
the CNN network indirectly reducing the maintenance and operating cost. Convolu-
tion neural network can be successfully applied to surface defect and crack detection
of wind turbine blades. CNN works on the principle of image comparison which
is suitable for fault detection for vibration analysis of blades as vibration signals
of blades in good health are different from that of damaged blades. There are many
pretrained architectures to implement with CNN but through our review, we consider
VGG-16 most suitable for crack and breakage detection. Accuracy of CNN with
VGG-16 for crack detection in wind turbines is a matter of further investigation. The
implementation is hindered by a lack of a database set based on which new archi-
tecture can be trained. Considering the CNN architecture with VGG-16, it should be
able to distinguish the vibration signal of crack and uncrack blade.
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A Literature Survey on the Design
and Development of Work-Holding
Fixtures

Syed Haider Abbas Abidi, Adarsh Kumar Verma, and Abdul Gani

1 Introduction

Fixture is a mechanical device used for supporting the workpiece in holding during
the manufacturing process. It helps in growing the production figure of similar parts
and brings down our efforts required for manufacturing these similar products. We
already know that a center Lathe Machine is an ideal machine tool for producing
products of various shapes and sizes. A fixture is used in various industrial manu-
facturing because of its advantages and unique feature. The design of the fixture
consists of a body, locators and clamps. The basic work of locators is to decide the
arrangement, orientation and position of our workpiece. Clamps exert acting forces
on the workpiece so that it can be pressed easily with locators.

The fixture design process is a highly complicated process. It requires knowledge
of materials, machine design, etc. The design of the fixture is an important part
of manufacturing. An appropriate design of the fixture is important for a product
with perfection in quality, surface finishing and error-free machined parts. Currently,
there are various designs of the fixture, so the aim of this work is to study various
design approaches and outline considerations while designing fixtures in terms of
their properties, application,etc. [1, 2].
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2 Commencement of Fixture Design

An accurate and perfect fixture design always requires a systematic plan. The
workpiece, operations, tools andmachinemayaffect the amount of planning required.

Initiating analysis can take some amount of time as it depends on the complication
of fixture designs [3].While designing a fixture, some important steps (Fig. 1) have to
be kept in mind to solve a fixture design problem. These is a list of steps for detailed
analysis following operative requirement should be kept in mind while designing a
fixture [4].

(a) Balanced resting, (b)Accuracy in locating (Fig. 2), (c) support reinforcement,
(d) Secure clamping, (e) foreclosure and (f) quality performance.

Collect & Analyze Data 
Data can be collected from engineering drawing of workpiece, process performed and machine 
specifications, further ensure that these documents and records are up-to-date. After, designer should 
complete all notes with accuracy and allow design engineers to take important information and all items are 
anlyzed according to Design Considerations. We have to take these points of design considerations. These 
all should be separately covered here as all are an important part of the final evaluation. These must be 
considered before beginning the fixture design process. 

Evolve Various Choices 
The piece of work can be attached with fixture in various ways. During this step, our goal should be focusing 
on adding options instead of removing them. Also, we have to take care about the cost. Alternative designs 
should be developed as different option and to do a cost estimate. 

Go for the Finest Option 
Total cost for manufacturing is made up of 3 different parts. They are per-piece run cost, setup cost, and 
tooling cost.the relatipon for cost per run:

Design Implementation 
Final details will be used, final drawings will be drafted, and the tools according to proposed draft will be 
manufactured and put to test. These suggestions should be considered during the final fabrication to make 
cost efficient product with improved efficiency. 
a) Standard components 
b) Select treated materials 
c) Keep tolerances minimum 
d) Abolish finishing 

Understand the Needs 
The beginning of the design process, A thorough understanding of the problem to be solved is required or 
needs to be managed. An elabotarate understanding of the operations for which a fixture has to be desined, 
dimensions of workpiece, material etc are the basic requirements before any meaningful desing can be 
envisoned. 

Fig. 1 Steps for Beginning of Fixture Design Process [1, 9]
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•Flat locator 
•Jack pin locator 
•Drill bush locator 
•Vee locator 

Selecting Appropriate Locator

1.Move along ‘Y-Y’ 
2.Move along ‘X-X’ 
3.Move along ‘Z-Z’ 
4.Rotate about ‘Y-Y’ 
5.Rotate about ‘X-X’ 
6.Rotate about ‘Z-Z’ 

Defining Degree of Freedom

Location should be performed on 
most accurate surface of workpiece. 
Machined surface should be used 
instead of roughed one. Locate the 
most accurate surface. 
Location should prevent any type 

of motion of the workpiece make 
from automation. 
Location should have easy and fast 

process of attaching the workpiece 
in the fixture. 
A redundant location is defined as 

when two locators are trying to 
constrain one freedom from two 
location points. These must be 
avoided. 

Understanding the location principles

Fig. 2 Location principle, degree of freedom, and types of locators [9, 10]

2.1 Design Consideration in Fixture

The joints in the main body that should remain fixed in the fixture must be fused
together instead of putting screws. Screw only those parts that may need frequent
changing or opening [1, 5].

(a) Clamping should take less time and effort. (b) Arrange the clamp in a manner
such that its availability and removal should be easy. (c) The frame of fixture should
be rigid to overcome deflection. This cause for this deflection is various forces acting
from operations happening on it. (d) All attached parts should be clearly noticeable to
the machinist for arranging, cleaning or screwing. (e) All clamps and support points
that have any type of fastener that requires to be adjusted during operations should
be the same size for less tooling and fast operation. (f) The piece of work should be
tight when it is attached to the fixture to avoid disturbance from movements. If the
surface of the part is unmachined or rough, then we should provide 3 fixed support
points because it has good grip but if the workpiece is smooth then it can slip due to
forces. In this case, we have to provide more than 3 fixed support points. (g) Three
support points should give on work-piece to hold with fixture and also maintain the
center of mass of the workpiece. (h) Try to make the area as small as possible on
which the fixture is acting pressure to avoid damage.
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3 Location and Errors

The effect of location deals with the accuracy of the final product. It will help
in restricting movements of the workpiece in any direction. Before finalizing the
locating points, and should be checked for all-possible degrees of freedom (Fig. 2).
It should ensure that the degree of freedom is restrained by making some proper
positioning devices known as locators. It should completely constrain the workpiece
or eliminate as many of the six degrees of freedom noticing what is necessary for the
operation to be completedwith the desired accuracy [6]. There are two types of errors,
that is, Locating and Machining errors [7]. Locating Error—Variation of Locating
Position and Clamping Deformation. Machining Error—Spring Back, Inaccuracy of
Machine, Deformation in Tool Holder, Workpiece Twist and Tool Wear.

4 Clamping

The purpose of these devices is to hold work in the accurate relative position in the
fixture and to make sure that the workpiece is not moved by operational forces. It is
also necessary for clamping for the jig to the work (Fig. 3) [8].

5 Recent Developments in Fixture Design

Corrado and Polini [11] compared tools used for tolerance analysis in FixtureDesign.
This study compared Geometrical Model with the Variation model, Vector loop
model, and CAT software. The criteria for comparison were Localization error, or
datum establishment error which is misalignment error in between datum surface
and machine tool. The reason for error is the deviation from its specification of
contact in between locator and workpiece. Variation from a minimal specification
of the locator is known as fixel. The result of the study showed that the CAT soft-
ware package adds the deviation of the fixels to workpiece sides. The maximum
overestimation is observed in the variation model while the vector loop model had
minimum overestimation. Similarly, Geometrical Model reduces the deviation from
the minimal of the drilled hole.

WU et al. [12] achieved high accuracy in production from fixture and control
deformation. This research overcomes low stiffness and positioning difficulty. The
evaluation criteria included the overall deformation, maximum deformation, and
system stiffness. A cutting experiment was performed on FEA based on the ANSYS
platform. From the results, it was concluded that deformation of the blade is rigid-
body displacement; the main deformation of the blade-fixture system occurs on the
four clamping heads, and this fixture can effectively protect the blade from local
deformation. The clamping-sequence method which was proposed in this research
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Requirement for Proper Clamping Different Types of Clamps

The attachment of workpiece with
fixture should be convenient and fast.

Easy maintenance

The workpiece should not be damaged
due to pressure of clamping. 

The clamping pressure should overcome 
pressure applied by operations on the 

workpiece as sometimes they can act in 
the inverse directions. 

There should not be changes in 
clamping device by the vibrations 

caused by all operations. 

Its surfaces should be hardened by heat 
or other treatments so that wearing 

should be as less as possible.

Holding of workpiece should be rigid. 
Latch Clamp

screw clamp 

Heel Clamp 

Bridge Clamp

Side Clamp 

Equalizing
Clamp 

Strap Clamp 

Fig. 3 Location principle, degree of freedom, and types of locators [9, 10]

was reliable and had effective control on the maximum deformation of the blade.
It also introduced different materials and multipoint support structures which is an
advanced strive for manufacturing a blade fixture.

Tyagi et al. [13] propose a design of fixture layout which supports in minimizing
the product dimensional variations which are caused by different operations and
labor. The Multi Station Assembly requires fixtures and clamps to hold and locate
the workpiece accurately in the desired position. A state-space model is used for
detecting the variation in the final product. An Electric optimality criterion is used
here for better accuracy in results. This study proposed an intelligent HOT-inspired
heuristic, and it can be concluded from research that the proposed heuristic can lead
us in solving complex optimization problems.

Wang et al. [6] proposed a method for identifying the error and calculating it. Two
types of inaccuracies occur during fixture development, that is, Locating Error and
Surface Error. This used Finite Element Analysis (FEA) to identify and calculate
locating errors and Coordinate Measurement Machine (CMM) for machining error.
Turbine blade is a sample part. First, they located surface error sources (Fig. 4), after
this they locateed variation in locating positions. After calculating Locating Error,
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Fig. 4 Tolerance of sample feature [6]

they calculated error caused by machining processes. After analyzing the error in a
sample feature, they decompose error sources for the identification of reasons for
failure. A methodology for the calculation of surface and error decomposition is
presented in this paper. Dimitrov and Szecsi [14] analyze the fixture setup methods
and causes of datum error in manufacturing. The datum error occurs because of the
difference between process datumanddesign datum.Whilemachining of shaftswhen
different shoulders of CNC are in operation, it is obligatory to acquire the precision in
all automatically since re-setup of the machine will consume time. The datum error
requires the trimming of press tolerance, which will increase production costs. The
procedure of holding the piece of work and inaccuracy in holding the cutting tool
also results in datum error. They concluded with tables showing data of inaccuracy
for technological components and Error range for the eight cases which the authors
took for their considerations. They analyzed all factors that contribute to machining
errors in independent non-systematic with normal distributions. Gonzalo et al. [15]
performed analyses for identifying the reasons for the static deformations while the
process of clamping and also a methodology for correction in the distortion of the
clampedworkpiece by evaluating the reaction forces on the points onwhich clamping
is done. The purposed clamping gives an alternative to combine the locator and clamp
in one part which can control the force created by reaction and the distortion of the
workpiece at the holding point. This helps in positioning of the holding point to
minimize the deformation and distortion in the final product. The purposed clamping
unit was tested in different technical conditions by which is evaluated the ability
regarding positioning and reaction force.

Zeng et al. [16] concern with the suppressing of the mechanical vibrations by
designing a fixture layout. A prototype is designed in which cutting force was used
as disturbance input, and the element of the fixture was used as a control input.
With this designed model, the first time the sound produced by cutting force was
suppressed. The effectiveness was tested and verified with the help of a machining
example.The impact hammerprocesswas used as amachining experiment and results
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Fig. 5 Ishikawa diagram of high machining time in boring [17]

of measured vibrations were compared to acknowledge the changes. Ghatorha et al.
[17] concern the utilization of lean manufacturing in the industry of press manufac-
turing for improving productivity by increasing the rate of removal of material in the
boring operation. A flange fixture was designed which has reduced the time taken in
machining by doubling thematerial removal rate. Ishikawa diagram (Fig. 5) was used
to understand and analyze the cause and effect of the process. The authors collected
data directly from operators and supervisors and analyzed that boring operations take
more machining time in comparison to others.

Aphale et al. [18] purposed an implementation on an assembly line which can
decrease human efforts, time taken and labors effort. This can reduce required labors
in half and can improve productivity. The design and development of fixtures is
specifically for engine door assembly. The problems were analyzed and a fixture is
designed to overcome these issues. The design process of the fixture was completed
usingCAFDwith FEAvalidation. For testing, the designed fixturewasmanufactured
and used in Assembly, and this led to the improvement of the total profit of manu-
facturing and finest product. This fixture also reduced time in assembly by 40%.
Förstmann et al. [19] present an approach for solving rapid product development
and arrangement of equipment. The proposal consists of an idea of fixture design
which consists of designing rules which are developedwith the goals of an automated
design. With these rules, which permit to be implanted in algorithms, the freedom of
designing in 3D printing and possibilities for production resources emerge. The
growth in algorithm and execution of this approach in software were required.
With the use of software, the process can be increased faster. For more compli-
cated designed fixtures which are used for welding and milling, more research was
required to be conducted. With implementations of this design approach, the fixtures
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can be provided in minimum time and can be rearranged as needed if product design
is needed to modify. Hunter et al. [20] presented a development to give ease in the
automation of the fixture design process. In this research, the MOKA methodology
has been adopted for knowledge of fixtures. IDEF0 and UML are utilized for repre-
sentation of the fixture design process. The methodology proposed in this research is
in the fixture design procedure which is based on five phases. These are Functional
Essential Development, Defined Fixture Design Functions, Functional Design Solu-
tion, Elaborated Design Fixture Solution and Fixture Concluding Design Solution
authorize.

Radhwan et al. [21] analyze the design of jigs and fixtures to numb work
processing. For analyses, the data was taken from the operations. A design was
developed using Unigraphics software. The design was analyzed with FEA, which
shows theVonMises stresses and translational displacement for each part. The results
were stable with tolerance. With ergonomic analysis, the risk factors were calculated
and removed. It was concluded that a noticeable time was saved by a change in the
handling process. Lastly, with the help of cost analysis, a big amount of cost was
also saved. Apoorva [22] developed a fixture in which machining can be performed
on both sides for performing operations easily on any certain angle. A minimum
number of parts were used in the fixture as an increase in the number of parts leads
us to high maintenance. The static force acting on the fixture and the total defor-
mation and stress acting on the fixture were analyzed and it was observed from
results that the design of this fixture was within the safe limits of operations. Khond
et al. [23] present a fixture design for operations boring and facing in real industry
square block components. Four jaw chucks were used in industry for holding square
block for these operations which costs more than a fixture which was designed for
this purpose. The designed fixture was tested in Computer-Aided Fixture Design
(CAFD) giving satisfactory results which concluded in reducing of manufacturing
lead time and cost.

Kumara and Ram [24] designed a new fixture for Brake Drum machining. There
were many drawbacks in the previous one. The design of the old fixture was compli-
cated and it was difficult to modify with the desired changes. In the new fixture,
pads were provided instead of buttons, and this was also suitable for drums having
a slot on the top face. In the trail run, it was noticed that this lathe fixture was more
comfortable during operations. Waghmare & K, n.d. [25] proposed a fixture design
for holding cylindrical bodies for turning. The authors designed a fixture specifically
for the purpose of holding cylindrical parts and evaluated it against the operational
forces which are acting on it. After satisfactory results, they fabricated the evaluated
design. It was concluded that the time consumed in material loading and unloading
is decreased and the new model is easy and user-friendly. The weight is also less in
comparison to previous devices used. The new model is assembly type so it can be
disassembled in case of a problem and emergency.

Maniar and Vakharia [26] presented the design of rotary fixture. Mass balancing
of the fixture was used in this research. By this, unsymmetrical products can also
be handled. The results of this research showed three different methodologies for
the Computer-Aided Mass Balancing Method. These methods make work for fixture
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designer easy and decrease the time of the process. Siva et al. [27] designed a fixture
to deal with the alteration for the planet carrier component. They created a design on
SOLIDWORKS and analyzed it on ANSYS. Renishaw probe technique is a solution
for inspection of the finished part. It was concluded that the quality and repetition of
the component have risen. The fixture modifications were introduced in two stages.
The first stage has given rigid holding while in operation because of grip and long
clamping. The second stage has used the Renishaw Probe Technique to measure the
exact initial size of the part to ensure stock allowance for Mapal tool machining.

Cecil [8] proposed a clamping design in which the part of the process with
designing of clamping involves identification of points and surfaces to be clamped.
With locator designed to hold it on fixed position while operations. A model was
designed with the CAD program; its specifications and features mentioned in the
completed product, points for fixture andmany other parts. Kumar et al. [28] designed
a fixture that represents reducing time which can achieve a product manufacturing
plan and shows both views of this as an aspect like a positive and negative. Amixture
of production’s method and fine quality by demand of customer and it is over with
production’s method through good economical graph of product manufacturing plan.
Time is themain role in this productmanufacturing plan in allworking timemachines.
The concept of designing and fabrication of fixture include integration of introduction
of an additional fourth axis in the fixture design so fixtures are given table rotation
of 360-degree. Balaykin et al. [29] proposed a method of machine tooling utilized
on manufacturing elements with the help of multi-axis CNC machining focus on
a middle point in the manufacturing method. The process permits to decrease the
design time of tooling while creating modification in an element’s geometric param-
eters. This can decrease the time taken in design and pre-manufacturing with control
programs for CNC equipment and control and measuring machines, and automate
the release of design and engineering documentation. Variance parameterization
supports optimizing the construction of elements as well as machine tooling using
integrated CAE systems. An analysis review of papers on parametric modeling to
prove the relevance of this focus on real manufacturing process of aircraft engines.
Chetan Appasab et al. [30] designed fixture for differential carriers R149.5 and
R149.7. This fixture was produced according to the design specified and conditions
of both. 2D and 3D modeling was carried out on AutoCAD and CREO and analysis
was done on ANSYS. The total deformation, VonMises stress and VonMises elastic
strain were calculated. After that, the fabrication process was carried out and its
implementation was carried out successfully.

6 Conclusion

In this study, fixture design principles, techniques andmethodologies were reviewed.
Some recent works in this field were also reviewed. Major concerns in the design of
fixtures are minimizing location and surface error, reducing clamping force without



484 S. H. A. Abidi et al.

compromising the quality of clamping, decreasing human efforts, reducing mechan-
ical vibrations and increasing productivity by reducing production time. Concerns
regarding the localization error are addressed by utilizing vector loop methods. The
clamping sequence method is an effective and reliable method to reduce the local
maximum deformation. Present work provides a brief to the industry practitioner
for developing a design plan for fixtures which can be integrated into the overall
manufacturing plan.
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Design of Storage System for Local
Gardeners: A Case Study

Prakash Kumar and Sirish Taneeru

1 Introduction

One of the biggest challenges in the design field, today, is to come up with innovative
solutions giving due consideration to the sustainability aspects. Design for sustain-
ability pillars on three broader domains, i.e., society, economy, and environment [1].
When we consider the social sustainability aspect of design, it mostly deals with
social impact of the design [2]. This owes importance as most of the present design
endeavors are catering to only a small section of society with a good purchasing
capacity [3]. In contrast, the larger section of the underprivileged population, at the
bottom of the pyramid, is ignored [4, 5]. When we talk about environmental sustain-
ability, the main concerns are the justified use of depleting non-renewable resources,
wastage reduction, and disposal of the used or waste materials [6, 7]. One of the
ways to dispose of materials is to reuse them, and there is a huge scope of reusing the
waste materials innovatively. Hence, the goals of sustainability can be achieved by
striking a balance between economic, social, and environmental concerns [8]. There
are many daily life problem areas around us that require problem-solving through a
sustainable approach. One such area that we identified was related to storage issues
faced by the small gardeners. Gardeners used different types of tools and equipment
during their daily gardening work, but keeping them safely after their work is very
challenging. Moreover, they also have certain belongings that need to be stored care-
fully while they are in the field. The literature shows that there has been research that
reported on the design and development of different farm tools, but there has hardly
been any research related to designing a proper storage system for garden equipment
fulfilling the requirements of small Indian gardeners [9–13]. Hence, an effort was
made to understand and address their problems through a new solution. The design
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and development are based on inputs and responses from two gardeners, working
at Shiv Nadar University. Their participation and inputs were sought during various
stages of the design development process.

2 Method

The section broadly presents the method adopted for the design development of
the solution and describes various stages of assessment related to the product. The
process started with a general discussion with the gardeners at the university campus.
The overall scenario was tried to be understood based on the gardeners’ input. During
the interactions, they described the storage-related problem they faced.

2.1 General Work Scenario

The gardeners have specific needs regarding the storage of their gardening tools
and equipment. Their work started in the morning where they had first to change
to the uniform and the shoes. They would keep their lunch and drinking water at a
place and start with various gardening tasks. These include watering plants, digging
up pits for new plants, spraying pesticides, preparing the ground, spreading seeds,
making water drains and hedges, pruning leaves and plants, making nodes, grass
cutting, etc. In between, they would stop, take some rest, and have their lunch. They
used tools and equipment for different tasks, put in a small aluminum box, acting as
their storage system. This was not a very effective solution for the storage purpose,
and the gardeners faced a lot of difficulties while placing and taking different tools
out of it. Firstly, it was tough to place all the equipment, properly, because of the
lack of proper provisioning or order for placing the tools. It was also difficult to
find small tools, placed haphazardly in the box, and tended to sink to the bottom.
Even retrieving the tools at the top was difficult and time taking. Sometimes, it also
resulted in injuries. Due to improper space management, the tools were left outside.
And there was always a risk of losing them (Fig. 1a). Since all tools were kept one
over another, they often got entangled and damaged or worn out. There was no proper
provision for putting the clothes, purse, valuables, and shoes safely. Since the box
contained many sharp tools, materials like cloth, shoes, etc. were more likely to get
damaged (Fig. 1b). If not careful, one might even cut his hands.

2.2 Study of Existing Solutions

Based on the prevailing storage-related issues of gardeners at the campus, efforts
were made to find available alternate solutions in the local market, studies done, or



Design of Storage System for Local Gardeners: A Case Study 489

Fig. 1 a Tools lying outside due to lack of space management; b Sharp tools kept inside the box
may be dangerous.

efforts made to address the issues of similar nature. A Survey of the local market
showed that there was no specific solution, locally available for the gardening tool
storage, except the aluminum box that was presently used by the gardeners, though
exploring similar solutions on the Internet did show that there were a couple of
storage solutions available at other places outside India (Fig. 2).

Fig. 2 Details of available options online



490 P. Kumar and S. Taneeru

The storage solutions found online were quite expensive, and most of them were
not very relevant to local gardeners’ context as the shapes and sizes of the used tools
and equipment varied. Hence, it was decided to develop a solution to cater to the
specific needs of the small gardeners like those working at the university.

2.3 Design Development Process

Having decided to design a new solution, the specific details of items the gardeners
used and kept, or aspired to keep, were listed. These details would help in conceptual-
izing a better and effective solution. So, at first, a detailed study of the local tools and
equipment, used for gardening, was recorded along with the important dimensions
and their typical shapes.

2.3.1 Detailed Study of the Tools and Equipment Locally Used

As the gardeners at the campus do different types of gardening jobs, they have
a large number of local tools with varying shapes and sizes. Some of them were
Khurapi (Hand Hoe Trowel), Tasla (Rounded Container), Favada (Spade), Kudaal
(Hoe), Spray machine, Pipe, Scissors (small), Scissors (big), Gaiti (pickaxe), Cutter
(small), Cutter (big), Funnel, Measuring cylinder, Pesticide bottles, Water sprinkler,
etc. Different tools and equipment were studied for their important dimension to
make proper accommodation of the tools in lesser space (Fig. 3).

The dimensions of important tools and gardening equipment, to be stored, were
determined to get a fair idea of the space requirements to be considered (Table 1).

Also, other space-related requirements of the gardeners (i.e., provision for keeping
shoes, clothes, purse, mobile, food, and water) were included. Also, an effort was
made to use cheaply available local material (with due consideration of quality and
strength) to reduce the price and lower the impact on the environment. Hence, the
product concepts were generated considering all these factors.

2.3.2 Conceptualization

On the basis of inputs on specific requirements, the ideation process started and
different solution concepts were generated. The concepts were mainly focused on
making the storage system compact and ensuring maximum utilization of the given
space.
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Fig. 3 Study of different gardening equipment used at SNU

2.3.3 Fabrication

These concepts were then evaluated based on ease of use, simplicity of the design,
fast and easy access to tools, and provision for keeping other accessories like clothes,
shoes, valuable items, etc. Eventually, it was found that “concept 5” was better than
all the other concepts. After finalizing the concept, it was further detailed with the
inputs from the study of important tools and their dimensions and then fabrication of
themodelwas started in the design studio using thewastewooden packagingmaterial
(Fig. 4). The fabrication consisted of some processes involving mainly carpentry-
related processes and to retain the original wooden look, varnishing was done on the
plain wooden surface.

During this process, trials were done to improve the design and ensure that all
essential tools and equipment fit into it. After fabrication, the new solution and its
different features were shown to the gardeners and they were asked to rate it on
different criteria.



492 P. Kumar and S. Taneeru

Table 1 List of common tools and their important dimensions

Sr. no Tools/equipment Important dimensions (cm)

x Y z

1

Khurapi ( Hand Hoe Trowel)

30 10 10

2

Tasla (Rounded Container)

42 15 42

3

Favada (Spade)

30 70 5

4

Kudaal (Hoe)

30 65 24

5

Spray machine

15 32 15

6

Cutter

8 20 1

7

Scissors (big)

15 35 6

8

Gaiti (pick-axe)

44 60 8

(continued)

2.3.4 Evaluation

During the evaluation, the product was deployed to the gardener’s workplace, and
feedback was taken from them. A comparative study was carried out between their
assessment-based ratings for the new and the old storage system (Fig. 5). A 7-point
rating scale was used for assessment where 1 and 7were theminimum andmaximum
values, respectively (Fig. 6).

Since the sample consisted of only two gardeners at the university, a mean value
of the rating was used for comparing both solutions. The result showed that for many
aspects, the mean ratings of the new solution was higher.
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Table 1 (continued)

Sr. no Tools/equipment Important dimensions (cm)

x Y z

9

Hasiya (Sickle)

30 12 3

10

Water Sprinkler

42 24 10

11

Funnel

10 15 10

Fig. 4 Concept 1—solution with rotating racks, Concept 2—solution with sliding drawer, Concept
3—storage with glass top sliding door, Concept 4—Solution with foldable compartments, Concept
5—solution with fixed compartments (front and top)

3 Results

3.1 Reliability Test

At first, the uniformity of data was checked using an inter-rater reliability test. Since
the sample size was very small and consisted of responses of only two subjects,
the data was assumed not to be uniformly distributed, and hence, the Spearman
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Fig. 5 Detailing and fabrication process

Fig. 6 Assessment of new solution by gardener overview of various features of the solution

correlation coefficient [14] was used for the inter-rater reliability test. Also, the
internal consistency of the responses was checked using a split-half reliability test
[15]. The two-tailed Spearman correlation coefficient was found to be considerably
highwith themagnitude of 0.87 suggesting a strong correlation,whereas theGuttman
split-half reliability coefficient was found to be 0.96 indicating high consistency
(Table 2). After ascertaining the reliability of the obtained data, a comparison was
made between the mean rankings of the new and old storage solutions against the
needs and aspirations of the respondents that were to be fulfilled.
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Table. 2 Result of the reliability tests

Tests Values Remarks

Inter-rater reliability Test Two-tailed Spearman
coefficient

0.87 High positive value
indicating strong correlation

Internal consistency Guttman split-half reliability
coefficient

0.96 High positive value
indicating higher reliability

3.2 Comparison Between New and Old Storage Solutions

Based on user feedback, the old and new storage systemswere compared considering
various task-related aspects. On the rating scale, the mean rating for a new solution
(mrn) was found to be considerably better than the mean rating of the old existing
storage solution (mro) on criteria, i.e. inefficient tool arrangement (mro = 2.5, mrn
= 6), security of belongings and accessories of the gardener (mro = 1, mrn = 6.5),
fastness and safety placing and retrieval of the tool during work (mro = 2, mrn =
7 and mro = 2.75, mrn = 6.26, respectively), overall ease of use (mro = 2.75, mrn
= 6.5), and the level of satisfaction (mro = 2.25, mrn = 6.25). For all the above
requirements, the mean ratings were higher for the new solution t of the old one.
For the locking aspect (w.r.t. ease and security), both the solutions had a similar
rating with the new solution marginally above (mro= 5.75, mrn= 6.25) as both the
solutions had a fast and effective locking system (Table 3).

4 Discussion

The paper presented the process of designing a storage system for the gardener popu-
lation and then, evaluated how effective the new outcome was, as compared to the
old one, in addressing the storage-related issues. It also looked at the issues more
holistically from a sustainability perspective. From a social perspective, the new solu-
tion effectively addressed users’ needs and aspirations. The solution was also looked
upon from an economic and environmental perspective and was found to be better.
During the study, the local market survey was done to explore the existing solutions
and also the available solutions were searched online. Though there were hardly any
solutions available in the local market, there were some options available online, the
price details of which have been shown in Fig. 2. For the economic aspect of the new
design, a detailed cost break-up of expenditure incurred over manufacturing of the
new design was listed (Table. 4). It was found that the cheapest product option, with
a similar capacity and construct, available online, was 1.5 times costlier than the new
solution excluding the shipment charges. As far as environmental sustainability is
concerned, the main raw material for the storage system is the waste wood pieces
that were left over after unpacking the materials.
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Table 3 Mean ratings of new and old solutions with respect to different task-related aspects

Sr. no Task-related aspects Mean rating for
old solution (mro)

Mean rating for
new solution
(mrn)

Inference

1 Locking of storage
system (w.r.t. ease and
security)

5.75 6.25 New solution is
marginally better
than the old one

2 Efficient tool
arrangement

2.5 6 New solution is
considerably better
than the old one

3 Retrieving tool during
work (w.r.t. ease and
fastness)

2 7 New solution is
considerably better
than the old one

4 Keeping gardeners’
clothes and other
accessories

1 6.5 New solution is
considerably better
than the old one

5 Having safety while
placing/retrieving tools

2.75 6.25 New solution is
considerably better
than the old one

6 Reducing frequency of
tool damage due to
improper keeping of
tools

3.25 6.25 New solution is
considerably better
than the old one

7 Reducing
mismanagement/loss
of tool

3.25 6.25 New solution is
considerably better
than the old one

8 Overall ease of use 2.75 6.5 New solution is
considerably better
than the old one

9 Level of satisfaction 2.25 6.25 New solution is
considerably better
than the old one

5 Conclusion

The paper presents the process of designing a low-cost innovation, i.e., a gardener’s
storage system catering to the specific requirements of the Indian gardener popula-
tion, a section that is, generally, ignored. The study also establishes the efficacy of
the new design in meeting the needs and aspirations of the users’ population. The
work motivates and paves the path for research looking into the various issues of
similar sections of the society, falling at bottom of the pyramid. The present study
can be furthered in terms of exploring other waste materials that can be used to make
the design more effective, cheap, simple, and eco-friendly.
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Table 4 Cost break-up of the
expenditure incurred on
fabrication

Particulars Cost (in Rs.)

Waste wood from packaging 1500/-

Plywood 500/-

Nails 30/-

Screws and washers 70/-

Handles 20/-

Locking system 30/-

Hinges 60/-

Hangers and holders 30/-

Varnish 200/-

Misc 500/-

Labor charges 1000/-

Total 3940/-
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A 30-h Observation
of Electric-Vehicle-To-Grid Technology
in the Presence of Residential
and Industrial Inductive Loads

Raju Chintakindi

1 Introduction

In the energy sector, incorporating electric vehicles (EVs) into the supply chain is
an eco-friendly way to approach the technical performance issues that conventional
combustion engine (IC) automobiles face. Whenever an EV is connected to the
system, it can act as a load or an energy source, butwhen it is used as an energy source,
the system is referred to as vehicle-to-grid (V2G) [1, 2]. Because electric vehicles
emit almost no exhaust gases and make no noise, they have grown in popularity
among the industrial sector and researchers, proving that this modern technology
is completely good for the environment and reduces the consumption of oil [3].
However, while using electric vehicles has many consequences for society and the
economy, introducing many EVs into the retail sector can be difficult for the grid and
causes many challenges and limitations [4]. Because of the large number of EVs in
an area causing eminent power requirements, power, voltage fluctuations, and supply
shortages are all may probable [5]. Active power from a diesel generator, solar and
wind turbines with base-load and peak-load configurations are all taken into account.
When we integrate the wind power farm into the grid [6], simultaneously various
situations, such as the solar farm’s lighting level, need to be observed [7]. A standard
aggregation of electric vehicles is simulated. We have simulated the vehicle-to-grid
technology for 30 h of observation, with a rated power of 40 kW, a rated capacity of
85 kWh, and a system efficiency of 90%.

We examine the interconnection of the electrified vehicle with renewable energy
sources in the smart grid and assess their potential effects on the power network
[8, 9]. The micro-grid is composed of four major components. Initially, the size of
the PV farm’s covered area, the efficiency of a solar panel, and the solar irradiation
content all contribute to the amount of energy produced [10]. Second, a streamlined
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windmill model generates electricity in a linear association with the wind. The wind
farm generates the rated power whenever the airflow reaches the specified limit [11].
Whenever the velocity contains a high wind value, the power plant disconnects from
the power system until the velocity returns to normal [12].

1.1 Overview of the Simulation Study

The proposed approach, the basic model of which can be found in the Simulink
2019b library, is composed of various power plants [13]. In this system, two renew-
able resources (PVF and WF) are there, which can be referred to as a micro-grid
[14]. It consists of a 15 MW diesel engine, a 4.5 MW wind turbine, an 8 MW solar
power plant with shading regulation, loads, and an EV aggregator that interacts with
a large number of electric vehicles to provide ancillary services to the grid as needed
[15].When the sun shines, photovoltaic arrays are made of solar cells that produce an
8 MW solar power plant that generates energy from the sun. A wind farm is a collec-
tion of wind turbines, which produce power from wind velocity. The wide range of
accumulated electric vehicles is assumed to be around 100 in this simulation study,
and they act with different characteristics. DG is unaffected by any atmospheric
conditions and is completely unaffected by wind gusts, rainfall, or anything else
[16]. A 30-h scenario can be quickly simulated using the phasor-mode of commis-
sioned electrical systems. Execute the illustration model for 30 h and monitor the
power profile (production and utilization). Figure 2 shows the 30-h observation of
4 MW electric-vehicle-to-grid technology (4 MW) by integrating 10 MW, 0.95-
power factor residential load, and 0.16 MVA, 0.15 power factor industrial inductive
load as the asynchronous machine. Figure 1 depicts a simulation model of Vehicle-
to-Grid (V2G) technology, illustrating the bidirectional energy balance between both
the electric car and the power grid.

The 15 MW diesel generator maintains a balance between the amount of energy
consumed and the amount of energy produced. The grid frequency deviation can be
determined by observing the synchronousmachine’s rotor speed. This case illustrates
how a 4 MW electric-vehicle-to-grid platform can be used to control the frequency
of incidents on a micro-grid over the course of 30 h.

Fig. 1 A simplified model of V2G technology with its bidirectional energy-flow concept [5]
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Fig. 2 Schematic diagram of an electric-vehicle-to-grid technology in the presence of residential
and industrial loads [13]

1.2 Functions and Executions of Vehicle-To-Grid Technology

The V2G primarily serves multiple functions, which are as follows. When a daytime
event occurs, the grid is regulated by controlling the charge of connected batteries
and utilizing the available power. Five separate car-user options are enforced in
the frame. In the form of a flowchart, Fig. 3 shows the activities and operations of
vehicle-to-grid technology.

• Option 1. People go to work who have the option of charging their car at work.
• Option 2. People go to work with the option of charging their car at work, but

with a longer commute.
• Option 3. People go to work who don’t have access to a charging station at their

place of employment.
• Option 4. People who prefer to stay at home.
• Option 5. People who work nightshifts.

The load is made up of 10 MW, 0.95 power factor residential loads, as well as
an 0.16 MVA, 0.15 power factor asynchronous machine that simulates the influence
of an industrial inductive load (such as a ventilation system) on the micro-grid. The
active and reactive power flow variations at the residential load utility are depicted in
Fig. 4a. The housing load is pursuing a consumption characteristic with a specified
power factor. A square relationship between the rotation speed and the mechanical
torque controls the asynchronous machine. Figure 4b depicts the active and reactive
power flow variations at the industrial inductive load utility. The simulation will go
on for a total of 30 h. A small voltage drop between 7.997e4 and 7.998e4 seconds
was discovered.

The solar radiation tends to follow a standard distribution, with the peak occurring
at midday. The wind changes dramatically throughout the day, with characteristic
peaks and lows. The housing load follows a pattern that is analogous to that of
traditional domestic consumption. Throughout the day, consumption is low, but it
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Fig. 3 Activities and operations of vehicle-to-grid technology

rises to a peak in the evening and then gradually declines throughout the night. The
grid frequency will be affected by three events throughout the day.

1. The asynchronous machine started up early in the third hour.
2. Partial shading harms the generation of solar energy at midday.
3. When the wind exceeds the specified wind power authorized limit, the wind

farm trip normally begins at 22 h.
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Fig. 4 a Active and reactive power flow variations at the residential load utility [13]. b Active and
reactive power flow variations at the industrial load utility [13]

1.3 Outcomes of a Fundamental Simulation Model

Solar farms are the most unpredictable for power production, because there is no
assurance of when shading will occur, which shows the solar farmwill not be capable
of producing continuous power when needed. As a result, solar shadow (shading
factor) is taken into account here and is used to evaluate the functionality. The shading
factor is the percentage of the solar power plant that is shaded in relation to its total
area. The solar shading of the PV plant, as well as the use of such a different pattern
of EVs in the process, has an impact on power production. The outcome of the total
PV system varies when the shading factor or period of shading is changed, and thus
the overall production varies. The power responses of the various plants, such as
15 MW diesel, 8 MW solar, and 4.5 MWwind generators, were calculated using the
simulation, and then are showcased below with a shading factor of 0.7.

The red color represents the power generated by theDG in the first graph, as shown
in Fig. 5a. The pink graph in the second depicts the output power of the solar plant,
which simply shows the shading of the solar plant. The green graph in the third
depicts the wind farm’s output, which is entirely dependent on the weather profile in
the location. We can see the power dropping at 8e4 seconds due to weather and wind
flow availability in a windmill’s location.
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Fig. 5 a Active power flow variations of 15 diesel, solar, and wind power generation sources. b
Variations in load power and total power flow at the vehicle-to-grid technology [13]

Variations in active powerflowof diesel, solar, andwindpower generation sources,
as well as variations in load power and total power flow at the vehicle-to-grid tech-
nology, are depicted in Fig. 5a, b. We plotted the total load power first in blue, then
the total active power generated by all grid sources in violet, as shown in Fig. 5b.
This figure shows the load profile, which emulates the grid performance, specifi-
cally the graph of total power produced in the V2G-based micro-grid, as it should,
demand and supply must be equal. Figure 6a depicts the active and reactive power
flow variations of an electric vehicle under V2G regulation. Between 7.9971e4 and
7.9978e4 seconds, therewas aminor active power deviation. Similarly, reactive power
deflection took place between 7.9970e4 and 7.998e4 seconds. We depicted the real
and reactive power stream differences of an EV under a V2G charging scenario in
Fig. 6b.

To charge and discharge the EV battery is equivalent to deploying the EV as a
dispatchable load resource, allowing bidirectional power flow between the EV and
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Fig. 6 a Active and reactive power flow variations of electric vehicle under V2G regulation [13].
b Active and reactive power flow variations of electric vehicle under V2G charging [13]

the power system. For this V2G phenomenon, we considered a total of 100 cars.
Those are depicted in Fig. 7a in terms of regulation and charging.

When the performance of the solar plant drops or the PVplant is shaded, the power
generated should be equivalent to the amount required. The V2G aggregators of the
electric vehicle fleet enable regulatory power solutions to the grid, ensuring system
stability. This shows that the EVs are constantly charging and discharging. However,
the EVs are integrated into the power grid. When there is a power drop, the state-
of-charge (SoC) of the EVs must be regulated. Figure 7b shows that multiple grid-
connected electric vehicles, ranging from EV1 to EV5, have different state-of-charge
characteristics for V2G or G2V activity.

A standard aggregation of electric vehicles is modeled. Modeled vehicle-to-grid
technology with a rated power of 40 kW, rated capacity of 85 kWh, and system effi-
ciency of 90%. The vehicle-to-grid (V2G) process can provide substantial benefits to
the system by utilizing the battery life of interlinked vehicles [17]. The SoC ranges
from negative 100 percent to positive 100 percent, with a negative correlation indi-
cating vehicle-to-grid function, and a positive correlation indicating grid-to-vehicle
function. A negative state-of-charge shows whether the vehicle is on the roadway.
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Fig. 7 a Number of vehicles in regulation and charging under V2G technology [13]. b Number of
vehicles in regulation and charging under V2G technology
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2 Conclusions

The introduction of vehicle-to-grid (V2G) advancements as portable energy, as well
as their assimilation with RESs and smart grid, is the most effective solution for
removing potential demand and supply complications. Electric cars are forecast to
expand in popularity during the next few decades, due to their potential economic
benefits. We examined the consequences of charging electric vehicles on the tran-
sient behavior of power grids in this study. A simple V2G example model was simu-
lated for 30 h of observation using the MATLAB-Simulink platform to understand
the electric-vehicle-to-grid operation and its effects. We observed that after a varia-
tion in the operation of the micro-grid, the output characteristics were comparable
to the standard one because of its potential V2G performance, based on compre-
hensive simulation results. This study examined the 100 electric cars’ integration in
V2G technology, which aids in identifying grid parameters like active and reactive
powers. It is very helpful to understand how parameters change with solar shading,
wind flow subjected to time variation. The simulation results can be used to support
future investigations into the technical and financial aspects of V2G hardware at the
technical grid level.
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Study and Modal Analysis of Induction
Motor by Using ANSYS

Siddhant Bhadouria, Brahma Nand Agrawal, Sudhir Kumar Singh,
and Pawan Kumar Singh Nain

1 Introduction

In this paper, different modes at which a motor could deform are calculated through
modal analysis and FEM.A high power density inductionmotor presents a promising
potential to be used in heavymachinery; this is due to various factors, high efficiency,
rugged construction, and less mechanical losses. Operational performance plays a
huge role in the stability of the motor. The losses in a motor system can happen due to
various reasons: electromagnetic noise, radial force ripple, torque ripple, switching
noise, shaft eccentricity, sliding contact between rotors, and bearings. This leads
to unbalanced mechanical coupling and causes vibration. The non-linear vibrations
induced in the motor can be determined through finite element analysis. However,
this may result in variation in actual results.

A strong understanding of the mathematical model is required to find the hidden
oscillation which has a damaging effect as it has a very small area of attraction; such
oscillations are difficult to integrate into computer modeling [1, 2]. Various methods
have been applied to detect faults in the system; one such system is a Neural Network
which is made using a Vibration Spectrum model it can capture the Non-linear
dynamic system and doesn’t require a mathematical model for it, which can generate
some faulty values. It varies effectively for diagnosing electrical faults [3–5]. A very
small exposure to vibration could have a greater impact on the mechanically moving
system; it slows down the system and affects the efficiency of the machine [6, 7].
Vibrationwith higher frequencies (>150Hz) induces stress of the overall motor units;
stress is highest at a medium level, though the spread of vibration is limited beyond
100Hz; thus, high-frequencyvibrationwith low intensity ismuchpreferred that could
cause less resonance, thus, high-threshold components are always preferred over the
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lower threshold components; they reduce the probability of fatigue in the system [1,
8, 9]. Dynamic eccentricity is the main cause for the vibration in the motor; it is the
gap between rotor and stator; when the rotor rotates, the small deviation from the
axis can cause vibration; a no-load system is best to determine the eccentricity in the
system [10–12]. As the flux density increases, an imbalance in the mass increases
which results in the resonance at a very lower frequency [13]. There are various
methods to mitigate the effect of vibration; some of them are vibration isolation
devices, use of alignment tools, including elastic damping methods, dynamic rotor
balancing, and application of axial load with springs [14, 15]. There is a need for
avoiding the resonance between the static force and magnetic force. The main reason
for the resonance could be that spatial distribution matches the existing forces with
stator and rotor structural modes [7, 16].

Thus, it is important to know what effects could cause it to break down. So, this
paper studied aModal analysis for this purpose, which tells about the deformation of
a motor at different frequencies. The motor consists of different parts that are made
of different materials that have different thermal, structural, and electrical properties.
Different parts will have different natural frequencies, and thus will undergo different
deformations. This deformation is important to calculate to prevent breakdown. The
result will help us understand the effect of vibration under different frequencies in
different parts of the motor.

The main objective of this paper is to calculate the natural frequencies and the
mode shapes of induction motor, under different dynamic loading conditions. The
different shapes have been considered which a motor might undergo during the
deformation. It will also help in determining the natural frequencies and vector
shapes of the motor. The motor is subjected to balanced and unbalanced loads under
different frequencies to get the desired result. That will help engineers in designing
a better machine.

2 Material and Method

2.1 Materials Used

The materials which was used in this study are shown in Table 1, while the properties
of the material are as shown in Table 2.

2.2 Specification of Motor

The specification of the motor used in this study is shown in Table 3.
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Table 1 Material of
component

Component Material used

Back cover Stainless steel

Box top Structural steel

Enclosure Stainless steel

Rotor Stainless steel NL

Stand Gray cast iron

Stator 316 stainless steel

Table 2 Properties of material

Material Density
(kg/m3)

Young’s
Modulus
(Pa)

Poisson’s
ratio

Specific
heat
constant
pressure
(J/kg °C)

Isotropic
thermal
conductivity
(W/m °C)

Isotropic
resistivity
ohm-m

Structural
steel

7850 2e+11 0.3 434 60.5 1.7e−7

Stainless
steel

7750 1.93e+11 0.31 480 15.1 7.7e−7

Gray cast
iron

7200 1.1e+11 0.28 447 5.2 9.6e−8

Table 3 Specifications of
Motor

Mark GAMAK

Model AGM2E 132 S 2b

Phase 3 Phases

Power 7.5 KW

Rotor rotation speed 2910

Nominal current 13.6 A

Moment 24.6 N

Number of poles 2

Power factor 0.9

Efficiency 88.5%

2.3 Method Used

In this study,Ansys 2020R1 is used for the design andmodal analysis of the induction
motor.

Modeling size

Length X: 0.20471 m
Length Y: 0.21651 m
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Fig. 1 a Side view. b Back view. c Top view

Length Z: 0.29891 m (Fig. 1).

2.4 Meshing

The model has been meshed in Ansys with the following parameters:

Nodes—53,416
Elements—23,192
Bounding Box Diameter—0.42205 m
Average Surface Area—6.147e-004 m2

Minimum Edge length—3.495e-005 m (Fig. 2).

2.5 Modal Analysis

Modal Analysis is a way to determine the natural frequencies of a system. It is
used to find out which frequency could be catastrophic for the system. This analysis
helps us find out at which particular frequency, deformation can occur in the system.
The system has six parts: Back cover, Box top, Enclosure, Rotor, Stand, and Stator.
Each component will be deformed differently according to a different frequency.
The stand of the model is fixed and cannot move. The material of all the components
is different and is explained in the above table. It is necessary to note that all the
components of the mode shape are real numbers with only a sign and amplitude
difference between any two of them. The phase relationships are either in-phase or
out-of-phase at 180°. Thus, these mode shapes are also called real modes. All points
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Fig. 2 Meshed model of induction motor

on the structure pass through their equilibrium positions simultaneously. Therefore,
undamped modes have well-defined modal points or lines.

In the absence of damping and external forces:

MẌ(t) + K X (t) = 0 (1)

Generally, Eq. (1) has the form as follows:

x(t) = ϕ sin(ωt + φ) (2)

Double differentiation of Eq. (2) becomes

X( f ) = −ω2ϕ sin(ωt + φ) (3)

Substituting Eqs. (2) and (3) into Eq. (1) to get results

K − (
ω2M

)
ϕ = 0 (4)

Calculating the algebraic eigenvalue with this will help to find the natural
frequency

∣∣K − ω2M
∣∣ (5)

Equation 5 is used to find the different natural frequencies at different eigenvalues.
Eigenvector represents the mode shapes.
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3 Result and Discussion

At different frequencies, the deformation in the motor occurs due to vibration. These
deformations are shown at different frequencies at different modes. A total of six
modes have been calculated which results in different frequencies. The deformation
is different at each frequency and mode, which has been shown as follows.

3.1 Deformation in Various Modes

In mode 1, the maximum deformation is in the stator which is almost 0.5 m. The
frame, base, and back cover of motor are not much deformed. The frequency is
almost 24 Hz. The vibration is compressed in a particular area. In mode 2, the
maximum deformation is again in the stator; as the frequency increases up to 25 Hz,
the deformation increases up to 0.556 m, and also the average deformation starts
increasing which means that the effect of vibration is spread across the surface of
the motor. The back end of the stator is severely affected. In mode 3, the maximum
deformation is decreased and average deformation is increased resulting in an overall
effect over the frame of the motor. The frequency in this mode was 122 Hz. The
maximum deformation decreased to 0.43 and the average deformation increased to
0.17. The area which is being affected the most is the spindle of the motor; at this
vibration, the motor vibrates in the sideways direction on the X-axis. In mode 4,
the frequency is 143 Hz and the maximum deformation is 0.58 m and the average
deformation is 0.13. The most affected area is the stator, but the effect on the rest
of the motor is quite uniform, thus not much deformation. In mode 5, the frequency
is 252 Hz. The maximum deformation increases up to 0.768 m and the average
deformation to 0.39 m. The most affected area is the box top and the back cover.
In mode 6, the frequency is 272 Hz and the maximum deformation increased to
0.82 m. The most affected area is the box top. The effect of vibration is more evenly
distributed and the intensity of vibration is increased as shown in Table 4 (Figs. 3, 4,
5, 6, 7 and 8).

Table 4 Data for various modes

Parameters Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6

Frequency 24.19 Hz 24.575 Hz 122.08 Hz 143.06 Hz 252.13 Hz 272.88 Hz

Maximum
deformation

0.55532 m 0.556 m 0.4786 m 0.586 m 0.76851 m 0.82228 m

Average
deformation

7.921e−002 m 7.90e−002 m 0.17133 m 0.13137 m 0.3933 m 0.34805 m

Object with
maximum
deformation

Stator Stator Stator Stator Back
cover

Box top
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Fig. 3 Deformation in mode 1

Fig. 4 Deformation in mode 2

3.2 Participation Factor

The participation factor tells howmuch mass of certain modes is moving in the same
direction as the excitation. A high value in the direction indicates that the modes will
be excited by the forces in that direction.

It is clear from Table 5 that mode 4 is making a meaningful contribution in the Z-
direction when the frequency is 143.06 Hz; in the X-direction, mode 1 is maximum,
and in the Y-direction mode 2 has the highest value.
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Fig. 5 Deformation in mode 3

Fig. 6 Deformation in mode 4

3.3 Ratio Effective Mass to Total Mass

The mass which is moving in X-, Y-, and Z-directions at different frequencies and
different modes (from mode 1 to mode 6) are shown in Table 6. This shows that the
maximum amount of mass moving in the X-direction is about 71%.

4 Conclusion

This paper concluded the following points:
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Fig. 7 Deformation in mode 5

Fig. 8 Deformation in mode 6

Table 5 Participation factor

Modes Frequency X-direction Y-direction Z-direction

1 24.19 2.3088 0.50371 −1.4e−002

2 24.575 −0.52113 2.37 −6.17e−002

3 122.08 −0.3628 −4.6363e−004 4.4025e−003

4 143.06 −1.2038e−002 −4.599e−002 2.5595

5 252.13 1.6553 −1.34e−002 3.274e−002

6 272.88 −9.88e−003 −0.281 1.0898
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Table 6 Ratio effective mass to the total mass

Mode Frequency X-direction Y-direction Z-direction

1 24.19 0.448 2.136e−002 2.13e−002

2 24.575 2.2867e−002 0.421 0.42138

3 122.08 1.1083e−002 1.81e−008 1.81e−008

4 143.06 1.43e−005 1.78e−004 1.78e−004

5 252.13 0.23071 1.512e−005 1.512e−005

6 272.88 8.234e−006 6.6849e−003 6.68e−003

Sum 0.7153 0.4496 0.65205

• As the stator is the most affected part, it must be designed in such a way that it
could bear the load and sustain the deformation.

• Box top and back cover are also experiencing high deformation between 200 and
250 Hz, and thus are designed accordingly.

• As the vibration frequency increases, the deformation spreads all over the body of
the motor. The difference between average and maximum deformation increases.

• Frequencies between 100 and 150 Hz affect the rotor and stator motor; thus for
these frequencies, respective components must be designed accordingly to avoid
the breakdown.

• The motor frame is most stable around 150 Hz, and between 100 and 130 Hz it is
mildly affected, and above 200 it is most affected.

• The highest impact in the Z-direction of the motor is obtained in mode 4.
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The Physical and Chemical Fuel
Properties of Jatropha Oil Diesel Blends
with Biogas in Dual Fuel Operation

Lalit

1 Introduction

Biodiesel addresses a suitable fuel substitute to decrease the contamination outflows
created by the burning of diesel got from oil in pressure start motors. Biogas is princi-
pally utilized for the creation of warmth and power in cogeneration frameworks [1–
4]. Biogas, biomethane, and flammable gas (CNG—packed gaseous petrol, LNG—
melted petroleum gas) are delegated methane fuels. This work is mostly focused
on ecological advantages coming about because of the utilization of biomethane
to control the motor of vehicle, rather than flammable gas or petroleum derivative.
Aside from flammable gas, there is research work on biomethane. This restricts its
economic intensity contrasted with minimal effort creation of diesel acquired from
oil. Appropriately, numerous investigations have been directed lately to distinguish
minimal effort crude oil sources like utilized vegetable oil, creature squander fats,
crude vegetable oils, or fish squander from fishing-related things [5].

This type of gas, in the wake of fitting refinement to biomethane eminence, can
be crushed into the combustible gas scattering association or used as an oil to control
streak start and self-start engines of automobiles [6]. The examinations to control
automobile endeavored by assessment parts all throughout the planet for quite a long
time. Examination in this space is centered around, among others:

I. discharge of harmful parts in the form of fumes and gases from the motor and
natural effect for the duration of the existing pattern of vaporous fuel (from
acquiring the crude material, through creation, to its utilization in the motor)
[7];

II. the effect of the adjustment of inception of fuel start of the combination, from
diesel oil, effect of ethanol with biodiesel, effect of ethanol with diesel [8];
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III. economic impacts of fueling the motor with CNG. The assessment of the
gaseous petrol burning cycle in the motor, with the expansion of another gas
[9];

IV. the effect of such a gas fuel (Liquified Petroleum Gas, Compressed natural
gas) on motor activity boundaries, contrasted with the traditional fuel [10];

2 Physical and Chemical Properties of Jatropha Biodiesel

Each kind of unsaturated fat, for example, methyl esters present in different feed-
stocks impact a few chattels of fuels [11]. The Physical and synthetic properties
of U.S. furthermore, European determinations for biodiesel (B100) and biodiesel
mixes. Biodiesel is for the most part comprised of fourteen unique sorts of unsatu-
rated fats, which are changed into unsaturated fat methyl esters by transesterification
measure. Their fundamental particulars including sulfur content, thickness, iodine
number, warming worth, corrosive worth, and carbon lingering when transesterifica-
tion (vegetable oil and biodiesel, individually) was investigated in detail. From their
examination, it was noticed that three factors impact the biodiesel creation. As of
late, [12] directed a far-reaching examination on biodiesel created from around 28
eatable and 40 non-eatable vegetable oils, of organization and details.

1. Density: In reality, it has been found that there exists a relationship among’s
thickness and NOx outflows, lower densities favor lower NOx, however further
specialists have not affirmed a particularly unambiguous pattern. As indicated
by ASTM standard passable B100 thickness goes from 870 to 900 kg/m3 [13,
14]. In the event that a diesel-tuned motor is run on biodiesel, higher thickness
of the inferred methyl ester, andmore noteworthy fuel mass are because of more
unsaturated starting oil showing expansion in the quantity of twofold securities,
in this manner builds thickness.

2. Heating Value: Late examination contemplates states biodiesel mixes in diesel
motor decreases PM/smoke emanation and improves the in-chamber residue
oxidation rate [13, 14]. The fuel ignition premise, lower warming worth (LHV),
and higher warming worth (HHV) of fuel is estimated.

3. Viscosity: According to the ASTM standards, B100 thickness range from 1.9
to 6 mm3/s[14].

4. Flash Point: Evangelos [13] considers uncovered expansion in a number of
twofold bonds and shows a marginally expanding pattern in streak point, as
there is a connection between blaze point and level of unsaturation. As per
ASTM standard, the passable B100 streak guide goes from 373 K toward 443.
From the above detail, we can understand that the proportion over the fuel can
be lighted is basically known as The Flash Point (FP) [14].
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3 Reduction of Viscosity Besides Transesterification

In any case, the high consistency prompted issues in the engine [15–17]. Non-
eatable plant oils may give better other options. Canakci and Gerpen [18] consid-
ered the creation of biodiesel (methyl esters) from not eatable plant oil or jatropha
oil, decreasing consistency is subsequently the significant justification for handling
oils of plants to be utilized as biodiesel. The jatropha biodiesel of crude oil with
methanol can be utilized ideal sodium hydroxide impetus of one per cent at 65 °C,
for1 hour response time. The properties of delivered biodiesel can be utilized
as an unsaturated fat methyl ester inside determination for motor purposes [19].
Strategies for decreasing thickness other than transesterification incorporate mixing,
microemulsion, pyrolysis, and reactant breaking [20–23] (Fig. 1).

FP is determined to fill in as a limitation of liquor sum in biodiesel for wellbeing
measure in carriage and capacity [23]. Thickness, cloud point, and Cetane number to
be examined for fuel quality ascribe jatropha biodiesel properties [24]. The principles
control the physical and compound properties of diesel and biodiesel (B100) [25].
Jatropha biodiesel thickness is high contrasting and differs from plant oil, the mix
with petro diesel diminished the consistency as far as possible. New D7467 was
distributed for B6 to B20 of 6 vol% to 20 vol% [26], the below mentioned Table 1
of Cloud point shows that the fuel can be used at what extent of low temperature,
particularly in cool nations [26].

Thickness is determined to bar inconsequential things frombeing used as biodiesel
raw material. It is in like manner used in confirmation of the thickness of biodiesel.
The physical and engineered properties of Jatropha appeared differently in relation
to the ASTM standard, hence the assessment considered the making of jatropha
biodiesel through the reaction of transesterification.

Fig. 1 Reaction of transesterification
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Table 1 Chemical and physical properties of biodiesel and diesel [25, 27]

Physicochemical property Biodiesel (B6-B20)
ASTM D6467

D 975 diesel D6751 biodiesel (B100)

Flash point (°C) 53 (min) 60–80 130 (min)

Thickness (15 °C) 0.88 0.82-0.87 0.87

Kinematic viscosity (40 °C) 2.9–6.0 1.3–4.1 1.8–6.0

10% distillation of carbon
residue

0.36 (maximum) 0.16 0.4 (maximum)

Cetane no 40 (minimum) 40–55 48 (minimum)

Cloud point (°C) −3 to 12 −15 to 5 −3 to 13

Specific gravity 0.86–0.88 0.86 0.86–0.88

4 Biodiesel-Blend in Diesel Engine Its Performance
and Emission

Expanding the proportion of jatropha fuel in diesel mix is the monetary decision that
decreased the reliance on petroleum derivatives and addressed an elective fuel as a
clean source. Discharge in CI motors comprises of hydrocarbon, carbon monoxide,
Nitrogen oxide, and particulate matter. The utilization of diesel–biodiesel mixes
which prompts an abatement in all the particulates mentioned before contrasted with
diesel fuel.

The near aftereffect of every examination identified with the outflow attributes
of biodiesel-diesel fuel mixes with diesel fuel separately in various motors archived
in Table 2. The emanation level fluctuates as per motor boundaries, fuel quality,
working state of the motor, and motor plan.

4.1 Emission of HC

HC outflow is marginally lesser than diesel fuel because of rich oxygen substance
[34]. Plus, advanced cetane no. of biodiesel and properties of blending of butanol
abbreviate the start postpone period and fire engendering which bring about better
ignition. For biodiesel mixed fuel, the HC emanation is lower than diesel and dimin-
ishes with an increment of biodiesel in the fuel [39]. For Diesel, the HC outflow
diminishes with an increment of motor burden, because of the increment in burning
temperature related to highermotor burden. In case the biodiesel-dieselmix is utilized
as fuel rather than diesel, the HC emanation is declined [29]. Be that as it may, for
the biodiesel mixed fuel, the HC discharge, rather than diminishing straightly with
motor burden, has a pinnacle esteem at the 40% motor burden.
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4.2 Emission of CO

The CO emanation of biodiesel mixes is low as compared to the fuel motor. De
Oliveira et al. [40] revealed, utilization of ethanol diminishes the CO discharge by
8.6% low as compared to B7. Utilizing B7E5 CO emanations expanded relatively till
motor burden arrived at 30 kW. As the exceptionally premixed charge disseminated
consistently in the chamber with the fissure locale and limit layer district close to
the chamber liner, where, brings about high carbon monoxide discharges. Alptekin
et al. [41] saw that the discharge of biodiesel had expanded Carbon dioxide and
Nitrogen oxide, also they emanate low CO when contrasted with diesel fuel. They
saw that the complete HC discharge expanded while CO outflow lessens marginally
for mix comprised of bioethanol contrasted and B20. The Carbon monoxide outflow
diminishes while utilizing biodiesel-diesel mix contrasted the oxidization of fuel
is difficult with fuel. Raman et al. [32] tracked down that the Carbon monoxide
emanation at lower loads when contrasted and motor activity at greatest burden is
higher.

4.3 Emission of NOx

The thickness of vapor smoke raised by 12.89, 5.077, 11.339, and 14.063% for
extension of 4% propanol, 8% propanol, 8% butanol and with diesel and 4% butanol,
independently. Motamedifar and Shirneshan [39] reported that the NO surge will be
generally outrageous for D100 vane point.

4.4 Particulate Matter

It is discovered that most limit particulate matter of smoke saw for D55 at 20, 40 and
60% troubles [42, 43].

4.5 Rate of Heat Release

Themost extreme warmth discharge rate happens at the greatest motor burden nearer
to the top right on. Eventually, this brought about a higher warmth discharge rate
for diesel. The increment of burden from low to medium the most extreme warmth
discharge rate increments, in any case, the contrary wonder happens under high
burden [44]. The biodiesel-diesel mix from biodiesels of various beginnings gave
a lower top warmth discharge than diesel fuel. Qi and Chen [45] found that the
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pinnacle heat discharge pace of biodiesel is high as compared to the diesel fuel under
low engine loads, anyway, the opposite is legitimate under high engine troubles [46].

5 Conclusion

The utilization of biodiesel will prompt misfortune in motor influence primarily
because of the decrease in warming worth of biodiesel contrasted with diesel, and it
brings about the increment in biodiesel fuel utilization.Theprimarybiodiesel creation
challenge in commercialization is the significant expense of creation contrasted with
non-renewable energy source diesel. From the survey, it tends to be reasoned that
the utilization of biodiesel favors to decrease carbon store and wear of the key motor
parts, contrasted and diesel. This is because of the expense in delivering biodiesel
that is vigorously relying upon feedstock cost or crude materials.
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Design and Analysis of Overhead
Ambulance

Sudhir Kumar Singh, Dipul Kumar, Gaurav Kumar Jha,
and Pawan Kumar Singh Nain

1 Introduction

Ambulances play a critical role in the healthcare system, savingmillions of lives each
year. Emergency response vehicles currently in operation are most frequently caught
in traffic jams. According to a World Health Organization survey, road accidents
claim the lives of 1.35 million people per year [1]. Regrettably, around 30 percent
of deaths result from delayed ambulances. The causes could be—too many road
vehicles, people not complying with transport rules, poor road conditions, and much
more. In 2016, about 146,133 people have been killed as a result of road accidents in
India, according to a study published by the Times of India. More than 50 percent of
heart attack cases reach hospitals late, indicating the unavailability of ambulances, but
most of these may be attributed to trafficking in patients [2]. Improved road quality
and the use of modern technology are two ways to minimize ambulance travel time
and injuries, but nomatter howmuchwe change these things, ambulanceswill always
run on the road and humans will make mistakes. Nearly 24,012 people die every day
due to delays in obtaining health assistance, according to information collected by
theNational CrimeRecords Bureau. These deaths include patients with heart attacks,
brain bleeding, suicide attempts, injuries, and stroke. The optimal window time for
patients with heart attacks is 30min, but the government reports that the patients with
heart attacks, in India, take over 6 h. The first hour is considered a golden hour but
the patient was unable to hit the dead time because of traffic congestion, bad roads,
bad weather or human error [3].

In order to find out whether patients are able to use or not an autonomous ambu-
lance, Zarkeshev et al. [4] performed t-testing, ANOVA, and mediation analysis.
The findings show that education materials relating to preparing future patients for
technology for autonomous vehicles must be created and disseminated. Dadfarnia
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et al. [5] recommended scientific input to review and strengthen existing standards
and practices in ambulance design. With the advance in technology, ambulances
evolved further, making them more useful to people. With the ongoing enhancement
in automation and artificial intelligence [6], connected and automated vehicles are
definitely going to be an important part of future transportation. The healthcare sector
is one of the industries that could benefit from connected and automated vehicles
technology. The replacement of traditional ambulances by autonomous ambulances
contributes to this accelerated growth. Autonomous ambulances reduce the risks
associated with driver errors, which are normally the main cause of a vehicle crash.

2 Literature Review

A number of studies have been carried out in order to better understand the aerody-
namic aspect and flow visualization in the automobile sector. In this section, a few
studies have also been reported here related to CFD analysis and structural analysis
of vehicles. Each study derives its cope and interpretation in a different way.

The added roof and bars in the ambulance were examined by Taherkhani et al. [7].
They focused on laboratory wind tunnel tests, CFD, and meta-modeling. Findings
demonstrate that the aerodynamic drag can be reduced by 20 percent. The decreased
drag offers significant benefits in terms of fuel savings and emergency response
vehicle emissions. Jadhav et al. [8] considered a popular bus model Volvo 9400
and performed CFD analysis. They found that there is the potential for all sorts
of modifications to the existing bus design, including faces, walls, and the chassis.
Changed or existingmodelswere used forCFDanalysis. Drag increaseswith velocity
a little but decreases with higher velocity. At a speed of 120 km per hour, a modified
bus drag coefficient was 0.41 that of the standard one’s 0.65. Rubel et al. [9] used
Solidworks-2015 to design a spoiler that was mounted on the vehicle’s rear side. The
aim of this external device was to minimize lift and boost the vehicle’s performance.
The author used the Autodesk simulation CFD software method to conduct the study
and discovered that a 12-degree inclination was the best and the drag coefficient
of the lift was the lowest. The research of Wang et al. [10] compares the boundary
layer flow on a two-element airfoil concept like the A350XWB with the amount of
downward spoiler deflection. The author found that the lift coefficients of L1T2 and
GAW airfoil oscillate with spoiler deflection, respectively, in the nonlinear range,
while in the linear range, the lift coefficient increases with spoiler deflection. Devang
et al. [11] created a 3D car model and used CFD to better understand the effects of
car add-ons such as fins, wings, spoilers, and diffusers. In various cases, the author
measured and compared lift coefficient, drag coefficient, lift force, and drag force. In
a model GT, they observed a maximum reduction of 16.53 percent with the spoiler
and diffuser. The final conclusion reached was that different add-on devices would
affect aerodynamic drag. Aero-drag reduction of the XAM2.0-vehicle prototypewas
first studied using CFD calculations and later validated in a full-scale wind tunnel by
Ferraris et al. [12]. The virtual and laboratory tests were compared to check the drag
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reduction and the CFD analysis predictive ability. Bansal et al. [13] developed and
carried out multiple simulations on a passenger car model. The author was mainly
concerned with reducing the aerodynamic drag and gas mileage. The figures indicate
that, due to the use ofVortexGenerators, the lift coefficientwas down to 18.83 percent
and the drag coefficientwas reduced to 4.35 percent. In order to obtain the distribution
diagramof velocity, pressure, resistance, and lift, Yang et al. [14] created a 2Dgraphic
of the automobile and ran numerical simulations. Pressure coefficient and pressure
resistance of different models were obtained by simulating the external flow field of
several typical vehicles. They recommended the optimized car design by analyzing
and comparing the aerodynamic characteristics of various car models. Singh et al.
[15] recommended a windshield to increase rider comfort in a TVS pep Scooty. The
authors developed four Scooty models using Solid Works software, three with and
one without a windshield. Flow analysis was performed on all of the models using
ANSYS fluent. The simulation revealed a maximum reduction in drag coefficient
value of 1.58 baseline model to 0.95 models 3 at a speed of 60 km per hour. The
study confirms that the base model requires a 150 mm windshield height to avoid
unwelcome aerodynamic advantages for the rider.

Satish et al. [16] increased the loading capacity of a TATApickup truck from 1.5 to
2 tons by altering the vehicle body. For various load conditions, the updated models
are numerically analyzed. The impact load was determined by dropping the five
cylinders in the bottom row from a height of 1 cm. To estimate the impact force, they
dropped the cylinders from a height of 1 cm in the bottom row. Since the proposed
design was not strong enough to withstand the impact force of the cylinder falling,
the sectional modulus was increased to improve strength without affecting vehicle
dynamics. They demonstrated that the proposed design was safe when subjected
to impact loads. Chethan et al. [17] designed twelve models of stem design and
performed static structural analysis to identify the best possible stem design and
acetabular stem cup combination. The author found three cross sections (Profile
1, Profile 2, and Profile 3) for analysis in circular, oval, elliptic, and trapezoidal
design. Various mesh sizes from 5 mm to 0.25 mm were created and models were
meshed with non-structured grids. Based on results, Profile 2 showed 25 percent
less deformation and stress compared with Profile 1 and profile 3 compared to other
profiles. They concluded that Profile 2 is the least deformed with a trapezoidal stem
with CoCr material and is ideally fit for hip joint implants. Singh et al. [18] designed
plates on ANSYS workbench and tested two welded plates made of aluminum,
copper alloy, stainless steel, and structural steel for tensile and fatigue. In a static
structural mechanical solver, 1000 N force was applied to one face of the plates to
complete the analysis on all of these materials. In both tensile and fatigue testing,
the aluminum alloy showed the least deformation, while the copper alloy showed
the most deformation. Rahman et al. [19] studied the global structural analysis of
a ship to detect most stress concentration points and deformed areas that would
ultimately affect fatigue fractures. Three cases of An ANSYS sys were solved and
the findings were presented with strain, stress, deformations. With the same loading
of the vessel, it was found that the stress produced by hogging was much higher than
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the stress developed by sagging. Gandhi et al. [20] used 3D modeling software Pro–
engineering to develop the helmet, which was then imported into ANSYS software
for static and dynamic analysis. When the author compared the obtained results to
BIS standard values, it was found that all of the data was within reasonable limits.
Celik et al. [21] have developed a 3D model of an apple and have investigated the
bruising of apple fruits with effects on various materials from several heights. The
tests revealed that the yield stress of the apple was 0.38 MPa, and the results of the
simulation provided valuable visuals and numerical data for the timely inflammatory
phenomenon. Bozkurt et al. [22] used the ABAQUS/Explicit finite element tool to
create a 3D virtual test setup for simulating a typical drop-weight effect test on a
composite laminate. The results of this study showed that the bottom layer matrix
cracking is the initial failure mechanism in a 3D low-velocity impact case, and that
the stacking order of the laminates has no bearing on this. Jembere et al. [23] designed
the 3D passenger truck chassis model to study the increased chassis capacity and to
analyze stress in various transverse areas under different load conditions, taking the
stress concentration factor into account. The results revealed that the I-cross-section
is the strongest, with the least amount of stress and distortion in a variety of cross
sections and load conditions.

No research has been identified for autonomous ambulances from the existing
literature. This research would fill a void in the design of overhead ambulances that
currently exists. This research has four goals:

(1) Present the idea of an autonomous ambulance.
(2) Create an ambulance model and its components.
(3) Investigate the modeled cabin drag coefficient.
(4) Examine the ambulance’s mounting and cabin for stress and deformation.

In this study, the solid models of the ambulance and its parts are created using
the solid works software 2018. The drag coefficients, deformation, and stress of
developed models are assessed using ANSYS 2015.

The paper is structured in the following manner. Section 1 begins with a short
introduction before moving on to Sect. 2, which is devoted to the literature review.
Section 3 discusses the methodology used in the study, while Sect. 4 presents the
findings and discussions. Finally, Sect. 5 draws the key conclusions.

3 Methodology

3.1 Autonomous Ambulance

Figure 1 depicts the planned ambulance, which is based on the idea of aerial
tramways. Cabin, upper railroad, and mounting are the three main components of
this ambulance. The cabin is connected to the upper railroad by two mountings. This
vehicle is designed exclusively for healthcare and will run on rail tracks rather than
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Fig. 1 Model of autonomous ambulance assembly and inside view of ambulance cabin

on the road above the ground at a height of 24 m. Multiple stations should be built in
all the entry points of city and accident-prone areas, from where the patient could be
transported directly to the closest hospital. The station would be constructed in such
a way that it should be accessible to anyone seeking medical help in the metropolis.
The electronic control unit and body control unit from the control rooms are used to
control and track the autonomous ambulance, ensuring that they are not disturbed.
McKinsey and company predict that autonomous technology could reduce causali-
ties by 90 percent by 2050 [24]. A self-sufficient vehicle is able to sense and operate
the surroundings without any human intervention. A human passenger is not needed
at any time to drive the ambulance and is not required to be present in a vehicle as a
driver.

3.2 Model Development

For the proposed ambulance, three cabin designs have been built. Model 1 is a
capsule, Model 2 is a rectangle with a fillet, and Model 3 is Octagonal. The main
goal of various designs is to find the best cabin design with the least amount of
drag so that operational performance can be improved. Although the shapes of all
cabins differ, the length (4572 mm), breadth (2286 mm), and height (2600 mm) of
all cabins (Model 1, Model 2, and Model 3) have been kept the same. In addition,
all of the designed models have the same thickness (50 mm). Cabin models for CFD
simulation are shown in Fig. 2. The three models developed for the cabin are also
used to investigate the behavior of total deformation under impact load.

Figure 3 illustrates three distinct mounting profiles developed for simulation. The
three mounting profiles have the same dimensions. The horizontal flanges withstand
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Fig. 2 2D View of Cabins a Capsule-Model 1, b Rectangle with fillet-Model 2, and c Octagonal-
Model 3

Fig. 3 2D View of Mountings a Profile 1, b Profile 2, and c Profile 3

bending moments while the web is stress resistant to shear. The I-shape cross section
is preferred for mounting because of its high functionality and because of its shape,
which makes it suitable for unidirectional bending parallel to the web [23]. On the
other hand, the I-shape reduces the material cost.

3.3 Computational Domain, Meshing, and Boundary
Conditions

CFD Simulation is commonly used in the analysis of fluid flow over engineered
objects. The airflow in the vicinity of an ambulance cabin is dominated by turbulent
flow and is subjected to straight winds. In CFD, the K-epsilon (ε) turbulence model is
the most commonly used for simulating mean flow characteristics in turbulent flow
conditions. It’s a two-equation model that employs two transport equations to define
turbulence in a general way [15]. To solve the cabin models built in this research,
the standard k-ε turbulence model in ANSYS software was chosen.

In ANSYS Fluent, the study is performed in an enclosure fluid domain with
dimensions of 13000 mm × 7000 mm × 7000 mm across the cabin. The cabin
models are placed 6.5 m from the front, 3.5 m from the top, and 3.5 m from the
right side of the enclosure. A straight wind with a speed of 80 kmph is considered.
Following the creation of the enclosure, the Boolean function is used to remove the
cabin body from the enclosure for the next stage of simulation in order to make two
bodies onto one body. Fluent is used to create the mesh around the enclosure. All
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Fig. 4 aMeshed Cabin model 1 for CFD analysis, bMeshed Cabin model 1 for structural analysis,
and c Meshed mounting profile1 for structural analysis

of the models were created using tetrahedral meshing, which ensures a high-quality
mesh that is ideal for the durable and automated surface. For the discretization of the
model, a mesh size of 50 mm was chosen. This is a requirement for evaluating the
data at different nodes in order to obtain finer results.

The meshed model was subjected to boundary conditions, as seen in Fig. 4a, only
straight wind conditions at speed of 80 kmph were considered at the computational
domain’s inlet. Constant inlet velocity conditions were used to simulate constant
wind velocity conditions at the inlet similar to those found in wind tunnel exper-
iments. At the computational domain’s exit, an ambient static pressure condition
was applied. To solve the case, the following conditions were used: material: air,
density of air: 1.225 kg/m3, inlet: velocity, outlet: pressure, and no-slip condition.
The file is exported to fluent after the boundary conditions are specified in theANSYS
preprocessor. The aforementioned boundary conditions were applied to all the cabin
models.

The same three cabins used in the CFD analysis are then tested for static structure
analysis under impact load. After importing the model, the mesh has to be gener-
ated in order to perform further analysis in ANSYS. A tetrahedral grid is used for
analysis because the geometry is complex. The investigation begins with a coarse
mesh, followed by a convergence check to ensure that the result is correct. For the
discretization of the model, a mesh size of 70 mm was chosen. The impact force
acts on three cabins are identical as the dimensions of all cabins are the same. In a
static state, the impact force acts on the cabin’s bottom exterior surface, while the
exterior top surface acts as a fixed support. The impact force conditions (magnitude
and direction) are defined in the ANSYS preprocessor and then the file is exported
to the solver. The results are calculated using a static structural model. When a cabin
drops from a height (h), the impact load works on it as follows:

The 7000 kg total mass of the cabin is detailed here.

1. Mass of the cabin body = 5500 kg.
2. Mass of five persons at the rate of 70 kg = 350 kg.
3. Mass of medical equipment (Ventilator, Stretcher, Oxygen cylinder, and many

more) = 500 kg
4. Mass of HVAC system = 100 kg.
5. Mass of electrical sensors, alternator, and wiring = 50 kg.
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6. Additional mass of interior work in the cabin = 500 kg.

Before Impact, the velocity of a cabin mass (m = 7000 kg) falling from a height
(h = 24 m) is v.

v = √
2gh = 21.69 m/s

The kinetic energy (KE) the cabin possesses before it impacts the ground is the
same as the gravitational potential energy (P.E) it possessed from the height it was
dropped

K .E = P.E = m × g × h = 1646400 J

Nevertheless, this alone does not allow us to compute the force of impact. The
cabin travel distance (d) after impact is necessary to determine the impact force. The
distance traveled by cabin is 0.1 m.

Average impact force(F)× distance traveled(d) = change in kinetic energy

Average impact force = 16464000 N

To perform the simulation, three mounting profiles developed in solid works are
imported into ANSYS. Once the mounting profile is imported, the mesh has to be
generated for further analysis. Tetrahedralmesh is used because it provides robust and
automated surfaces with high-quality mesh. For the discretization of the mounting
profile, a mesh size of 70 mm was chosen. After the mesh has been completed,
34,300N tensile force is applied on the ends of eachmount. For all mounting profiles,
static structural analysis is performed by applying identical boundary conditions.
These are necessary steps for analyzing and obtaining accurate results.

4 Result and Discussion

Static pressure contours of the autonomous ambulance cabin model 1, model 2, and
model 3 are as shown in Fig. 5 at a speed of 80 kmph. The front part of the cabin is
seen clearly with the stagnation points. The cabin frontal area has themost stagnation
pressure. The maximum pressure concentration in the frontal area of model 3 is
observed. The model 1 simulation pressure contour result shows that there is less
pressure concentration on the capsule cabin compared to model 2 (Rectangle with
fillet) and model3 (Octagon) on the front face. The simulation results of model 2 and
model 3 show that no change in maximum pressure is observed in these models of
the cabin. Thus, the capsule model has diminished the pressure drag on the cabin. A
sleek and streamlined front-looking nose airflow system would help the autonomous
ambulance’s aerodynamic efficiency.
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Fig. 5 Pressure contour—a Capsule model 1, b Rectangular model 2 with fillet, and c Octagonal
Cabin model 3

Figure 6 depicts the velocity contour obtained from the simulation of threemodels
at a speed of 80 kmph. The left side of the figures is the front of the cabin. In all the
models, velocity ismuch lower in the central portion of the cabin front face. Figure 6a
reveals that the velocity around the capsule cabin is 0 m/s, but due to the acceleration
of flow, high magnitude velocity is observed near the front upper and lower corners.
The edge of the top and bottom face is responsible for the velocity obstruction. As
shown in the graph, the velocity decreases next to the edge. Figure 6b shows that the
velocity around the rectangular cabin with a fillet is 0 m/s and the high magnitudes
are reached on the top and lower surface near the corner because the form of the
rectangular fillet cabin has suddenly changed and the flow has been accelerated. A
similar pattern of velocity as that of model 2 was seen in Fig. 6c, which is for the
shape of the octagonal cabin except for the rare side. The massive and significant
reduction in velocity seen in the graph is at the back end of the cabin.

The drag coefficient is the most important parameter in the study of vehicle aero-
dynamics. Figure 7 portrays the comparison of drag coefficient with different cabin

Fig. 6 Velocity contour—a Capsule model 1, bRectangular fillet Model 2, and cOctagonal-model
3

Fig. 7 Comparison of drag
coefficients at various
models
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Fig. 8 Total Deformation: a Cabin model 1, b Cabin model 2, and c Cabin model 3

models. For a constant speed, the value of the drag coefficient decreases with an
increase in the streamlined design of the cabin. The maximum reduction in drag
coefficient value is observed in model 1 at a speed of 80 kmph. The simulation result
shows the reduction in the drag coefficient from 0.66 (model 3) to 0.53 (model 1)
which is an 18.19 percent improvement compared to model 3. In brief, the overall
aerodynamics supremacy of the proposed capsule cabin for the ambulance in this
studywasmeasured based on the capacity to attain low values for the drag coefficient.

Structural analysis is performed on all three cabins to determine total deformation
when fully loaded cabins drop under static conditions from a height of 24 m. The
results are evaluated with an impact force of 16,464 kN in the base of the cabin under
static design. Figure 8 depicts cabin deformation under impact load for different
models. The various color parameters can be seen for different cabins with varying
degrees of deformation. Comparing the three cabins shows the min and max values
of deformation for each model. The deformation of cabin model 1 is 66.67 mm,
while cabin 2 and cabin 3 are 148.91 mm and 122.62 mm deformed, respectively. It
is clearly visible that cabin 1 has less deformity (2.56 percent), while the other two
cabins have relatively more deformity, which is 4.99% and 2.99%.

The results for mounting simulation collected in Table1 indicate that, in compar-
ison with the other two profiles, Profile1 has shown less total deformation and less
von Mises stress. Total deformation is the vector sum of all directional displace-
ments of the systems. The contour plots of total deformation, von Mises stress, and
elastic strain for profiles in Figs. 9, 10 and 11 are investigated in greater detail. All
profiles display stresses less than the material’s yield strength for 34,300 N loading.
In addition, in comparison with the other two profiles, the mounting of profile 1 has
a minimum deformation of 0.077 mm and von Mises stress of 1.52 MPa. Equivalent
Stress-Minimum stress in profile 1 was observed at point C, which is on the lower

Table 1 Structure static analysis of mounting

Sl Material Profile Load in N Total
deformation in
mm

Equivalent von
Mises stress in
MPa

Equivalent
strain
in mm/mm

1 Structural steel Profile1 34,300 0.077 1.52 7.617e-6

2 Structural steel Profile2 34,300 0.120 2.23 1.221e-5

3 Structural steel Profile3 34,300 0.140 2.73 1.371e-5
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C 
D

Fig. 9 Mounting profile 1: a Total deformation, b von Mises stress, and c Elastic strain

Fig. 10 Mounting profile 2: a Total deformation, b von Mises stress, and c Elastic strain

Fig. 11 Mounting profile 3: a Total Deformation, b von Mises Stress, and c Elastic strain

and upper side of members and maximum was observed at point D, which is on the
inner side of members. Mounting profile 1 showed 45% less deformation and 44.3%
less stress than mounting profile 3. Thus, from the results of this study, it can be
concluded that profile1 is well suited for secure and long-term use as mounting.
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5 Conclusions

This study looked into the effects of various cabin and mounting designs for an
autonomous ambulance. The findings of these investigations were used to create
a user-friendly, aerodynamically and structurally efficient ambulance design. The
studies led to the following conclusions:

• Using Solid Works software, three different cabin models and three different
mounting profiles were developed for the ambulance.

• The Capsule form cabin configuration (Model) observes a maximum reduction
of the drag coefficient and lower pressure concentration at a speed of 80 kmph.

• Capsule cabin 1 has a lower total deformation (66.67 mm) than cabin 2 and 3
when subjected to an impact load. Cabin 1 is, therefore, safer and tough than the
other two cabins.

• The mounting of profile 1 is 0.08 mm less deformed and the lowest stress of
von Mises is 1.52 MPa in comparison to the other two profiles. Thus, from the
results of this study, it can be concluded that profile1 is well suited for secure and
long-term use as mounting.

• The final results show that the proposed capsule cabin configuration andmounting
profile1 are both stable and appropriate for the envisioned autonomous ambulance.

• The proposed autonomous ambulance architecture concept has the potential to
revolutionize the healthcare sector by reducing the number of people killed as a
result of ambulance delays. The new ambulance concept would be able to replace
ambulances that are now operating on the route, resulting in a reduction in the
number of ambulances on the road leads to reduce emissions.
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Design of Pineapple Peeling Equipment

Prakash Kumar and Debkumar Chakrabarti

1 Introduction

Northeast is one of the largest producers of pineapples in India. There are many
small fruit processing units located across different northeastern states that process
pineapples during peak harvest season [1, 2]. Pineapple has nutritional andmedicinal
values and it is processed and consumed in different forms like juice, squash, jelly,
jam, and canned slices [3]. The canning of pineapple slices requires large investments
in infrastructure and equipment. Therefore, many small processing units were, only,
engaged in preparing juice and juice-related products which could be accomplished
even in a small area. For preparing the juice and juice-related product, the pineapple
was first peeled and chopped in small chunks. These chunks are then pulped and then
the juice is squeezed out of the pulp. Presently, at almost all such processing units, the
peeling and chopping activities are carried out using local knives. In the study, these
cumbersome and time-consuming activities were found to be the biggest bottlenecks
in the productivity of these units during the peak season [4]. The literature study
of the existing solutions showed that there were solutions to solve issues related to
processing of different fruits [5–7]. However, there was hardly much of research on
addressing the issues related to pineapple peeling faced of the local processing units.
The machines were quite fast but were very expensive, required large installation
space, and increased the material wastage due to the varying size of pineapples. Most
of such machines were foreign-made which could lead to repair and maintenance
issues during breakdown situations [8]. Besides, most of the available solutions were
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power-driven, which does not suit the local power conditions. Moreover, there were
hardly any solutions that could peel and cut the pineapples in small chunks. Hence,
based on the findings related to the problem study, to ease the workers’ task involved
in peeling, a solution was conceptualized, developed, and evaluated by the user for
its efficacy.

2 Method

To address the problem of fast and effective peeling and chopping of pineapples, a
holistic design approachwas taken.At first, a briefwas prepared that delineated all the
possible needs and issues, the solution would address. The solution was supposed
to peel and chop the pineapples fast and without much material wastage. It was
supposed to be low cost and affordable for small units and easy to install and work.
It should require less effort and preferably work without electricity. Based on this,
different concepts were generated.

2.1 Concept Generation

The concepts were generated with a focus on reducing the material wastage that
might occur due to the varying size of the pineapples. The concepts were generated
for solutions that could

• peel the whole pineapple at one go
• peel the pineapple slices of different sizes
• Peel the pineapple and then chop it
• Peel and chop the pineapples simultaneously
• Peel pineapple by pressing it on the blades
• Peel pineapple by pressing the blades on the fruit.

Based on the criteria like the task completion time, the force requirement for oper-
ation, and the quantity ofwaste generated, conceptualization started for a solution that
could effectively peel the pineapple slices of different thickness and diameter. The
concepts were evaluated and, eventually, one of the concepts was detailed (Fig. 1).

2.2 3D Visualization

Based on the concepts, 3D models of the solutions were made and refined. At first,
the concept with the pineapple constant and moving the blade was modeled. A
mechanism was devised to ensure that the peeled slice did not stick inside the blade
(Fig. 2).
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Fig. 1. Initial concept sketches depicting different pineapple peeling solutions

Fig. 2. Detailed 2D and 3D visualization of the selected concept solution

The model was evaluated on different criteria, and based on the user feedback,
the model was further refined and made light weight and easy to use, maintain, and
clean. Besides, the other concepts, with the stationary blades and moving pineapple
over them, were explored. These concept solutions comprised a pressing mechanism
operated by a handle. Cutting bladeswere fixed over a baseplatewith a hole, vertically
below the pressing plate. This equipment is fixed over a tablewith a hole. So, different
possible variations were made. These were re-evaluated on the criteria like ease of
manufacturing, ease of use, time of operation (Fig. 3).

After the evaluation, “option 02” was selected for detailing, and a 3D model for
the same was created. The arrangement of blades was also detailed to understand
how it would peel and cut the pineapple in a single pressing. When the pineapple
slice is placed in the blades and press down, the slice gets peeled and divided into
four chunks and falls down in the container placed below the table frame (Fig. 4).
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Fig. 3. Different variations for peeling the pineapple slices by pressing it against fixed blade

Fig. 4. 3D visualization of
the selected concept and it
working

2.3 Product Detailing

Critical dimensions of the Pressing Mechanism. One critical decision related to
the pressing mechanism regarding how much should the lever be rotated to cut peel
the fruit comfortably. For this, pitch diameter of the pinion had to be decided. This
diameter also decides the dimension of the casted casing of the equipment.

Pitch radius of the Pinion. For the comfortable pressing by hand, the lever should
not rotate more than 60°. Within this angular rotation of the handle, the ram should
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Fig. 5 Displacement of
pressing plate rack and
pinion between initial and
final position

come down at least by 6 mm. This gap provides space for placing the pineapple slice
before pressing it against the blade (Fig. 5).

Therefore, for a linear movement of 60 mm through a lever rotation of 60°, the
pitch radius of the pinion was determined to be 60 mm approximately.

Length of the Handle for optimum force application. The optimum force required for
repeatedly operating any lever is 2 Kg. the force required for pressing the pineapple
slice over the blade was found to be 15 kg–25 kg. Since the pitch diameter of the
pinion is 60 mm, we could calculate the optimum length of the lever for operating
force of only 2 kg. Making all due considerations, it was calculated to be 450 mm
(Fig. 6).

The diameter of the blades. Based on the study of the pineapples, it was found that
the diameter of the fruit is maximum at its middle height and the diameter decreases
gradually giving it an oval shape. Considering the average diameter of the upper,
middle, and lower part of the fruit, and the general thickness of the peel, replaceable
blades of three diameters, i.e., 90 mm, 94 mm, and 96 mm were designed to peel
fruit with varying diameters for reducing wastage.

2.4 Fabrication

Based on the product details, proof of concept was fabricated. Its components were
fabricated, separately, and then assembled. For the pressingmechanism,modification
of an existing machine component was used. A hole was made in the baseplate just
below the pressing plate to meet the requirements. Different parts of the blades were
made separately, sharpened, and assembled. The configuration of the blades was
such that circular blades with different diameters can be easily added or removed.
This equipment was mounted on a table having a cut hole with screws (Fig. 7).
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Fig. 6 Optimum length of
the lever

Fig. 7 Fabrication of different components

The proof of conceptwas assembled and used for peeling and chopping pineapples
with a satisfactory quality of output. However, the posture of the hand while pressing
the lever was found to be deviating from the neutral axis which would lead to pain
if the operation is done continuously for some hours. Hence, an effort was made to
improve the solution through virtual simulations (Fig. 8).
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Fig. 8 Proof of concept and its work output

2.5 Improvements and Ergonomics Evaluation Using DHM

Using 3D modeling software, two new models were generated with improvised
handles (Fig. 9). Both these models were tested for their efficacy through Rapid
Upper Limb Assessment (RULA) [9] scores using Digital human modeling (DHM).

Fig. 9 Handle related ergonomics issues and 3D visualization of the modified solutions
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Fig. 10 RULA evaluation of the first modified solution using Digital Human Modeling

At first, 5th and 95th percentile, mannequins were generated for the male and
female Indian population. Then RULA scores were generated for the critical initial
and final postures related to the task. When the first improved version was checked,
the final RULA score was found to be 6 for both positions (Fig. 10).

Consequently, the RULA score was generated for the second improved version
with the 5th and 95th percentile Indian population for both the critical positions. The
final RULA scores, in this case, were seen to be 3 which was significantly lesser than
the former (Fig. 11).

Basedon theRULAscore, the changeswere incorporated in the equipment and this
improved solution was evaluated for its performance through user testing (Fig. 12).

2.6 Evaluation

The performance evaluation of solution by participant workers was done objectively
as well as subjectively. Objective assessment was done through the determination
of Task completion time (TCT), and the subjective evaluation by the workers was
done through ratings usingNASATLX (Task Load Index). For better comprehension
and precise response, the questions were translated into Hindi. The study was done
on 11 participants and they were observed peeling pineapples using old/ traditional
solutions, i.e., knife, Baithi, etc., and newly designed peeling equipment. The task
completion time was recorded. They were asked to give their feedback using NASA
TLX (Fig. 13).
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Fig. 11 RULA evaluation of the first modified solution using Digital Human Modeling

Fig. 12 Proof of concept of
the modified solution
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Fig. 13 Performance evaluation of the traditional and new peeling solutions by workers; a peeling
task using traditional work tool, i.e., knife, b initial position, and c final position of new peeling
equipment (illustrating peeling process using new solution)

Since sample size was small and the data unlikely to be normally distributed,
Mann Whitney U- test was used to compare the data regarding the two solutions.

3 Results

3.1 Task Completion Time

In the “Task Completion Time” study, the time taken by workers using their old
peelingmethodwas compared with that required for the new equipment. The average
time taken by the group of workers in peeling the fruit using the new technique was
found to be lesser as compared to the traditional technique as shown in Table 1.

The standard deviation in the case of the traditional tool was very high as some
traditional techniques had a faster rate of peeling (but had higher effort requirement).
Since the sample sizewas not normally distributed,MannWhitneyU- testwas used to
check if the method with new equipment took lesser time compared to the traditional
techniques. It was found that themean rank for the traditional technique (mr= 11.86)
was higher than the method using the new technique (mr = 11.14). As the sample
size was small, the significance level for one-tailed test was found to be 0.41.

Table 1 Mean TCT for
peeling with old and new
equipment

Sr. No. Peeling technique Mean (in S) Standard error

1 Using traditional
equipment

63.82 ± 17

2 Using new
equipment

42.82 ± 3.6
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Table 2 Load score comparison for new and old peeling solution using Mann Whitney U- test

Sr. No. NASA TLX
Subclasses

Mean rank for new
equipment (±SD)

Mean rank using for old
equipment (±SD)

p-value

1 Mental Demand
[TLX-MD]

12.05 10.95 0.35

2 Physical demand
[TLX-PD]

13.14 9.86 0.11

3 Performance
[TLX-P]

13.41 9.59 0.08

4 Effort [TLX-E] 14.86 8.14 0.01

5 Frustration
[TLX-F]

15.55 7.45 0.00

3.2 Subjective Workload Assessment Using NASA TLX

After completion of task using the old as well as the new method, respectively, the
participants reported the feedback of the used methods using NASA TLX which
covers 5 subscales, i.e., Mental Demand [TLX-MD], Physical demand [TLX-PD],
Performance [TLX-P], Effort [TLX-E], and Frustration [TLX-F] [9–12]. Since, the
data obtainedwas not normally distributed; we tried to see if there was any significant
decrease in the load while using the new solution as compared to the old one, using
MannWhitneyU test. For all the subclasses of load, themean ranking for oldmachine
was greater as compared to the new solution, suggesting that greater load is required
for the operation using old technique. It also found to be significant (p< 0.05) in
case of Performance [TLX-P], Effort [TLX-E], and Frustration [TLX-F]. Since tool
which they use previously for peeling was mainly a knife, some users, who were
habituated of using knife, felt that mental and physical load required in both the
cases are similar. The insignificant difference in case of Mental demand [TLX-MD]
and Physical demand [TLX-PD] can be attributed to the above tendency and mean
rankings are not found significant in these two cases (Table 2).

4 Conclusion

After analyzing the workers’ performance, objectively and subjectively, for old and
new solutions, the latter was, by and large, found to be faster and less load requiring
method. However, it required further improvement to be converted to a market-ready
product. The improved solution is required to be taken out of the lab and field-tested.
During initial cost estimation, the total cost came around 5000/- which includes their
profit margin of vendors as well. The cost could be further reduced if there is mass
production of such equipment. On the contrary, since the above-mentioned cost is
one for making the proof of concept, there might be a slight increase in the cost of the
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final design. The research also paves the path for addressing other issues prevalent
in the local food processing units.
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Aerodynamic Design of Heavy Transport
Vehicles

Anuj Vaishnav , Vaibhav Prasad , and Brahma Nand Agrawal

1 Introduction

Today, vehiclemanufacturing companies are continuouslyworking to cut down emis-
sions done by the vehicles keeping in mind the visionary thought of climate change.
Some have also planned to shift to clean energies like CNG and Electric Batteries.
But there is also one more approach to achieve the objective and that is the reduction
of drag force acting on the vehicles and thus having less fuel consumption, better
fuel burning, and thus following the process cutting down the emissions. This paper
aims to design of container and driver’s cab of Tata 3118 in SolidWorks and then
import it into the Ansys Fluent for analyzing and improving the aerodynamic design.
There have been several aerodynamic studies done on Formula cars, supercars, and
passenger cars, but the emphasis was always less on heavy vehicles. However, some
studies have been done by Richard A. Drollinger [1], because of the rise in fuel prices
at that time, he studied the aerodynamics of trucks and got the results with the help
of an experiment done in the wind tunnel, and thus gave an alternate aerodynamic
shape for the truck. Aerodynamic study of state transport bus using computational
fluid dynamics was studied by Kanekar et al. [2] studied about the aerodynamics of
transport bus and by modifying the design were able to reduce the drag coefficient
by 28% taking the speed 80 km/h because of which mileage went up by 20%. Patidar
et al. [3] studied about fuel economy by investigating drag resistance.

S. KOPP [4] studied, how trucks are made fuel-efficient in aerodynamic aspects.
Ganga Singh and Vinod Kumar [5] of JCDMCollege studied about reduction of drag
forces in intercity buses and reduced 16% drag from a baseline model by modifying
the frontal area. Sachin and Rao G. Amba Prasad [6] presented the computational
analysis of intercity buses in which they improved the aesthetics and aerodynamic
performance for Indian roads. Bayraktar [7] studied the external aerodynamics of
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heavy ground vehicles to have better vehicle stability and increased performance.
Marco Lanfrit [8] studied and presented the optimum routines and standards for
controlling automotive external aerodynamics using “FLUENT” as the primary anal-
ysis tool. Imad Shukri Ali and Aws Akram Mahmood [9] studied and stated the
improvement of aerodynamics characteristic of heavy trucks to have better output in
harsh weather conditions, such as thick air in snowy areas, and to have better fuel
efficiency as well. E. Selva Kumar [10] studied “Aerodynamic exterior body design
of bus”, in which, the experimental numerical tests were conducted in wind tunnels
and the effectiveness of the new concept design. The drag can reduce by 30–40% in
the new concept than the existing bus and the test result show that for every 100 km
6–7 L of fuel are used.

A study conducted by Firoz Alama and Harun Chowdhury [11] found that small
changes in body shape, extrusions, and accessories are found to cause a considerable
volume of aerodynamic air resistance. In spite of popular belief, it was discovered
that HPV 1 has lower air resistance than HPV 2. The outcomes of the research aided
in the development and refinement of existing upcoming automobiles usage inRACV
or comparable motorsport competitions in order to improve aerodynamic efficiency.
In a study conducted in 2015 by Mehrdad Khosravi and Farshid Mosaddeghi [12],
it was found that the most effective auxiliary part is a deflector, which reduces the
drag coefficient significantly at a specific angle. The second finding was that adding
two cab vane corners at the two front part corners of the cab results in a large air
resistance deduction. Also, the back vanes and base flap have a notable effect on
drag reduction, so when all auxiliary pieces are installed in their optimal places,
the drag reduction is increased by around 41% in comparison to the simple model.
In 2010, a study conducted by Zulfaa Mohamed-Kassim and Antonio Filippone
[13], one strategy to improve vehicle fuel efficiency is to create effective routes that
avoid interactions with traffic lamps on the road, indicators indicating a halt, road
connections, steep splits, a lot of vehicles, and so on. Automobile statistics from an
automatic tachograph, for example, can be used to determine how effective a city
route is. Furthermore, correct driving etiquette should be enforced to limit the amount
of fuel wasted due to excessive acceleration and deceleration. Jeong Jae Kim et al.
[14] concluded in the year 2017 that the projected drag lowering consequence of the
altered CRF using CFDAnalysis is 19.0%, and this is in proximity to the result of the
wind tunnel experiment. Furthermore, the drag reduction rates for the CRFs studied
in this work tended to be extremely near to the outcome of the research. The CRF
curvature affects the vortical formations across the automobile with a CRF.

It was concluded in the year 2019 by Taeseong Hann and Daewook Kim [15]
that fuel efficiency can be increased even more by a model he proposed AFP that
greatly lowered drag and side force coefficients by 26.5% (φ ¼ 0) and 5.3% (φ ¼
15), respectively. The LIAD boat tail and gap fairing were found to satisfactorily
postpone airflow separation and lower TKE in the forebody and base body sections
using PIV parameters. Besides that, a reduction of 13.4% in fuel consumption was
recorded by installing the proposed AFP in a proving ground test using real tractor–
trailers. Based on a conservative estimate, a tractor–trailer moving with a speed of
90 kmph might save $3300 per year in transportation logistics costs. In 2019, Ravi
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Kumar B. [16] proved drag reduction from 0.3454 to 0.2322 through his research
done in the rear portion of the car by altering rear slot angles from 0°–13°. In 2016,
L. Anantha Raman [17] did tests on a SUV by doing rear fearing, adding a rear plate,
and by adding a vortex generator. Because of this 6.5% drag reduction by rear plate
and 26% by rear plate. In 2014, J. Abinesh [18] analyzed two Volvo intercity buses,
the base model and the modified model. And as per the CFD analysis, drag was 10%
less for the modified model as compared to the base model.

Aerodynamics is a term which is given less importance when it comes to heavy
vehicles, this study shows how to incorporate the best methods to increase the effi-
ciency of heavy transport vehicles, which, in turn, can generate larger profits for the
transportation agencies as well as decrease the pollution indexes to a greater extent.

2 Methodology

The methodology of this study consists of designing the conventional design of
container and driver’s cab in Solidworks and analyzing it using Ansys Fluent. Simi-
larly, modified design of container and driver’s cab was also designed in Solidworks
and analyzed using Ansys Fluent. In this study, two models are used that are conven-
tional and modified to reduce the drag force by doing modifications in conventional
design. The vehicle taken in the study is Tata 3118 which has a brick- like design and
is widely used pan India for transportation of freight. Main modifications done in the
design of the container are giving it a boat like ending by providing a curve in the rear
upper part, whereas in the driver’s cab, themainmodification done is the curve spoiler
given at the cab’s headwhich can reduce air drag by providing smooth contours. After
designing the models in SolidWorks, analysis to calculate Lift and Drag force was
done using the Ansys (FLUENT). First, an enclosure was made to create boundary
conditions, and the air was taken as the fluid at the inlet velocity of 25 m/s as per
the Indian road regulations. Once the enclosure was complete, tetrahedral meshing
was done to create finite element analysis and following the process of lift and drag,
forces are calculated by performing over 200 iterations before calculating the final
result.

3 Results and Discussion

Results were calculated in Ansys fluent and according to the results change in the
Drag force because of providing a curve in the rear upper portion to give it a boat like
ending was on the conventional container is 5982.786 and on the modified container
its value is 4258.223 and similarly for conventional driver’s cab the change in drag
force because of giving curve like a spoiler at the cab’s head was 9582.668 for
a conventional design of driver’s cab and modified driver’s cab it is 8850.428 so
observing the values of drag force we were able to consider that our modifications
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Fig. 1 Conventional design of container

were suitable to reduce the drag force and thus providing better stability and less fuel
consumption. Analysis was also done in the category like velocity contour distribu-
tion on container and driver’s cab in interactive color graphics. Results are depicted
in the form of graphs taken from Ansys (Fluent).

Figures 1 and 2 show the conventional design of the container andmodified design
of the container, respectively, designed in SolidWorks.

Similarly, Figs. 3 and 4 show the conventional design of the driver’s cab and
modified design of the driver’s cab respectively designed in SolidWorks.

Figure 5 shows the drag force on conventional container calculated by performing
200 iterations and the graph plotted of drag giving the value of drag force,
respectively.

Figure 6 shows the drag force onmodified container calculated by performing 200
iterations and the graph plotted of drag giving the value of drag force, respectively.

Figures 7 and 8 are the graphs displaying the drag force acting on the conventional
and modified design of the driver’s cab, respectively.

As analysis results were studied, it can be plainly stated that the modified designs
of container and driver’s cab have less drag force acting on them in comparison to
the conventional designs of both, respectively, which can further increase the fuel
efficiency as presented in the study of state buses done by Ganga Singh and Vinod
Kumar.
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Fig. 2 Modified design of container

Fig. 3 Conventional design of driver’s cab
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Fig. 4 Modified design of driver’s cab

Fig. 5 Drag force graph on the conventional container
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Fig. 6 Drag force graph of the modified container

Fig. 7 Drag force of conventional driver’s cab
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Fig. 8 Drag force of modified driver’s cab

4 Conclusion

Taking the conventional model of Tata 3118 and modifying it in SolidWorks in such
a way that affects its aerodynamics analysis of both has been done in Ansys Fluent
and the results have been compared and conclusions are as follows:

Drag is reduced by outer contour modifications of giving a boat like ending by
providing curve in the rear upper part from 5982.786 on the conventional container to
4258.223 on the modified container and in the case of the driver’s cab, it was reduced
from 9582.668 on conventional driver’s cab to 8850.428 on modified driver’s cab
by giving a curved spoiler at the head of the driver’s cab. Reduction in the drag
force further leads to an increase in fuel efficiency by providing better stability to the
heavy vehicles at operational speeds and cutting down the time and cost of freight
transportation from one place to another.
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Design, Fabrication and Cost Analysis
of Tri-Star Wheel Stair Climber Trolley
Load Carrier on Indian Road Context

Rakshit Varshney, Yash Modi, Shrikant Vidya, and Kuldeep Narwat

1 Introduction

Carrying weights or loads like food grains, books and so on to keep from the ground,
or even patients to move upper level from the ground isn’t simple work, particularly
where there are no lifting offices (lift, transport and so on)Moreover, in a large portion
of the structures on the planet doesn’t have lifts or elevators as discussed by Nortan
et al. [1]. For this situation, human works are viewed as a solitary arrangement. Work
is getting expensive just as tedious in the created nations, where the development
rate is decreasing. According to a journal by Sajay et al. [2], this can be made simple
by making something that can carry loads over the steps without involving a lot of
effort. This load carrier explained in this paper will do the same. Most amount of
structures and buildings have small lifts which cannot be used for transporting loads
as well as carrying people at the same time, therefore, this step climbing hand trolley
can help out in transporting weights/loads using stairs without using a lot of effort in
short statues similar to libraries, emergency clinics, etc. The device that can transport
heavy loads from one place to the other regardless of the loads to be carried over
steps, flat surfaces, rough surfaces is called steps climbing trolley.

Raundal et al. [3] and Subhasis et al. [4] investigated different trial work done in
the field of planning and assembling of tri-wheel load carriers that can be used over
the stairs with less effort in contrast to travel physically. The most important issues
to be taken care of in this are stability and pace of the load carrier during carrying
loads on the steps, whereas the height of the stairs will be a significant issue during
this project. This device would be generally used to lift heavy commodities that
are generally like carrying books in a library, medical equipments in an emergency
hospital/clinic, any general commodity used in any organization, or carrying any
harmful material for ventures as well as offer opportunity to the impeded individual
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or disabled peoples to move anyplace irrelevant to going over the stairs. This device
has a design involving four wheels to help carry the weights when being used on the
stairs.

Problem faced by Murray et al. [5] was understood that it would fit for conveying
a hefty burden without enduring any mishappening or nearby breaks in the event
that it would go into true creation at an ideal scale. Despite the fact that the under-
lying expense of the venture appeared to be higher, however, more precise assem-
bling would abbreviate this. There were more than 1,000,000 individuals who are
unable to lift heavy loads on their own without any help physically and this count is
increasing day by day in this quickly maturing society, and later or sooner, due to the
unavailability of helpers, there would be a requirement for robots to carry weights
for disabled and elderly people.

According to a study by Rajkumar [6] an electric and manual trolley like this
would minimum cost Rs. 15,000 and Rs. 5500, respectively, and our goal was to
make an economic chair that can be used by people having not a lot of money to
spend on these, and thus to make a trolley when produced in bulk would lie under
this budget criteria. According to the Jawaharlal Cards Institute study [7] and Bruno
et al. [8], there are numerous issues that should be settled. The most significant and
troublesome matter in planning these robots is the manner by which to make the
debilitated and older individuals who use robots in their everyday life agreeable.
What’s more, numerous specialized issues should likewise be addressed. Mabuchi
et al. [9] reviewed various experimental work carried out in the field of designing
and manufacturing a stair-climbing mobile robot with legs and wheels. In this, there
are a pair of legs at the end of the robot in which there are two degrees of freedom in
each pair of legs, i.e. 225 mm in the horizontal direction and 135 mm in the vertical
direction. The robot assembly contains legs and feet. To prevent from slipping, the
robot uses push and pull forces to go up or downstairs and in the upcoming time, a
robot enabled inside a wheelchair would be made for old aged or disabled people.

According to Md. Hossain et al. [10], this device can move over any surface,
whereas the problem faced in designing is the speed and stabilizing itwhen it comes to
going up the stairs. Themain usage of this devicewould be in transportingmedicines,
goods in industries, books, etc., and using this device would not only decrease the
efforts to carry weights, but also will result in saving a huge amount of money that
would have been spent in the form of labour cost. According to Gaikwad Avinash
et al. [11], the device is designed and fabricated to be used over the stairs acting
over to handle materials. This device is used to travel people/wheelchairs on the
stairs up and down for which it is difficult to do so. It is an electric device that uses
a DC motor which can be used to run in forward as well as backward direction
depending on the polarity of the supply manoeuvered using switches and buttons, a
gearmechanism, rope drive and a set of rails to be used as sliding chairs. According to
RoshanAlaspure et al. [12], themain aim of the project is a stair climbingMechanism
for load carriers with decreasing efforts. Doing better work with fewer efforts has
been the main objective of humans in any field. The modified wheels are designed
such that it climbs stairs easily.
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2 Methodologies

• Selection of Material
• Parameter: Designing, Dimension, Wheel diameters, Size of frames, Fabrication
• Process Used: Plasma Arc Cutting, Arc/Gas Welding, Pipe welding
• Material Selection: Material choice is a stage during the time spent planning any

actual article. With regards to the item plan, the principal objective of material
choice is to limit cost while meeting item execution objectives. The selection
of the material should be done taking care of the competing materials and their
properties.

Mild-Steel: It is also known to be plain carbon steel and also the most used kind of
steel because comparatively to iron mild-steel being less expensive with properties
that are sufficient to fulfil the requirement. Low-carbon steel is flexible and pliable
as it has roughly 0.05–0.3% of carbon. Mild steel is most preferred when required
in bulk.

Rubber Wheel: Tyres are made of rubbers using silica or carbon black having
treads and body. Part of tyre that interacts with road is tread on the other hand at a
given moment the part that interacts with road is contact. Treads frequently intend
interacting with explicit item promoting positions.

Wheel Frame: To hold the wheels to the shaft, a new and different design is
required. According to a journal by Md. Nafees et al. [13], power transmitted in
a mono or di-wheeled load carrier isn’t successful in moving on the steps because
of the structure of the steps. The plan of the straight wheel frame turned out to be
more convoluted and should have been altered with its bent circular design to move
properly which generates more friction concluding us to use the tri-wheel design of
wheels attached at the ends of the frame resulting in flawless movement of the trolley
on flat as well as step surfaces. Frame arrangement is reasonable to send a definite
speed ratio. It gave higher efficiency and smaller design with dependable assistance.
Simpler support was conceivable if there should arise an occurrence of supplanting
any deficient parts like nut, bolt and so on.

Straight wheel frames have been used due to ease in building and strength benefits
(Fig. 1).

3 Processes Involved in Fabrication

• Arc welding: In this process, the electric supply (maybe DC power supply or
AC power supply) is used to generate heat between the electrode/filler and the
workpiece due to which the semi/fully consumable filler melts and fills the gap
between the pieces resulting in joining the workpieces together. Generally, the
welded area is enclosed by an idle/semi-idle gas emitted during melting of filler
for some time to ensure no environmental gas reacts with the welded area, and in
this way, we use the method of Arc-Welding to join metal pieces together.



570 R. Varshney et al.

Fig. 1 Tri-star wheel force analysis

• Welding: It is the process of joining metal or thermoplastic by melting and adding
filler in the gap resulting in the fusion of two or more pieces together. The joint
becomes strong as it cools. This method of joining metal pieces is widely used
because of its ease, economic as well as strong results. Welding is in contrast with
the processes like brazing or soldering.

• Pipe Bending: This is a process in which a pipe is stacked in a pipe bending
machine that holds the pipe between the dies. There are two dies—the forming
die and the clipping block and the pipe is held by two other dies that are pressing
and the forming die. These dies hold the pipe and insert pressure to bend the pipe
in the desired shape.

• Plasma Arc Cutting: It is a process that uses plasma light to cut metals of different
dimensions and shapes. In this, an inert gas is blown from a torch and simulta-
neously an electric arc is being supplied at that nozzle of the gas and when it
comes in contact with the gas, it generates plasmas that are hot enough to melt
the material and cut it into two pieces and from the molten metal is blown by the
fast speed of movement of the plasma.
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4 Problems Faced in Daily Life and Solutions

DOMESTIC.

• Carrying domestic load
• Carrying heavy gunny bags.

INDUSTRIES:

• Lifting of cartons.
• Lifting of bricks.

Solutions.
After analyzing daily problems faced by different sites, i.e. labour at construction

sites, domestic work, industrial level, commercial sectors, wholesale market, etc.
We decided to build a TRI-STAR WHEEL TROLLEY that can solve the problems
mentioned above (Fig. 2) (Tables 1 and 2):

• For carrying load upstairs, it will shift the load from labour’s backbone to their
forearms.

• At construction sites, it can be used to carry bricks and heavy gunny bags.
• In industries, it can be used to carry loads from one place to another.
• It is simple to construct and economical in usage.
• It is eco-friendly.
• It reduces the labour cost.

5 Conclusions

In spite of the fact that this had some constraint in regards to the strength and work
of design, it very well may be viewed as a little step forward, to the extent that
step climbing devices are associated. While in the process of this project, it was
understood that this was not a bad plan for conveying a substantial burden up the
steps. This project will be very much acclaimed if marketed to suit the industrial
requirements, whereas the initial cost of setting up the production would be high,
but if done with precision, then the bulk production would compensate the set up
cost easily. And when it comes to commercial aspects of this product, if produced
accurately, then the demand of this product would be way more than expected to
be. Moreover, there are not many competitors for this product out in our market that
would lead to an advantage for us as well.
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Fig. 2 Images of physical model
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Table 1 Parameters for
Dimensional analysis

Design Parameter values (cm)

Frame height 135

Frame width 45

Handle length 14

Support pipe length 35/45

Pipe diameter 2

Wheel diameter 9

Wheel frame comb length 14

Sheet length 28

Sheet width 45

Sheet thickness 0.3

Shaft length 13

Table 2 Cost estimation
table

Item Quantity Price

Wheels 6 280*6 = 1680

Pipe 2(20 feet) 680*2 = 1360

Plate 1 600

Shaft 2 450

Nut & bolts 2 120

Welding (per joint) 9 30*20 = 600

Turning & facing 14 200

Cutting 28 500
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Longitudinal Speed Control of Electric
Vehicle to Reduce Road Speed Limit
Violations

Ritanshu Tiwari and A. R. Kulkarni

1 Introduction

With the increasing number of vehicles on road, the problem related to road accidents,
traffic jam, pollution, and road speed limit violations has become the major concerns
in the field of transportation. Considering the limited fuel resources, the electric
vehicle (EV) is certainly the new era of transportation and it has proven an alternative
for vehicles with combustion engine further reducing their impact on environment.

But one of the major concerns is speed limit violation and in case of EV it can be
more prominent as the power delivery in EV is almost instantaneous as compared to
non-EV and in very short period the speed of the vehicle can cross the road speed
limit. Thus, speed control is necessary to reduce road speed limit violations. Linghui
Xu et al. [1] presented speed control of EV using Adaptive Fuzzy PID controller by
controlling the armature voltage of the separately excited DC motor (driver system).
Anil Kumar Yadav et al. [2] presented an approach for optimal speed control of
hybrid EV through various control techniques like PID, Observer-based controller,
Linear quadratic regulator [3, 4], Pole placement technique, to maintain a speed
according to reference speed. The control techniques like model predictive control
[5, 6], motion control through deep learning [7], and adaptive control [8] have been
used to control the longitudinal motion of vehicle.

The motive of this paper is to present a comparative study between PI [9, 10],
Scheduled PI, and Predictive speed tracking controller implemented through longi-
tudinal driver block in MATLAB Simulink. The motor driving system consists of a
PWM controlled voltage block, H-bridge to drive the motor according to the PWM
input, and a DC motor which further drives the kinetic model of the vehicle.
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The remainder of this paper has the following sections: Sect. 2 includes system
model description. Section 3 includes the result and simulations. Section 4 ends the
paper with conclusion.

2 System Model Description

2.1 Longitudinal Dynamic Model

The forward motion dynamics based on Newton’s second law describes the
longitudinal dynamic model [11–13] of the vehicle as

mẍ = Fxr − Faero − Rx f − Rxr − mg sin α (1)

Since it is assumed that the vehicle is running over a flat road with no inclinations,
α = 0.

mẍ = Fxr − Faero − Rx f − Rxr (2)

where mẍ = Fxr − Faero − Rx f − Rxr .
Considering real wheel drive Fxr is traction force, Faero is aerodynamic drag

experienced by vehicle, Rxf and Rxr are rolling resistances of front and rear wheels.
Wheels are modeled using Tire (magic formula) in MATLAB (Table 1).

Table 1 Parameters for
vehicle model

Parameters Values Units

Mass of vehicle 1000 Kg

No. of wheels per axle 2 –

Frontal area(A) 3.0 m2

Rolling resistance (constant
coefficient)

0.015 –

Air Density(ρ) 1.18 Kgm−3

Rolling radius of wheel 0.3 m

Drag coefficient(Ca) 0.4 –

Magic formula coefficient
[B,C,D,E]

[10, 1.9, 1, 0.97] –
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2.2 Controller Model

The controller is modeled using longitudinal driver block which is implemented as
a speed tracking controller, and it also represents the dynamic behavior of the driver.
The techniques used for controlling the speed limit of vehicle through longitudinal
driver block are explained below:

(A) PI controller with anti-tracking windup with feedforward gain is used to track
the reference speed.

y = k f f

vnom
Vre f + kp

vnom
ere f +

∫ (
ki

vnom
ere f + kaweout

)
dt (3)

where velocity feedforward kff = 0.05, kp = 15, ki = 1, anti-windup gain
kaw = .1, nominal velocity vnom= 100 km/hr

(B) Scheduled PI with anti-tracking windup with feedforward gain as a function
of velocity is used.

y = k f f (v)

vnom
Vre f + kp(v)

vnom
ere f +

∫ (
ki (v)

vnom
ere f + kaweout

)
ere f dt (4)

where velocity gain breakpoints = [0 100], velocity feedforward gains kff
vel=[–1 .1], kp =[10 10], Integral gain values ki = [5, 5], nominal velocity
vnom =100 km/hr, anti-windup gain kaw = 0.1

Also, velocity error eref is given by

ere f = vre f − v (5)

Difference between saturated and nominal control output eout is described
as

eout = ysat − y (6)

where ysat is described as

ysat =

⎧⎪⎨
⎪⎩

−1 y < −1

y − 1 ≤ y ≤ 1

1 y > 1

(7)

The braking and acceleration commands are generated using below
equations:
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yacc =

⎧⎪⎨
⎪⎩
0ysat < 0

ysat0 ≤ ysat ≤ 1

1 ysat > 1

(8)

ydec =

⎧⎪⎨
⎪⎩
0ysat > 0

−ysat − 1 ≤ ysat ≤ 0

1 ysat < −1

(9)

(c) In Predictive speed tracking control, an optimal single point preview look
ahead model (developed by C.C. MacAdam) is implemented using the
dynamics as a linear single track (bicycle) vehicle. This model diminishes
the previewed error signal at a single point T* seconds ahead in time.

For longitudinal motion, the linear dynamics implemented are described
by the following equations:

x1 = v (10)

ẋ1 = x2 = kpt
m

− g sin(γ ) + fr x1 (11)

where Fr is rolling resistance, m mass of vehicle, x is predicted velocity state
vector, kpt is tractive force, and brake limit, v is longitudinal velocity, γ is
grade angle which is assumed to be zero in this paper.

To determine the preview time window, the relation is given below

T∗ = L

v
(12)

Here, preview distance (L) is 2 m by default in predicting control of longitudinal
driver block.

2.3 Motor Driver System

Motor driver system includes DCmotor of permanent magnet field type. The control-
ling mechanism mentioned above in the longitudinal controller generates acceler-
ation/deceleration in range 0 to 1 normalized value after comparing the reference
velocity and vehicle velocity. Then, the signal passes through controlled voltage
source which generates a voltage signal proportional to the input signal.

The output voltage from the controlled voltage source is fed as an input to the
controlled PWM generation block which in turn generates a PWM [14] voltage
signal. The lower value is set to 0 and higher value is set to 1 of this PWM signal
and is fed to H-bridge circuit. The output of the H-bridge is the required controlled
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voltage which is used to control the motor speed. Then the controlled output of motor
is converted into longitudinal motion of the vehicle by using kinetic model of the
vehicle.

3 Simulation and Results

For selecting the input reference speed, in this paper a route from DTU (Delhi Tech-
nological University) to Indira Gandhi International Airport is chosen from google
maps. The route consists of four zones and each zone has its own speed limit. The
zone length is selected based on road length, speed limit on that road, and simulation
time. The simulation time is set to 2000s (Figs. 1 and 2).

Figures 3, 4, and 5 show the response of PI, scheduled PI, and predictive speed
tracking controller. It is observed that the best response is obtained using the Predic-
tive speed tracking controller as there is no overshoot in its response because of its
previewed time window which allows it to minimize the error. For tuning of param-
eter in PI and scheduled PI, hit-and-trial method is used. The response of scheduled

Fig. 1 Simulink model for longitudinal speed control

Fig. 2 Selected route from google maps defining each zone with respective road length in km
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Fig. 3 Vehicle response with PI controller

Fig. 4 Vehicle response with scheduled PI controller

Fig. 5 Vehicle response with predictive speed tracking controller

PI contains more oscillations than that of PI control and it has more overshoot than
any of the response because the feedforward gain in scheduled PI controller is the
function of vehicle velocity. So, any abrupt change in velocity causes more overshoot
and oscillations.

Figures 6, 7, and 8 represent the acceleration and deceleration command generated
by the PI, scheduled PI, and Predictive speed tracking controller. The acceleration
and deceleration values are the normalized value between 0 to 1. The first acceleration
value is generated at 0 s and then it continues with the same value till 300 s where the
speed limit changes. Similarly, the first deceleration value is observed at 800 s where
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Fig. 6 Acceleration and deceleration response with PI controller

Fig. 7 Acceleration and deceleration response with scheduled PI controller

Fig. 8 Acceleration and deceleration response with Predictive speed tracking controller

a sudden decline in speed is observed. The value of acceleration and deceleration
is much higher in predictive control as compared to PI and scheduled PI. Thus,
the predictive control can track the speed more comprehensively than the other two
controllers.
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4 Conclusion

A comparative analysis of the controllers, namely PI, scheduled PI, and Predictive
speed tracking controller for the longitudinal speed control of vehicle is performed.
By observing the response of each controller, it can be concluded that the predictive
speed tracking controller provides the best result among all the three controllers
as there is no overshoot and settling time is much less in comparison to other two
techniques. The response is also well calibrated with the reference speed limit. This
model can work well with interconnected vehicle environment, i.e., infrastructure
to vehicle (I2V) and vehicle to infrastructure (V2I) communication as well as with
vehicle to vehicle communication (V2V).
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Design of Adaptive Wheel Driven
Pipeline Inspection Robot

Ayush Kaiwart , Nikhil Dhar Dubey , Farman Naseer ,
Ankush Verma , and Swastik Pradhan

1 Introduction

Pipeline are widely used for the transportation of liquids and gases across the globe
as they are one of the safest and economical way to transport them. Crude Oil, fuels,
water, and natural gas are among the key materials that are being transported with
the help of these pipelines. They play a very crucial for the proper working of various
industries and have a significant role in the country’s economy.

There is a need of timely inspection of these pipelines for inspection for various
types of anomalies that have been developed during its work cycle. Anomalies like
aging of pipelines, corrosion, scaling, sludge formation, cracks, dents, misalignment
of joints, etc. Regular check and maintenance ensure proper working and optimal
efficiency of pipelines. Deteriorated pipelines can cause leakage that can lead to
material loss, environmental damage and sometimes can even lead to casualty.

Inspection of these pipelines by conventional method like visual inspection and
NDT inspection method on outside periphery of these pipelines does not provide
satisfactory level of inspection.Moreover, these pipelines carry toxic chemical, fluids,
etc., that lead inspection quite a difficult task for a human to perform. Hence, In-pipe
Inspection robot (IPIR) is now being used and is replacing human labor. They ease
the process of inspection, provide safe operation and provide good results.

The IPIR robot is designed considering several parameters like type of pipeline,
shape and size adaptability, maneuverability, turning radius, number of actuators,
analysis of defects, task to be performed inside the pipe, autonomous operation, etc.

Pipeline Inspection Robot can be broadly classified as Out-pipe and In-pipe
Inspection robots (IPIR). The Out-Pipe Inspection Robot (OPIR) as the name
suggests inspects the outer periphery of the pipes. The robot clamps the outer walls

A. Kaiwart (B) · N. D. Dubey · F. Naseer · A. Verma · S. Pradhan
Department of Mechanical Engineering, Lovely Professional University, Grand Trunk Rd,
Jalandhar, Delhi, Phagwara, Punjab 144001, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. M. Singari et al. (eds.), Advances in Mechanical Engineering and Technology,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-9613-8_54

583

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9613-8_54&domain=pdf
https://orcid.org/0000-0002-4787-4739
https://orcid.org/0000-0001-8977-7198
https://orcid.org/0000-0001-7517-5663
https://orcid.org/0000-0002-4869-4211
https://orcid.org/0000-0002-0434-3196
https://doi.org/10.1007/978-981-16-9613-8_54


584 A. Kaiwart et al.

of the pipe and move along the pipe. Whereas, the IPIR enables us to inspect the
internals of the pipe. They provide information regarding corrosion level, build-up
sludge, or any anomaly found inside the pipe. They prove to be very useful in case of
underground pipe inspection that is not possible with an OPIR. IPIR can be further
classified into six categories according to their fundamental movements.

The wheel-type robot is the most common type. Robot wheels are powered by
Actuators/motors that are pressed against the pipe walls with some force to provide
traction [2, 16]. The robot can have two-wheel chain [1], three-wheel chain [14], or
can be of six-wheel chain [15]. They are simpler in design, efficient, and less bulky.
Mostly four-bar link mechanism is incorporated for adaptable mechanism, however
[2] employed Shape Memory Alloy (SMA)-based adaptable mechanism.

The next is caterpillar type robot. The Robot has tracks in place of wheels which
provide greater traction force [3, 17]. Independent control of each track helps in
maneuver at corners and joints [4]. However, maneuverability at corners is quite
an issue for them. The use of two module helps to maneuver at joint and avoid
motion singularity [18]. Electric putter in pantograph mechanism helps in real-time
adjustment of track and traction force generated [19].

Pipe Inspection Gauge (PIG) is fluid-driven pipeline robots designed for single
diameter of pipes. The PIG robot has its launching and receiving station. Robot
moves with the help of fluid velocity and or with magnetic flux [20]. The robot is
incorporated with magnetic flux leakage sensing device for non-destructive testing
[6]. The robot kinematic model helped to predict the location and orientation of robot
[5].ButterflyBypass valve helped in regulating the speedof robot inside pipeline [21].
Following the sequence comes screw type robot that propel forward with continuous
rolling motion [22]. It mainly comprises two parts; one is the rotor and the other one
is the stator. The wheels are in the trajectory of the rotor and have a tilt angle on
which the velocity of the robot is dependent [7]. The proposed robot has three modes
of locomotion to navigate through the T-branch easily. These locomotive modes are
a mode for screw driving, a mode for steering, and finally a mode for rolling.

Next category is of Walking/legged type robot with multiple legs having several
DOF that helps to move inside the pipe. They are bulky and involve a lot of actuators,
making them a complex system. Walking type Robot has the advantage that it can
step over the obstacle majorly includingmatter deposits, and helps ease of movement
near branches and joints [8, 23, 24].

The slowest driving speed is of Inchworm type robot. Their movement resembles
that of an earthworm [25, 26]. Suction cups were used as gripping tool of robot [9].
Pneumatic actuators have been used to provide motion [27–29].

Considering the above factors, we propose a new wheel type in-pipe inspection
robot that has two-wheel chain. Four bar link provides adaptability to robot motion.
The driving wheel servo motor is mounted on steering servo attachment enabling
the robot to simultaneously drive and steer. The proposed model has good Maneu-
verability capability. The wheel links are located 180 degree apart providing ample
space formounting sensors and other inspection tools on the flat surface of robot. The
robot can make Helical motion and 360 rotation at place in addition to translation
motion.
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2 Methods and Experiments

2.1 Robot Characteristics

Structure—The Robot Hardware configuration starts with the frame. The 13 mm
× 13 mm tubular aluminum frame having a 1.5 mm thickness has been used that
will provide good bending stiffness and torsional rigidity. The robot comprises a
two-wheel chain connected with the main body. The wheel chain mechanism is
embedded with a four-bar link mechanism having a key and slider joint. This helps
in the adaptation and folding mechanism of the system. There are 4 compressive
springs, one for each Driving wheel. The Springs of the right size were difficult to
find hence they were custom made from fencing wire. Both sides of the wheel chain
can compress about 4 inches in total, providing adaptability of 4 inches to the robot.
Fig. 1e. shows the compressive spring arrangement. The wheel chain comprises
a four-bar link mechanism, springs, Steering and Driving servo motors as shown
in Fig. 1a. The steering servo motor helps to steer the driving servo in the desired
direction. The robot consists has a flat structure allowing space for mounting sensors.
For steering and Driving actuators, anMG995Metal gear servomotor has been used.
They provide enough torque to drive the robot. 4 driving servos and 4 steering servos
have been used. Each driving servo is mounted on the servo horn of each Steering
servo motor. Special enclosure mounts have been designed for steering and driving
servo. The steering servo is attached to the aluminum frame. Figure 1c, d shows
the MG995 servo and driving steering servo assembly. The front part of robot has a
camera that has a pan tilt ability.

Robot Motion—The robot needs to pass through a straight, curved, elbow, and T
joints. To justify movement through these pipelines; different motion planning has
been proposed. The robot has 3 types of primary movement; driving mode, Helical
mode, and 360-degree Rotation mode, shown in Fig. 1a–e. In the driving mode, the
robot is in linearmovement, i.e., Forward and backwardmovement. The helicalmode
helps in obstacle avoidance and locating the defects correctly on the inner walls of
the pipeline. The helical motion of the robot is achieved by keeping the left and right
sides of the drive wheel direction at a certain steer angle. The left and right sides
of steer angle need to be opposite. The robot will move then in a helical path. And
finally, in 360 rotation motion helps in setting the correct position and orientation
during the turning motion.

For steering at corners at the elbow joint or T-joint, the front wheels steer at the
same angle in the same direction. Similarly, the rear wheels also steer to assist the
robot for quick turning. It should be noted that the direction of the front and rear
steer will be mirrored. The robot needs to align itself in a correct orientation before
proceeding to move through the corners. Figure 2 f, g represents the position of robot
during turning at corners.



586 A. Kaiwart et al.

Fig. 1 Robot structure withwheel chainmechanism a 3dmodel b Prototypemodel cMG995 Servo
d Steering and driving servo assembly on 3d printed Enclosure. e Compressive spring f Electronics
assembly

2.2 Robot Mechanism

Pipe Analysis—The robot dimensions were made within the critical dimensions
needed in the 24-inch system. The pipeline elbow joint dimension is considered
according to the ASME B16.9 protocols. According to it, for long radius elbow
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Fig. 2 Three types of primary motion a Translational motion b and c Helical motion d and e
360-degree rotation f and g The motion at joints during left turn and right turn

joint, the elbow centerline radius is 1.5 times the nominal pipe diameter. For short
radius elbow joint, elbow centerline radius is the same as its nominal pipe diameter.
The short radius elbow joint of the 24-inch system is considered here for the robot
system.
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The critical length and height coming out to be 50.91 inches and 13.46 inches
respectively as shown in Fig. 3(a) The robot proposed has a length of 12 inches and
height of 6 inches which is well defined within the dimensions, hence it will easily
pass through the elbow joint. The robot will also be able to maneuver through the
Long radius elbow joint and T-joint.

Kinematic Analysis—Static analysis of the robot is required to get the required
motor sizing and spring stiffness. From Fig. 3(b), we can see Foy and Fox represents
the reaction force and traction force acting on the wheel. Applying the virtual work
principle, we get FNx;

δW = −FOy .δy + FNx .δx = 0 (1)

where FNx is spring force.
The corresponding displacement of these forces are.

Fig. 3 a Critical dimensions of robot for 24-inch pipe system b Static analysis c Traction force d
The robot helical motion with steering angle α
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y = 2.L .sin(θ)andx = 2.L .cos(θ) (2)

putting 2 in Eq. 1, we get

δW = −FOy .δ(2.L .sinθ) + FNx .δ(2.L .cosθ) = 0

= −FOy.2.L .sinθ.δθ + FNx2.L .cosθ.δθ = 0 (3)

FNx = FOy .

(
cosθ

sinθ

)

On further simplification, we get.

FNx = FOy .tan
−1θ (4)

This is how reaction force is related to the spring force.
We also know that

FNx = k.δx (5)

where k = Spring stiffness.
δx= spring coil displacement.
When the robot is moving vertically upward, the total weight of the robot will

be equal to the traction force generated by all three wheels of the robot. Thus each
traction for Fox is one-fourth the total weight of the robot as shown in Fig. 3c. The
minimum torque required for each motor is given by.

τ = FOx .r = W.r
4 ; r represents the radius of the wheel.

τ = 2264∗65
4∗2 = 18, 395 gm mm = 1.8395 kg cm.

MG995 servo can easily generate 5–6 kg cm torque at nominal voltage. Hence, it
is suitable choice.

2.3 Motion Dynamics

Helical motion—The robot moves in a straight pipeline and rotates about the z-axis
with a steering angle α.
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The steering vector is represented by Si. L represents the distance traveled along
the z-axis, while D is the distance traveled in direction of steering vector Si because
of the steering angle α. 2πR represents the inner diameter of the pipeline as shown
in Fig. 3d.

We get the relation:
L = Dcosθ and 2πR = Dsin θ

The rotational velocity along the z-axis can be defined as.

ωx = 2π

t
= V isinθ

t
;

D = V i.t ; Vi is the velocity in the direction of steering.
t = time taken by cover a particular distance.
RotationalMotion—The rotational motion in the straight pipeline is executed by

making α= 90 degrees. The left and right sides of thewheel chainmust have opposite
steer angles. Robot will rotate on its axis and will have no translational motion.
Figure 2(d) and (e) represents clockwise and anticlockwise rotation respectively.

Turning Motion—The angular velocity in the x-axis during turning motion at
joints is given by

Lx = V i
Lw

where Lw is the length from wheel to wheel.
Figure 2(f) and (g) shows robot position during turning on Left and Right sides,

respectively.

2.4 Electronics

The electronics components are chosen that are readily available in the robotics store
and which are easy to implement on the robot system. Figure 1(f) shows electronics
assembly.

Microcontroller: Arduino Uno has been used for control of the robot.
PCA9685Module: To limit the current draw and to safeguard the Arduino board,

the PCA9685module has been used. Thismodule can drive 16 servos simultaneously
over I2C with only 2 pins provided with an external power supply connection.

Rotary Encoder: This sensor is mounted on one axle of the driving wheel. The
movement of the wheel drives the shaft of an encoder which will tell about the robot
distance travel and the traveling speed of robot.

Camera: A surveillance camera is used for visual feedback. It transmits the visual
data to the Laptop wirelessly over Wi-Fi network. The Pan and Tilt facility avails a
greater Inspection. The camera is having 1080p resolution capability.

Power Supply: Based on the Power requirements of the above components,
18,650 Lithium-ion cells were considered as the right choice. A 2S-2P configuration
(7.4 V) battery is used for powering Arduino, PCA9685 module, MG995 servos, and
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integrated sensors. A separate power supply 5 V is provided for powering the camera
and 3S-1P configuration(12 V) for LED Light.

2.5 Software

Initially, the CAD model of the robot was designed in Solidworks software. The
Programming of the microcontroller Atmega 328P was done Arduino IDE sketch.
The sensor data is displayed on Laptop PC using a wired connection with the robot.
Cura Ultimaker 4.8.0 has been used for 3D printing platform, and Creality Ender 3
V2 machine has been used.

2.6 Control Logic

The control system comprises aRobot device, control circuit, joystick interface, and a
PC laptop. The robot is executed by giving anAnalog signal from the joystick. Results
are noted down and displayed on the PC laptop screen. In this System, Arduino Uno
(ATMEGA 328P) has been used as microcontroller. It calculates the servo position
(driving and steering servo) value based on the Analog value received from joystick
signal. The PCA9685 module is used up here to drive all the servo. The Rotary
encoder code helps in distance measurement. It also calculates orientation through
the MPU6050 sensor. The visual inspection is provided by using a Surveillance
Camera having pan and tilt ability. The camera has a 1080p resolution that will
provide good visual details. The LED lights and Cameras were controlled via the
switch on controller remote to turn ON/OFF them whenever required. A lithium-ion
battery is used to power the system. Figure 4(a) shows the System Flowchart.

Figure 4(b) shows Pin mapping of Servo motor with PCA9685 module start with
steering servo in serial order and then for driving servo. Positive, ground, and signal
wires of servo, joystick and sensor are connected accordingly. External power supply
of 7.2 V is provided to PCA9685 module to power all the servo sufficiently.

2.7 Experimentation

The robot is big. Hence, it needs industrial-level pipelines to test it. The test setup
arrangement was difficult during the pandemic time, hence the Robot maneuver-
ability was tested on a Standard oil drum having an internal diameter of 22 inches.
Test bed 1 is shown in Fig. 5.
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Fig. 4 a System flowchart b Circuit schematic of Arduino Uno, PCA9685, Servo, and joystick
interface

Fig. 5 a Oil drum-22 inches b Robot inside oil drum

The robot speed on a straight horizontal pipeline was experimentally found out
to be around 28.63 cm/s with no-load condition. It was around 22 cm/s at working
condition. The torque output of servo motor was also dependent on the voltage we



Design of Adaptive Wheel Driven Pipeline Inspection Robot 593

supply in. The 5V supplywas running the servo near ideal power andwas insufficient
so we supplied 7.2 V to get good torque output.

The robot has three types of motion to test on horizontal pipe testbed 1: Horizontal
movement, Helix, and 360-degree rotation. These motions were tested on the testbed
successfully.

The ability to pass through elbow joints and T joint can be verified by testing it on
a separate testbed. Artificial obstacles were created and tested the robot’s adaptive
mechanism and obstacle-avoiding ability. The robot ran through different diameters
of pipe successfully.

3 Results and Discussion

From the test bed 1 results, it was found that the robot successfully passed through
the horizontal pipe. It successfully performed the testbed 1 experiments. The mode
of operation, i.e., straight, Helix, and 360-degree rotation were tested during the
experiments. The robot could pass with different diameters of pipes and obstacle
avoidance capability was also tested. The robot flat surface offered good space for
mounting other sensors and tools as expected. The proposed motion planning proved
to be successful after testing the robot. The robot design gave expected performance
and proved to be a potential design in field of pipeline inspection robot. There are
some shortcomings that were observed after the tests. This includes bending of the
wheel chain link due to the weight of driving and steering module weight. This
led to improper traction of wheel with inner surface and the possible danger of the
breakage of 3d printed linkage arms. Next shortfall is the inadequate stiffness of
the compression spring wire, which led to improper contact of wheels with pipe
inner surface. The correct specification of spring is required. Furthermore, there is
scope of improvement in communication control. It is recommended to implement
wireless communication to drive the robot for long-range application because wired
connection increases drag and can also create tangle problem. There is a need to
reduce the size of the camera and increase the number of cameras to have a greater
visual inspection area. At last, it is required to implement some kind of inspection tool
to the proposed robot to make robot what is designed to, that is the implementation
of some kind of inspection tool. This shortcoming will be further fulfilled in the next
research study.

4 Conclusions

This studywas to developed a newpipeline inspection robot having a two-wheel chain
with an adaptive mechanism for a pipeline having an internal diameter in range of
20–24 inches. The wheel chain can adapt with help of a 4 bar link mechanism and
compressive springs. By having this, they can maintain continuous contact with the
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inner walls of the pipe having an irregular diameter. All the wheels can be driven
and steered separately. This provides good traction and maneuverability to the robot.
The robot can move in three different ways is Straight, helix, and 360-degree rotation
which is the specialty of the robot.

The flat shape of this robot allows ample space for mounting different sensors
tools for inspection. The robot performance is verified through various testbed exper-
iments. It showed potential design, novelty, and its practical implementation of
prototype model in the field of pipeline inspection robot.

After the testing of robot, it was found that further improvement can be done
on this robot. This includes the inclusion of correct specification of compressive
springs, mechanism to support eccentric loading of servo weight, implementation of
Wireless communication control, and addition of someNon-Destructive Tool sensors
for inspection. These shortcomings will be fulfilled in the next coming study.
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16. Tǎtar O,MândruD,Ardelean I (2007) Development ofmobileminirobots for in pipe inspection
tasks. Mechanika. 68(6):60–64

17. Anuar A, Roslin NS, Sahari, Mohamed KS, AzizMA (2014) Inspection robot for parallel entry
boiler header pipe. Adv Intell Syst Comput 269:5–7. https://doi.org/10.1007/978-3-319-055
73-2

18. Kwon Y, Yi B (2012) Design and Motion Planning of a Two-Module. IEEE Trans Robot
28(3):681–696

19. ZhaoW, Zhang L, Kim J (2020). Design and analysis of independently adjustable large in-pipe
robot for long-distance pipeline. Appl Sci 10(10). https://doi.org/10.3390/app10103637

20. Nguyen TT, Kim DK, Rho YW, Kim SB (2001) Dynamic modeling and its analysis for PIG
flow through curved section in natural gas pipeline. Proc IEEE Int Symp Comput Intell Robot
Autom CIRA 2001-Janua:492–497. https://doi.org/10.1109/CIRA.2001.1013250

21. Bin TG, Zhang SM, Zhu XX (2011) Design of the speed regulating pig with butterfly bypass-
valve. Adv Mater Res 201–203:429–432. https://doi.org/10.4028/www.scientific.net/AMR.
201-203.429

22. Kurata M, Takayama T, Omata T (2010) Helical rotation in-pipe mobile robot. 2010 3rd IEEE
RASEMBSIntConfBiomedRobotBiomechBioRob2010. Publishedonline: 313–318. https://
doi.org/10.1109/BIOROB.2010.5628009

23. Savin S, Jatsun S, Vorochaeva L (2018) State observer design for a walking in-pipe robot.
MATEC Web Conf. 161:4–9. https://doi.org/10.1051/matecconf/201816103012

24. Savin S (2019) RRT-based Motion Planning for In-pipe Walking Robots. In: 12th Int Sci
Tech Conf Dyn Syst Mech Mach Dyn 2018. Published online:1–6. https://doi.org/10.1109/
Dynamics.2018.8601473

25. Chablat D, Venkateswaran S, Boyer F (2018) Mechanical Design Optimization of a Piping
Inspection Robot. Procedia CIRP. 70:307–312. https://doi.org/10.1016/j.procir.2018.02.015

26. Jeon W, Park J, Kim I, Kang YK, Yang H (2011) Development of high mobility in-pipe
inspection robot. 2011 IEEE/SICE Int Symp Syst Integr SII 2011. Published online:479-484.
https://doi.org/10.1109/SII.2011.6147496

27. Yoon KH, Park YW (2010) Pipe inspection robot actuated by using compressed air.
IEEE/ASME Int Conf Adv Intell Mechatron AIM. Published online: 1345–1349. https://doi.
org/10.1109/AIM.2010.5695865

28. Yamamoto T, Sakama S, Kamimura A (2020) Pneumatic Duplex-Chambered InchwormMech-
anism for Narrow Pipes Driven by only Two Air Supply Lines. IEEE Robot Autom Lett.
5(4):5034–5042. https://doi.org/10.1109/LRA.2020.3003859

29. Hayashi K, Akagi T, Dohta S et al (2020) Improvement of pipe holding mechanism and inch-
worm type flexible pipe inspection robot. Int J Mech Eng Robot Res. 9(6):894–899. https://
doi.org/10.18178/ijmerr.9.6.894-899

https://doi.org/10.5109/4372264
https://doi.org/10.1007/978-981-15-5281-6_2
https://doi.org/10.3390/APP10082853
https://doi.org/10.1007/978-3-319-05573-2
https://doi.org/10.3390/app10103637
https://doi.org/10.1109/CIRA.2001.1013250
https://doi.org/10.4028/www.scientific.net/AMR.201-203.429
https://doi.org/10.1109/BIOROB.2010.5628009
https://doi.org/10.1051/matecconf/201816103012
https://doi.org/10.1109/Dynamics.2018.8601473
https://doi.org/10.1016/j.procir.2018.02.015
https://doi.org/10.1109/SII.2011.6147496
https://doi.org/10.1109/AIM.2010.5695865
https://doi.org/10.1109/LRA.2020.3003859
https://doi.org/10.18178/ijmerr.9.6.894-899


Designing Mobile App Interfaces
for Facilitating Medical Treatment
at the Government Hospitals

Prakash Kumar

1 Introduction

Government hospitals are the pillars of public healthcare services in India. They have
specialized and expert doctors as well as well-trained nursing staff to treat different
ailments. They offer genuine treatment to the patients and provide them at almost
free of cost, compared to the private hospitals. Many of these government hospitals
are also engaged in research to develop new techniques to improve the quality of
treatment [1, 2]. Significant research has also been reported on the use of IT-based
innovations to enrich the healthcare systemswhether it is seeking remote consultation
through Telemedicine, administering glucose using IoT system, managing diabetic
or elderly patients or Patient-related information, connecting patients to specialized
doctors or using cloud computing and mobile OS to manage hospital system [3–13].
However, not much has been reported on navigating patients or attendants within
hospitals and addressing their queries related to the hospital norms in real time.
Most of these hospitals are in big towns of every province, and every day, a large
number of patients from remote places visit these hospitals for different treatments.
But, due to inadequate resources, the hospital administration is unable to meet this
ever-increasing demand resulting in shortfalls. Getting all relevant information, at
times, is not possible. Lack of proper information at every step leaves many patients
confused and puzzled, delaying the treatment process, often, leading to altercations
and chaos. Many people with higher purchasing power prefer treatment at private
hospitals. However, a large section of the population is, still, completely dependent
upon these hospitals exerting huge pressure on their infrastructure. After visiting a
few of the government hospitals like Safdarjung Hospital New Delhi, AIIMS New
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Delhi, and Patna Medical College hospital, it was observed that the patient treatment
gets delayed due to different reasons related to the patients and the hospitals. The
study tried to capture all such issues and reflected on them to solve them.

2 Method

2.1 Problems from Patients’ Perspective

Talking about the patients’ perspective, there are several causes because of which
the treatment is delayed. Some of them are as following:

Delays due to issue related to understanding rules, norms, and processes.
When the patients or attendants arrive at the hospital premises, the first-timers can’t
directly consult the doctor. They have to undergo procedures starting from registering
the patients, followed by the registration slip entry at the concerned department OPD.

Also, for new cases and follow-up cases, there are different registrations. The
general process of registering also varies from hospital to hospital. Like for AIIMS
Delhi, the first appointment date has to be sought. This is followed by OPD registra-
tion on the date of appointment. Whereas in the case of Safdarjung Hospital or Patna
Medical College and Hospital, the appointment system is not mandatory. One can
directly register and proceed to OPD. Also, there is so much rush everywhere that it
is quite possible that a step is skipped and the person gets into the wrong queue. In
that case, the person has to return and redo the step before moving forward. Say if
the person gets into the queue for registration, mistakenly, and skips the appointment
process, he has to start with the appointment seeking process which means standing
behind a large queue of people. And, by the time, his turn comes, the appointment
for the day is either over, or even if he can get an appointment, a large number of
people have already completed the registration process before him. In both cases, the
treatment process is delayed. In case of any doubt, if the person wants to enquire at
inquiry/reception counter, he finds a big queue there which, eventually, means delay.
On the other hand, lack of full acquaintance with the system leads to fair chances
that one would miss a process that completely delays the treatment process.

Delay due to difficulty in finding places within the hospital Premises. The
government hospitals, like Patna Medical College Hospital, are built and spread over
a very large area where most of the departments and units are scattered all over the
area and also have fixedway and gate.With an inefficient signage system, the Patients
find it difficult and lose a lot of time finding the right place. Also, in government
hospitals, many passages and doors are blocked. These inconsistencies also add to
increasing the time delay.

Delay due to doctors’ schedule and timings. Unlike private hospitals, even
if the patient wants to see a particular doctor, there is no provision to know the
weekly schedule of the doctor before reaching the hospital. Moreover, if the patient
does not, repeatedly, mention that during the registration, he is often allocated to a
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different doctor. Also, each doctor is there for a stipulated time, and then he goes
to ward inspection or operation. Finding when the concerned will be available is
also a difficult task. As a result, when the patients reach the doctors, they find them
unavailable.

Issues related to availing hospital facilities. The government hospitals, gener-
ally, have the facilities for different tests and diagnoses. But sometimes there are
break downs which are not mentioned anywhere and the visitors only come to know
about it when they are at the counter after standing in queue for hours. Also, when
they require certain assistance, they don’t know where to find the concerned person
say for stretcher, ambulance, other requirements. Many times, the hospital staffs are
not at their seats which makes the situation quite difficult.

2.2 Problem from Hospitals’ Perspective

The government hospitals are running much beyond their handling capacity [14].
The number of patients visiting the hospitals has increased drastically but the infras-
tructure and resources have not increased that way. Compared to the patient number
they are understaffed. In this condition, the administration cannot employ their staff
just for guiding and helping the patients. They can hire outsourced people for this
work as in the case of AIIMS but that again not possible for all the government
hospitals. Also, it is not always possible to monitor all staff if they are doing their
duties sincerely. Hence, there is a gap that appears between the requirement of the
patients and what is fulfilled by the Government hospitals.

2.3 Consequences

Due to difficulties and delays in getting proper treatment at the government hospitals,
the population, with higher purchasing power, has shifted towards costly private
hospitals in recent times. But the larger population that cannot afford costly treatment
are still suffering. They have to face delays in treatment which sometimes even
becomes fatal for the patients. This sometimes also results in violent exchanges
between staff and the attendants.

Besides, there are some anti-social elements active in the hospital premises too
who try to take advantage of the situation and lure the patients to quacks who not
only exploit them financially but also put patient’s life at risk. This evades the very
mission of the government to ensure public health. Had the patients and attendants
been provided the necessary information timely and accurately, the treatment would
become easier and faster but also relieve the hospital administration and help to
deliver better services. Thus, help in achieving the mission of the government to
ensure public health. Besides, it will also prevent innocent people from falling prey
to quacks.
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3 Possible Solutions

The need for the required information to patients and attendants can be solved by
different methods. However, the efforts have to be taken to address the issues through
system design approach [15, 16]. It can be addressed using proper signage system
for guiding patients to their destination [17]. The doctors with their timings and day
can be mentioned on a board too. Similarly, the rules and regulations can be printed
and given to the patients to guide them. But these solutions have their limitations.
Printed signage cannot handle dynamic information. Also printing material will be
costly and not very environment-friendly. Also, hardly anybody is interested to read
a lot of material when they require just specific information. In this context inter-
vention of Information, Technology can be of great help. In recent times, IT has
revolutionized our way of working and provided us with an effective interface that
connects two different domains. They have evolved as a platform where relevant
information is provided as per users’ needs through suitable technology. It has versa-
tile applications. Especially, the use of mobile app for different purposes has changed
our lives forever. Apps like UBER have fulfilled the needs of the commuters using
the Global Positioning System and IT. Also, the recent studies report a high surge
in internet and mobile usage among different strata Indian population irrespective
of rural–urban background, age, gender, disparities in income, and education [18].
Hence, a system-supported new mobile app could provide necessary information
regarding hospitals to patients.

4 The Proposed System Design

The proposed system acts as an interface between the patients/ attendants and the
hospital administration.There are two sets of interfaces, one for the patients/ attendant
to get information and the other for hospital administration to update information.
The patient-related interface provides all the relevant information related to hospital
premises surrounding areas to the patients/attendants which would help them get the
treatment without delay. This includes stepwise rules and norms of getting treatment
at the hospital, location of different departments, counters, wards, blood bank, facil-
ities points (for the ambulance, stretcher, wheelchair, etc.) and contact number of
the concerned person, information about break-down of the facility (like an X-ray
machine, an Ultrasound Machine, etc.) and tentative time of resumption, availability
of different doctors during the week and their consultation timings. Information like
availability of beds at any ward is provided to the attendants also guides them as
to where to go, whom to meet, and what procedures to follow to get the patient a
bed. In addition, it also provides important information regarding the location of
interest around the hospital premises like the medicine stores, the general stores, the
hotels, the bus stops, etc., that would help the patients during admission.While on the
hospital administration’s interface, the hospital can update the important dynamic
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Fig. 1 Working of the proposed system design

information like changes in some rules, timings, availability of doctors, availability
of beds for admission, temporary shifting of any unit, and similar dynamic informa-
tion. The hospital’s interface is highly secured and password protected and only an
authorized person can do any kind of updating (Fig. 1).

When the app is opened, the GPS gets activated and the phone is connected to the
server providing all the relevant information to patients and attendants and navigates
them through the different places within the hospital premises wherever theymention
to go. The detailed step-wise working of the app has been discussed. In this paper,
the working of the patient’s interface has been discussed in detail.

4.1 Working of Patients’ Interface of the App

The proposed system works on android enabled mobile phones. After installing, the
app will activate the mobile GPS and shows the position of the mobile whenever it is
opened. It would identify the patients’ needs, i.e., if the app users want help for some
emergency or have to visit the hospital for a follow-up case. It also establishes if they
are new visitors to the particular hospital meeting the doctor for some non-emergency
serious ailment like arthritis, cataract, respiratory issues, etc. And it provides the
information accordingly.

During an emergency. During an emergency, the app asks about the kind of
emergency, i.e., road accident, heart attack, delivery issues, some stroke, etc. On
selecting a particular option, it reflects all the nearby government hospital emergen-
cies that offer treatment for the same. The hospitals are arranged in the order of their
proximity. Once the patients select any hospital, the navigation guides them to the
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emergency unit so that they don’t have to waste time asking anybody. Along with
navigation, in the expandable menu, it provides all the information possibly required
by the attendants like information regarding all the chemist shops nearby emergency
unit, blood bank, the important telephone numbers of the concerned hospital (Fig. 2).

For the non-emergency diseases/ailments. In case of non-emergency diseases
like arthritis, cataract, respiratory problems, etc., the app has two options. If the
patients knowwhich hospital they want to visit they can directly mention the hospital
name. Else, they can mention their ailments and the app suggests the hospitals where
they can get the treatment for it. Either way, when the patients select the hospitals, the

Fig. 2 Wireframes for task performed through app in emergency
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navigation guides them through the processes of that hospital. If the hospital requires
an appointment before registration, the patients are shown appointment status for the
required day. It also directs them to an online appointment site. If patients want to
take an appointment from the counter, the system navigates them to the appointment
desk (Fig. 3).

For the hospital without this system, the patients are directly guided to the regis-
tration desk. In expandable menu, they are also provided with information regarding
doctors’ availability on that day and their timings (Fig. 4).

Fig. 3 Wireframe for
seeking appointment through
the app

Fig. 4 Wireframes for
searching doctors, their
availability, and timings
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AfterOPD registration is done, the patients are guided to the department entry desk
as every registration has to be entered with the entry desk. On this interface page,
the expandable menu also provides information regarding navigation to different
units within department, location of other departments in the case of cross referring
(the person is internally referred to the relevant department), information regarding
diagnostic facilities of the hospital, etc. (Fig. 5).

For the old follow-up cases. Here, the process is similar to the registration process
but the department name has to bementioned just after mentioning the hospital name.

Fig. 5 Wireframes of the overall task performed for non-emergency cases
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Fig. 6 Wireframes for task performed for follow up cases

The system then navigates patients directly to the registration desk for the old follow-
up cases. On the same page, there is a tab to check doctors’ availability. This avoids
the wastage of time due to absence of doctor on the day of visit. After registration,
they are directed to the department entry desk. The expandable menu other relevant
information which the patients might require (Fig. 6).

5 Conclusion

Government hospitals are the most important centers of providing inexpensive and
reliable treatment to the larger patient population. But, as every hospital does not
have the same rules and norms, it takes some time to understand and get acquainted
that delays the treatment process. Also, the location of different departments and
other units are very haphazard that further adds to delays. Since the inquiry counter,
meant to provide reliable information, is limited in number and is always heavily
crowded, people get relevant information late. In this paper, the different issues,
faced by patients due to the information gaps, were studied. Different aspects of the
problemswere analyzed through the experiential study of three hospitals, i.e., AIIMS
New Delhi, Safdarjung Hospital New Delhi, and Patna Medical college hospital.
Based on the experiences, observation, and interactions with patients and doctors
at different hospitals, a Mobile-based app was visualized. This mobile app solution
could provide all relevant information related to the listed government hospital to the
patients and help them navigate inside and around the hospital premises. This type
of app finds special relevance in present pandemic situation where every second is
critical for saving lives. But this application has some limitations too.

This efficacy of the application is affected by the level of mobile literacy of
the user. Also, it can’t work on the old mobile that does not have an android plat-
form. The reliability of this app is also dependent on dynamic information related to
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doctor’s availability, changing status of hospital’s infrastructure (temporary shifting,
machinery breakdown, etc.), which has to be updated regularly by hospital author-
ities. Any problem at the hospitals’ end would lead to incorrect information and
confusion. The functioning of the app is dependent on the available network signals.
In case of connectivity issues, the system will not function properly or stop working.
The proposed system only facilitates improving accessibility by providing relevant
information from the present system. But it cannot reduce the disparity between the
number of patients and doctors. The proposed system would be more effective if the
number of doctors is increased to relieve the burden on the existing infrastructure.
The app also assumes that doctors and staff are available at the hospital at right time.
Any schedule change has to be informed to the concerned authorities and updated.
If updates are not regular, the app has no provision to check such discrepancies. The
system can be further improved to check such discrepancies through patients’ feed-
back and real-time monitoring of such complaints. Also, integration of the proposed
system with the government’s initiative of Online Registration System can help
in enhancing the experience of the patients by providing hassle-free treatment at
government hospitals.
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Finite Element Analysis of Friction Angle
in Friction Drilling Process

Nitin S. Chityal and Sagar U. Sapkal

1 Introduction

Friction Drilling is an unconventional heat forming method that employs a conical
high-speed rotating tool that creates significant heat energy due to high frictional
forces in the tool-work contact zone. This technique is also termed the thermal drilling
and flow drilling process due to the workpiece’s high thermal power and deforma-
tion. Thin sheets are assembled to structural components by using friction drilling
operation. Friction angle is one of the critical parameters related to tool geometry,
and many researchers found that as the friction angle increases, the thrust force also
increases [1]; this leads to the rupture of the coil edges during the drilling process [2].
To generate adequate frictional heat during the friction drilling of aluminum alloys,
the machine’s settings should be adjusted at high spindle speed and low feed rate
because of the high thermal conductivity [3].

The explicit dynamic approach worked well for simulating and analyzing signif-
icant deformations in work materials and tool-workpiece contact conditions [4].
Very few research papers are available related to the friction drilling process, and
hence the FEM modeling of stir friction welding can be analyzed to expand the
ABAQUS/EXPLICIT FEM program to the friction drilling process [5, 6]. The
ABAQUS/EXPLICIT 6.14 finite element analysis software has been used to perform
an explicit dynamicmodeling three-dimensional temperature-dependentmodel. This
research paper contributes to the work carried out by Miller and Shih [7]. They have
modeled the friction drilling process by a 3D finite element model and analyzed
the axial thrust force, torque, and temperature by varying few machine parameters.
Distribution of plastic strain, thermal analysis, stress and deformation were shown,
and the workpiece’s thermal–mechanical behavior was also investigated. The effect
of different coefficients of friction and different feed rates were analyzed on thrust
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force and torque. This research work extends the work using the same model data to
study the effect of varying friction angles on temperature, deformation, thrust force,
and torque.

2 Literature Survey

Ozler and Dogru[2] showed that the increase of friction angle increases the thrust
force and lowers the temperature and length of the bush.Ozek andDemir[3] examined
the thermal conductivity of aluminum alloy friction drilling. The larger bush forms
were seen at low spindle speeds and high feed rates. Soo et al. [4] have built a 3D FE
model that used ABAQUS/Explicit software for friction drilling of an Inconel 718.
This paper clarified the details of the contact conditions during the thermal drilling
of the workpiece. Sundararajan et al. [5] have built, in ABAQUS/Explicit, a fully
coupled three-dimensional thermo-mechanical FE model utilizing the arbitrary
Lagrangian–Eulerian formula and Johnson–Cook material law. Schmidt and Hattel
[6] have adopted an FEmodel with less specified boundary conditions and a minimal
number of predefined domains than other preset models. Miller and Shih [7] have
modeled the friction drilling process using 3D FE analysis, obtained workpiece
temperature and material deformation, and done comparative analysis with experi-
mentally workpiece temperature thrust force and torque. Miller et al. [8] have used
the friction drill of standard geometric parameters with friction angle i. e. β = 36°
tool. Kaya et al. [9] observed increased thrust force and torque with increased friction
angle, feed rate, and friction contact area ratio. Dehghan et al. [10] have found that
the temperature gradient is high around the tool-work contact region, and it reduces
away from the hole region. In the dry friction drilling process, the desired machine
parameters should be selected. Karabulut and Bilgin [11] have found some cracks
and petals after dry friction drilling of an AA7075-T6 material. Kumar and Hynes
[12] reviewed several friction drilling research papers and reported that in many
research papers friction angle of friction drill was in the range 30°–36°, and standard
drill size of diameter 5.3 mm was used.

3 FEM Technique

3.1 FEM Preprocessing

The workpiece is modeled as a circular disc plate having dimensions of 10.16 cm
diameter and 1.59 mm thickness, as shown in Fig. 1. The workpiece is made fixed at
opposite points on the circular periphery by arresting all translational and rotational
DOF. The surface of a plate is freely convected by a convective coefficient of 0.030
KW/m2K and an ambient air temperature of 295 K. The rotational tool speed was
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Fig. 1 Modeling of AA6061-T6 material showing all input parameters

Table 1 Temperature-dependent material properties of an AA6061-T6 material [7]

T (K) 310.8 366.3 422 477 533 589 644 700

K (KW/m°C) 0.162 0.177 0.184 0.192 0.201 0.207 0.217 0.223

C (KJ/Kg°C) 0.945 0.978 1 1.030 1.052 1.080 1.100 1.130

ρ (Ton/m3) 2.690 2.690 2.670 2.660 2.660 2.630 2.630 2.600

ε (MPa) 68,500 66,200 63,100 59,200 54,000 47,500 40,300 31,700

σy (MPa) 274 265 248 219 160 66.2 34.5 17.9

α (1/°C)*10–6 23.5 24.6 25.7 26.6 27.6 28.5 29.6 30.7

set at 3000 rpm, i.e., 314 rad/s. The tool feed movement is given in the Y direction
at -4.23 mm/s; the negative sign indicates the downward directional movement. In
this research work, the temperature-dependent material properties of an AA6061-T6
material are considered for the analysis, as shown in Table 1.

The tool’s geometric parameters are α = 90 deg, β = 36 deg, hc = 0.940 mm,
and hn = 5.518 mm[8]. The tool is assumed to be rigid and has not been meshed.
Three different tools are modeled by keeping all the parameters same α, hc, hn only
β angle has been changed with 3 different values of 30°, 36°, and 44° to analyze the
effect of variable friction angle as shown in Fig. 2.

Figure 3 shows a rigid hard holder plate that restricts the workpiece in the down-
ward direction. This rigid support plate has an outer radius of 40 mm and an inner
radius of 12.25 mm. The nodes present on the workpiece can slide over the rigid
plate in the x and z-directions. The thermal boundary condition to the workpiece
for the region in touch with the hard plate applied adiabatic heat transfer conditions
and the remaining area exposed to the convection of the free surrounding air with a
convective coefficient of 30 W/m2K.

Theworkpiece ismodeled as a disc plate that is meshedwith eight hexagonal node
elements. The element type is used as temperature-displacement coupled elements.
Three different workpiece meshing was done according to the 3 different cases, case
i) workpiece part mesh for β= 30° consists of the number of elements of 22,520, with
the number of nodes of 25,181 case ii) workpiece part mesh for β = 36° consists of
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Fig. 2 Modeling of the tool as a rigid analytical body with variation in friction angle

Fig. 3 Modeling of the rigid support plate

the number of elements of 22,640, with the number of nodes of 25,313 iii) workpiece
part mesh for β= 44° consists of the number of elements of 22,730, with the number
of nodes of 25,523. Each node has degrees of freedom associated with X, Y, and Z
displacements and aDOF linked to the nodal temperature. Themesh of theworkpiece
was more refined in the vicinity of the contact between both the workpiece and the
tool, as seen in Fig. 1. In the direction of thickness, 10 rows of elements were created.
The mesh size is an essential element to take into account. If the mesh size is too
coarse, the elements would be deformed considerably, and if the mesh size is too
small, then the computing time would be increased. The ALE adaptive mesh region
was selected near the tool–work interaction at which the workpiece is expected to
undergo significant deformation, and the frequency was set near about the value of 5.

Different interaction parameters were selected for proper tool-work interaction
during friction drilling operation [13]. The first interaction was made by selecting
the top surface and subjected to a coefficient of 0.03 (Convective Coefficient) and
sink temperature of 295 K. The second was done by selecting the base surface
not connected with the supporting plate and applying the same film coefficient and
sink temperature parameters. The second interaction was done by selecting the base
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surface. A surface set was made for the third interaction by selecting the more refined
elements along the thickness direction at the too-work interaction region. A general
contact type was selected with three contact pairs. The interaction properties were
selected by selecting the two contact property options; the first is mechanical interac-
tion property, i.e., tangential behavior, and the second is thermal interaction property,
i.e., heat generation. For the mechanical interaction property, the constant friction
coefficient of 0.7 was selected. For the thermal interaction property, the fraction of
heat convected to the slave surfaces was selected by a factor of 0.87.

3.2 Convergence Criteria

In this research, shear damage criteria have been used to maintain the convergence in
friction drilling analysis. Elements with excessive significant plastic strain more than
a threshold value of 2.2 were deactivated. Stress components will become zero if a
value of equivalent plastic strain exceeds 2.2. This is the maximum possible value at
which the analysis will terminate the solution and gives the final output result. This
research paper uses ALE, adaptive mesh domain region, selected at the tool-work
interface region with a frequency value of 5.

Mass scaling is used to improve the FEM computational efficiency; however,
the accuracy will be retained. The mass scaling technique makes adjustments in
temperature-dependent density data of the workpiece to reduce the time for the
analysis. As there are minimal elements with reduced characteristic lengths of the
elements near the tool-work contact region, there will be an increase in simulation
time during the deformation of the elements due to tool travel. The stability in iter-
ations and reduction in analysis time is achieved by scaling of density data during
simulation. In this research, the mass scaling for every 10 increments was done to
achieve a steady increase in at least 2.5e-6 s step time of tool travel time.

4 Results and Discussion

4.1 Thrust Force and Torque

Thrust force and torque are essential parameters to be measured for energy consider-
ation in the friction drilling process. The machine parameters’ feed rate and spindle
speed impact the thrust force and torque, but the tool’s geometry and angle also
affect the thrust force. The variation in the friction angle (β) causes the variation
of frictional contact area with the workpiece surface. After penetration of tip angle
(α) at the entry point, because of the variation in friction angle (β = 30°, β = 36°,
and β = 44°) the elements near the tool-work contact region experience the different
stresses.
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An increase in the friction angle makes the friction drilling of the workpiece so
complex that it becomes resistant for easy penetration; it raises the thrust and torque.
In this study, the FE model was carried out by adopting three different models with
three different friction angles, i.e., β = 30°, β = 36°, and β = 44°. The thrust force
and torque plots were produced shown in Fig. 4. The peak thrust forces recorded
are 639.38 N, 815.09 N, and 928.593 N. The peak torques recorded are 1526.96Nm,
1694.35Nm, and 2611.35Nm for three different friction angles, respectively.

Fig. 4 FEA Results of Thrust Force and Torque, respectively. a, b Thrust force and torque for β =
30° c, d Thrust force and Torque for β = 36° and e, f Thrust force and torque for β = 44°
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4.2 Temperature and Deformation

The variation of friction angle causes the variation of duration at which the drill bit
contacts with the workpiece material during the friction drilling operation.

As tool penetration is easier in smaller friction angles, the tool contacts the work-
piece for a longer duration than drill bits with larger friction angles. It results in the
rise in hole zone temperature, and hence for smaller friction angle drills, the hole
zone temperature is high. The hole zone temperature decreases as the friction angle
increases. The maximum temperatures of 432.5 °C, 424.1 °C, and 368.1 °C were
recorded by AA6061-T6 workpiece material during friction drilling operation by
using 3 different friction drills of friction angles β = 30°, β = 36°, and β = 44°,
respectively. As shown in Fig. 5, near the drill-work contact region, the elements
were distorted due to the high rise in temperature. The temperature decreases from
the center region to the region away from the center radially. The outer circular

Fig. 5 FEA Results of temperature and deformation, respectively. a, b Temperature and deforma-
tion for β= 30° c, d Temperature and deformation for β= 36° and e, f Temperature and deformation
for β = 44°
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region has the same temperature as the surrounding air temperature, i.e., 22 °C. The
deformation of the material mainly depends upon the hole zone temperature. As the
temperature is high, the material flow high because the material is subjected to high
plastic deformation. Hence, as the friction angle increases, the hole zone tempera-
ture decreases, which reduces the deformation of the work material. The maximum
deformation of 2.7 mm, 2.2 mm, and 1.065 mm was recorded by AA6061-T6 work-
piece material during friction drilling operation by using 3 different friction drills of
friction angles β = 30°, β = 36°, and β = 44°, respectively, as shown in Fig. 5.

5 Conclusion

In this research paper, 3D FEM analysis is carried out to predict the temperature and
deformation. There are experimental difficulties in measuring the temperature and
deformation of the workpiece. The model showed the peak temperature of 432.5 °C
and maximum deformation of 2.7 mm by drilling with the drill bit having a friction
angle of 30 °C. The practical analysis of material heating and material deformation
was achieved by FEA modeling. The friction cone angle has affected the bushing
length of the work material. The increase in the friction angle decreases the deforma-
tion of the workpiece. The increase of the friction angle does not affect the temper-
ature considerably, but the axial thrust force and torque are increased excessively.
The increase in the friction angle decreases the temperature of the hole zone and the
workpiece material deformation.
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Particle Size Distribution Analysis
and Characterization of Cenospheres

Pragnya Pradeep, M. Y. Aravind Rao, J. Dharanish, R. Bheemraj,
P. Rajeshwari, and S. Seetharamu

1 Introduction

The term “cenospheres” is started from the Greekword “kenos” that signifies “empty
circles”. The Greek significance of the cenosphere itself shows the presence of hole
encompassed by strong or a punctured mineral shell that is the main element of
the cenosphere. The last of microspheres are regularly called network organized
cenospheres or “Plerospheres” from the Greek “pleres”—signifies "filled circles"
[1].

Even though the cenospheres are smaller in size and shape, it gains its importance
in the fraction of the by-products originating from the combustion of the coal. This is
due to its lowdensity, spherical shape, highmelting temperature, and highmechanical
strength. These features make them appreciable uses in wide range of industries.
Hence, the coal fired power plants are mainly interested in the cenosphere recovery
process. The present work is conducted with M/s. NTPC Simhadri Thermal Power
Station, India. Examination of the variables liable for the yield of cenosphere from
the fly debris tests is the significant goal of this investigation. Fly debris is delivered
as a result of the consuming of the pounded coal in nuclear energy stations. The
lighter particles present in the fly debris are only the cenosphere, and they comprise
around 1-2 weight level of the fly debris [2].
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Vassilev et al. [3] has detailed that the cenosphere (can have or has) the distance
across going from8μmto 1000μm.Kolay et al. [4] connect the normalmeasurement
and thickness, where for particles with thickness lower than 0.857 g/cm3, 80% of
them have distance across a range between 50 and 150 μm, 15% of them have width
range between 150 and 200 μm and 5% of them have breadth range between 200
and 250 μm. Also, for the particles with thickness lower than 1.282 g/cm3, 10% of
them have distance across between 40 and 50 μm, half of them have measurement
between 50 and 100 μm, 20% of them have breadth between 100 and 110 μm, and
20% of them have width between 110 and 150 μm.

A blended glass and translucent design is displayed by Cenosphere. As per
Vassilev et al. [3] the significant constituents of the cenosphere are 76% of glass,
22% of mineral matter, 2% of burn, and essentially by-alumina–silicate glass, quartz,
mullite, calcite, iron oxides, calcium silicates, and sulfates. Development of ceno-
sphere is tantamount to as that of interaction of glass blowing [5]. The silica-toxin for
the most part liquefies shows higher thickness and structures the glass when exposed
to cooling. Comparable perception was accounted for cenosphere [6]. During the
consuming of singe particle or during mellowing of fly flotsam and jetsam, the gases
are created. These gases grow the relaxed inorganic mineral issue and if the cooling
is at a speedier rate, it shapes the amorphous cenosphere. The decay of the calcium
andmagnesium sulfates, kaolinite, calcium carbonate, dolomite, and pyrite oxidation
conveys the gases capable to grow roundabout particle [7]. All of these reactions are
occurring at temperatures underneath 1000 °C. Time required for the plan of a 50
μm cenosphere is nearly around 0.3 ms [7].

Vassilev et. al. [3] uncovered that the chlorites and montmorillonites may show
some reactant properties for the advancement of cenosphere, while illite capacities
as a debilitating subject matter expert. According to Karret. al. [7], at temperature
higher than1500 °C, gas improvement is astoundingly brisk that it may escape from
condensing garbage particle.

2 Experimental Details

Samples of Indian coal ash [8] cenosphere were harvested from the ash ponds of
M/s NTPC Simhadri Thermal Power Station, India. Wet method was used for the
Separation. The samples of fly ash were poured into water, subjected to stirring and
kept for sedimentation for about 1 hour. Later, the particles that were floating [9]
were skimmed, dried at 105°C for 2 h and afterward consumed for 1.5 h at 800 °C.
The assortment of the fly debris was performed two times each day at 5:00 AM and
at 4:30 PM. In this work, the examples just from Electrostatic Precipitator (ESP)
zone-I were considered since about 70% load of all fly debris winds up there. All
the examples [10] were gathered inside a significantly brief timeframe. This is on
the grounds that the heap and the size of energy creation, these were very much
like during that period power plant’s activity. The normal mass of each debris test
gathered was 400 g. The demineralized water was utilized as partition specialist
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henceforth all the gathered cenosphere have thickness lower than 1 g/cm3 [11]. A
few test were directed for noticing the relationship if any between the structure of fly
debris and the yield of cenosphere. The Particle size circulation [12] investigationwas
accomplished for cenosphere of the fly debris and copper powder utilizing Malvern
Master sizer 3000 Particle Size Analyser, X-Ray Diffraction (XRD) was utilized
with a PAN scientific diffractrometer and CuKα radiation, worked at 40 KV and 35
mA with step of 0.05 and a sweep step season of 200 s. The morphology [13] of
the cenospheres was noticed utilizing Scanning Electron Microscope (SEM) (Leica
make, Q500MC model).

3 Results and Discussion

3.1 Characterization of Cenosphere, Fly Ash, and Copper

The details of the characterization [14] carried out using various techniques are
discussed. Figures 1 and 2 show the cenosphere samples of magnitude 500X and
1000X, respectively, in which the measured particle size of the cenosphere wall [15]
ranges from 5.26 to 35μm.Moreover, these particles are spherical and have different
particle sizes. Figures 3 and 4 show that the fly ash samples of magnification zoomed
at 500X and 1000X, respectively. Figures 5 and 6 show pure Copper samples [16]
of magnitude 500X and1000X, respectively. Figure 3 depicts the morphology of fly
ash which shows that the particle size is unevenly distributed, and Fig. 4 shows the

Fig. 1 Cenosphere sample of Mag. 500X
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Fig. 2 Cenosphere sample of Mag. 1000X

Fig.3 Fly ash sample of Mag. 500X

average particle size is in the range from 1.38 to 5 μm. This is having acceptable
consistency with the particle size circulation qualities as portrayed in figure and in
the normal size of cenosphere, fly debris and molecule is around 100 μm.
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Fig. 4 Fly ash sample of Mag. 1000X

Fig. 5 Pure Copper sample of Mag. 500X
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Fig. 6 Pure Copper sample of Mag. 1000X

3.2 X-Ray Diffractometer (XRD)

The presence of crystalline phases in the cenospheres from the XRD analysis studies
is quartz, mullite, and calcite which can be comprehended from Fig. 7. A wide void
state of the primary bend can be credited to the presence of anamorphous stage,
while the sharp pinnacles are related with the presence of translucent stages. Since
carbonates like calcite can’t be found at high-temperature conditions as calcite is
completely deteriorated [17] under 1400 °C [7], its occurrence could be due to the
effect of later crystallization. The presence of quartz, mullite, and calcite are in
agreement with the composition of cenospheres as described by XRD. Different
minerals are identified and are shown in Figs. 7 and 8. It is worth to note here that
the primary content of the cenosphere is alumina (SiO2) as mentioned in Fig. 7 and
Figs. 8 and Fig 9 shows the XRD pattern of Copper.

3.3 Particle Size Distribution

The particle size circulation (PSD) shows a rundown of qualities or a numerical
capacity that clarifies the overall amount of existing particles that are arranged by
size of powder or granular material or particles scattered in liquid [18]. PSD is known
to be a grain size conveyance and PSD of the cenosphere test is gotten from dry
sieving and utilizing a laser particle size analyzer. The particle size of cenospheres
fluctuates from < 0.10 to 3500 μmwith lion’s share of the particles in the size scope
of 90–200 μm. These cenosphere have a strength going from 4000 to 7000 psi. The
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Fig. 7 XRD pattern of cenosphere

size of fly debris particles which are going from 0.010 to 3050 μm thick, when
contrasted with the normal size of fly debris particles, has altogether more modest
normal breadth than cenospheres. PSD tests of cenosphere, fly debris, and copper
were completed utilizing Malvern laser shaft molecule size analyzer gear of which
the outcomes are examined in Tables 1, 3, and 5 individually (Table 2).

The cenosphere are bigger than that of fly debris molecule because of the caught
air inside the unbending circle. Tables 3 and 4 show the molecule size circulation of
the fly debris molecule. The fly debris particles discovered to be a lot more modest
in contrast with cenosphere. From Figs. 10, 11, and 12 it is seen that the cenosphere
particles are a lot bigger than that of fly debris. It is additionally seen that themolecule
size of cenosphere is about 25% of the molecule size range as that of fly debris [18]
(Table 6).
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Fig. 8 XRD pattern of Fly ash

Fig.9 XRD pattern of Copper
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Table 1 Particle size data for
cenosphere

Cenosphere Results

Measurement Details Measurement Details

Sample Name Average of
’Cenosphere’

Measurement Date Time
04-01-2017 16:44:43

SOP File Name HydroMV.cfg Result Source Averaged

Analysis Result

Particle Refractive Index 1.640 Span1.904

Particle Absorption Index
0.100

Uniformity0. 5 83

Dispersant Name Water D [4,3] 74.080p.rn D [3,2]
30.921pm

Dispersant Refractive Index
1.330

Dv (10) 18.911pm

Scattering Model Mie Dv (50) 64.805pm

Analysis Model General
Purpose

Dv(90)142.296pm

Laser Obscuration 6.95% Specific Surface Area 194.0
m2/kg

Dv(95)170.265pm

Dv (99) 221.414pm

4 Conclusions

In the current work, Fly debris test was gathered from M/s NTPCL Simhadri for
additional investigation, prepared with reasonable reagent for additional portrayal
study. The light weight empty particles were exposed to mineralogical and morpho-
logical examinations. The Particle Size Distributions (PSD) of the compound have
been studied. The fly ash-based cenospheres efficiently harvested from the ash pond
of coal-fired thermal power stations, upon comprehensive characterization revealed
properties par excellence and therefore is a highly resourceful material for effective
use in high value products for various engineering applications like metal matrix
composites, special concretes, light polymer composites, high temperature refracto-
ries both for thermal insulation as well as bulk refractories for cast able applications,
etc. The consequences disclosed a strong disproportion in the content of cenosphere
from fly ash sample. In view of the outcomes, following ends can be drawn.
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Table 3 Particle size data for fly ash

Particle Size Data for Fly ash

Measurement details Measurement details

Sample Name Average of “Flyash”
SOP File Name HydroMV.cfg

Measurement Date Time 04–01-20,176:11:14
Result Source Averaged

Analysis Result

Particle Refractive Index 1.640 Span2.930

Particle Absorption Index 0.100 Uniformity 0.922

Dispersant Name Water D [4,3] 57.069 μm

Dispersant Refractive Index 1.330 Dv(10)5.951 μm

Scattering Model Mie Dv(50)42.225 μm

Analysis Model General Purpose Dv(90)129.674 μm

Laser Obscuration 12.72% Specific surface area 460.9 m2/kg

Dv(95)163.506 μm

Dv (99) 234.498 μm

• Thecenosphere test displayedparticleswithmore extensive scopeofmolecule size
between 0.010 to 3080 μm. The mean distance across the cenosphere molecule
is around 100 μm.

• The more modest particles saw to be generally straightforward, though the bigger
particles are somewhat obscure and have various shades

• Cenosphere displayed the higher alumina substance of around 25–27 rate and the
construction of cenospheres ended up being primarily nebulous, with the event of
glasslike stages, for example, mullite and quartz.

• This investigation likewise reports the event of glass development measure inside
the pounded coal ignition heater. From glass arrangement standards, it is known,
that to frame an undefined stage, quick extinguishing of a high gooey liquefy is
essential. Significant part of cenosphere is silica from which the high thickness
comes while quick extinguishing conditions happen inside the heater.

• It was found that copper-based composites are promising material for various
applications. Even though several researches on copper-based composites with
different reinforcements are available, still researchers are incisive for the
promising reinforcement candidate with lower density and cost effective. One
such reinforcement is cenosphere. When the difference in density between the
matrix and reinforcement is high, for processing the particulate reinforced MMC,
powder metallurgy technique is preferred over other processing methods.

• It was found that research work on cenosphere as reinforcement in copper-based
composites through powder metallurgy route is scarce. Mechanical properties on
copper fly ash composite are not yet addressed by the researchers, and hence this
work is proposed.
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Fig. 10. Particle size distribution for Cenosphere

Fig. 11 Particle size distribution for Fly ash

Table 5 Particle size data for copper

Particle Size Data for Copper

Measurement Details Measurement Details

Sample Name Average of “Copper”
S OP File Name HydroMV.cfg

Measurement Date Time 04–01-201,715:55:43
Result Source Averaged

Analysis Result

Particle Refractive 0.250 Span2.799

Particle Absorption Index 0.1000 Uniformity0.891

Dispersant Name Water D [2, 3] 12.105 μm

Dispersant Refractive Index 1.330 D [3, 4] 46.795 μm

Scattering Model Mie Dv (10) 4.744 μm

Analysis Model General Purpose Dv (50) 36.292 μm

Laser Obscuration 9.28% Specific Surface Area 495.7 m2/kg

Dv (90) 106.319 μm

Dv (99) 162.731 μm
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