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Metal Hydride Hybrid Refrigeration )
System Incorporated with Cloud-Based oo
Remote Monitoring and Control

Narayan Singh

1 Introduction

In the contemporary situation, most domestic vapor compression refrigeration
systems use R134a due to their favorable thermodynamic properties. Conversely,
it is well known for having a high global warming potential. The global warming
potential (GWP) and ozone-depleting potential (ODP) are some of the most important
criteria considered in the development of new refrigerants. This is due to their impact
on ozone layer depletion and global warming. That is what makes it so necessary to
find alternative refrigerants to R134a and alternative refrigerant systems altogether
[1].

The hybrid refrigeration systems proposed to tackle various environmental issues
are termed Envi-hybrid machines. These machines symbolize refrigeration systems
and every other type of device that we use and see in our daily lives that should be
improved for preventing environmental damage in the form of air pollution, water
pollution, and soil contagion. About 90% of machines, big or small, used in the world
or we use ourselves, cause harm to the environment in several ways. This approach of
technology is far more toxic to us and our future generation than it currently appears.

With Montreal Protocol’s order forbidding ozone exhausting substances, there is a
restriction in using such technology that produces environment harming by-products.
Conventional refrigerants should supplant by environment-friendly working fluids
and systems. Due to no other alternative currently, countries are forced to use
these working fluids and 200-year-old refrigeration methods. Envi-hybrid System
mentioned in this research proposes to not use any high-energy consumption device
like the compressor in conventional refrigerators. To run on a fraction of energy
compared to conventional refrigeration systems is the main idea that is realisti-
cally achievable. Besides, the amount of energy used is so less that it could be
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solicited entirely off-grid by using a minimal investment into a non-conventional
power resource such as solar panels [2, 3].

With the assistance of research and exploiting the cloud and IoT revolution, this
paper focuses on describing an Envi-hybrid system through theoretical and physical
models manufactured during this study. This model utilizes viable techniques, for
example, cloud-based computing, control and monitoring, atmospheric water gener-
ation system, and single-stage Metal Hydride Refrigeration System or SSRS. These
models mentioned above are described individually in this research study and how
they contribute together to a single Envi-Hybrid System.

2 Operating Principle and Method

2.1 Envi-Hybrid Metal Hydride Refrigeration System (SSRS)

Greater demand for conventional refrigeration systems tends to reduce fossil fuel
reserves. The refrigeration systems which can run directly on low-grade thermal
energy include wet vapor absorption refrigeration, dry solid—gas adsorption, and dry
solid—gas thermochemical sorption.

MH refrigeration system works on the principle of endothermic desorption char-
acteristics of metal hydrides. A single-stage SSRS uses two pairs of low-temperature
(La0.9Ce0.1Ni5 and La0.8Ce0.2Ni5) and high-temperature (LaNi4.7A10.3 and
LaNi4.6A10.4) LaNi5 hydrides [4]. Water is used as a refrigerant for the thermochem-
ical heat exchange process of the SSRS. LaNi5-based metal hydrides are widely used
to produce MHCSs because of their excellent hydrogen storage properties, thermal
stability, and reaction kinetics. In this system, the cooling effect is produced by
the endothermic reaction of desorbing hydrogen gas from high-pressure MH cells to
low-pressure MH cell. For quasi-continuous refrigeration output, SSRS requires four
MH beds operating at refrigeration temperature (Tc), heat sink temperature (Ta), and
heat source temperature (Th) [5]. The working of the thermodynamic cycle of the
metal hydrides-based cooling system is shown in Fig. 1. Figure 1 shows the structure
and design of the SSRS model using the heat recovery principle. The thermody-
namic cycle revolves around refrigeration processes, regeneration methods, sensible
heating, and sensible cooling processes [6].

The general cooling process of the refrigerant (water) in this Envi-Hybrid system
is as follows:

e Net refrigeration effect Qc, as shown in Fig. 1, is produced through the refrigera-
tion process (1-2), with the transfer of hydrogen from the LT (low-temperature)
hydride at Tc to the HT (high-temperature) hydride at Ta. The refrigeration effect
(Qc) at Tc is generated by desorption enthalpy (AHd) of the LT hydride, and the
enthalpy of formation (AHa) of the HT hydride is released at Ta.
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Fig.1 Thermodynamic cycle for solid sorption refrigeration system (SSRS). X-axis = (1/temper-
ature); Y-axis = (In (Pressure)) (left), Scheme of SSRS a refrigeration and b regeneration processes
(right) [7-9]

e During the process (2-3), sensible heating of the HT hydride from Ta to Th and
through processes (1-4) sensible heating of LT hydride from Tc to Ta is carried
out.

e Theregeneration process (3—4) transpires with hydrogen transfer from HT hydride
at Th to the LT hydride at Ta. Here, the HT hydride takes the enthalpy (AHd) at
Th to desorb hydrogen. The LT hydride absorbs this desorbed hydrogen through
rejecting heat (AHa) at Ta.

® During processes (4—1) sensible cooling process for the LT hydride from Ta to
Tc and during the process (3-2) sensible cooling of the HT hydride from Th to
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Ta occur. After each H; transfer process, the MH beds are disengaged from the
external heat transfer line and heat transfer fluid is supplied through the reactors
having the same metal hydrides [10-13].

During this process, water continuously desorbs heat to the MH cell and travels
through the refrigerator cooling area or expansion device. Doing so, it simultaneously
keeps absorbing heat from hot material in the area and travels back by the pressure
applied through a pump towards the MH cell to desorb that heat and in the end
completing the cycle. However, in this cycle, refrigerant (water) travels to a secondary
expansion device, located on the highest region of the Envi-hybrid refrigeration
system. This secondary expansion device is part of the AWG (Atmospheric Water
Generator) located at the top face of the enclosure, open to the atmosphere around
it.

2.2 Envi-Hybrid Atmospheric Water Generation System
(AWG)

AWG produces fresh drinking water from humid atmospheric air through the cooling
condensation method. In this cooling condensation-based AWG, a pump transfers
cooled water throughout AWG coils, which then cools the air surrounding it. This
step lowers the air’s dew point, which causes the ambient humid air to condense in the
form of water droplets [14]. A controlled-speed fan impulse the water droplets over
the coil. This water is then passed into a collecting tank having a filtration system to
purify the water entering the water reservoir. Atmospheric water generating method
bids 99.9% pure drinking water throughout the year. It is undeniably an environment-
friendly and safe source of sustainable water generation technique, which is explained
at the end of this study. Four main factors that affect the generation of water in this
type of system are:

Humidity in the atmosphere, ambient temperature, energy provided to the system.

The following points provide the fundamental operating process of AWG:

e Using a small electric pump, cooled water passes through the AWG coil with the
help of pressure provided.

e This cooled liquid transfers through an expansion coil with a controlled flow of
refrigerant (water) concerning the cold suction coil’s temperature.

e Due to the cooled refrigerant’s temperature range between 10° and 20° Celsius, the
water vapor from air condenses into a liquid state at an average of 0.6 L per hour
at 60% RH humidity in ambient air. The AWG and water purification apparatus’s
working schematic are shown in Fig. 2a, b, respectively.

As clearly shown in the figures, the water goes to the collection tank through
a purification process which is accepted as fit for producing clean drinkable 99%
pure water. The collecting tank and condensation coil CAD, designed in registered
software Dassault Systems Solidworks, are shown in Fig. 3.
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2.3 Envi-Hybrid Cloud Control and Monitoring System
(CCAM)

Machines are made to make human effort lesser. However, if there are underlying
effects that may make us face difficulties in the future, then it might not be a
much valuable investment for the price paid. Nowadays, remote control and moni-
toring technology are readily available and easy to integrate due to the age of IoT
and the cloud-based tech revolution. The world is shifting towards more advanced
methods of automation and safety associated with it. Without safety or guarantee, one
would differ from buying a high-investment product. The better the human—-machine
communication, the better will be the efficiency of work output expected. All of
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this with an eye for communicative information and a guarantee that the mechanical
systems work according to the user.

The guarantee in this Envi-hybrid system here is provided by the numerous sensors
and programmable logic coded in the control and monitoring system. The commu-
nication gap is filled up by the “useful” data sent from these sensors and received
through a secure internet cloud server to the Envi-hybrid web-app. Some other soft-
ware, web apps, web application server, android app, etc., are playing their role in the
shadows of IoT (Internet of Things). It is essential to understand each component’s
role responsible for making this communication medium between an Envi-hybrid
system and its user possible. These components are classified into two types: Physical
and Digital components.

Physical Components: Siemens 10T2000, Siemens PLC 57200 & HMI, WIFI
Router, Ethernet Cables, Sensors (Humidity, Temperature, Fluid level, Fluid Pres-
sure), Energy Meter, Industry grade secure component wiring, Wire housing, Support
Structure, Plugs and switches, Smartphone.

1. Siemens IOT2000: This device is a smart gateway that blends communication
between different data sources, analyzes it, and advances it to the comparing
recipients. It offers data solutions that can be easily executed for such applica-
tions. It can very well be utilized to actualize creation ideas in any event for
existing industrial plant projects that are set up to confront what is to come
(Fig. 4).

2. Siemens PLC 57200 and HMI: SIMATIC S7-1200 Basic Controllers are the
perfect selection with regards to deftly and effectively performing automation
tasks in the lower to medium execution range. They highlight a complete range
of technological functions and integrated IOs, particularly small and space-
saving designs. The S7-1200 CPUs with Safety Integrated handle both standard
and safety-related tasks. Smaller design with integrated 10, communication
interfaces that meet the most elevated industry pre-requisites, and a range of
integrated programmable logics make this controller a vital piece of an extensive
computerization solution.

Fig. 4 a Siemens 10T2000 (left), b Siemens PLC s7200 (right)
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3.

Sensors (Humidity, Temperature, Fluid level, Fluid Pressure): These sensors
provide crucially useful and some unwanted data of humidity, pressure, temper-
ature, and fluid level to the CCAM. The system knows by logic which data is
useful and functions accordingly by sending it to the user interface for making
a decision (Fig. 5).

WiFi Router: It creates a WiFi zone around the system surrounding, which
avails high-speed internet without the hassle of wires. The MIMO technology
in the router supports enhanced 300Mbps wireless transmission rate.

Energy meter: The meter that is utilized for gauging energy usage through an
electric load. Energy is the total power consumed by the load at a certain interval
of time (Fig. 6).

Digital Components: Node-red, Node.js, MongoDB, Aws cloud, Useful Data

(un-processed for User understanding), Useful Data (processed for User under-
standing), Programmable logic code, Cellular internet connection/WLAN/WIFI,
Mode of connectivity, Android Smartphone, Android App, Envi-hybrid System User
interface, Web application, and Software.

1.

Node-Red: Node-RED edits and creates a process flow that demonstrates inject,
debug, and function nodes. With Node-RED running with cloud storage, we can
open the editor in a web browser on any system. Generally, an inject node is

2 )

Fig. 5 Humidity sensor (left), Temperature sensor (middle), & Hydrogen pressure sensor (right)

- B

Fig. 6 a WiFi Router (left), b Energy Meter (right)
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added first, and after that, a debug node. After wiring the two or more together,
we are ready to deploy our data.

2. Node.js: This open-source server environment is free and can be used by any
user knowing java scripting. It runs on many platforms (Windows, Linux, Unix,
Mac OS X, etc.) and uses JavaScript on the server.

3. MongoDB: A cross-platform document-oriented database program. It is defined
as a NoSQL database program. It uses JSON or similar class documents with
schema, and MongoDB Inc developed it.

4., AWS Cloud: Amazon Web Services (AWS) is an all-inclusive and
evolving cloud computing platform produced by Amazon. It delivers a mix
of infrastructure as a service (IaaS), platform as a service (PaaS), and packaged
software as a service (SaaS) offering.

5. Ul-code:

>>[{"id":"cb67b901.907ae8","type":"ui_text input","z":"e9a326cd.3dd118",

"name":" ","label":"HYBRID REFRIGERATION SYSTEMS-CONTROL AND
>>MONITORING","tooltip":"","group":"a361458¢.596838","order":3,"width":0,"hei
ght":0,"passthru":true,"mode": "text","delay":300,"topic":"","x":450,"y":460,"wires":
[11},{"id":"a361458¢.596838","type":"ui_group","z":"","name":"NARAY AN
SINGH","tab":"b220839¢.9ab9of","disp":true,"width":"9","collapse":false}, {"id":"b22
0839¢.9ab91","type":"ui_tab","z":"","name":"HYBRID REFRIGERATION
SYSTEMS-CONTROL AND MONITORING","icon":"dashboard","disabled":false,
"hidden":false}]

6. User Interface for Envi-hybrid System: this provides an interface to commu-
nicate with Envi-Hybrid System and perform various actions such as turning on
the water generation system before coming back home, checking the tempera-
ture of cooling space in the cooling portion, logging the energy usage pattern of
the Envi-hybrid, checking the ambient humidity, and setting the range of water
to be generated according to that, turning the refrigerator on/off remotely from
anywhere, and for checking the safety of the area for any type of gas or other
leaks at all times.

3 Experimental Setup

3.1 Envi-Hybrid Working Model Apparatus of CCAM (Cloud
Control and Monitoring)

Cloud control monitors an immense range of performance measurements naturally
and contrasts them with predefined metric data. It provides cloud control issue alerts
at whatever point performance metric qualities, surpassing particular limit esteem,
which fills in as the triggers for alerts. It indicates both fundamental and caution
alerts following the intersection of ready limits by monitored measurements. Thus, it
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PLC HMI
Wi-Fi Router

10T2000

Sensor

Fig. 7 CCAM working model setup

can set up an extensively ready system that tells you when performance is moderate
or when an objective is down. Here, the AWS (Amazon Web Services) is used for
hosting the web application data so that it can be accessed by any system even without
Node-red installed.

1. Inthe CCAM system, Siemens PLC (Programmable Logic Controller) acts as
the system’s logic brain.

2. Siemens IOT2000 helps carry this information to the cloud using AWS.

3. This information is then converted into useful and controlled data on the web
application and android application. The entire setup is shown in Fig. 7.

Major components visibly are Siemens I0T2000, Siemens PLC s7200 & HMI,
WIFI router, ethernet cables, sensors (Humidity, Temperature, Fluid level, Fluid
Pressure), energy meter, industry-grade secure component wiring, Wire housing,
support structure, plugs, and switches.

3.2 CAD Design of Envi-Hybrid Refrigeration System

See Fig. 8.

4 Result and Discussion

This study proposed to keep the emissions and harmful effects produced by refrigera-
tion systems as low as mathematically and experimentally possible. For this purpose,
we must shift our focus to a different method of the cooling process. Metal hydride
cooling systems fall into this category. By exploiting the chemical properties of
metal hydrides to absorb and desorb hydrogen and produce a cooling effect in the
said process, we are practically able to achieve our goal with a leap of energy-saving
units. This process uses a lesser amount of work input than previous cooling systems,
i.e., saving a vast amount of energy resources.
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Fig. 8 Envi-Hybrid enclosure, Envi-Hybrid enclosure transparent view, Envi-Hybrid enclosure
front view, Envi-Hybrid enclosure rendered view [15-23]

This study is oriented to promote new generation refrigeration systems and
the machines used in our daily lives that produce no harmful emissions, do not
contaminate the environment, and do not deplete the ozone layer.

SSRS does not use any harmful chemical refrigerant in the entire cooling process,
eliminating the concept of ODP and GWP risks entirely. It uses the atmospheric
water generation system to produce 99% pure treated water. Also, the amount of
electricity used in this system is minuscule compared to conventional refrigeration
systems (Fig. 9).

5 Conclusion

With the help of this study, initial target issues such as atmospheric pollution, ozone
desolation, energy wastage and loss (electric energy, heat energy, useful cooling, and
heating temperatures), lacuna due to different machines of different applications,
issue of water-saving and wastage of acquirable water resource were proposed to be
solved by propounding Envi-Hybrid system as discussed.

Further research is necessary for this field to take a significant and forward step
towards practically sustainable machines in the future. Metal hydrides can be viably
used as working materials in various thermal machines, contributing fundamentally
towards environmentally clean energy technologies. These systems utilize low-grade
thermal energy, for instance, waste heat from industries, solar energy, and heat from
exhaust gases to create excellent heating and cooling outputs.

Research and development of such devices require profoundly advanced compu-
tational design techniques for a complete simulation before investing in the final
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Utilisation Report AWG SSRS

Refrigerator Power Control Atmosphere Humidi

90.00

Date 0.00 100.00

Fig. 9 CCAM Web app MH cell monitoring page, web app atmospheric humidity monitoring page,
web app AWG monitoring page

design. Two significant restrictions of these devices are the high initial expense of
the hydride alloy and difficulty in achieving optimized heat and hydrogen transfer
in the reaction bed. However, as mentioned earlier, through the combined study of
research already present in this field, affordable bulk production of such components
is much possible.

Investment in MH systems is comparative to investment in renewable energy for
making more energy-efficient machines as its applications lies not only in refrigera-
tion but also several other technology fields such as fabrication of small pneumatic
actuators for rehabilitative systems which have constraint of space and volume and
cannot support mechanical compressors [24]. Also, in a recent research, MH’s radi-
ation shielding sensitivity was studied and was found to be one of best products
to shield gamma rays and neutron in nuclear and fusion reactors [25]. MH alloys
were also used to produce an innovative conversion reaction high-capacity anode for
lithium batteries that abetted in reducing the volume variation and poor electronic
conductivity of LiH [26]. Similarly, another recent breakthrough research in metal
borohydrides proposed wide range of structural flexibility, composition, and physical
properties. It also gained interest in solid-state ion conductors and energy storage
due to very high hydrogen density [27].
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A Study on Surface Topography m
Transformation in Abrasive Slurry Jet L
Polishing of BK7 Glass

K. G. Anbarasu(, L. Vijayaraghavan, and N. Arunachalam

1 Introduction

The presence of high-frequency surface error or surface roughness causes high-angle
scattering of light, which in turn affects the functional performance of the optical
components [1]. Generally, the required surface characteristics for the optical parts
are obtained by the polishing process. Thus, the role of the polishing process is very
crucial in optics manufacturing industries. The polishing processes commonly used
for polishing optical components are conventional polishing process, magnetorheo-
logical polishing process, laser polishing process, and abrasive slurry jet polishing
process (ASJP). Among all polishing processes, the ASJP is preferred for polishing
complex shapes, owing to its ability for polishing complex shapes, with nano-level
surface roughness [1-3]. In addition to that, the ASJP process has attractive features
such as very less tool wear, low cost of processing, cooling, and flushing of the
working zone [1-3].

On the other hand, the ASJP process is a complex process due to more process
variables and different mechanisms of material removal. Thus, to understand the
process, few works have been carried out to investigate the effect of process parame-
ters on surface roughness generation of different glasses such as K9, Quartz, N-BK7,
and BK7 [1,4-8]. In that, the pressure of the jet, angle of impact, polishing time or the
jet exposure time, size of the particle, type of particle, and concentration of particle
have a major influence on surface roughness generation. Especially the polishing
time or jet exposure time plays a crucial role in the polishing process, since the
surface roughness reduction rate varies with respect to time [5—8]. Furthermore, Huu
Loc et al. [5] and Wang et al. [6] have reported that the raise in surface roughness of
N-BK7 and K9 glasses were noticed, beyond a certain time of polishing. In addition,
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Wang et al. [6] have reported that the rough surface of K9 glass shows the large
change in R, in the initial duration of polishing and then saturates, but in the case
of smooth surface, there was no change in R, in the initial duration of polishing and
then raises with an increase in time.

From the literature, certain works were performed to study the effect of process
parameters on surface roughness generation. However, only limited works have been
reported on the time-dependent surface roughness generation of BK7 glass. Espe-
cially the mechanism of removal as well as the surface topography transformation of
BK?7 glass with respect to time is not much explored, hence to produce the desired
optical surface quality on BK7 glass at shorter processing time and low cost. The
detailed understanding of the time-dependent surface topography transformation is
required, since the polishing process is a time-dependent process. In that perspec-
tive, the present work focuses on understanding the physical insights on the surface
topography transformation of BK7 glass with respect to time.

2 Experiment Details

The ground BK7 glass disk of 30 mm diameter and 8 mm thick was used for
the present study. The experiments were carried out with the ASJP setup [8].
For polishing, initially, the abrasive slurry was prepared by adding a fixed weight
percentage of the aluminum oxide particle on water, and the mixture was continuously
stirred to obtain homogenous slurry. The prepared abrasive slurry was pumped to the
nozzle using an air-operated double diaphragm pump. The abrasive slurry jet coming
out from the nozzle impacts the BK7 glass disk rotating at a certain speed. Further
to polish the entire surface area of the work material, the nozzle linearly traverses
over the surface at a certain traverse speed. The abrasive slurry, after polishing, was
collected and sent back to the slurry tank for continuous processing.

The experiment was conducted by following the experimental condition given in
Table 1, and the surface topography transformation with respect to time was studied
by using a confocal microscope (OLYMPUS LEXT 4000). The measurements were
taken at three different selected areas (640 pm x 640 wm) of the workpiece, and
the surface topography transformation was assessed at a fixed interval of 10 min.
The most often used surface roughness parameters, such as average surface rough-
ness (R,) and maximum peak to lowest valley height (R;), were used to define the
surface topography transformation with respect to time. In addition to that, the surface
image (Confocal microscope image) was taken to analyze the surface morphology
transformation with respect to time.
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Table 1 Experimental S.No | Parameters

conditions

1 Pressure (bar) 5

2 Traverse speed of nozzle |3
(mm/min)

3 Workpiece speed (rpm) 300
Size of the particle(um) | 1

5 Concentration of particle | 10
(wt %)

Angle of impact (Deg) 30
Stand-off distance (mm) | 10

Jet exposure time (min) 10, 20, 30, 40, 50, 60, 70,
80, and 90

9 Abrasive particle Al O3

3 Results and Discussion

The surface topography transformation with respect to jet exposure time was
discussed in this section. Figure 1 shows the schematic of the ground glass surface
before polishing, and the surface changes with respect to time are shown in Fig. 2.
Besides, the schematic of the different mechanisms of material removal is illustrated
in Fig. 3. The reduction in R, and the rate of reduction in R, with respect to time
is shown in Fig. 4. In the beginning, the ground glass surface contains brittle frac-
ture features with surface damages, as well as more crest or peak (Figs. 1 and 2a).
Thus, during initial duration of polishing, the collision of the abrasive particle on the
ground glass surface results in edge chipping of the surface peaks (Fig. 3). Owing to
the presence of brittle fracture features with surface damages as well as weak geom-
etry of the surface peaks. This, in turn, results in a steep reduction in R, (0.58 pm

Surface damages - before polishing

Fig. 1 Schematic of the ground glass surface
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Fig. 2 Confocal microscope images—surface changes with respect to time a Initial, b t = 10 min,
¢ t=20 min, d t = 30 min, e t = 40 min, f t = 50 min, g t = 60 min, h t = 70 min, i t = 80 min,
and j t =90 min
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Fig. 2 (continued)
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Abrasive slurry jet

Workpiece

Edge chipping mechanism- due to the collision of the
abrasive particle over the surface peaks

Abrasive slurry jet

\
\}.\!\ Craters present

on the surface

Workpiece

Micro cutting mechanism- due to the sliding of the abra-
sive particle over the craters present on the surface

Abrasive slurry jet

Workpiece

Micro cutting and ball impact effect — due to the impact
of the abrasive particle over the flattened surface peaks

Fig. 3 Schematic of transition in mechanism of material removal with change in time



A Study on Surface Topography Transformation ... 21

074 : ®  Exponential fit of R
l : 8 Surface rough R
0.6 ! ghnEeN Ka)
! -
05 | i

o P :
~ 3?.38"..5 i |I I [ |

0.2 H 27.65 %

Surface Roughness (R,)), pm

{High : : 14.70 %
0.1 reduction ! Gradual reduction ! Less reduction
lzone i zone ! zone
0'0 . T . = b T . T b T v II v T ' T v T

0 10 20 30 40 50 60 70 80 9 100

Jet exposure time (min)

(a)

E 45 T ®  Max.peak to lowest valley height (R,)
S 40 ;
E"‘ 1 | ® Sine fitof R;
= 359 1 H
B z !
T 304 : i i
5 254 i ;_ i
] ] - '
Z 28 : L E
@ I
E yul : 4 i [

1.5 or | ~ |
& ™1 X% 213 % : 22.05 %
=) I [}
= 1.0 Less b e :
o 1 reduction ! ; B Eremciion 1 Gradual reduction
g._ 0.5 - zone | el | zone
T : :
= 0.0 —t T+ 1 T
= 0 10 20 30 40 50 60 70 80 90 100

Jet exposure time (min)
(b)

Fig. 4 a Surface roughness (Ra) with respect to time b Maximum peak to lowest valley height (Rt)
with respect to time



22 K. G. Anbarasu et al.

to 0.43 ,wm) shown in Fig. 4a. However, small reduction in R; (3.5 pm to 3.42 pm)
was observed (Fig. 4b) after 10 min of polishing. This is due to the consideration
of the maximum height of the surface profile, in the case of R, evaluation. On the
other hand, R, was evaluated by taking the average of surface profile height. Thus,
there was a high reduction in R,. Furthermore, from Fig. 2b, it was observed that the
foremost mode of material removal occurs due to brittle chipping of surface peaks
by the impact of the abrasive particle. Thus, the observed high reduction in R,, as
well as the brittle mode of material removal, is due to the edge chipping mechanism
(Fig. 3) in the initial duration of polishing [9].

After 10 min of jet exposure time, the abrasive particles collide with the partially
removed peaks (shown in Fig. 2b) and results in chipping of those peaks. This causes
a further reduction in R, (0.43 pm—0.36 wm, shown in Fig. 4a), but less reduction in
R; (3.42-3.37 pm), and the rough surface change to a partially smooth surface with
the more brittle mode of material removal craters after 20 min (shown in Fig. 2c).
The observed change is due to the knocking of the abrasive particle over the peaks
left out after 10 min of polishing, which leads to brittle mode chipping of material
similar to the initial stage of polishing (first 10 min). Moreover, high % reduction
in R, (37.38%), as well as less % reduction in R, (3.71%), was observed in the first
20 min of polishing (Fig. 4). After 20 min of polishing, the abrasive slurry jet interacts
with the craters present on the flattened surface peaks and removes the material via
sliding action of the abrasive particle over the work material surface (Fig. 3) since
the surface peaks were knocked off (Fig. 2c). Thus, there was a gradual reduction in
R, (0.36-0.26 pm) from 20 to 60 min of polishing (Fig. 4a).

In addition, from Fig. 4a, a considerable % reductionin R, (27.65%) was observed
after 60 min. However, from Fig. 4b, during 20—60 min polishing, the reduction in R,
was high (3.37-1.95,,,) and also a high % reduction in R, (44.28%) was observed
after 60 min. The observed high reduction in R, is due to the removal of peak left out
in the previous phase of polishing. Moreover, it is evident from Figs. 2d—g, during
20-60 min of polishing, the flattened surface peaks with craters were removed, and
more micro-dents were evolved during these stages of polishing. This may due to
the sliding type mechanism of material removal (Fig. 3) and its results on the ductile
mode or plastic mode of removal. A similar observation of micro-dents was reported
by Cai et al. [10], that the micro-dents were produced due to the impact of small size
particles on the surface at low angle of impact. In addition to that, Peng et al. [4] have
reported different mode of material removal based upon the size of the cerium oxide
particle. From their work, it was found that the 3 pm particle produces plastic pits
on the surface, and the 100 nm particle produces a smooth surface, but there is no
report on brittle mode of material removal. In the present work, the alumina particle
was used. The kinetic energy of the particle is 5.5407 x 1073 nJ (calculated using
the following Eq. (1)), which is less than the threshold kinetic energy (0.44364 nJ)
of the impacting particle for crack formation in the case of glass[11, 12] (calculated
using the Eq. (2)):

_1 2 2
K.E_zxmaxu X cos“H @))
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where K.E is the kinetic energy of the particle (nJ), m, of the abrasive particle
(kg), u velocity of the particle (m/s), and 6 is the impact angle (°) (only tangential
velocity component was considered for calculation since the impact angle considered
is shallow).

E? x K, o
H72

Up = Cav X

where Uy, is the kinetic energy of the particle at which still the cracks occurs, Cgy
is the constant (2.3 x 10%), Ey is the young’s modulus (82 Gpa), K is the fracture
toughness (0.84 Mpa. m'’?), and Hy is the hardness (6.166 Gpa) of the BK7 glass.

Thus, the observed micro-dents may be due to less kinetic energy of the impacting
particle as well as the shallow angle of impact. Beyond 60 min of polishing, the
abrasive slurry jet interacts with the smooth surface consists of micro-dents (Fig. 2g)
and results in less reduction in R, during 60-90 min of polishing (0.26-0.22 pm)
as well as gradual reduction in R; (1.95-1.52 pwm).In addition, less % reduction
in surface roughness (14.70%, Fig. 4a) as well as considerable % reduction in R,
(22.07%). was observed, during 60-90 min of polishing (Fig. 4b).

Furthermore, from Figs. 2h—j, there is no significant change in the surface, during
60-90 min of polishing. This may be due to the domination of the ball impact effect
over the sliding mechanism. The phenomena of ball impact effect were reported
in Tsai et al. [13]. The ball impact effect induces compressive residual stress and
results on rise in the strength and hardness of the work material [13]. Thus, the less
reduction in R, is may be due to the ball impact effect (Fig. 3), and the gradual
reduction in R; is due to the removal of surface craters left out in the previous
phase of polishing. Overall, from this study, it was observed that the reduction in R,
shows time-dependent nonlinear behavior (Fig. 4a). On the other hand, ASJP is a
stochastic process, and material removal occurs due to multiple mechanisms (edge
chipping and sliding) with respect to time. Owing to the complexity of the process,
the curve-fitting model was preferred to define the relationship between the surface
roughness (R,) and jet exposure time or polishing time; for that, an exponential fit
was used (Fig. 4a). The curve fitting was done using ORGIN software and the best
fit was obtained (Adj.R?> = 0.98). The equation obtained from curve fitting is given
in Eq. (3).

R, = yo + A x eP&! 3)

where R, is the average surface roughness (Lm), yo is the offset value (0.2375), A
is the amplitude (0.3398), Dy is the decay rate (—0.0446), and t is the jet exposure
time. Similarly, to establish the relationship between the maximum peak to lowest
valley height (R;), and jet exposure time, the sine curve fit was used (Fig. 4b) and the
best fit (Adj. R? = 0.96) was obtained. The equation obtained from the fit is given
below:
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( (t_xc)>
Ri=yo+ A xsin| m x ——— 4
w

where yg is the offset (2.5748), A is the amplitude (0.98), x. is the phase shift
(—46.98), and w is the period (87.01).

4 Conclusions

From this study, the surface topography transformation during abrasive slurry jet
polishing of BK7 glass with respect to time were revealed and the conclusions drawn
from the study is given below.

e Three different stages of reduction in surface roughness (R,) and maximum peak
to the lowest valley height (R;) were observed with respect to time. Along with
that, different mechanisms of material removal (edge chipping and sliding) as
well as craters and micro-dents were observed with respect to time.

e Especially, in the case of R,, there was high reduction during initial duration of
polishing, then the reduction is gradual, and, finally, the reduction was almost in
steady state. However, there was less reduction in R, during initial duration of
polishing, then reduced massively, and, finally, the reduction was gradual. The
observed changes in surface roughness, is due to the removal of peaks, followed
by the removal of craters.

e Moreover, the change in surface roughness (R, ), with respect to time, is similar to
the exponential function, and the change in maximum peak to lowest valley height
(Ry) with respect to time is similar to the sine function. This study brought out the
stochastic nature of the process, along with information about the saturation limit
in surface roughness generation. This is very much essential to plan for subsequent
processing steps to reduce the surface roughness of the given component.

Acknowledgements The authors would like to acknowledge Industrial Consultancy and Sponsored
Research, Indian Institute of Technology Madras for funding the project through New Faculty
Initiation Grant- MEE/13-14/817/NFIG.

References

1. Fang H, Guo P, YuJ (2006) Surface roughness and material removal in fluid jet polishing. Appl
Opt 45:4012-4019

2. Kim WB, Nam E, Min BK et al (2015) Material removal of glass by magnetorheological fluid
jet. Int J Precis Eng Manuf 16:629-637

3. Liu H, Wang J, Huang CZ (2008) Abrasive liquid jet as a flexible polishing tool. Int J] Mater
Prod Technol 31:2-13



A Study on Surface Topography Transformation ... 25

10.

11.

12.

13.

. Peng W, Guan C, Li S (2013) Material removal mode affected by the particle size in fluid jet

polishing. Appl Opt 52:7927-7933

. Huu Loc P, Shiou FJ, Yu ZR, Hsu WY (2013) Investigation of optimal air-driving fluid jet

polishing parameters for the surface finish of N-BK7 optical glass. J Manuf Sci Eng Trans
ASME 135:1-7

. Wang RJ, Wang CY, Wen W, Wang J (2017) Experimental study on a micro-abrasive slurry jet

for glass polishing. Int J Adv Manuf Technol 89:451-462

. Anbarasu KG, Vijayaraghavan L, Arunachalam N (2018) Experimental study on surface

generation in optical glass with fluid jet polishing process. Int J Abras Technol 8:245-260

. Anbarasu KG, Vijayaraghavan L, Arunachalam N (2019) Effect of multi stage abrasive slurry

jet polishing on surface generation in glass. J Mater Process Technol 267:384-392

. Mohajerani A, Spelt JK (2010) Erosive wear of borosilicate glass edges by unidirectional low

velocity impact of steel balls. Wear 269:900-910

Cai DH, Qi H, Wen DH, Zhang L, Yuan QL, Chen ZZ (2016) Effect of fluid motion on the
impact erosion by a micro-particle on quartz crystals. AIP Adv 6:085203-085211
Slikkerveer PJ, Beuten PCP, In’T Veld FH, Schollen H (1998) Erosion and damage by sharp
particles. Wear 217:237-250

Wensink H, Elwenspoek MC (2002) A closer look at the ductile-brittle transition in solid
particle erosion. Wear 253:1035-1043

Tsai FC, Yan BH, Kuan CY, Hsu RT, Hung JC (2009) An investigation into superficial
embedment in mirror-like machining using abrasive jet polishing. Int J Adv Manuf Technol
43:500-512



Comparative Analysis of Mechanical )
Behavior of Femur Bone of Different Age | @i
and Sex Using FEA

Dinesh Yadav(® and Ramesh Kumar Garg

1 Introduction

Biomechanics is a branch of mechanics responsible for analyzing the biological
structure using mechanical engineering principles [1]. Initially, the mechanical laws
cannot be easily applied to biological structures because of their non-linear and
anisotropic behavior. Still, the advent of FEM simplifies the modeling, analysis,
and simulation of linear and non-linear biological structures. In the human skeleton
system, femur is the longest and strongest bone present between the hip joint and
knee joint [2]. Femur structure is dynamic in nature and having a highly complex
composition [3]. It can withstand a high compressive force of between 8000 and
11000 N and helps the human body in day-to-day movements such as walking,
hopping, dancing, and standing [4]. In Indian-based population, the length of femoral
bone is approximately one-fourth of the human height. The thickness of bone varies
between 6 and 50 mm depending upon humans’ bone health, sex, and age [5].

Modeling and analysis of human femoral bone under different boundary condi-
tions like load, age, and sex has been conducted using various finite element tech-
niques [6]. Finite element analysis (FEA) is an evolving technique for estimating
various bone properties in a specific patient on computed tomography (CT)-extracted
DICOM images [7]. FEA and CT images have been used to determine the stress—
strain analysis, bone rigidity, failure load, and deformation-induced in bone in a
different position [8].

The time-intensive and computationally extensible design of models is one of the
critical restrictions making clinical trials challenging to implement. Each FE model
almost took 10—12 h, depending upon the model’s nature and type [9].
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In the present study, a 3D model of the femoral bone is produced by CT scan
and MRI scan-based DICOM images using Materialize MIMICS, and 3D slicer
software. Wall thickness analyses of created models have been completed to establish
its relation with induced stress and deformation within the femur bone [10]. After the
pre- and post-processing of the designed femur models as per age, sex, and weight
of humans, FEA has been done for the mechanical property analysis on the created
femur model using ANSYS by assigning only the real-time isotropic property of the
bone material [11]. The force, i.e., four times the weight (mg) of the patient, has been
applied to the head of the femur and the base of the femur is preserved in order to
examine the stress distribution and total deformation [12].

2 Material and Method

2.1 Image Rendering Using Mimics

Digital Imaging and Communications in Medicine (DICOM) files containing patient
and scan attributes are saved for CT scanning images [13]. The scanning attributes
such as the thickness of the slice, number of slices, and internal space between slices
can affect the scan and final cad model’s quality. Three views, i.e., coronal, sagittal,
and axial, are visible in the mimics-22 window and the fourth view is for the 3D
model, as shown in Fig. 1. Femur mask is created with a pre-defined threshold limit
of HU region, i.e., “Bone CT” and then segmentation is conducted and extra noises
are removed from created femur model using edit mask command then the 3D model
of femur bone has been edited to prevent possible pitfalls during meshing and also
affect the FEM results. The value of HU in bone CT changes itself concerning the
input scanned data of femur bone [14]. The last “Region Growing” tool has been
applied to remove separate geometries from the bone; this leads to the development

Fig. 1 Coronal, sagittal, axial, and 3D model in mimics-22 window
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of a new mask. Multiple 3D Edit and Edit Slice Mask command has been utilized to
erase the extra flesh from the distal and proximal end. Then femur model has been
intended using the “Calculate 3D” tool. The models still have some impurities and
holes with a range of up to 7 mm, which are removed using the Wrap and smooth
command [15].

3-Matic is a software tool that comes with Mimics. Its purpose is to simplify and
edit further the designed femur model. Using the “Fix Wizard” tool under the “Fix”
command, many errors such as stitching, holes, shells, overlap and intersecting trian-
gles are marked and eliminated manually or automatically [16]. Under the “analyze”
command, wall thickness analysis is performed for every designed model with pre-
defined maximum and minimum wall thickness [17]. This analysis shows the wall
thickness variation of the model concerning its length.

The smoothed wrapped model is exported to 3-Matic for meshing purposes. In 3-
Matic, the model’s shading mode is set to fill with triangle edges under the view tab for
visualizing the surface mesh. Then the smooth function under the fix tab is applied to
reduce the number of details. Under the remesh tab, the mesh’s quality and size were
inspected by using inspect part function [18]. Then the quality preserving reduces
triangles function was applied for preserving the quality of the model. Adaptive
remesh was also done before applying the create volume mesh function to creating
mesh volume. The final model has been exported to the ANSYS Workbench for
FEA [19]. In the Workbench, real-time isotropic bone material properties (Young’s
Modulus of elasticity 16000 MPa, Poisson ratio 0.36, Bulk Modulus 19,048 MPa,
Shear Modulus 5882.4 MPa) have been assigned to the designed model under the
static structure tool.

2.2 Ansys

ANSYS is an FEA tool for linear, non-linear, and dynamic structural analysis. In order
to support a wide variety of mechanical design concerns, ANSY'S computer modeling
product supplies final parts for model behavior and supports material models and
equation solutions [20].

Workbench manages the dynamic communications and data transmission from
one point to another to overcome complex interaction from the importation of CAD
geometry to meshing, from meshing to loading and boundary constraints, from anal-
ysis to optimization post-processing [21]. The specialists are presently expected to
ensure that the data from one separate domain is reformatted and converted to the
next properly using a standard and separate framework. ANSYS allows the user
to connect all required resources into the common model for various mechanical
modeling problems and equation solvers. For each process, simulation activities are
made up using building blocks. Link the outputs and inputs of each other and provide
a true generalization. Although Workbench would not eliminate the expert’s need, it
does not mean that people can immerse themselves in the process and that the expert
will work better. To have a single user interaction method and allow the user to
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connect all required resources into the single, common model workflow use ANSYS
Workbench [22].

2.3 Finite Element Analysis

The human body has been influenced by a number of external and internal forces
and other physiological conditions [23]. It is necessary to analyze these physiological
conditions to understand the femur bone’s failure mechanism and guide the implant
and bone orthosis designers for the fracture fixation of bone [24]. In this study, the
femur bone is analyzed using FEA by considering the age, sex, and weight of human
beings. Stress and deformation have been analyzed by considering all thicknesses of
bone using FEA under real-time conditions. FEA effectively and efficiently considers
the effect of these forces and physiological conditions and shows the induced stress
and deformation in femur bone by applying force, i.e., four times the bodyweight
[25]. Femur bone has highly heterogeneous and non-linear in nature, which means
that the distribution of material properties in all senses of the bone model is difficult
[26]. To overcome this problem, here bone is assumed isotropic in nature and healthy
bone with bone mineral density1’, in different age groups for both male and female
is considered for analysis [27]. Figure 2 demonstrates the detailed steps involved in
FEA analysis of femur bone. DICOM images from CT scan are segmented in Mimics
and 3D computer-aided design (CAD) model is prepared. Then the designed model
is processed and wall thickness analysis has been performed in 3-Matic software.
Further analysis has been performed using ANSYS and SolidWorks softwares.

3 Result and Discussion

The static structure of 3D femoral bone models for different age and sex with isotropic
material properties has been analyzed using ANSYS 18.0 Workbench. In this anal-
ysis, the femur bone’s wall thickness, stress, and deformation induced on the femoral
bone have been evaluated for both males and females having the same weights 65 kg,
70 kg, and 70 kg with age 40, 45, and 65, respectively.

Wall thickness of created models has been evaluated using 3-Matic 13 software in
order to analyze the bone strength concerning the age and sex of human beings. It is
observed that males have a higher bone thickness than females in the same-age group.
In males, the bone thickness increases up to 50 years and then starts decreasing in old
ages, the value for the same as shown in Fig. 3. But in females, bone thickness and
bone strength are affected by the menstruation cycle. In old age, the bone thickness
in females is decreasing rapidly, as shown in Fig. 4.

The correlation between wall thickness and stress induced in bones is also
validated using the basic stress equation below:
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Fig. 2 FEA analysis methodology of femur bone
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For a safe design, materials have to follow the above equation. It is observed
from the equations that increase in thickness (t) of the femur bone, the load bearing
capacity, and the model’s strength has been increased. Males bone has a larger
thickness of bone than women, which offers a larger area and leads to high strength.

For the structural analysis of bones, “four” is taken as a factor of safety to consider
the other uncalculated forces on bone due to bone mass and attached arteries and
veins. First of all, edge meshing of all the femur bone models with element size S mm
is performed in ANSYS-18 Workbench. For the stress and deformation analysis of
created 3D models, the distal end of femur bone has been treated as fixed support
and a force (four times of bodyweight) has been applied to the proximal end. The
maximum stress is induced in the femur bone’s shaft with a minimum value at the
distal end. As stress concentration is higher in the shaft and proximal end, the chance
of fracture is also high for the same.

At the time of the modeling process, the 3D models are constructed using Mimics-
22 and edge sizing mesh is performed with element size 5 mm. FEA is carried out on
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Table 1 Simulation results of femur bone models

Sr. | Sex Age | Nodes |Elements | Stress Deformation Wall thickness
No Max |Min | Max Min Max | Min
MPa |MPa |MPa MPa mm mm
1 |Male 40 22,289 | 12477 5779 |0 1464 |0 37.84 |12.03
2 45 139,092 | 22,386 45.02 [0.023 | 929 |0 41.24 | 13.78
3| 65 22289 | 12,477 62.85 [0.05 [1639 |0 36.84 | 8.37
4 | Female |40 |20,165 |11,208 53.94 10.01 462 |0 3544 | 8.23
5 45 | 5905 6535 75.01 |0 3.08 |0 24.67 | 0.60
6 | 65 12,932 | 11,044 8222 |0 1201 |0 2450 | 0.54

the 3D bone model with the distal end as fixed support. The simulation results reveal
that the most significant deformation occurs at the top of the femoral head and that
the least deformation occurs at the bottom of the femoral bone. Simulation results
for all the created models with boundary conditions are shown in Table 1.

Total deformation and stress induced in male femur bone of different age groups
is shown in Figs. 5 and 6, respectively. It is observed as the wall thickness increased,
the induced stress and deformation decreased and bone offers high bone strength.
Similarly, in case of females, the similar analysis is performed and the results are
simulated in Table 1. The optimum stress induced in male femur bone at 45 years
is 45.02 MPa with a deformation 9.29 mm. But in case of female, the optimum
deformation is achieve at 40 years with minimum deformation as shown in Table 1.

Male 40 Male 45 Male 65

Fig. 5 Total deformation induced in male femur bone of different age groups
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Male 40 Male 45 Male 65

Fig. 6 Equivalent stress induced in male femur bone of different age groups

4 Conclusion

FEA has been used to determine the forces on the 3D femoral bone model. The present
study concludes that the induced stress, overall deformation, and bone strength would
increase with human’s weight. Age and sex of human beings also affect the same.
This study also discusses the effect of the wall thickness of bone, age, and sex on von
Mises stress and deformation in femur bone. The findings conclude that in females’
case, the maximum bone strength is offered in 30-40 years age group and the case of
males 40-50 years age group. Females offer lower bone strength than males because
of the degradation of bone properties in the female with the start of the maturation
cycle.
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Performance Analysis )
of PCM-Integrated Greenhouse Dryer i

Ravin Sehrawat, Ravinder Kumar Sahdev, and Sumit Tiwari

1 Introduction

Food and energy availability are the two key problems faced by the world in the
existing time. Drying is a traditional method used to conserve food; it means lowering
the moisture content to a reasonable limit to preserve food for a long time [1].
However, the drying of agro-products is an energized process propelled largely by
energy demand with high operating costs. The need for energy can be met by renew-
able and non-renewable sources of energy. Solar energy is an inexpensive option that
can also virtually eradicate CO, and CO emanation and other adulterants from the
drying process [2]. One of the drawbacks of solar energy is that availability depends
on seasons and geographical location like latitude and longitude—for example, solar
energy compilation decrease during winter, particularly in upper latitudes [3, 4].
Similarly, solar energy is available only for a few hours of the day. Therefore, the
main challenge is to run the greenhouse dryer (GHD) after non-sunshine hours. The
problem can be minimized by integrating a TES system, which extends the period
of available energy, allowing the drying air to be heated for an extended amount
of time. PCMs are broadly used for TES for their significant enthalpy of fusion
and high energy storage density [5, 29]. In recent years, PCM-based solar energy
systems are in focus. Low thermal conductivity is the key barrier to the use of PCMs
[30]. The authors performed a lot of work and the result highlights the future of the
PCM-integrated system [3-6].
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Fig. 1 Greenhouse dryer classification

2 Greenhouse Dryer

In the GHD, the substance to be dried is kept in an enclosure with a translucent shell.
The absorption of direct/indirect solar radiations generates heat inside the drying
chamber [7-9]. These solar radiations are the amount of absorbed solar radiations
both on the object and the drying chamber’s internal surfaces. It improves product
quality and uses optimal resources and time. It also makes the operation more effec-
tive and saves the environment [10, 27]. GHD is classified into various categories
based on the mode of operation, geometry, etc., as shown in Fig. 1.

3 Phase Change Material

Latent heat storage is named as PCM energy storage [11, 25]. When the material gets
heat, the material’s chemical bond breaks up, and the material changes phase as per
particular interest (solid-liquid, solid—gas, liquid—gas) [12, 13, 26]. This phase tran-
sition is an endothermic mechanism, as the phase transition temperature is reached,
the material begins to melt. The temperature then remains steady until the process
of melting is done. The heat accumulated during the process of phase shift (melting
process) is called latent heat [14, 15]. There are two key benefits of PCM storage as
vast volumes of heat can be retained with only minor temperature shifts and hence
have a high storage density. Various PCM groups were defined based on latent heat
of fusion and melting temperature as shown in Fig. 2. [10-14].
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Fig. 2 Phase change materials classification

4 PCM-Integrated Greenhouse Dryer

The recent development on GHD has mainly concentrated on improving drying effi-
ciency, effectual use of solar energy, minimizing the drying period, and improve
running time in non-sunshine hours [31]. Incorporation of the solar air dryer, auto-
matic close loop process, integration of PCM, etc., are some techniques intro-
duced to support GHD. This paper focuses on the performance measurement of
the PCM-integrated GHD.

4.1 Analysis Based on Performance

The performance of GHD includes the assessment of the significant parameters, such
as drying rate, energy payback period, drying rate, thermal efficiency, coefficient of
performance, etc.

Areviewed study was performed on TES-integrated greenhouse dryer. The study’s
outcome suggests that sensible heat storage was a viable option for intermediate
thermal operation but the key problem of low thermal density and cost. PCMs offered
high thermal density [15]. Slices of strawberry of thickness 3 mm were dried in
paraffin wax as a PCM-integrated industrial size greenhouse dryer. The system was
incorporated with two air collectors, an energy storage system of 2 m long, 1 m wide,
and 1 m deep, which contain 300 kg PCM of paraffin wax, and two fans were installed
at the drying unit’s outlet and inlet, as well as an energy storage medium. When the
system was analyzed for environmental impact, the energy payback time was deter-
mined to be approximately 6.82 years. CO, mitigation was measured as 99.60 tones
for the predicted device lifetime. It was also discovered that the PCM box supplies
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heat to the drying product in between sunshine and non-sunshine hours [16]. Various
solar energy-based system integrated with PCM was observed. The most widely
used PCM was paraffin which appeared to be productive in solar thermal applica-
tion devices only for low- and medium-temperature operating systems. PCM built-in
solar energy systems had significant reliability and performance improvements [17].

A greenhouse dryer integrated with a photovoltaic panel, solar accumulator, and
paraffin-based energy storage system was analyzed. Further, black-colored zinc fins
were installed with a solar panel to increase heat transfer. The solar accumulator was
loaded with 300 aluminum soft drink can, which hold 56 kg PCM. The PCM was
loaded with 4.8 kg strips to increase thermal conductivity. Kiwifruit and mushroom
were dried during the study and experimental results positively related to the mathe-
matical model [18]. Piper nigram (black pepper) was dried with two active horizontal
solar dryers integrated with PCM (paraffin wax) and compared with open sun drying.
The TES consists of a 4 mm thick galvanized iron sheet with has a length of 200 mm,
and outer and inner diameter was 205 mm and 197 mm, respectively, 38 kg paraffin
wax has been melted and pumped into the heat exchanger. The drying time were
14 h and 23 h. For achieving the optimal humidity content of 0.14 (d.b) from 3.46
(d.b) in mixed mode and indirect mode of drying, it took 59 h to dry in the open
sun. Mixed-mode dryers have high carbohydrate and protein values as compared
to two other cases [19]. Three dryer systems, namely open sun drying, solar dryer
with PCM, and solar dryer without PCM, were used to dry chili. Paraffin wax as a
PCM was filled into a rectangular tube. The rectangular tubes of each module were
attached in parallel. To maximize solar radiation absorption, the top surface and sides
of each module are painted dark. During low solar radiation time, all PCM thermal
storage device surfaces supply heat to the air inside the dryer to begin the drying
process.

Chili has been dried to 10.0 percent (w.b.) moisture content from 74.7 percent
(w.b.) moisture content in 2.5 days, 3.5 days, and 11 days with the combined PCM-
integrated SD, PCM-free SD, and open sun dryer [20].

Various SDs arrangements (direct heating, indirect heating, mixed-mode dryer,
PCM/PVT-integrated SD, etc.) were studied. It was observed that direct dryers in
remote areas are affordable and easy to mount, though indirect dryers have better
drying control and improved efficiency. It was also noted that, the drying rate is largely
determined by the heat transfer coefficients of evaporative (he) and convective (hc).
Hybrid dryers were autonomous and can also work during the off-sunshine hours [21].
Grapes were dried in three different drying arrangements, namely hot air oven dryer,
solar dyer, and SD with PCM. For energy preservation, paraffin wax was used as a
PCM. The study concludes that the use of TES enhanced the device’s reliability and
performance [22]. Valeriana Jatamansi was dried inside a PCM-integrated indirect
SD. The study was also compared with the heat pump dryer and shade dryer. Paraffin
RT-42 was used as PCM in the dryer, where a blend of gravel, iron scrap, and engine
oil was used as a TES medium in the collector. Results indicate that the drying time
using PCM was decreased by 37.50% and 64.29% relative to heat pump drying and
shade drying, respectively [23]. Modeling, simulation, and experiment of various
sustainable SDs were studied. Based on a detailed description, it was proposed that
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Table 1 Remarks from the various study
Sr. No | Author | Remarks

1 [15] PCM make a better combination with greenhouse dryer performance

2 [19] PCM-integrated greenhouse dryer performed better and provide high
efficiency

3 [20] TES overcomes the downside of the intermittent supply of solar energy

4 [21] Proposed a mathematical model for TES-integrated SD

5 [22] Drying temperature remains uniform with the integration of TES

6 [23] Integration of PCM helped to dry commodities in unfavorable environmental
conditions

7 [24] Proposed hybrid dryers during the off-sunshine season.

[25] PCM boost efficiency with the supply of energy in low to non-sunshine hours

9 [26] The addition of PCM helped to provide hot air in the greenhouse dryer until

midnight

the introduction of combined heat and power systems powered by biomass might be
a successful solution to post-harvest waste [24]. A lot of work has been performed
by authors and Tables 1 and 2 detailed various remarks and governing equations,
respectively.

5 Conclusion

Solar energy play a significant role in the present era as clean energy. The major
problem with solar energy is its intermittent nature (non-availability during non-
sunshine hours). The use of fossil fuel to supply heat in non-sunshine hours is
not feasible due to limited availability on earth and environmental aspects. PCM-
integrated SD is an optimal alternative to minimize the issue of energy demand during
sunshine and non-sunshine hours. An important role in reducing post-harvest losses,
particularly in low sunshine hours, will be played by the PCM-integrated SD for the
drying of agricultural products. Following conclusions are made.

e Integration of PCM in SD enhances the system performance in terms of efficiency,
drying time, operating time.

e PCM with enhanced thermal conductivity will be more effective.

e Integration of PCM raises the initial cost but lowers running cost.
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Table 2 The governing equation is used to solve the mathematical model

Sr. No | Authors | Governing equation

1 [19] 1. Energy balance equation for drying unit
Qu = AcFr[I = UL(Ti — To)]
The heat loss coefficient

— I(ay)
UL =1,

Factor for removing heat Fr

)
2. Exergy balance equation for drying unit

» el Tout.a
Exout = man,a [(Tout,a - Ta) - TalnT:}

» e Tout.a

Exout = macp,a [(Tout,a - Ta) - TalnT:}

3. Energy balance of PCM energy storage system
Q = m[Csp(Tm — Ti) + am Ahm + Crp(Tr — Tm)]
4. Entropy generation calculation

sgen = mpcM(S1 — Ss) + MWy (Sa,out - Sa,in)tp

5. Exergy analysis of PCM energy system

ExXgtored = MurrChrF (THTF,in — THTF,out) [1 - (T:(?M )]

2 [21] 1. The energy balance on the absorber plate
pbAb,SPEbed‘% =

A, sphe bt (T — Tp) 4 Ag sphr bg (Tg — To) + AgUp(Ta — Tb) + Ap, sptgapl
2. Energy balance in PCM

)\medd—? + mWdeg—t‘” = Awhe wi (Tr — Tw) + Aghr,we (Tg — Tw) + Awtgaw]
3. Solar accumulator efficiency

nsa = 2L 100%

4. Energy balance of the air

prVe(Cr + Csz)dzf{2 =

W3 (C¢ + CyH; )Tf3 — Wf:s (Ce + CVHQ)sz + Aphc’pf (sz — Tp)

3 [22] 1. Net amount of energy fall on SAH

Qin,sAHI = @ X T X I X Agani
2. The rate of heat energy charging and discharging to TES is expressed as

€ch = rhacpa (Ties,air - Toes,air)

€disch = Ihacpa (Ties,air - Toes,air)
3. Overall efficiency of the SD with PCM

___ Mwager X hg
Nover = (B Erps+Ev)
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Numerical Simulation of Frontal Crash )
for Toyota Yaris Using LS-DYNA L

Tushar Tanwar, Shikhar Gupta, Ashwani Kumar Singh, and Vijay Gautam

1 Introduction

The safety of passengers under crash conditions is a special concern for a vehicle in
the automobile industry nowadays. Here, instead of performing an actual crash test,
simulation is carried out in LS-DYNA software for crash analysis of the Toyota Yaris
FE model which is less time-consuming and is economical [1]. Several factors affect
the performance of the vehicle during crash analysis, one of them is lightweighting
and the other is crashworthiness [2]. Crashworthiness is the measure of the ability
of a car structure to absorb energy to prevent its occupant during a collision. Before
the simulation could be carried out, several pre-processing conditions need to be
specified and the results obtained from the software are verified from actual crash
test reports.

To reduce the weight, conventional materials are being replaced with lightweight
materials like aluminium alloys because they provide better strength-to-weight ratio.
Although, in many cases, lightweight material may be costlier than conventional
materials due to requirement of new processes and equipment [3] but if they provide
better crashworthiness then they become a priority because passenger safety is the
primary concern. The application of new lightweight materials like aluminium,
magnesium and high strength steel is playing an important role in the automo-
bile industry because of higher strength but lower ductility compared to conven-
tional materials. However, in the construction of vehicle components, the use of
lighter substitutes to steel is playing important role in the automotive industry, and
aluminium is considered as one of the best substitutes for steel. The reduction of
vehicle weight also brings additional benefits such as better acceleration, better
handling of the vehicle and more comfort for the occupants in the vehicle. Content
of aluminium has been continuously increasing in the vehicle structure and it had
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been studied from the vehicle market in China that emission of dangerous substance
will be reduced if aluminium content used in the vehicle structure will be more than
330 kg [4].

2 Material Characterization

6000 and 7000 series of aluminium are of particular interest in the automobile
industry. The use of aluminium alloys for the construction of vehicle structure is
one of the methods of reducing the weight of the vehicle as the density of aluminium
(2700 kg/m"3) is one-third of the steel (7600 kg/m"3) and it is attracting many
different sectors especially automobile and aeronautical due to their low density and
high strength [5]. In this study, AA6082-T6 material is used as this aluminium alloy
has the highest strength in the 6000 series. This alloy is mostly supplied in plate or
sheet, since this aluminium alloy has not been in much use in the automobile industry,
this may be due to lack of knowledge about this alloy. Aluminium alloy 6082 is a
medium-strength alloy with excellent properties such as lightweight, corrosion resis-
tance, ductility and easy machining [6]. Low content of copper in 6082 compared
to 6061 results in excellent corrosion resistance. This alloy is also known as struc-
tural alloy [7]. This grade substitutes the conventional 6061 alloys in many structural
applications as it has 10—15% higher tensile strength. It is widely used in structural
applications in which high-stress resistance is required. The tempering designation of
T6 represents that the material is solution heat treated and then artificially aged. The
machining of tensile specimen was done using HS-G3015C laser cutting machine as
shown in Fig. 1.

Fig. 1 Preparation of tensile
specimen using HS-G3015C
laser cutting machine
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Fig. 2 Tensile testing using
H50KS UTM

Fig. 3 Untested and tested
specimens as per ASTM
standard

3 Testing and FEA Simulation

In this study, the material was tensile tested and the simulation was carried out in LS-
DYNA software. LS-DYNA software is a multi-functional simulation software that
is strongly used to analyse the non-linear physical processes with large deformations
that occur in a short time. It is an industry-standard software originally developed
by Lawrence Livermore National Laboratory for impact and defence applications
[8]. For the application of material AA6082-T6, Cowper—Symonds model is used in
the LS-DYNA software. The reason for doing so is the ease and simplicity of this
model as compared to the Johnson—Cook and Zerilli-Armstrong models [9]. Also,
this model was originally used in the Toyota Yaris FE model which was designed by
the George Washington University National Crash Analysis Centre.
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3.1 Tensile Testing of the Specimen

The strain rates used in the testing have significant influence on the flow stress
behaviour of the material and it is expressed in units of per second (Figs. 2 and 3).
Uniaxial tension tests at strain rates (10~ to 10~! s~!) were performed on H50KS
UTM. The reason for tensile testing is to generate the true stress versus true strain
curve. This curve will give the yield point for AA6082-T6 so that further simulation
could be carried out. The tensile test performed was according to the ASTM standards
which involves specimens cut in dog-bone shape. The specimens had a thickness of
2 mm and gauge length of 84.16 mm and were cut in the rolling direction by laser
cutting.

. de AL 1%
StrainRate = — = —— = — (D
ot L.ot L

where V is the cross-head velocity of the UTM, and AL and L depict the change in
length and original gauge length of the specimen. Tests were conducted at cross-head
velocities of 0.505, 5.05, 50.5 and 505 mm/min, which correspond to strain rates of
104,103, 102 and 107! s~ 1, respectively.

The plot (Fig. 4) shown below is the true stress-true strain plot of AA6082-T6 for
varying strain rates. From the plot, the yield stress at reference strain rate of 10~ s~
is coming out to be 242.32 MPa.

The reason for performing the test at different strain rates is to check the behaviour
of the material at different strain rates. From the plot, it can be seen that yield stress
is increasing with an increase in strain rate.
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Fig. 4 True Stress versus True Strain plot for varying strain rates
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of

Fig. 5 Position of car before the crash at 0.0 s

of

Fig. 6 Position of car during the crash at 0.1 s

3.2 Modelling and Simulation

The FEM model and its constraints were already defined by the George Washington
University National Crash Analysis Centre [10]. This model was made and assembled
for use by NHTSA (National Highway Transportation and Safety Authority), USA
which incorporates crash testing by adopting the NCAP regulations according to
their country standards. The simulation performed was all set on standard values.
The Toyota Yaris FE model (2010) was taken from the NHTSA and the standard
speed of the car is 56.33 KMPH or 35 MPH for the crash test. The frontal crash
simulation was done for this model using LS-DYNA software. This speed has been
defined according to the regulations of NCAP, so there have been no changes made
in the speed while simulating the crash.

For this simulation, a tonne-mm-s system of unit is used in which mass is in tonnes,
length in millimetres, time in seconds, force is in newtons and stress in MPa. The
ratio for velocity in this system is 1.56E 4 04. The simulation was completed in 42
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steps, i.e. there were total of 42 stages in which the data was written of d3plot for the
crash simulation. The simulation time, i.e. 0.2 s was divided in 42 parts as required
by user to write d3plots. Shown below are three stages, starting, intermediate and
ending by which a general idea can be formed regarding the crash simulation (Figs. 5
and 6).

In Fig. 7, the car had been moved back after colliding with the wall and this is
because of the fact that the momentum is conserved during the collision, since the
wall is rigid so when the car exerted a force in the direction of the wall, the wall also
exerted an equal and opposite force back on the car. The piecewise linear plasticity
material model is used for the simulation of crash of this car. This model is also
known as Cowper—Symonds material model and it works on the principle of the
behaviour of elasto-plastic materials.

The Cowper—Symonds material model is frequently used to determine the material
behaviour at different strain rates [11]. This model scales the yield stress (o) which
considers the effect of strain factor and strain rate factor only as shown in Eq. (2)
where o, is the initial yield stress; € is the strain rate; C and P are the Cowper—
Symonds strain rate parameters; p is the strain hardening parameter, which adjust
the contribution of isotropic and kinematic hardening; Spf’ff is the effective plastic
strain and E; is the plastic hardening modulus which is given in terms of the elastic
modulus E and the tangent elastic modulus E,, as shown in Eq. (3).

1/P

oy =11+ (%) (0 +BEs)] 2)
Ep=FEt __E 3)
b= E Eran)

MAT _024 PIECEWISE_LINEAR_PLASTICITY model was selected as shown
in Fig. 8 and the required material properties were entered. Instead of finding out the
Cowper—Symonds strain rate parameters C and P, we had inserted a combined true

o

Fig. 7 Position of car after the crash at 0.2 s
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Keyword Input Form
NewlD MatDB RefBy Pick Add Accept Delete Default Done
[JUse *Parameter [] Comment (Subsys: 1 YarisD_V2g.key) Setting
*MAT_PIECEWISE_LINEAR_PLASTICITY_(TITLE) (024) (811)

TITLE
AI6082-T6
1 MD RO E ER SIGY ETAN FAL TDEL
[ [2700e08 | 6:900e+04 | 03300000 |[24232001 |[0.0 [1:000e-21 |00
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00 00 00 [00 [00 00 |00 [[o0
0.0 00 00 [00 [00 0.0 [[00 00
Plot Raise New Padd

Fig. 8 MAT_024 PIECEWISE_LINEAR_PLASTICITY keyword file in LS-DYNA

stress versus true strain curve of varying strain rates (10%, 103,102, 107" s~ 1y in
a table as shown in Fig. 9. This Table ID was inserted in the LCSS of the keyword
input dialogue box of MAT_024 PIECEWISE_LINEAR_PLASTICITY model. The
strain rate parameters: C and P, the curve ID, LCSR, EPS1-EPS8 and ES1-ES8 are
ignored if a Table ID is defined.

For comparable mechanical properties of aluminium parts with that of steel, the
cross-sectional area of car parts shown in Table 1 has been increased.

Keyword Input Form
NewlD Draw RefBy Pick Add Accept Delete Default Done
[Juse *Parameter [ ] Comment (Subsys: 1 YarisD_V2g.key) Setting

*DEFINE_TABLE_(TITLE) (1)

Ime
| Strain Rate Table
1 IBD SFA _OFFA

| 2101005 I1.unuouon || 00

Repeated Data by Button and List

YALLE Die

|01 2101004
1 1.0000e-04 2101001 DataPt. 4 Load XYData
2 1.0000e-03 2101002
3 1,0000e-02 2101003 Replace Plot Raise
4 1.0000e-01 2101004

Fig. 9 DEFINE_TABLE keyword file in LS-DYNA
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Table 1 List of modified
parts

T. Tanwar et al.

Part number

Part name

Yield stress (MPa)

2,000,001 Fender wheel bracket right | 270
2,000,061 Radiator frame bottom 270
2,000,078 Radiator frame rear 270
2,000,097 Frame upper main left 270
2,000,098 Fender wheel bracket left | 270
2,000,115 Rail lower plate right 270
2,000,118 Frame upper main right 270
2,000,119 Rail lower plate left 270
2,000,120 Rail lower connector left 270
2,000,123 Rail lower connector right | 270
2,000,130 Front frame upper support | 270
left
2,000,133 Bumper bracket right 270
2,000,134 Bumper bracket left 270
2,000,138 Frame front right 380
2,000,139 Radiator frame front 270
2,000,140 Front frame upper support | 270
right
2,000,142 Frame front left 380
2,000,159 Housing support front left | 270
2,000,160 Housing support front right | 270
2,000,163 Rail outer right 380
2,000,164 Rail inner right 350
2,000,166 Rail inner left 350
2,000,168 Rail outer left 380

4 Result and Discussions

The parts shown in Table 1 are replaced with AA6082-T6 material and so the energy
absorption of the vehicle is affected due to the change of material. The focus of this
study was to examine the effect of the changed material on the crashworthiness of
the vehicle during a crash test. The above parts have individually shown a change in
energy absorption which ultimately resulted in overall change of energy absorption of
the vehicle. The graphs below are showing an overall effect on the energy absorption
and crash pulse of the vehicle and the velocity of driver’s seat during a crash. A
comparison is drawn based on the increase or decrease of the energy absorption and
crash pulse. Some individual parts had showed a decrease in the energy absorption
but the overall effect on the car had been considered which is explained below.
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Energy Absorption Curve

1.606+08

1.406+08

1.206+08

1.00E+08

B.00E+07

6.00E+07

4.006+07

Energy Absorption in N-mm

2.006+07

0.00E400
0.008+00 5.00€-02 1.00€-01 1.50€-01 2.00€-01 2.50€-01
-2.00E+07

Time in seconds

| —— Original Energy Absorption - - Changed Energy Absorption

Fig. 10 Energy absorption curve for the whole car body, i.e. internal energy plot

4.1 Energy Absorption Curve

In the plot (Fig. 10) shown below, it can be seen that there is a slight increase of
1.99% in energy/shock absorbed by the car which is generated during a crash. This
means that AA6082-T6 absorbs more energy of the crash than conventional materials
used in the car.

4.2 Crash Pulse

The plot (Fig. 11) shown below is the deceleration curve of the car. The lower
the negative peak of the crash pulse, lesser will be the impact of the crash on the
driver. As shown in the plot (Fig. 11) if the peak points of original and changed
acceleration are compared, a massive decrease in the acceleration and deceleration
of the car could been seen. The curve of changed acceleration is much smoother than
original acceleration. So, the net decrease in negative acceleration or deceleration is
approximately 31.48 %. In an ideal condition, this curve is smooth and has a constant
decrease with the least negative slope possible so that the driver and passengers don’t
get fatally injured.

4.3 Velocity Curve

The plot (Fig. 12) shown below depicts the velocity time curve of the driver’s seat.
Here, more gradual decrease in the changed velocity as compared to original velocity
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Crash Pulse
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Fig. 11 Crash pulse or deceleration curve of the car
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Fig. 12 Velocity—time curve of the driver seat

can be seen. The average decrease in the velocity is 19.80%. This means that the
driver is travelling with much lesser velocity during the crash with changed material.
So, the chances of fatal injury are decreased in case of changed material.

5 Conclusions

This study had shown the effect of change of material on the crashworthiness of the
vehicle. The world is moving towards enhancing the safety provided to the occupants
of a vehicle during a crash and one of the methods for doing this is by changing the
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material of some parts of the vehicle, which ultimately enhances the shock absorption
capability of the vehicle. This study had been done in the same way; the material
had been changed to AA6082-T6 for the parts shown in Table 1. For some individual
parts, the energy absorption is coming out to be positive and for some parts, it is
coming out to be negative but an overall positive effect can be seen in the plot above.
It is also seen that the driver seat is retarding a bit slower than before which means
that the peak deceleration and velocity have been reduced which ultimately leads
to increased safety of the occupants in the vehicle than before. Since aluminium is
lighter in weight than steel so an overall weight reduction of 1.30% is seen in the
vehicle.
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1 General Background

The railway is one of the essential aspects of any nation’s development. Economically,
it is the best means for transporting large amount of goods and people over long land
routes. Railway is a solution to growing air pollution and traffic congestion [1],
it is even considered as a lifeline in various overpopulated cities over the world.
Its major drawback is the problem of noise and vibration which causes discomfort
to passengers and disturbance to people and buildings near its surroundings [1].
It also poses a threat to the safety of operation. With excess vibration, derailment
is always a possibility. With increased globalization and population, dependency
on railway increased manifolds in recent years, and thus understanding vibration
becomes important.

Rail pad is one of the critical components for any type of track. They are inserted
between sleepers and rails. It was first introduced on Amtrak and on British rail to
reduce the effect of impact loading on sleepers and to prevent cracking of rail seat
area [2]. The interest in resilient pads sparked around (1970-1980) period. Initial
pads were made up of natural rubber and later shifted to synthetic rubber and poly-
mers with development in material science. Some initial experiments were performed
in Battelle Columbus Laboratories [2]. Several field experiments were also carried
out by Pandrol International Limited during 1984—85. It considers different speeds
ranging from (70-160) km/hr, different rail pad materials (natural rubber, synthetic
rubber, plastics, composites, etc.), and different surface profiles (plain, grooved,
and studded patterns). For accurate recording data, these field experiments were
conducted usually for one whole day under average freight traffic and with varying
speed for one single type of rail pad. Different internationally standardized exper-
imental way of determining the dynamic stiffness of resilient material was devel-
oped later, which was broadly classified into direct and indirect methods [3]. Using
numerical methods to solve track dynamics and vibrations accelerated with improved
computer’s efficiency and dedicated software’s which were able to solve complex
differential equations in minutes. Finite Element Method (FEM), Boundary Element
Method (BEM), Infinite Element Method (IFEM), etc. are different techniques for
simulating, based on the exact problem statement. Sometimes, a combination of this
method is also used for simulating problems.

1.1 Basic Theories and Equations

Rail pad is known to be made up of viscoelastic material. Such materials exhibit
properties of both elastic and viscous material upon deformation. Such material
has damping that is highly frequency dependent and is typically characterized by
Dynamic Mechanical Analysis [DMA]. In a perfectly elastic material, stress and
strain occur in phase, whereas, in a perfectly viscous material, there is a phase
difference of 90 degrees between stress and strain. A viscoelastic material’s behaviour
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is somewhere between that of purely elastic and purely viscous material and exhibits
some phase lag of [0-90] degree, and mathematically it can be represented as Eqs. (1)
and (2):

& = g * sin(wt) (D

o = og * sin(wt + §) 2)

The stored energy, representing the elastic portion of the material, is represented
as ‘Storage Modulus’ (E”) which is defined and given by Eq. (3):

’ (o))
[E = — *cosd] 3
&o

The energy dissipated as heat, representing the viscous portion of the material, is
represented as ‘Loss Modulus’ (E”) and given by Eq. (4):

’ (i) .
[E = — xsind] 4)
)

The overall ‘Dynamic Modulus’ (E*) shown in Eq. (5) is expressed as the ratio
of stress to strain under vibratory conditions:

[E*=E +iE"] (5)

Loss tangent (tand), expressed as the ratio of storage modulus to loss modulus,
gives the value of damping for such materials. For low levels of damping, the damping
ratio (¢) can be inferred as shown in Eq. (6):

tand

¢ = T) (6)

Another mathematical way to describe the behaviour of viscoelastic materials is
by the use of fractional calculus. A perfectly elastic material follows Hook’s law
which is given by Eq. (7):

o) =E x¢(t) (N

A perfectly viscous material follows Newton’s law of viscosity which is presented
in Eq. (8):

de(t)
dt

o(t) =nx* ®)

These equations are not universal law; they are just mathematical model that
represents an ideal solid material. In real world, no material is perfectly elastic or
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viscous. For a viscoelastic material, derivative of ¢(t) lies between 0 and 1 [&(t): 0 <
(n) < 1]. The driving law for a viscoelastic material is thus given in Eq. (9),

o) =n" dr;ff) where (0 <n < 1) )

This fundamental fractional derivative equation is known as ‘Scott Blair Element’
or ‘Abel Dashpot’. Fractional calculus usually works well for dielectrics and
viscoelastic materials over the extended frequency range and time ranges. There
are numerous different ways or rules to compute the fractional derivative, unlike the
classical Newtonian derivatives. Other material models are also defined to aid in the
numerical modelling of the rail pad. These material models are usually combined with
fractional calculus to determine elastic stiffness and viscous coefficient of the track
system. Some basic material models are ‘Kelvin-Voigt Model’ (spring and dampers
are in parallel), ‘Maxwell material Model’ (spring and dampers are in series) and
‘Zener model’ (spring parallel to a damper and spring in series), as shown in Figs. 1
and 2. But these material models alone satisfy poorly to experimental data and fail
to explain the actual behaviour of such materials [4, 5]. Some fractional derivative
models that are frequently used for the theoretical study are ‘Fractional Derivative
Kelvin-Voigt (FDKV)’, ‘Fractional Derivative Maxwell (FDM)’ and ‘5-Parameter
Fractional Derivative (FDV)’ models. In the next section, all experimental techniques
which were used to calculate complex stiffness and damping values of rail pad and
how rail pad properties changes with temperature and frequency have been covered.
Fig. 1 Kelvin-Voigt
element, Maxwell
element [6]

E,
L] =
l I 4
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(@) (b) (c) (d)

Fig. 2 Representation of different Zener models a Spring in series with Voigt, b spring in parallel
with Maxwell, ¢ dashpot in series with Voigt, d dashpot in parallel with Maxwell [7]

2 Different Experimental Techniques Used to Determine
Rail Pad Properties

From the early 80 s, many researchers performed field and laboratory experiments to
understand the dynamic properties of rail pad. One of them was SL Grassie (1989),
who performed two field experiments and some laboratory experiments to find out
to what extent different rail pads attenuate the dynamic strain. The main concern at
that time was to minimize the damage incurred to sleeper and rail joints. One field
experiment was conducted at Coppull on B.R.’s West Coast Main Line (WCML)
under regular traffic with speeds varying from 80 km/h to 160 km/h. 13 different
rail pads with different material and surface shape were put into test. Another field
experiment was conducted in Australia and New Zealand (ANZ). In this, rail with
irregularities and joint defects was incorporated with four different rail pads. One
of the earliest experimental apparatuses was developed by Battelle for measuring
impact strains. The apparatus consisted of a short section of rail, rail pads and concrete
sleeper. Dropping a tub from a height on the railhead, the test was performed. Using
strain gauges, the rail pad’s attenuation was determined. The test was unable to yield
any useful result. Some modifications to the setup also proved ineffective. It took
several years to develop experimental apparatus that can apply static/harmonic loads
with frequencies of interest (resonance frequencies) [2].

Fenander [8] determined the stiffness and damping of rail pads under different
frequency and preload conditions. Field experiment was carried out on Sweden track,
which consisted of UIC60 rails, rail pads, concrete sleepers and ballast. Both static
loads and dynamic loads were applied by servo hydraulic cylinders placed on a
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specifically designed railway wagon. A number of soft rail pads and stiffer (polymer-
based rail pads) were used for the test, and pad compression was measured. Force
versus displacement graphs were plotted for different rail pads. Although both field
and laboratory experiment results should coincide, stiffness is calculated from field
experiments which were higher than the stiffness calculated from laboratory exper-
iments. Different reasons like inaccurate preload value from field measurements,
different temperature conditions, different surface conditions between which rail
pads are placed, etc. may cause this discrepancy. From both types of measurements,
it was seen that stiffness of the rail pad increased with an increase in preload, but
only increased slightly with frequency. For low preloads, loss factor was also seen
growing with an increase in frequency for high frequency [8].

Thompson et al. [3] proposed an indirect method for measuring complex stiffness.
It was a more reliable method than the direct method as it could measure stiffness at
higher frequencies and for more degree of freedoms. Equivalent mass-spring system
for the apparatus can be seen in Fig. 3. Direct method measured stiffness directly
by using force transducer and displacement transducer. Common indirect methods
like ‘T.U. Delft’, “TU Berlin’, ‘TNQO’, etc., were used for measuring dynamic rail
pad properties, but the direct method, despite its limitations, was a fast and efficient
measuring method [3].

Wi OO AP SB

Soft spring K;
FE

M,

1#,

Rail pad Kp

M

Hz

Soft spring Kz

LA LL L LS L

Fig. 3 Equivalent mass-spring system of measurement apparatus (indirect method) [3]
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Maes et al. [4] used direct method setup at Vrije Universiteit Brussel (VUB) to
find dynamic stiffness and loss factor for different rail pads and compared it with a
reference Ethylene—Vinyl Acetate (EVA) pad. The reason for considering EVA as a
reference is that it is a highly elastic material with a very high stiffness value, and
all other materials considered for rail pad are softer than this. It was observed from
the experiment that the stiffer the rail pad, the lesser it is frequency dependent. Also,
with increase in preload, dynamic stiffness increases, whereas the loss factor hardly
changed with preload [4].

Remennikov et al. [10] studied ageing’s effect on stiffness, damping and resonance
frequency using the ‘Instrumented Impact Hammer’ technique. The apparatus was
developed at the University of Wollongong. Vibration response was measured in
a frequency range (0-1000) Hz using Bruel & Kjaer PULSE Vibration Analyser
system. It was concluded that static stiffness degrades with increased ageing of the
rail pad. The resonance frequency of worn pads was observed to be (5-15) % lower
than new pads. Stiffness and damping also decreased with ageing. The experiment
was performed with only three types of rail pads (two worn and one new) and thus
was able to show the approximate relationship between rail pad properties and ageing
[10].

Kaewunruen et al. [11] presented an alternative rail pad tester that can apply large
preloads. It highlighted the importance of accounting effects of preload on dynamic
properties of rail pad. The tester could apply a maximum preload of 400KN. The test
setup consisted of a concrete block supporting steel mass, preloading bolt system
and rail pad. Both new and worn ‘HDPE 5.5 mm’ and ‘studded 6.5 mm’ rail pads
were used as a specimen. It was observed that at moderate preload values (<100KN),
resonance frequencies change with preloading but with higher preloads, there was the
negligible effect on resonant frequencies. From the load—deflection curve, stiffness
decreases with a decrease in preload and with an increase in age of the pad. The
results were compared with experimental data of ‘Track Testing Centre (TTC)’ and
‘TU Delft (DUT)’ [11].

‘Dynamic mechanical analysis (DMA)’ is a technique in which sinusoidal stress
or strain is applied and it measures the corresponding displacement to find complex
stiffness. This technique was significantly less complex than other rail pad test setups
and considered the effect of preload, temperature and frequency on the specimen. The
apparatus also be used to find the glass transition temperature. Not many researchers
have worked on DMA. Qiao et al. [12] presented dynamic mechanical analysis using
‘T.A. Instruments DMA 2980°. In the apparatus, the specimen was held fixed with
both ends cantilevered and excited by a constant strain amplitude of 15 pm. The
experiment was performed with different temperature ranging from —80C to 70C
and frequency ranging from 1 to 20 Hz. Results obtained showed a similar trend
as to how complex modulus and loss factor vary with temperature and frequency.
The loss factor reached its maximum at glass transition temperature due to particle—
particle contact interaction. Using this theory, glass transition temperature was also
determined [12]. Using the same DMA technique, Oregui et al. [13] experimented
on three rail pads (FC9, FC1530, Orange). The dynamic properties of rail pads were
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determined using the time—temperature superposition (TTS) and William-Landel-
Ferry (WLF) formula over a broad frequency range, temperature and preloads, and
also a Prony series material model was proposed, which was in good agreement with
experimental data [13].

Wei et al. [14] used a ‘Universal Testing Machine’ fitted with a control box that
can regulate temperature (—70C to 120C) and is capable of exerting a maximum load
of 110KN with a maximum loading speed of 80KN/sec (0.8 Hz) [15]. The apparatus
consisted of a section of rail, a loading steel plate, two supporting steel plates, some
emery cloths and arail pad, and for the experiment, a large-amplitude quasi-static load
was simulated, and dynamic force—displacement curves were plotted at 30KN/sec
(0.3 Hz) for three commonly used rail pads in the Chinese high-speed rail network
and using the TTS technique and WLF formula the dynamic properties for higher
frequency and under different temperature were predicted [15]. Results revealed that
the complex stiffness of the rail pad is sensitive at low temperatures and increased
frequency, and the complex stiffness increased as temperature decreased, with the
loss factor peaking at glass transformation temperatures [15].

It has been observed that ‘Universal Testing Machine’ with temperature control
box was emerged as latest technology. Next section covers various numerical
method to study the properties of rail pad stiffness and damping at different running
conditions.

3 Analytical/Numerical Techniques to Understand Rail
Pad Properties and Their Effect on Track Vibrations

For the last few decades, various numerical techniques have been developed to
study the material properties of rail pad. Bagley et al. [9] presented the fractional
calculus approach for determining the macroscopic behaviour of viscoelastic mate-
rial. Many researchers like A. Gemant, P.G. Nutting and M. Caputo, who worked in a
similar domain, agreed that fractional calculus should be used to model viscoelastic
behaviour. The stress and strain are related by Eq. (9). Mathematically, the model
was represented as

o(t) = Eo.e(t) + E.D%[e()] (10)

Riemann and Liouville formula is generally used to define the fractional derivative
portion of the equation (D*[e(t)]).

1 d l e(t)

DOl =sa—ga ] T=oF
0

dt,0 <a <1 an
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To characterize the frequency-dependent properties of the material, Fourier trans-
form was used, and by the least-square method, various parameters of the model were
determined. The results were impressive and accurately predicted the frequency-
dependent stress—strain relationship. The author also discussed molecular theories
and how the concept of the fractional derivative relationship between stress and strain
originated from these basic molecular theories [9].

Fenander [8] used the four-parameter fractional derivative model for rail pad.
The model described the connection between tensile force F(t) to corresponding
elongation x(t) as shown in Eq. (12)

F(@)+ID*F(t) = kox(t) + k1 D*x(#),0 < o < 1 (12)

The above equation terms ‘a’, ‘ko’, ‘k;’ and ‘1’ are the four unknown parameters
that are determined by the help of experimental data. The fractional derivative oper-
ator [D*x(t)] was described similar to Eq. (11). Expression for complex stiffness was
derived by applying Fourier transformation. To solve the differential equation and
determine the unknown parameters, the ‘Rosen Brock Optimization Algorithm’ was
used. Measured stiffness from the fractional derivative model was accurate compared
to available data [8].

Maes et al. [4] used a computational numerical programme to model a rail
pad using the Poynting-Thompson material model (i.e. spring connected parallel
to damper and spring connected in series). The material model has the power to
separate the influence of frequency from the effects of preload [4] and this adapted
material model was developed by Dynatrack [16]. The adapted Poynting-Thompson
model was unable to accurately explain the damping behaviour of the rail pad and
failed to satisfy experimental results. Up to 2000 Hz, the stiffness predicted was
in good agreement with the measured result from the experiment, but after that the
model was unable to predict stiffness increase above 2000 Hz [16].

Galvin et al. [17] developed a 3D model and solved it using numerical techniques
to analyse train-induced vibrations. The focus of this work was to analyse how
vibration of the track is affected by soil conditions and by discontinuous structures
like underpass, bridge or buildings near the track. The model is numerically solved
using Boundary Element Method (BEM) integrated with the Finite Element Method
(FEM). By use of an iterative algorithm, coupling of both methods into a single
model is carried out. The fastening system and rail pad are modelled as a viscous
material damping element [17].

Koroma et al. [18] used a nonlinear Poynting-Thomson viscoelastic model
involving three parameters to investigate the effects of preload and frequency. Rail
was discretely assisted on rail pads in the model and was subjected to static and
dynamic loads, also FEM and time integration scheme were used to solve it in the
time domain and to determine static displacements and preloaded stiffness of rail
pads, a Newton—Raphson iterative technique was used and this was followed by
dynamic load analysis, in which the track was subjected to a load while travelling at
a certain speed, the stiffness distribution, in this case, was dependent on the speed of
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the load and it was observed that reaction force amplitude and dynamic amplification
reduces, but dynamic stiffness increases with increase in preload [18].

Oregui et al. [19] developed a frequency-dependent model (Prony series) to study
effect of rail pad on vertical track dynamics. The author also did sensitivity analysis
to find out which variable has more influence on output and mainly focus on it.
A three-dimensional finite element model with frequency-dependent rail pads was
developed. It consisted of a long track with 24 NS90 sleepers, UIC54 rails, FC9
rail pads and clamps. A frictional contact (i = 0.75) was defined between the rail
and the upper surface of the rail pad. Preload was simulated by considering two
springs per clip. The author also simulated hammer tests on the track by using ‘LS-
Dyna’ software. The vertical track response was barely affected in high frequency
range (2000-3000 Hz) but showed a significant difference in low frequency range
(0-100 Hz). Rail pad properties changed with temperature, but the temperature had
very less influence on the track’s vertical response. Also, with decrease in preload,
the rail resonance shifts to lower frequencies. The ageing of the rail pad also affects
track response; more the rail pad is worn out, the more the rail resonance shifts to
lower frequency because it loses its damping capacity with time [19].

Wei et al. [14] used Fractional Derivative Kelvin-Voigt (FDKV) to analyse
frequency and temperature-dependent dynamic properties of rail pad theoretically.
The FDKV model is represented similar to Eq. (10). The fractional derivative oper-
ator (D) was also defined by a similar Eq. (11), known as Riemann and Liouville
formula. However, for a numerical solution for the FDKV model, the Grunwald—
Letnikov formula is preferred over the Riemann-Liouville formula. The storage
stiffness, loss stiffness and loss factor of rail pad in frequency domain were calcu-
lated by applying the Fourier transformation on FDKV model. The FDKV model was
coupled with the Euler beam differential equation of rail to obtain a vertical train-
track-coupled dynamic model. Numerical techniques solved the tedious calculation
part, and vertical vibration against frequency was plotted. The author also compared
the FDKV model to K.V. model and observed that vertical vibrations levels calculated
with the FDKV model were higher than the model using KV model [14].

Khajehdezfuly [20] developed a 2-D model of vehicle sub-model and slab-track
sub-model and connected them with nonlinear Hertz spring and solved the model
analytically using Newmark-beta method and Newton—Raphson iterative scheme.
An implicit approach was used to solve differential equations of motion for given
time domain. The slab-track sub-model consisted of rail, rail pad, concrete sleeper,
resilient layer, continuous concrete base and subgrade. Rail was modelled as Timo-
shenko beam element, which is a much accurate way of modelling rail, especially
when large deflection is expected. Concrete sleeper, on the other hand, is modelled
as Euler—Bernoulli beam, the rest of the slab-track components are modelled as a
spring-dashpot element. The vehicle sub-model, simulated as a multi-body system
and suspension, was modelled as a spring-dashpot element. Rail irregularity of wave-
length 0.25, 0.5, 1 and 4 m with different amplitude was also included in the model.
The term ‘Dynamic Impact Factor(DIF)’ was defined to understand the severity of
the wheel/rail contact force and wheel jumping phenomenon. From results, it was
observed that, in general, with an increase in stiffness of the rail pad, the rail/wheel
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force (DIF) increases. With the increase in velocity, DIF increases up to critical
velocity and then decreases. Low-amplitude irregularity didn’t have any significant
effect on rail/wheel force, but the high amplitude irregularity does have, depending
upon the wavelength of irregularity [20].

Ping Wang et al. [21] studied the impact of rail pad’s frequency and temperature-
dependent properties on rail’s vibrations and rolling noise. The fractional derivative
Zener (FDZ) model was considered for modelling the rail pad. The unknown parame-
ters of the FDZ model were approximated from experimental results. Full track model
with Vossloh 300 rail pad, ballast less track and rail (as Timoshenko beam) was made.
Using a combination of the semi-implicit Euler method (Symplectic method) and
spectral element method, in short known as SEM-SM method, vertical rail recep-
tance and decay rate were calculated. Basic modal analysis was also carried out by the
author. It was observed that the inclusion of frequency- and temperature-dependent
stiffness and damping had a significant impact on track dynamic characteristics below
500 Hz and —20C. The first-order bending resonance was also affected by this,
whereas pinned—pinned resonance hardly changed. The rail’s LF high attenuation
frequency band widened, and the decay rate appeared to increase with the inclusion.
The author finally concluded that at low temperatures (below —20C), the rail decay
rate increases sharply in the entire frequency domain and it becomes important to
take in consideration the temperature-dependent and frequency-dependent properties
of rail pad (especially trains working in cold regions) while modelling [21].

Kedia et al. [22] Using a track interaction model of train, this paper was focussed
on investigating the effects of irregularities in rail-rail pad, which may produce noises
and track vibrations and for this the ballast-track structure was modelled as an infinite
rail, rested on a viscoelastic foundation, and an Indian vehicle rail was modelled
which acted as an analogous spring mass damper system [22]. The data for the long
wavelength track irregularity was developed using the Sato-track spectrum, and the
data for the short-wavelength track irregularity was collected from the field, and
it was found that shorter wavelength vibrations and noise levels were found to be
greater than long wavelength vibrations and noise levels, with magnitudes beyond the
limitations set by Indian Railways standards, also the track properties were changed
to address this problem, and it was discovered that stiffer pads decreased vibration
levels in the range of 6 dB—23 dB and the noise level in the range of 7dBA—15dBA,
which lead the author to recommend stiffer pads for the ballast-track structure [22].

Ulu et al. proposed unnecessary movements on the railroad structure and inside
the vehicle are caused by a rapid shift in superstructure stiffness of railway lines, such
as transfer areas, during crossings at the beginning and finishing points of tunnels,
bridges or railway switches. To reduce the dynamic effects of transition zones on
railway vehicles, the author studied four separate scenarios, as shown in the Table 1,
which were created to illustrate the controllers’ success and stability. As the success
of the control algorithms was compared to the Integral Square Error (ISE) efficiency
indices and Power Spectral Density (PSD) in both time and frequency domains, it
was discovered that the superstructure transition zone effects were nearly eliminated
by both controllers, and the rail irregularity effects were much more powerful than
transitional effects for displacement. In contrast to the unloaded situation, the transfer
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Table 1 Situations of created scenarios

Situation of scenarios 1 2 3 4

Transition zone Exist Exist Exist Exist

Load condition of rail vehicle Unloaded | Unloaded | Fully- loaded | Fully- loaded
Rail irregularity Absent Exist Absent Exist
Longitudinal velocity of rail vehicle |50 km/h 50 km/h 80 km/h 80 km/h

results improved by almost two times in a fully loaded scenario, but control achieve-
ments remained constant as the same control gains were used, while control forces
increased by two times. The vibrations in the fully loaded scenario under the effects
of rail superstructure change and rail irregularity at high speed was not substan-
tially different from the irregularity-existing unloaded rail scenario, indicating that
the track irregularity was the most dominant influence in terms of vibration. Aside
from transfer zones, certain track problems such as swing rail pads, pumped ballast
and rail deformations often cause passenger discomfort and can result in increased
service, maintenance costs and, most importantly, derailment risks [23].

4 Conclusion

This paper tried to cover most of the methods and techniques used to understand the
dynamic properties of rail pads. It also covered a brief history of rail pads and why
there was a need to study them and an approach has been made to understand the
behaviour of rail pad and their effects on track vibration. In this paper, author tried
to chronologically illustrate the developments that took overtime from the 1980s to
the present day The paper also extensively discussed how dynamic properties of rail
pad vary with frequency, temperature, preload and ageing. In recent years, the focus
has slightly been shifted. Researchers are working more on the interrelationship
between rail pad, wheel and rail irregularities and combined effect of these two on
wheel jumping phenomenon and track vibrations. Though a limited literature has
been found which focussed on the behaviour of rail pad with the irregularities.
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1 Introduction

Electric vehicle technology has been around since the late 1800s [10]. The electric-
powered Go-Kart is a four-wheeled conveyance that is compact in design, facile
to run, and light in weight The Go-Karts are small and open four-wheel vehicles
[7]. The Go-Kart is a vehicle that is simple, lightweight, and compact, and easy
to operate [9]. It is particularly utilized for racing purpose on a flat track [1]. Go-
Kart is a diminutive four-wheeled conveyance with no suspension and differential.
It is mild-powered conveyance which is normally applied for racing purpose. The
basic difference between an electric Go-Kart and a conventional kart is that the
environment is polluted by the conventional kart because these karts run by petrol
engines, so there is an important need to find the alternatives and an electric Go-
Kart is one of the best possible alternatives. Owing to the go-green concept [7], this
paper endeavors to offer an observation into the strategy and production measures
this is obligatory while engineering large acquirement electrical power train [2].
So, verbalizing its floor clearance is far very low which is why it cannot run on
hard roads. The chassis is impartial of suspension to experience the thrill. Electric
Go-Kart is a low maintenance conveyance. We make use of the lead-acid battery
in place of a lithium-ion battery. Electric Go-Kart is more secure when there may
be any collision or contingency transpire because there are no gasoline tanks in it
and lead-acid battery is safer than lithium-ion battery because lithium can still catch
fire on exploding if several damaged is transpire in contingency or collision after
utilizing lead-acid battery we will surmount but there is moreover major downside
of it. That the lead-acid battery life may be very short. Because of this, a greater
path of work is to be devised and increases a more secure and useful conveyance
predicted primarily based on a torsion loss and inflexible body. Although plenty of
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Battery Rear Wheel
Front Wheel
Comtrolier Driver Seat Motor
Front Wheel
Battery Rear Wheel

Fig. 1 Basic layout of electric Go-Kart

paintings have been maintained on the Electric Go-Kart, a systematic observation on
imposing the contemporary technology in the Go-Kart is required to be done. The
chassis is designed in such a way that it requires fewer materials and the ability to
withstand loads applied on it [9]. This work offers to grow a retrofit Go-Kart with
reduced weight by way of selecting a suitable material for the chassis. The design
stage is very crucial because of various dynamic problems. So the proper analysis
should be done because of safety purposes [7]. These chassis have been modeled and
analyzed using a software program like BLENDER and FUSION 360.

2 Design Section with Layout

An electric Go-Kart is powered by electric motors and batteries, as opposing to a
classic petrol engine. The drivetrain consists of the motor, transmission, and any drive
wheels. Drivetrain components need to be mounted robustly and operate efficiently
to be safe and effective [8]. It is cheaper and its running cost is very low than the
conventional IC engine. Electric Go-Karts required low maintenance, they require
only lead-acid batteries of the Go-Karts to be plugged into an array of chargers after
each run and they are free of impurities and do not emit smoke. Electric Go-Karts
do not have fuel tanks or other combustible materials that could be safe in the event
of an accident. The basic layout of electric Go-Kart is shown in Fig. 1.

3 Basic Components of Electric Go-Kart

There are three main components of electric Go-Kart by which the electric Go-Kart
is run which are.
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1. Motor.

2. Controller.
3. Battery.
3.1 Motor

It is an electrical device that converts electrical energy into mechanical power. Most
electric automobiles manipulate through the reciprocal action among the magnetic
field and electric current in a twine winding to create force in the form of power
applied on the controller. So, we use a BLDC (brushless direct current) motor which
is of 48 V and 1000 watts so it can withstand with driver weight and material weight.

3.2 Controller

A controller is a corresponding contrivance that seizes an input sign from a quantified
transform variable, examines this price with that of a deliberate manage point price
(set point), and whole congruous significance of the output signal demanded through
the final manipulate issues to offer to heal action within a manipulate loop. An
electronic controller uses electrical signals and an analog end to obtain its amenable,
correlative, and corrective functions, an electric sensor (thermocouple, RTD, or trans-
mitter) established at the quantified position continuously sends an input signal to
the controller. So we use a 48-V and 1000-W controller to control the current and
speed of a motor. The main motive and the purpose of a controller is to control and
regulate the speed and the current of the motor, but in this electric Go-Kart we have
used a separate controller for this purpose.

3.3 Battery

A battery is a device that stores chemical energy and coverts it into the electrical
energy. We use four lead-acid batteries of 12 V and 24 Ah (ampere-hour) because it
is cheap and reliable. It is found to run the electric-powered motor by way of giving
it electrical power. The purpose of using these type of batteries is that the material
is easily available in the market, the material is not expensive and can be easily
transported.

The specifications of electric Go-Kart components, weight and load distribution
are tabulated in Tables 1 and 2.
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Table 1 Specification of Components Volt Watt Ampere
components
Motor 48V 1000 W -
Controller 48V 1000 W -
Battery 12 V (4-Pack) - 32 AH
Table 2 Components weight .
C t Weight (K Load (N
and weight and load ofponen's cight (Kg) oad )
distribution Motor 28 274.8
Controller 7.9 774
Battery 0.6 5
Driver 70 686.7
Tabl.e 3 Material . Components | Material Safety factor
requirement for electric
Go-Kart Body 1 Iron, Gray Cast ASTM A48 | Yield strength
Grade 35
Body 2 Iron, Gray Cast ASTM A48 | Yield strength
Grade 35

4 Materials and Methodology

The actual graft started from the assortment and examination of the material after
considering all the aspects regarding the designing of the Go- Kart and simulation
has been done on Fusion360 and based on the literature work and the results attained
the design was completed. Go-Kart wants to be mild for correct dealing with material
and manages the chassis or body is what needs to be mild and stiff. The high-grade
content plays very important role to determine the hardness, strength, machining,
and weld ability characteristics. Material selection for chassis plays a vital role in
building up entire vehicle in providing reliability, safety, and endurance [9]. The
material requirement for an electric Go-Kart is tabulated in Table 3.

5 Design

The basic considerations to be considered while designing an electric Go-Kart include
strength and lightweight. The selection of material is very important. The materials
selected are iron, Gray Cast ASTM A48 Grade 35. It is one of the proper materials
for kart chassis and is used because it possesses high tensile strength and is light
in weight [12]. The chassis is designed in such a way that it includes factors like
density, elasticity, elongation, the strength-to-weight ratio, thermal expansion, and
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;Ir‘ig?eG"raysr();Csltﬁlizt}FI\r/llszi 3 Specifications Values

Grade 35 Density 7.395E-06 kg/mm"3
Young’s modulus 109,626 MPa
Poisson’s ratio 0.244
Yield strength 251.7 MPa
Ultimate tensile strength 334 MPa
Thermal conductivity 0.04804 W/(mm C)
Thermal expansion coefficient 1.206E-05/C
Specific heat 450 J/(kg C)

yield stress. The specifications of iron, Gray Cast ASTM A48 Grade 35 are tabulated
in Table 4.

5.1 CAD Design of Go-Kart Chassis

The Go-Kart chassis material is considered depending upon the various factors such
as stress during impact, strain during impact, and displacement. After understanding
the parameters, the design is given to the Go-Kart with the help of the software
used. The chassis of Go-Kart is a skeleton frame made up of hollow pipes and other
materials of different cross sections. The chassis of Go-Kart must be stable with
high torsional rigidity, as well as it should have relatively high degree of flexibility
as there is no suspension. So that it can give enough strength to withstand with grub
load as well as with other accessories [9]. The chassis is designed in such a way that
it should ride safe and the load that applies does not change the structural strength
of the chassis [9]. The design of the chassis of Go-Kart is designed in CAD software
with the help of the different types of load conditions, constraints, and induced von
Mises stress and strain is calculated for which Fusion 360 software is used [6]. The
gravity makes an important role in this modeling, so we take the weight of a driver
on an average 70 kg and take different component weights and convert thermo to
Newton and then applied on the Go-Kart chassis.

5.2 Top View of Chassis

The chassis top view is shown in Figs. 2 and 3.
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Fig. 2 Chassis top view
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Fig. 3 Chassis top view

5.3 Chassis Dimension

This is the basic size of the chassis design. So, the Go-Kart chassis should be balanced
with immense torsional strength and should have a high degree of flexibility as
there is no suspension in it. The iron gray cast is more economic and durable but
it is slightly heavier in weight. So we calculate stress, strain, and displacement on
material by applying different constraints, loads, and von Misses. The stress, strain,
and displacement are shown in Figs. 4, 5 and 6.

5.4 Stress During Impact

See Fig. 4.



Design Analysis of an Electric Go-Kart 7

© 00415 e
(72 o0t Caneto
_— = o002

Ve e

¢ oo

wiyw

@ 4 ¢ 000
0 0om
T

Fig. 4 Stress

2 134E.08 Max.
| v [EE1SE * 08

Equivalent * - 1sE08
& 4
1E-08

Fig. 5 Strain

5.5 Strain During Impact

See Fig. 5.

5.6 Displacement

See Fig. 6.
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Fig. 7 Electric Go-Kart
front view

5.7 3D Modeling of Go-Kart

In designing a Go-Kart, the 3D modeling of the Go-Kart frame can be done using
any 3D CAD software, but we use a blender for this. While designing a vehicle
like a Go-Kart one of the important steps is 3D modeling. 3D modeling Go-Kart
frame allows us to make all possible iterations on the vehicle in the virtual world.
By making all possible modifications before passing to fabrications, mistakes and
wastage of materials can be reduced.

5.7.1 Front View

The front view of electric Go-Kart is shown in Fig. 7.

5.7.2 Back View

The back view of electric Go-Kart is shown in Fig. 8.
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Fig. 8 Electric Go-Kart
back view

6 Result and Discussion

The result clearly shows the slight difference of stress and strain in Iron, Gray Cast
ASTM A48 Grade 35 because of the material weight and its physical properties and
is tabulated in Table 5. The material is light in weight; it is cheaper and more durable.
So, we choose this material to construct an electric Go-Kart. The material selected
for the chassis building withholds strength and more durability.

7 Conclusion

The electric Go-Kart was finally evaluated and concluded and by considering all
the possible factors while designing and analyzing it was found that Iron Gray Cast
ASTM A48 Grade 35 material is more economic and durable for designing a Go-Kart.
The priority in this paper was to build a Go-Kart with least cost without negotiating
the safety and performance of the vehicle. The final result is a desired Go-Kart
design meeting all the above factors above in this paper. The design of chassis for
Go-Kart can broaden many skills. By use of modeling software like fusion 360 or
blender are vital to obtaining our choice design. By using this software, we design
a 3D model of a Go-Kart and analyzes the stress and strain when different types of
the load are acting on it. Designing of electric Go-Kart chassis was made on this
paper which offers a brief conception approximately how electric power kart may be
made for commercial and research purposes. Designing of electric Go-Kart is facile,
affordable, and effectively authorized of next technology as a source of clean and
sustainable electricity.
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Table 5 Results
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Name ‘ Minimum ‘ Maximum
Safety factor

Safety factor (per body) ‘ 15 ‘ 15

Stress

von Mises 0 MPa 0.001415 MPa
First principle —5.955E-04 MPa | 9.518E-04 MPa
Third principle —0.001894 MPa | 7.153E-05 MPa
Normal XX —6.889E-04 MPa | 3.915E-04 MPa
Normal YY —6.657E-04 MPa | 3.145E-04 MPa
Normal ZZ —0.00188 MPa 1.544E-04 MPa
Shear XY —1.512E-04 MPa | 1.97E-04 MPa
Shear YZ —4.779E-04 MPa | 6.704E-04 MPa
Shear ZX —5.42E-04 MPa | 8.127E-04 MPa
Displacement

Total 0 mm 4.494E-07 mm
X —4.076E-08 mm | 4.29E-08 mm
Y —4.894E-08 mm | 5.107E-08 mm
zZ —4.485E-07 mm | 4.698E-09 mm
Reaction force

Total ON 4.636 N

X —0.4584 N 0.4423 N

Y —0.5612 N 0.5669 N

Z —1.768 N 4.634 N

Strain

Equivalent 0 2.134E-08

First principle —2.325E-10 1.926E-08
Third principle —1.768E-08 0

Normal XX —4.499E-09 3.359E-09
Normal YY —2.085E-09 2.03E-09
Normal ZZ —1.478E-08 1.375E-09
Shear XY —3.432E-09 4.471E-09
Shear YZ —1.085E-08 1.521E-08
Shear ZX —1.23E-08 1.844E-08
Contact pressure

Total 0 MPa 1.885E-04 MPa

X —2.358E-05 MPa | 1.73E-05 MPa
Y —3.693E-05 MPa | 4.715E-05 MPa
z —1.238E-04 MPa | 1.884E-04 MPa
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Identification and Ranking of Supply )
Chain Risks Using Fuzzy TOPSIS: L
A Case Study of Indian Automotive
Manufacturing

Vinod G. Surange ® and Sanjay U. Bokade

1 Introduction

The automotive supply chain is a complex network of multiple associated agents.
The globalization trend and dependencies of numerous activities involved in an inte-
grated process of planning, sourcing, manufacturing, delivering and returning makes
entire SC susceptible to multiple risks with adverse impact [1, 2, 3]. The internal
supply chain encompasses activities involved within an enterprise like purchase,
process, make, warehousing and sell, while the external supply chain includes all the
agents involved in transforming raw material to finished products which are received
by customers [4]. Figure 1 shows internal and external SC along with the flow of
information, money and logistics across SC.

This research aims to identify risks predominant to the automotive supply
chain and rank them according to their adverse impact severity on five different
criteria (C) using the Technique for Ordered Preference and Similarity to Ideal
Solution (TOPSIS) under fuzzy environment (FTOPSIS) [6, 7]. Authors [8] intro-
duced the theory of fuzzy sets. It is helpful under an uncertain environment for
effective decision-making [9, 10, 11]. Financial Aspects, Operations/Activities,
Brand/Reputation, Schedule/Timeline, Product Quality and Reliability are the five
criteria for this study.
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Fig. 1 Supply chain network [5]

2 Risk Factors Identified Through Literature Review

Table 1 enlisted the risk factors identified from the literature and confirmed after
discussion with automotive manufacturing industry experts.

3 Industry Input

Table 2 presents industry experts’ profile for obtaining a linguistic assessment of the
importance of criteria selected for study and the impact severity of each risk factor
on criteria.
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Table 1 Critical risk factors to automotive supply chain
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Code

Risk factor

Description

Reference

R1

Natural disasters

External unforeseeable
environmental risks such as
flood, drought, tsunami,
earthquake, hurricane, disease
outbreak

[4,12,13]

R2

Manmade disasters

Blunders, system failure with
the intent of human, strikes,
political unrest

[4,12]

R3

Risks related to ICT

Cyber-attacks, virus intrusion,
failure of IT systems,
vulnerability due to complex
network, data alteration/loss

[4,12]

R4

Risks related to
competition/competitive risks

Merger and acquisitions of
significant brands, strategies of
competitors

[14-17]

RS

Risks related to raw materials

Scarcity of raw material,
inferior quality of raw material,
price fluctuations

[4,12, 18, 19]

R6

Risks related to suppliers

Transactional relationship, poor
process quality, improper
supplier selection process, the
bankruptcy of supplier, an
inadequate response

[4,12, 18, 20-23]

R7

Risks due to delays

Complicated processes in
obtaining clearance from
regulatory bodies, strikes, delay
because of suppliers’ internal
issues, delay due to critical
part/process failure

[4,12]

R8

Market demand risks

Error in the forecast, market
uncertainty, Bullwhip effect

[4,12, 18, 24]

R9

Economic risks

Tax laws changes, exchange
rate variations, issues related to
payment processing,
untimely/less than market
standard payment to employees

[18, 20, 22, 25-28]

R10

Risks related to management

Lack of top management
commitment, strategic and
tactical imbalance, inability to
resolve conflicts, delay in
decision-making, lack of
transparency

[4, 29, 28, 30-36]

(continued)
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Table 1 (continued)
Code | Risk factor Description Reference
RI11 Risks related to tools and Inability to adopt new [4, 26, 37]
techniques technology, adhering to the
traditional approach, no
encouragement for advanced
tools adoption
R12 Risks related to employees Incompetence, low skill sets, no | [4, 18, 34, 37, 38]
training, poor attitude
R13 Risks related to the impact of | Pollution, waste creation, no [19]

product/processes on the

environment

concern about the environment

Table 2 Industry experts profile

Industry expert (IE) no | Designation Total experience in | Industry type
years
Design Engineer 5 Automobile
2 Supply chain analyst 5 Research Associate
Sr. Project Manager 22 Steel, cladding and
framing industry
4 Sr. Project Manager 12 Technical
consultancy
5 Manager 12 Compressors and
pumps
manufacturing
6 Senior Design 8 Automotive seating
Engineer design and
manufacturing
7 ISO Consultant (Risk | 10 Consultancy
Management) (certification)
Literature Review on
Supply chain risks
o Inpat from Enlisting Critical Finalizing Determination of Risks ranking
et tiation °rf Mot b ndusy | Rskesctos(CRFs) [P evalustion P weightforesch  [—B  usingfuzy
Wnptrtan: Ak Scsor experts specific to study criteria criterion TOPSIS

f

Literature Review
automative and
manufacturing supply
chain

Fig. 2 Process of CRFs ranking
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Table 3 Fuzzy linguistic
expressions and fuzzy
triangular numbers for criteria

and risk ratings

4 Methodology

87

Weight of each criteria

Ratings of risks linguistic

linguistic variables variables

Linguistic Fuzzy Linguistic Fuzzy

expression triangular expression triangular
number number

Extreme less (0,0, 0.1) Very poor 0,0, 1)

Less (0,0.1,0.3) | Poor ©,1,3)

Moderately (0.1,0.3, 0.5) | Moderately (1,3,5)

less poor

Moderate (0.3,0.5,0.7) | Fair (3,57

Moderately (0.5,0.7,0.9) | Moderately 5,7,9)

high risky

High (0.7, 0.9, Risky (7,9, 10)
0.10)

Extreme high | (0.9, 1.0, 1.0) | Very risky 9, 10, 10)

Figure 2 presents a flowchart of steps followed to obtain the ranking of critical risk

factors using FTOPSIS.

Table 3 presents the linguistic variables used for evaluating criteria (C) weights
and the associated Triangular Fuzzy Numbers (TFNs). The evaluation is obtained
from seven decision-makers (DM).

The impact severity of each risk (R) on each criterion (C) by DMs was evaluated
using variables. Table 3 presents the membership function for risk impact ratings.

S Steps in Fuzzy TOPSIS

5.1 Step I: Criteria and Risk Factors Rating Allocation

Let,

j = Ceritical risk factors (R) j =1, 2, 3...n);

k = Number of industry decision-makers (DM) (k =1, 2, 3...0.7);
R;} to be rated against ‘m’ criteria (C);
Cnm}s

R = {R{, Ry, R3
C={C,C,, C3

Wi = Weights of criteria, wherei =1, 2, 3...... m.
Table 4 presents aggregate linguistic assessment made by decision-makers from
the industry. ‘DM’ denotes rating given by each DM (k _ 1, 2, 3.... k) for each risk
factor R; (j = 1,2,3...n) against criteria of evaluation C; (i = 1, 2, 3....m) which are
indicated by R k=X (=12,3...m;j=123...n,k=1,2,3.... k) with the
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Table 4 Aggregate fuzzy

. oo e L-FW M-FW H-FW
weight of linguistic

assessment by DMs foreach ~ C1 0.3000 0.7571 1.0000

criterion C2 0.5000 0.8429 1.0000

C3 0.3000 0.7143 1.0000

c4 0.5000 0.8571 1.0000

C5 0.5000 0.9000 1.0000

membership value  z (x). Linguistic assessment of all 13 CRFs with DMs input is
as shown in Table 6. The assessment was done for all 13 CRFs based on their adverse
impact severity—higher the rating, severe is the impact of CRFs on criteria.

5.2 Step II: Development of Combined Fuzzy Rating
Jor Criteria

Triarlgular fuzzy numbers are assigned to fuzzy rating valuation by all DMs.
[V« = (ak.by, ck), k=1,2,3....k].

Vi=(@b,c)k=123..ka=minfa}, b= 1Y) by, c=maxi{ci}.
The aggregated fuzzy decision matrix for the weight of criteria W ; = (i,
Wy, W3 .. ...W,) is presented in Table 4.

5.3 Step III: Generation of the Decision Matrix Under Fuzzy
Environment

A decision matrix under a fuzzy environment for risk factors is computed as follows:

Xn1 L

5.4 Step IV: Fuzzy Decision Matrix Normalization

The normalization is done as shown in Table 5 by utilizing linear scale transformation
using the following formulae:
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R=1[Fijlaxm (i=1,2,3...m;j = 1,2,3...n), where.
Fp= (% by, ﬂ),C;f = max {¢;;},j € B, B = important criteria.

s =
Cjoc G

5.5 Step V: Formation of the Weighted Normalized Matrix

Table 6 shows the computation of the weighted normalized matrix by multiplying
each member of the normalized matrix by the weight of the respective criterion.

Y = [Fijloxm (i=1,2,3...m;j = 1,2.3...n).

Vij =7ij () w;.

5.6 Step VI: FPIS (A + ) and the FNIS(A-) Calculation

The Positive Ideal Solution (PIS A + ) and Negative Ideal Solution (NIS A-) under
fuzzy environment are calculated as follows:
A+=(0],05...... o)
A-=(v,05 ...... v,,)
o = [(1,L,1), (1,1,1), (1,1,D)].

67 = [(050’0)5 (07070), (07050)] 1 = 17273"'m'

1

5.7 Step VII: Distance Calculation of Each Risk Factor
Jrom FPIS and FNIS

The distance between two fuzzy numbers x (a;, a3, a3) and y (b, b,, bz) is calculated
as

d(5.5) = /@ = br)* + (@ — b2 + (a3 — by)*]

df =y ",d@;, vf)j =1,2,3...n.

d; = Z:‘nzl d(ﬁj,’, v:)] = 1,2,3...1’1.

Table 7 presents calculated distances, where d (.,.) denotes computed distance
between two fuzzy numbers, i.e. Risk Factor (RF) and FPIS/FNIS.

5.8 Step VIII: Determining Closeness Coefficient (CC;)
of Each Risk Factor

The closeness coefficient (CC;) represents the simultaneous distance of the FPIS d;’
and FNIS d; as shown in Table 8.
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Zgggc?enfg(;s:;:;iisk factor Risks d;— dj_ cci
R1 2.9618 3.2790 0.5254
R2 3.0124 3.2559 0.5194
R3 29192 3.3527 0.5346
R4 3.1254 3.2291 0.5082
R5 2.8463 3.3560 0.5411
R6 2.9970 3.3820 0.5302
R7 2.7376 3.4728 0.5592
R8 3.1815 3.2201 0.5030
R9 3.2030 3.2223 0.5015
R10 2.7315 3.4327 0.5569
RI11 3.1384 3.3412 0.5157
RI12 3.1687 3.3048 0.5105
R13 3.2050 3.2392 0.5027
CCi=—" _j=123..n
df+d

5.9 Step IX: Ranking of the Alternatives

The 13 CRFs are ranked (Fig. 3) concerning the descending order of CC;. The most
severe risk factor is nearer to the FPIS and away from the FNIS.

05582 o.5360

o:se11
0,535
€532
05254
[XFEN

. 0.5157

) 03105 psem2
0.5 I U 8.5007 5018
: I I I I I
0.
0.8
o

Rek 7 Rish 10 Rsts Risk3 Lisks Fisk Rsk2 Risk 11 Rist12 Riscd RiskB Fisk i3 FEk®

Risks

LR

o 6 0 0 0 O

Closeness coeff det (2Ci

Fig. 3 CC; of risk factors (CRFs) in descending order of preference
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6 Results and Discussion

A thorough literature review was done to identify significant risk variables in the
Indian automotive manufacturing supply chain. Considered risk factors were anal-
ysed using fuzzy TOPSIS. As discussed in section one, five criteria were considered
for the assessment of risks impact. The criteria selected are crucial for decision-
makers. The results conclude that the risk factor ‘Risk due to delay (R7)’ is ranked
first among the considered factors. The organization should examine all potential
mitigation strategies to avoid the detrimental consequences of delay risks. ‘Risks
related to management (R10)’ and ‘Risks related to raw materials (R5)’ are ranked
second and third, respectively. The subsequent ranking order of analysed risk factors
is presented in Sect. 5.9. Top management commitment, decision-making and support
are imperative for minimizing disruptions. Raw material availability, quality and price
fluctuations should be monitored to avoid delivery delay, reliability-related issues and
cost overrun. Reliance on a single supplier, poor process quality at the supplier’s end
and internal issues may adversely impact the manufacturing supply chain.

7 Conclusion

This article identified the risk factors critical to the Indian automotive supply chain
and modelled risk factors prioritization using the FTOPSIS approach. For sustain-
ability in the dynamic situation of today’s industrial scenario, remaining prepared in
advance for uncertain situations is vitally important. The study put forth the system-
atic approach of prioritization of critical risk factors to the Indian automotive supply
chain. This study’s outcome is expected to assist forefront managers of the Indian
automotive sector in adopting a systematic approach for risk mitigation.

References

1. Gupta A, Mau RR, Marion JW (2015) Supply chain risk management in aviation and aerospace
manufacturing industry - an empirical study. Int. J. Supply Chain Oper. Resil. 1(3):300. https://
doi.org/10.1504/ijscor.2015.072624

2. Salleh Hudin N, Abdul Hamid AB, Chin TA, Habidin NF (2017) Exploring supply chain risks
among Malaysian automotive Smes. IJASOS- Int E-J Adv Soc Sci I11(8):666—674. https://doi.
org/10.18769/ijasos.337330

3. Chand M, Raj T, Shankar R (2015) A comparative study of multi criteria decision making
approaches for risks assessment in supply chain. Int J Bus Inf Syst 18(1):67-84. https://doi.
org/10.1504/1JB1S.2015.066128

4. Gautam A, Prakash S, Soni U (2018) Supply chain risk management and quality: A case study
and analysis of Indian automotive industry. Int J Intell Enterp 5(1-2):2—17. https://doi.org/10.
1504/1JIE.2018.091189

5. Sun C, Xiang Y, Jiang S, Che Q (2015) A supply chain risk evaluation method based on fuzzy
topsis. Int J Saf Secur Eng 5(2):150-161. https://doi.org/10.2495/SAFE-V5-N2-150-161


https://doi.org/10.1504/ijscor.2015.072624
https://doi.org/10.18769/ijasos.337330
https://doi.org/10.1504/IJBIS.2015.066128
https://doi.org/10.1504/IJIE.2018.091189
https://doi.org/10.2495/SAFE-V5-N2-150-161

Identification and Ranking of Supply Chain ... 95

6.

10.

11.

12.

13.

14.

15.

16.

17.
18.

19.

20.

21.

22.

23.

24.

25.

26.

Mavi RK, Goh M, Mavi NK (2016) Supplier selection with Shannon entropy and fuzzy TOPSIS
in the context of supply chain risk management. Procedia Soc Behav Sci 235:216-225. https://
doi.org/10.1016/j.sbspro.2016.11.017

Rahim AAA, Musa SN, Ramesh S, Lim MK (2021) Development of a fuzzy-TOPSIS multi-
criteria decision-making model for material selection with the integration of safety, health and
environment risk assessment. Proc Inst Mech Eng Part L ] Mater Des Appl 1464420721994269.
https://doi.org/10.1177/1464420721994269

Zadeh LA (1965) Fuzzy sets. Inf Control 8(3):338-353. https://doi.org/10.1061/978078441
3616.194

Gupta R, Shankar R (2016) Ranking of collusive behaviour in Indian agro-supply chain using
interval 2-tuple linguistic TOPSIS method. J Model Manag 11(4):949-966. https://doi.org/10.
1108/IM2-03-2015-0006

Kirkire MS, Rane SB, Abhyankar GJ (2020) Structural equation modelling—FTOPSIS
approach for modelling barriers to product development in medical device manufacturing
industries. J Model Manag 15(3):967-993. https://doi.org/10.1108/JM2-09-2018-0139

Al Zubayer MA, Mithun Ali S, Kabir G (2019) Analysis of supply chain risk in the ceramic
industry using the TOPSIS method under a fuzzy environment. ] Model Manag 14(3):792-815.
https://doi.org/10.1108/JM2-06-2018-0081

Thun JH, Hoenig D (2011) An empirical analysis of supply chain risk management in the
German automotive industry. Int J Prod Econ 131(1):242-249. https://doi.org/10.1016/].ijpe.
2009.10.010

Dias GC, Hernandez CT, de Oliveira UR (2020) Supply chain risk management and risk ranking
in the automotive industry. Gest e Prod 27(1):1-21. https://doi.org/10.1590/0104-530X3800-20
Silva ES, Wu Y, Ojiako U (2013) Developing risk management as a competitive capability.
Strateg Chang 22(5-6):281-294. https://doi.org/10.1002/jsc.1940

Mehrjerdi YZ, Dehghanbaghi M (2013) A dynamic risk analysis on new product development
process. Int J Ind Eng Prod Res 24(1):17-35

Kidane TT, Sharma RRK (2016) Relating supply chain risks to supply chain strategy. Proc Int
Conf Ind Eng Oper Manag 8-10:70-78

Simons R (1999) How risky is your company?. Harv Bus Rev 77(3)

Prakash A, Agarwal A, Kumar A (2018) Risk assessment in automobile supply chain. Mater
Today Proc 5(2):3571-3580. https://doi.org/10.1016/j.matpr.2017.11.606

Nunes B, Bennett D (2008) Environmental threats and their Impacts on the automobile industry.
Int Conf Manag Technol. https://doi.org/10.13140/2.1.2227.0248

Deep S, Gajendran T, Jefferies M (2019) A systematic review of “enablers of collaboration”
among the participants in construction projects. Int J Constr Manag 1-13. https://doi.org/10.
1080/15623599.2019.1596624

Alikhani R, Torabi SA, Altay N (2019) Strategic supplier selection under sustainability and
risk criteria. Int J Prod Econ 208:69-82. https://doi.org/10.1016/j.ijpe.2018.11.018

Babu H, Bhardwaj P, Agrawal AK (2020) Modelling the supply chain risk variables using ISM:
a case study on Indian manufacturing SMEs. J Model Manag https://doi.org/10.1108/JM2-06-
2019-0126

Pitchaiah DS, Hussaian M, Sateesh N, Govardhan D (2020) Prioritization of supply chain risk
by multi attribute decision making method for manufacturing of automobiles. Mater Today
Proc 39:201-205. https://doi.org/10.1016/j.matpr.2020.06.490

Kumar G, Singh RK, Jain R, Kain R (2020) Analysis of demand risks for the Indian automotive
sector in globally competitive environment. Int J Organ Anal https://doi.org/10.1108/IJOA-03-
2020-2076

Islam A, Tedford D (2012) Risk determinants of small and medium-sized manufacturing enter-
prises (SMEs)—an exploratory study in New Zealand. J Ind Eng Int 8(1):1-13. https://doi.org/
10.1186/2251-712X-8-12

Dandage RV, Mantha SS, Rane SB (2019) Strategy development using TOWS matrix for
international project risk management based on prioritization of risk categories. Int J] Manag
Proj Bus 12(4):1003-1029. https://doi.org/10.1108/IIMPB-07-2018-0128


https://doi.org/10.1016/j.sbspro.2016.11.017
https://doi.org/10.1177/1464420721994269
https://doi.org/10.1061/9780784413616.194
https://doi.org/10.1108/JM2-03-2015-0006
https://doi.org/10.1108/JM2-09-2018-0139
https://doi.org/10.1108/JM2-06-2018-0081
https://doi.org/10.1016/j.ijpe.2009.10.010
https://doi.org/10.1590/0104-530X3800-20
https://doi.org/10.1002/jsc.1940
https://doi.org/10.1016/j.matpr.2017.11.606
https://doi.org/10.13140/2.1.2227.0248
https://doi.org/10.1080/15623599.2019.1596624
https://doi.org/10.1016/j.ijpe.2018.11.018
https://doi.org/10.1108/JM2-06-2019-0126
https://doi.org/10.1016/j.matpr.2020.06.490
https://doi.org/10.1108/IJOA-03-2020-2076
https://doi.org/10.1186/2251-712X-8-12
https://doi.org/10.1108/IJMPB-07-2018-0128

96

217.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

V. G. Surange and S. U. Bokade

Dey PK, Ogunlana SO (2004) Selection and application of risk management tools and tech-
niques for build-operate-transfer projects. Ind Manag Data Syst 104(3):334-346. https://doi.
org/10.1108/02635570410530748

Batkovskiy AM, Konovalova AV, Semenova EG, Trofimets VY, Fomina AV (2015) Risks of
development and implementation of innovative projects. Mediterr J Soc Sci 6(4):243-253.
https://doi.org/10.5901/mjss.2015.v6n4s4p243

Czuchry AJ, Yasin MM (2003) Managing the project management process. Ind Manag Data
Syst 103(1-2):39-46. https://doi.org/10.1108/02635570310456887

Ojiako U, Johansen E, Greenwood D (2008) A qualitative re-construction of project measure-
ment criteria. Ind Manag Data Syst 108(3):405-417. https://doi.org/10.1108/026355708108
58796

Cao Q, Hoffman JJ (2011) A case study approach for developing a project performance
evaluation system. Int J Proj Manag 29(2):155-164. https://doi.org/10.1016/j.ijproman.2010.
02.010

Dandage RV, Mantha SS, Rane SB, Bhoola V (2018) Analysis of interactions among barriers
in project risk management. J Ind Eng Int 14(1):153-169. https://doi.org/10.1007/s40092-017-
0215-9

Maya RA (2016) Performance management for Syrian construction projects. Int J Constr Eng
Manag 5(3):65-78. https://doi.org/10.5923/j.ijcem.20160503.01

Keil M, Cule PE, Lyytinen K, Schmidt RC (1998) A framework for identifying software project
risks. Commun ACM 41(11):76-83. https://doi.org/10.1145/287831.287843

Abdolshah M, Moradi M (2013) Fuzzy Quality function deployment: an analytical literature
review. J Ind Eng 2013:1-11. https://doi.org/10.1155/2013/682532

Islam A, Tedford D (2012) Implementation of risk management in manufacturing industry- an
empirical investigation. Int J Res Manag Technol 2(3):258-267. http://www.iracst.org/ijrmt/
papers/vol2no32012/1vol2no3.pdf

Shevtshenko E, Mahmood K (2015) Analysis of machine production processes by risk
assessment approach. J Mach Eng 15(1):112-124

Shin J, Lee S, Yoon B (2018) Identification and prioritization of risk factors in R&D projects
based on an R&D process model. Sustain 10(4):1-18


https://doi.org/10.1108/02635570410530748
https://doi.org/10.5901/mjss.2015.v6n4s4p243
https://doi.org/10.1108/02635570310456887
https://doi.org/10.1108/02635570810858796
https://doi.org/10.1016/j.ijproman.2010.02.010
https://doi.org/10.1007/s40092-017-0215-9
https://doi.org/10.5923/j.ijcem.20160503.01
https://doi.org/10.1145/287831.287843
https://doi.org/10.1155/2013/682532
http://www.iracst.org/ijrmt/papers/vol2no32012/1vol2no3.pdf

Thermohydrodynamic Analysis )
of Journal Bearing Using Non-newtonian | @i
Lubricants

Kedar Deshmukh and Vilas Warudkar

1 Introduction

The hydrodynamic journal bearings are used to support rotating shafts in high-speed
equipment, electric motors, turbines, and other applications. Journal bearings support
the external load with the help of thin film between the journal and the bearing
surface. The fluid film’s hydrodynamic pressure aids in preventing metal-to-metal
contact between rotating machinery parts and bearing surfaces. Because of the high
journal speed, variations in temperature of the lubricant have a major impact on
the properties of the lubricant during bearing operation. Thus, the performance of
the journal bearing depends upon the temperature and pressure distribution within
the bearing. As a result, investigating bearing performance using thermohydrody-
namic analysis necessitates solving complex equations of lubricant flow. Reynolds
equation and energy equation solved simultaneously while taking into account the
effects of conduction and convection. Previously researchers investigated the perfor-
mance of journal bearing by solving complex equations over finite difference method.
Many scholars began using commercial CFD software to solve complex equations
as analysis software improved. Instead of solving Reynolds equations, CFD codes
use Navier—Stokes equations to solve flow problems. As a result of advancements in
modern machinery and the demands of different operating conditions, the expanding
use of non-Newtonian fluids as lubricants has attracted a lot of attention in recent
years. Polymer thickened oil, grease, and natural lubricants, among others, are used
as lubricants for modern machines that display non-Newtonian behavior. First and
foremost, “Hughes and Osterle [1] did outstanding work on thermohydrodynamic
analysis of journal bearings. The authors discovered the relationship between the
viscosity of the lubricant within the journal bearing as a function of temperature
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and pressure under adiabatic conditions. Oliver [2] did an experimental study and
found that addition of dissolved polymer to the lubricant increases the load-carrying
capacity and decreases the friction coefficient in short journal bearings. B Chetti
[3] investigated performance of finite circular journal bearing lubricated with micro-
polar fluids by considering the effect of elastic deformation on the bearing liner. Many
authors have recently begun to use commercial CFD codes in their study. Montazeri
[4] studied the hydrodynamic properties of lubricant in ferro fluid-lubricated journal
bearings. The Navier—Stokes equations were numerically solved using the CFD
approach. Gertzos et al. [5] studied performance of hydrodynamic journal bearing
lubricated with a Bingham fluid using CFD techniques. Liu et al. [6] investigated
the performance of a rotor bearing device using computational fluid dynamics and
fluid structure interaction methods. Czaban [7] simulated and calculated the hydro-
dynamic pressure distribution in the lubrication gap of a sliding contact bearing with
non-Newtonian lubricating oil. ANSYS Fluent, a commercial CFD program, was
used to perform the investigation. THD study of journal bearings was carried out by
Sahu et al. [8] using CFD as a method. The pressure and temperature distribution of
the lubricating film were calculated by the authors. Panday et al. [9] used ANSYS
Fluent software to perform numerical unsteady analysis of thin film journal bearings,
calculating bearing parameters such as pressure distribution and wall shear stress
at various eccentricity ratios. Using computational fluid dynamics, Chauhan [10]
calculated circular bearing performance parameters using an isothermal and thermo-
hydrodynamic approach. Pratomo et al. [11] studied tribological characteristics of
polymer-thickened oil in lubricated sliding contacts by considering cavitation effect.
The analysis was carried out using commercial CFD software ANSYS Fluent.”
However, there was no analysis presenting the effect of viscosity index on
the performance of journal bearing. This paper presents the results of pressure,
temperature, and shear stress distribution obtained at different viscosity indexes.

2 Mathematical Modeling

2.1 Geometry

The relative rotational velocity is created by the journal rotating inside the bearing.
When the journal is in a stable position, it assumes an eccentric position with respect
to the bearing. The produced pressure within the converging lubricant film, which
balances the external load, adjusts the amount of eccentricity (Fig. 1).

“The eccentricity, viscosity, and clearance space between the journal and the
bearing can influence the generation of hydrodynamic pressure within the journal
bearing. The hydrodynamic pressure of the lubricant film is determined by the film
thickness equation for circular journal bearings, which is as follows:

h(@) = C + ecosd = C(1 + ecosh)
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Fig. 1 Schematic diagram
of circular journal bearing

¢ represents the eccentricity ratio of the journal bearing and C is radial clearance
between journal and bearing. From the maximum film thickness, 6 is the value of
film thickness along the circumferential path” [10].

2.2 Momentum Conservation Equation

“The underlying lubrication theory is based on the solution of a specific form of the
Navier—Stokes equation, as shown below, in which viscosity varies with shear rate
and temperature. The Navier—Stokes equations are as follows:” [11]

p(u-V)u:—Vp+nV2u
Vu=0

2.3 Conservation of Energy Equation

Energy equation for incompressible viscous fluids is shown here. Net heat flux is
denoted by q. In this equation, surface and body forces are taken into consideration.
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2.4 Shear Stress Variation

“QOil shear stress was believed to vary with share rate based on the Ostwald—de Waele
equation (power-law lubricant) [12], which is shown as

where ¢ is shear stress, y is shear strain, and K and n are coefficients. The coefficients
for the lubricant can be determined experimentally [13]; however, in this paper, we
have assumed viscosity index to be varying in the range of 0.75—-1.3. When n > 1 the
fluid is called dilatant and when n < 1, it is called pseudoplastic.”

3 CFD Simulation

3.1 CFD Model Description

For simulation, the ANSYS fluent CFD package was used. 3D fluid domain model
has been developed in the Design Modeler. Clearance space between journal and
bearing surface has been kept as 0.8 mm. The eccentricity ratio of 0.8 has been
considered. 3D swept mesh method has been used (Figs. 2 and 3).

For meshing, hexahedral elements are used. Five divisions in the radial direction
have been considered for better results. Named selections for inlet, outlet, moving,
and fixed wall are done in meshing.

Table 1 lists the dimensions of the journal bearing as well as the lubricant
properties. The test was carried out at various shaft speeds ranging from 500 to
3000 rpm.

A steady-state condition has been assumed for simulation purposes. Laminar flow
is considered for fluid flow. Viscosity of the lubricant is considered to be varying
according to non-Newtonian power-law equation.

For analysis viscosity index n is considered to be varying in the range of 0.75—
1.3. Consistency index k is kept at 1.06 Pa-s. Viscous heating effect has been taken
into account. At the inlet and outlet of the bearing lubricant pressure is considered
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Fig. 2 3D model of the fluid

domain

Fig. 3 Hexahedral mesh on

fluid domain

Table 1 Journal bearing

operating parameters
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Parameters Value
Shaft radius R; 40 mm
Bush inner radius Ry 40.8 mm
Min oil film thickness 0.16 mm
Clearance C 0.8 mm
Eccentric distance 0.64 mm
Eccentricity ratio € 0.8
Viscosity 1.06 kg/m-s
Viscosity index n 0.75-1.3
Density of lubricant p 887 kg/m3
Specific heat of lubricant C, 1845 J/kg-K
Thermal conductivity of lubricant k 0.145 W/m-K
Rotational speed w 500-3000 rpm
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to be atmospheric. Moving (inner wall) has been considered to be rotating at the
speed in the range of 500-3000 rpm. Gravitational forces have been considered
on the journal bearing. Convergence criteria is kept at 107 for all residuals. 3D
Navier—Stokes equations are solved for analysis.

4 Results and Discussion

The bearing performance characteristics are investigated at different journal speeds in
the range of 500—3000 rpm. Viscosity index has been varied in the range of 0.75-1.3.

4.1 Static Pressure

Static pressure profile at journal speed of 500 rpm obtained at viscosity index at 0.99,
1, and 1.01 is shown in the figure below.

Figure 4a shows the pressure distribution in the bearing at the viscosity index
of 0.99. The maximum static pressure obtained was 879,244 Pa. Figure 4b shows
a pressure distribution at constant viscosity. The maximum static pressure in this
case was observed to be 967,050 Pa. Figure 4c shows pressure distribution in the
bearing at viscosity index of 1.01. The maximum static pressure was observed to be
1,063,580 Pa. Figure 4d shows the graph of maximum static pressure versus different
journal speeds by using lubricant with viscosity index varying from 0.75 to 1.3. We
can observe from this graph that maximum static pressure increases as the viscosity
index increases. Significant rise in static pressure is seen at higher journal speeds.

4.2 Static Wall Temperature

Temperature profile at journal speed of 500 rpm obtained at viscosity index at 0.99,
1, and 1.01 is shown in the figure below. Figure 5a shows the temperature distribution
in the bearing at the viscosity index of 0.99. The maximum temperature obtained
was 330.12 K. Figure 4b shows a temperature distribution at constant viscosity. The
maximum temperature in this case was observed to be 332.8 K. Figure 5c shows
temperature distribution in the bearing at viscosity index of 1.01. The maximum
temperature was observed to be 335.65 K. Figure 5d shows the graph of maximum
temperature versus different journal speeds by using lubricant with viscosity index
varying from 0.75 to 1.3. We can observe from this graph that maximum temperature
increases as the viscosity index increases. Significant rise in temperature is seen at
higher journal speeds. Rise in temperature at higher viscosity index is due to increase
in viscous heating.
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Fig. 4 CFD results of static pressure analysis with lubricant viscosity varying from 0.75 to 1.3

4.3 Wall Shear Stress

Wall shear stress profile at journal speed of 500 rpm obtained at viscosity index at
0.99, 1, and 1.01 is shown in the figure below. Figure 6a shows the wall shear stress
distribution in the bearing at the viscosity index of 0.99. The maximum wall shear
stress obtained was 20,518.8 Pa. Figure 6b shows a wall shear stress distribution at
constant viscosity. The maximum wall shear stress in this case was observed to be
22,593.3 Pa. Figure 6¢ shows wall shear stress distribution in the bearing at viscosity
index of 1.01. The maximum wall shear stress was observed to be 24,877 Pa. Figure 6d
shows the graph of maximum wall shear stress versus different journal speeds by
using lubricant with viscosity index varying from 0.75 to 1.3. We can observe from
this graph that maximum wall shear stress increases as the viscosity index increases.
Significant rise in wall shear stress is seen at higher journal speeds.



104 K. Deshmukh and V. Warudkar

A. Viscosity Index 0.99 B. Viscosity Index 1
Temperature Temperature
330421 332812
327.109 320,531
t 324007 26,280
1088 322,968
318.073 319,687
315,060 316.406
312.048 313125
300.036 200844
306.024 206 582
S08.012 303.281
300,000 .
. 300.000
L]
C. Viscosity Index 1.01 D. Temperature vs Rotational Speed
Temperature Max Wall Temperature
335 651 i
332 086 B
328 521 00 -l 7S
324.956 - P
321,391 Fosm —e—Coratant
317.626 £ 40 A’ 101
314,260 3 ™ —.—r=13
200
065 100
307.130 Z
303 565 500 1500 3000
200,000 Rstalivmal Speed 1 RPN
L]

Fig. 5 CFD results of temperature analysis with lubricant viscosity varying from 0.75 to 1.3

5 Summary and Conclusion

Thermohydrodynamic analysis of the journal bearing was carried out using lubricants
with viscosity index varying from 0.75 to 1.3. The analysis was carried out using
ANSYS Fluent CFD software. At journal speeds ranging from 500 to 3000 rpm,
bearing performance parameters such as maximum static pressure, wall temperature,
and wall shear stress were evaluated, with eccentricity ratio = 0.8 and radial clearance
= 0.8 mm.

From the analysis, it was observed that viscosity index has great impact on perfor-
mance characteristics of the journal bearing. Shear-thinning fluids, i.e., viscosity
index < 1 tends to decrease the maximum static pressure in the bearing which in
turn decreases the load-carrying capacity of the bearing, and there is a significant
reduction in shear stress and temperature rise. At very high speeds and low loads,
lubricant blended with shear-thinning fluids can be beneficial.

Shear-thickening fluid, i.e., viscosity index > 1 tends to increase the maximum
static pressure in the bearing which in turn enhances the load-carrying capacity of
the bearing, and a significant rise in temperature and shear stress is seen. It can be
concluded that shear-thickening fluid can be blended with the Iubricant to increase
the load-carrying capacity for low-speed and high-load applications.
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Fig. 6 CFD results of wall shear stress analysis with lubricant viscosity varying from 0.75 to 1.3
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A Review on Research Aspects )
and Trends in Ultrasonic Machining L

Karun Kant, Prashant Gupta, Shrikant Vidya, Lavepreet Singh,
and Anurag Shanu

1 Introduction

Ultrasonic machining is a mechanical sort non-customary machining measure with
boundless use in machining of amazingly hard-fragile materials. This material is
generally created by powder metallurgy. USM could be a reasonable option for
machining of wide range of WC—Co materials, as the cycle is liberated from numerous
issues related with warm base machining. USM has been differently named ultra-
sonic penetrating, ultrasonic cutting, ultrasonic rough machining, and slurry boring.
USM is a non-customary powered substantial evacuation measure. Both electrically
conductive and non-metallic materials can be machined through this tool. In USM,
high recurrence electric oomph is changed over into mechanical sensations through
a transducer supporter mix, which are then sent to an energy centering just as inten-
sifying gadget known as horn or sonotrode. Machining of hard and fragile materials
is acquiring significance because of its developing usage in numerous ventures like
hardware, optical, and bio-clinical fields. Ultrasonic-helped processing (UAM) joins
the material evacuation system of granulating, processing kinematics, and ultrasonic
help.

1.1 Principle of Ultrasonic Machining

It deals with a similar guideline of ultrasonic welding. This machining utilizes ultra-
sonic waves to create high recurrence power of low plentifulness, which goes about
as main impetus of grating. Ultrasonic machine creates high recurrence vibrating
wave of recurrence around 20,000 to 30,000 Hz and adequacy around 25-50 pm.
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Fig. 1 Ultrasonic machining process [1]

This high recurrence vibration move to rough molecule contains in grating slurry.
This leads space of grating molecule to fragile workpiece and eliminates metal from
the contact surface (Fig. 1).

1.2 Applications

e This machining is utilized to machine hard and fragile material like carbide,
earthenware, glass, and so on.

e This is utilized in machining of pass on and apparatus of drill, wire drawing
machine, and so forth.

e Used in creation of silicon nitrite turbine sharp edge.

e It is utilized to cut jewel fit as a fiddle.

e It is utilized machining of machining non-conductive hard material which can’t
be machined by ECM or EDM because of helpless conductivity.

1.3 Advantages

e Hard material can be effectively machined by this strategy.

e No heat produced in work so there is no issue of work solidifying or change in
construction of workpiece.

¢ Non-conductive metals or non-metals, which can’t be machined by ECM of EDM
can be machined by it.

e It doesn’t shape chips of huge size.
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2 Reviews on Ultrasonic Machining

Abdo et al. [2] defined that pocket processing has been viewed as quite possibly
the most generally utilized tasks in machining. The target of this exploration was to
examine the impact of the device covering boundaries on a superficial level unpleas-
antness, exterior sound structure as well as the machined pocket profiles. The trial
results give proof that the surface harshness and MRR have been altogether as a
consequence of the considered device covering and the device way approaches. In
this examination, the impacts of the device covering and the instrument way proce-
dures were tentatively investigated on a superficial level harshness using RUM, MRR,
and profiles of pouches machined on alumina (Al,O3) clay were calculated.

Saqib Anwar et al. [3] elaborated the rotating ultrasonic machining (RUM) that
has demonstrated its abilities in a few assembly applications, specifically for the
fabrication of large highlights on fired material. Surface cracking and edge chip-
ping, on the other hand, are the most common issues encountered throughout the
RUM of artistic materials. The exhibition estimates such as surface unpleasantness,
surface sound structure, and apparatus dress are dissected to assess machinability.
Furthermore, the sidewalls of channels have a coarse machined section close to the
top control and a relatively flat region of machined surface active near the bed of
channel. Using RUM interaction to the bio lox specialty material, fantastic surface
completion of R, = 0.21 m and R; = 2.3 m can be achieved. To improve the surface
unpleasantness of micro-channels, lower feed rates and cut depths are optional, while
higher degrees of shaft rapidity and vibration sufficiency with acceptable vibration
recurrence estimation should be nominated.

Jagadish et al. [4] concluded that the feed rate affects the material expulsion rate,
while the slurry affects the form point and over-cut focus.

Cong et al. [5] examined the power utilization in rotary ultrasonic machining
of CFRP. It outlines an analysis of the effects of information factors (ultrasonic
force, apparatus turn speed, and CFRP type) on the power utilization of each portion
including the ultrasonic force supply, axle motor, air blower and coolant siphon and
the whole system. It was reported that the power utilization of the coolant pump was
consistently the best.

Kai Ding et al. [6] conclude that the penetrating power and force for RUM were
diminished by 23%, 47.6% individually of those for CD. The reduction in boring
power and force diminished step by step with speeding up, while they changed
somewhat with expanding feed rate. Nonetheless, it is reported that contrasted with
CD, rotary ultrasonic machining can deliver lesser surface roughness of openings
under comparable working conditions and the most extreme decrease rate is 23%.

Yasmine El-Taybany et al. [7] stated that the ultrasonic-helped processing of
pop glass is researched and contrasted with regular processing (CM). It shows a
decrease of hub cutting power and second at higher shaft speed and lesser feed
rate and profundity of cut. Subsequently, the effect of UAM boundaries has been
concentrated to decide their impact on the pivotal cutting power and the occasion.
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Pabla et al. [8] elaborated that present examination is pointed toward considering
the effect of various exploratory condition (by shifting thickness of the workpiece,
cobalt material, instrument profile, apparatus material, rough coarseness size, and
force rating) on reactions of premium (material expulsion rate and device wear rate)
in ultrasonic penetrating of WC-Co composite material. The key boundaries for
machining attributes were found to be force rating, rough coarseness scale, and
apparatus content (MRR and TWR). The best material evacuation rate was achieved
by combining a high-power rating with a coarse coarseness size.

Ravinder Kataria et al. [9] mentioned that the lower CR of a composite material
(WC—Co) with a higher cobalt satisfied (24%) was due to a higher estimate of break
resilience, which counteracts the turn of events and proliferation of breaks. In terms of
CR, the silver steel instrument performed the highest. As far as CR was concerned,
machines with no measurement bore unrivaled execution. Force rating and rough
coarseness size were discovered to be the main boundaries for CR.

Yun-Hyuck Hong et al. [10] concluded that test was performed regarding
machining boundaries, like crushing velocity, feed rate, and so forth, to contemplate
impact of ultrasonic vibration in pounding. For an ideal state of ultrasonic-assisted
crushing, which can restrict the pounding services, the design of experiment method
was used. The major machining factors in DOE were ultrasonic sufficiency strength,
feed rate, and shaft revolution speed. The ultrasonic crushing decreased the granu-
lating power to 23% than the customary pounding and this could diminish the device
wear.

Jatinder Kumar [11] concluded that ultrasonic machining is perhaps the most
broadly utilized non-customary cycles, particularly for business machining of hard,
weak, and delicate materials. There is colossal extension aimed at use of USM for
setting up savvy machining answers for moderately extreme and malleable metals
like titanium, nickel compounds. The quality and nature of USM measurements are
based on the work material properties like crack sturdiness, hardness as well as
the instrument properties (hardness, sway strength, and finish). The impediments of
USM, holes saw from the writing survey, and the headings for future examination
have likewise been introduced.

Yan Wang et al. [12] discussed the fiber-supported earthenware framework
composite has been generally utilized in aviation and other high-innovation fields
because of their brilliant mechanical and actual properties. Be that as it may, FRCMC
is a sort of commonplace material with inhomogeneous and anisotropic design; in
this manner, it is hard to ensure the exactness and surface quality utilizing customary
machining. Contrasted and CG, the pounding power can be decreased somewhat,
there is more uniformity in surface microstructure, all the more short-fiber chips
are framed, the profundity of the cutting notch is all around conveyed, little surface
unpleasantness has been accomplished, and the improvement in crushing quality can
be done using UAG which is a viable technique for the machining of fiber-supported
earthenware framework composite.

Treadwell et al. [13] discussed that paper revealed the correlations between turning
ultrasonic machining (RUM) and pounding of CFRP interestingly. Five yield factors
were looked at, including cutting power, force, surface unpleasantness, opening
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distance across, and material expulsion rate (MRR). Rotational ultrasonic machining,
a half-breed machining measure consolidating ultrasonic machining and crushing,
has likewise been effectively utilized in penetrating of CFRP mixtures.

Vineet et al. [14] discussed the impact of interaction boundaries, specifically
release flow, beat on schedule, and electrical release machining with ultrasonic-
assisted cryogenically cooled cathode, has been concentrated on duty cycle and hole
voltage, on terminal wear proportion, material evacuation rate, and surface unpleas-
antness. On M2-grade HSS workpiece material, the UACEDM test was success-
fully completed. In UACEDM, measurable models for predicting MRR, EWR, and
surface roughness have been created connecting the info boundaries, specifically
release current, beat on schedule, obligation cycle, and hole voltage.

Shaolei Wang et al. [15] illustrated that the pounding powers and ground surfaces
are analyzed among CG and UAG methods. Upgrades in granulating powers and
quality of surface might be ascribed to the high recurrence and huge abundancy
variety in the elements of the crushing cycle. Ultrasonic vibration creates sway loads,
more modest single grain track covering, surface of contact, and inter-granular track
covering prompts change in pounding powers and quality of surface. The impacts of
framework coordinating on pounding power and surface unpleasantness are concen-
trated tentatively. The plan of analyses and trial gear are portrayed in detail. A
five-variable and four-level partial factorial plan is utilized here to lead tests.

Hao Shenetal. [16] elaborated that turning RUM is a well-known and effective tool
for assembling openings in weak materials. Improved material evacuation speeds,
decreased cutting forces, and smaller edge piece sizes at the opening way out are all
signs of RUM. Intriguingly, a basic feed rate was accounted for in order to ensure
the viability of the RUM contact. When the forage rate is at a relatively low level,
the ultrasonic force/adequacy diminishes and the hurtful power increments step by
step with an expanding feed rate.

Jianjian Wang et al. [17] elaborated that ultrasonic shuddering is thought to be
steady or unchanged through the cycle of turning ultrasonic machining (RUM) on
fragile supplies, ignoring the impacts of various handling boundaries. Be that as it
may, no test proof has been accounted for to approve this supposition. The impacts
of thermomechanical stacking happening in the solidness of ultrasonic abundance
through RUM cycle were examined in probes quartz crystal and cobalt. The consis-
tency of ultrasonic vibration during the machining cycle was tested using ultrasonic
force.

Ravinder Kataria et al. [18] stated that the edge chipping was seen at the leave
side of the opening because of extreme corruption of the instrument face for longer
machining activity. In any case, the edge of the bored opening showed great surface
quality.

PKSC Fernando et al. [19] concluded that the revolving ultrasonic machining can
bore openings of top caliber on rocks of various hardness with a much lower cutting
power and at an entrance pace of around multiple times quicker than percussive
drilling. Instrument pivot ultrasonic power, pace, and feed rate insignificantly affected
outward irregularity.
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Palamandadige Fernando et al. [20] concluded that the rotational ultrasonic
machining (RUM) is a non-traditional besides financially savvy machining strategy
for tough and weak resources, like pottery, complex things, etc. RUM is a half-breed
measure that consolidates the substantial evacuation instruments of precious stone
grating pounding and ultrasonic machining. A trial examination of turning ultrasonic
machining of K9 glass utilizing both irregular and conti PKSC Fernan.

Ping Zou et al. [21] elaborated the tests for turning the workpiece of ASS 304
are led with and without ultrasonic vibration utilizing the planned MS-UAT, and
afterward the 3D morphology assessment boundaries S, and S are applied to portray
and examine the machined surface. A point by test examination is introduced for
the impacts of ultrasonic abundance, profundity of cut, and cutting velocity on the
machined surface quality in UAT of ASS 304 with solidified carbide-covered cutting
apparatus.

Weiming Zeng et al. [22] discussed the rotating ultrasonic machining (RUM) has
pulled in ample consideration and around are various distributions on the interaction.
Notwithstanding, not many examinations on device costume in the RUM cycle have
been accounted for. This daily, without precedent used for writing, presents a test
perception on apparatus wear in RUM of alumina.

Hang Gao et al. [23] discussed the revolving ultrasonic machining (RUM) of
KDP. Information of a few yield boundaries (like crushing power and force, surface
harshness, and edge chipping) were gathered and investigated. As an examination,
precious stone boring (without ultrasonic vibration) was additionally tried. It very
well may be seen that the force in RUM had a higher most extreme worth than that
in precious stone boring, and had a bigger variety as well. In the writing, there could
be no different reports on force in RUM for any materials.

Wang et al. [24] proposed a mechanistic model for rotation-based ultrasonic
machining of CFRP composites utilizing elliptical ultrasonic vibration, calculated
effective cutting time, and also investigated MRR. It was reported that the projected
values of cutting forces are in line with the experimental value of results.

In a nutshell, most of the literatures dealt with the parametric optimization, better
tool design as well as support addition at the hole exit while the novel method of
rotary ultrasonic elliptical machining is promising area of research and development
in the quality machining of brittle materials.

3 Conclusion

Ultrasonic machining is quite possibly the maximum generally utilized non-
customary cycles, particularly for business machining of hard, weak, and delicate
materials settings (input power, static burden, plentifulness, and recurrence of vibra-
tion). The factual expulsion USM takes remained discovered near happen through
proliferation then crossing point of middle then sidelong breaks that remain initiated
because of rehashed effects of grating grains. Plan of the instrument is a pivotal
reason influencing the profitability of USM measure. Apparatuses with higher frame
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will in general smother the adequacy of vibration along these lines lessening the
machining rate. Instruments with extreme tip distance will in general experience
mishappening and miniature breaking during machining. Exhaustion disappoint-
ment of the instrument happens if there’s a small misalignment between the two,
apparatus and the horn. WC—Co, a composite substance with a higher cobalt content
(24 percent) displayed lesser machining percentage because of greater estimation of
break strength that opposed turn of events and spread of breaks. The most noteworthy
material expulsion rate was gotten at mix of high strength assessment and abrasive
coarseness size.
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Conceptualisation and Modelling )
of Underwater Remotely Operated L
Vehicle

Dhruv and Vikas Rastogi

1 Introduction

According to the OECD, oceans contribute $1.5 trillion in value-added to the world
economy. There are various resources available underwater that can be tapped.
Nowadays, conventional methods of exploring seabeds are being replaced by auto-
mated approaches using small-scale AUVs and ROVs for underwater monitoring and
surveying. Underwater vehicles can come in many shapes. Torpedo-shaped vehicles
minimise surface area and result in a low drag coefficient, as was the case with
Minesniper MKII ROV [1]. For smaller scale ROVs, the torpedo design is, however,
inefficient with insufficient space for payload. Under strong aquatic currents and
heavy payload missions, a stronger control system and an optimised vehicle design
are required [2]. A hydrodynamic design similar to that of the KOS ROV and the
IES ROV ensures a low drag configuration and symmetry to facilitate robust control
while simultaneously having components placed away from the centre of buoyancy
and centre of mass which increased stability and has been followed here [3].
Despite being remotely operated, taking power, and telemetry from a tether,
automation is still needed, such as position tracking and depth holding. There are
various control strategies available to an ROV, like sliding mode control, vision
servoing control, PID control, etc. [4-6]. In this paper, we follow PID tuning as a
control strategy. A custom connector was designed for underwater connections to
detach tether with ease for debugging and troubleshooting [7, 11]. Taking references
from both industrial ROVs and student ROVs created for the MATE ROV competi-
tion, the design finally obtained is one optimised for a small-scale ROV with robust
control capable of being equipped with various manipulators for a variety of tasks [3,
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6, 8, 9]. The electrical calculations have been done, taking into account the problem
statement posed by one of the MATE ROV competitions for an explorer class vehicle
[10].

2 Design Rationale

All the individual components and subsystems have been engineered and placed to
keep the centre of gravity’s optimal relative locations and the centre of buoyancy.
The ROV has been designed and assembled in SolidWorks, following which the
simulations were carried out both in SolidWorks and Ansys. The ROV is positively
buoyant, with sufficient restoring torque to orient itself in case of disturbance along
with roll motion (Fig. 1).

The system is designed, and the subsystems are placed keeping in mind that the
heavier parts are close to the bottom and the lighter ones on the top to keep the centre
of gravity below the centre of buoyancy. The magnitude of the buoyant force acting
on an object is equal to the fluid’s weight displaced by the object, i.e.

Fp = pgV; (D

The frame has been modelled, ensuring optimum strength and stiffness,
lightweight, ease of construction, maintenance repair, and cost of raw material avail-
ability. Rather than designing a frame as a single part, it constitutes multiple parts
assembled to serve the frame’s purpose. Each piece is made of an aluminium plate
machined by a water jet cutting process to produce the required shapes, and custom
clamps and fixtures are manufactured using high-precision FDM 3D printing. Latches
and L-brackets are used to assemble various systems. The latches are used to increase
accessibility and ease in assembly without compromising the joint strength. For opti-
mising weight, the parts were topologically optimised while maintaining sufficient
strength to meet the requirements. The frame directly supports all essential systems

O
9‘

Fig. 1 CAD render for the proposed design of ROV
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2

VAL\\

Fig. 2 Different parts of the proposed ROV design

like electronic hull, gripper and dropper mechanisms, and camera hulls. The parts
have been analyzed structurally in SolidWorks (Fig. 2).

While designing a watertight enclosure, things like least cross-sectional area,
use of pressure-resistant shape, and material with high strength to weight ratio are
selected. Also to gain the upper hand on the waterproofing front, the vessel was built
to open outward rather than inward, allowing us to take advantage of the outside
pressure.

2.1 Structural Frame

For the structural frame, aluminium alloy 6061 is chosen to make a lightweight
structure and provide it with the required strength and rigidity. Since most compo-
nents require custom assembly brackets and mounts, they are designed considering
3D printing as the manufacturing method. For the watertight enclosure of electronic
components, the built dimensions capable of operating at a depth of around 50 m
are chosen, which makes it ideal for shallow water applications. For depth rating
simulation, pressure vessel software was used, and iterations were performed with
varying hydrostatic pressure values with time-dependent depth. Deformation was
calculated against the depth value before the tube buckled (Figs. 3 and 4).

Hydrostatic pressure(P) = pgh 2)

2.2 Hydrodynamics

Since the vehicle invests in its run most of the time, it manoeuvers along its surge
axis. Hence, the shape of the vehicle chosen for this translational motion is very
similar to the ship’s streamlined shape. This ensures a smooth and uniform flow of
fluid besides the vehicle. The acrylic lid has been given gradual bends about each



118 Dhruv and V. Rastogi

) Tube Anal External Pressure S rers]
Pressure Range: [1.20Ba =l [e= ~] Report | Done
~Th ical Failure: Matenial
@ ThinWal Buckling at 5.0354 Bar by 3 nodes PLASTIC, ACRYLIC
O Shell fadure at 34724 Bar (Thin wall eq's) Uimate Strength:
© Seat fadue N/iA b:l’éti
Shear fadure N4 W trength
° e Faad vale uriks 08ks
| B -
- Units 1
Presswe  Depth Shess Linear Deflection Angle Deflechion
Ba ~| [mizea) =] [Bar =] [em | [Degees =]
|Presswe  Depth Max Axial Max Hoop
Ba m [sea) Stiess, Bae Stiess, Bar

|1.0000 9.9564 -7.9423 -15.885
|2.0000 19.912 -15.885 -31.769
3.0000 29.868 -23.827 -AT 654
-63.538

3.000 (fail)
14.000 (1ail)

15.000 (fail)

[159.25
[169.20
179.15
19.000 (fail) __ [189.10
20,000 (fail) _ |199.05

Fig. 3 Tube analysis data

face’s edges to facilitate such flow in other remaining translational motions. This
makes the fluid deviate gradually along the frame’s surface, decreasing the pressure
developed and eventually minimising the drag force for the respective translational
motion. The velocity contours have been shown below for each possible translational
motion.

Drag = 1/2pv*AC, 3)

For predicting the value of the drag coefficient with varying velocity and to assess
the hydrodynamic performance, a data set has been created of the most traversed
motion, which surges for the values of coefficient of drag against varying velocity.
This data set has been plotted, and the poly-curve fit technique has been implemented
to predict a relation between these two variables. Using the polynomial equation-
based relation the drag coefficient at any velocity can be predicted easily without the
need to revise the simulations again and again. Figure 5 presents the graph on which
the data set has been plotted, and the blue curve depicts the fourth-degree polynomial
equation represented as

y = 0.16x* — 0.62x> 4+ 0.9x> — 0.55x + 0.65 )
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Deformation vs Pressure

Stress vs Hydrostatic Pressures

Fig. 4 Deformation and stress curves

2.3 Power Connector for Underwater Applications

Motivation. Because of the high hydrostatic pressure and corrosive nature of the
marine environment, it is difficult to secure reliable electrical connections. IP67 and
[P68 connectors have to be used for transmitting electrical signals and power. There-
fore, the reliability of the whole system during deployment, lifetime, and maintenance
becomes dependent on its connector (Fig. 6).

Design Considerations. One has to consider the material properties suitable for
the marine environment and the thermal, mechanical, and electrical characteristics
required by the connection.

Material Selection. The harshness of the operational environment makes it imprac-
tical to use copper or brass connectors. Thus, gold-plated 4 mm bullet connectors
are used as a power connector for the ROV tether. Acrylonitrile butadiene styrene



120 Dhruv and V. Rastogi

#*  data points
4 3 2 Fitted Curve
y=016"%x" - 062°x” + 0.9'x“ - 0.55'x + 0.65

0.555 [ 1

055 1

0.545 1

Coefficient of Drag
o
g

0.535

L " L L L L

0.525
02 04 06 08 1 12 14 16

Velocity (m/s)

Fig. 5 Coefficient of drag versus velocity plot

Velocity (Z) [m/'s)
Global Coordinate System
Cut Plot 2: contours

Fig. 6 Velocity contours for acrylic lid

(ABS) is used for the connector’s outer ring. O-rings are used to produce a leakproof
plug and socket assembly. To suit shallow water applications, low-pressure O-rings,
i.e., least seal hardness, is chosen.

Selecting a Cost-effective Manufacturing Process. Fused deposition modelling, a
type of additive manufacturing process, is used to manufacture the connector body.
The internal structure of FDM is similar to the fibre-reinforced composite structure,
with vertically stacked cross-sections of polymer.
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Fig. 7 Watertight connector design and analysis

Fabrication. The connector was designed in SolidWorks. G-codes were prepared in
Ultimaker-Cura and simulated on Autodesk Netfabb. Metal pins or bullet connectors
were soldered on a custom-designed PCB and assembled with the rest of the body.
Marine-grade epoxy resin was used to seal the bullet connectors inside the plastic
body. The issue with 3D printing a waterproof connector is that since the part is
produced by a continuous stacking of polymer layers, the resultant parts are highly
porous. The connector body was post-processed to tackle the issue by treating it with
Acetone (C3H60) vapours, which melts the surface layers and thus produces a shiny
surface finish and fill up the air gaps properly (Fig. 7).

3 Embedded and Controls System

3.1 Power Distribution Unit

The main power is supplied to the ROV via 12 AWG silicone wires. The two output
wires are routed into the ROV to the power distribution board via the tether.

Power Distribution Board. A PCB was designed and manufactured for voltage
conversion from 48 to 12 V and power distribution. The PDB has three outputs:
outputs for ESCs, outputs for DC/servo motors, and outputs for the USB hub. The
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three outputs for ESCs from the PDB are fed into the custom-designed Arduino
Mega Shield, on which the input 12 V power is split into six outputs for six ESCs.
The USB hub powers Arduino Mega and the cameras. The trace widths were chosen
using the IPC recommended trace width chart (Fig. 8 and Table 1).

Prot = Z (VLoad Ibrawn N)

Dhruv and V. Rastogi

Proc = (72) x 6 + 3 + 0.00625 + (48) x 2 + (15.54) x 3 + 0.0015

+ SERUD

+ USBHUB - USBHUB

Prot = 577.63 W

SERVD + OC

BUCK

Fig. 8 Schematic for power distribution board

ouT+
ouT+

PG_sync

ouT-
ouT-

+ SERUD- SERVD + DC -

Table 1 Current and voltage readings of various components

+ ESCIN

+ESCIN

Component Current rating Voltage rating (V) Power required Current drawn
name (Amp) W)

T200 thruster | 6A 12 72 6A

Arduino mega | 0.6A 3 0.25A
Pressure 1.25 mA 0.00625 0.00052A
sensor

Servo motor 4A 12 48 4A
HS100WP

Servo motor 2.1A 7.4 15.54 2.1A
HS5646WP
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3.2 Control System

Microcontroller. Arduino MEGA (2560) 32-bit was used because it is relatively fast
and has several serial communication (UART) ports to communicate with several
devices at once. A custom Arduino Mega shield was designed to mount the Arduino
and attach all the sensors to it. It is connected with different components like the
RS485 communication board, the logic level converter (I2C) for a pressure sensor, six
ESCs and IMU. It also has power outputs to run six Blue Robotics T200 thrusters. At
the surface, a Red-gear gaming controller is connected to the laptop. This controller
serves as the entire control unit for the ROV. It is connected with an Arduino UNO
board and gives the commands to the ROV via RS485 communication (Figs. 9 and
10).

Proportional Integral Derivative Controls. For stability, PID is used for depth.
The BlueRobotics Bar30 pressure sensor, connected to the Arduino is used for depth
sensing. The PID controller is tuned via the Ziegler-Nichols method.

U(s) = [Kp + K /s + sKq] * E(s) 9)
where U(s) is the output signal, E(s) is the error signal, and Kp, Ki, and Kd are the

constants for each of the three terms.

Manipulators. Our ROV has two grippers. Two of the servo motors are used in a
gear-based claw, while the other two are used for a direct motor-controlled arm.

SIHHRE VERICLE

LEGEND

Fig. 9 ROV control stack
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Fig. 10 Proposed schematic for controller shield

In the vehicle, HS1100WP and HS5646WP servos were used, both rated IP67
waterproofing.

Power loss.
Resistance of 4 mm copper wires = 4.3 Q/km.
Total length of tether = 15 m x 2.
Total resistance of power cables = 4.3 * 30/1000 = 0.129 Ohms.
Total power requirement = 577.63 W

Total current requirement = 577.63/48 = 12.033 A (10)

Voltage drop at maximum current (25A) = IR = 0.129 % 12.033 =1.552V

(11

Power loss at maximum current (25A) = I’R = 12.033 % 12.033 % 0.129 = 18.678
(12)
Minimum voltage at ROV = 46.448 V (13)

The power efficiency of cable (E) = (Ptot — Ploss)/Ptot = 96.766%  (14)
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Table 2 Technical Coefficient of drag 0.5275-0.56
specifications of vehicle
Depth rating 50 m
Total power consumption 577.63 W
Power efficiency of cable 96.766%
Internal surge current 75.83 A
Voltage drop across tether 1.552V
Power loss in tether 18.678 W

3.3 Sensors

Pressure sensor. The Bar30 pressure sensor is used to determine the depth at which
the vehicle must operate. It employs piezo-resistive semiconductor gel and a sensor
interface IC. It has a pressure resolution of 0.2 mbar and a depth resolution of 2 mm.

4 Results

Asdiscussed above, the paper’s objective is to find the parameters for the development
of an underwater ROV model. It has been found that the results are consistent with
the simulation conditions. The vehicle’s CFD analysis was done and the velocity
contours were drawn with the coefficient of drag vs velocity graph being plotted.
The Cd value varies from 0.56 to 0.5275 at different velocities. The maximum power
consumption was calculated and the tether efficiency was evaluated and came out to
be 96.766%.

The underwater connectors prepared were fabricated and extensively tested at
depth for an extended amount of time. Stress analysis for waterproof enclosure
was carried out and a reliable depth rating of 50 m was obtained. The result was a
hydrodynamic and statically stable vehicle capable of being equipped with different
payloads for different mission requirements (Table 2).

5 Conclusion

The six degrees of freedom model of an underwater remotely operated vehicle has
been successfully created considering the required parameters and design consider-
ations. The model was simulated using multiple simulation tools for reliable results.
The conceptual designs in this paper can be produced physically and implemented
for a range of applications. The watertight connector’s proposed design was devel-
oped and tested for many hours, and it functioned well without any fail. It has the
potential to be expanded to support the different forms of cables to allow for quick
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separation of tether and vehicle. The design allowed for robust depth control and
smooth surge operations allowing the vehicle to grip and release with much ease.
The final product was a cost-effective solution to resolve underwater problems at
a low depth. However, there is further scope of research on this design based on
functional and efficiency parameters and using physical scaled models under actual
conditions.
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Nomenclature

Rey Reynolds number based on height
f Friction factor

Ac Minimum free flow area, m?

Da Darcy number, K/H2

L Length of porous fin, m

H Height of channel, m

Ap Total heat transfer surface area of porous fin, m?
i Modified j factor

S Flow maldistribution parameters

h Velocity ratio

] Colburn factor

CFD Computational fluid Dynamics

Re Reynolds number

h Fin height, m

S Fin spacing, mm

A Wave amplitude, mm
L Fin wavelength, m
VG Vortex generator

CFU Common flow up
EG Ethylene glycol

Nu Nussult number
JF; Thermal Hydraulic performance Factor
D Nanoparticles weight fraction
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HTE
PPF
JF

eNTU
sl

s2

Kc
CFD
IRW
SRW
PFHE
WFP

Prandt]l number

Wall fluid viscosity

Average fluid viscosity

Lance length of fin, m

Thickness, m

Fin spacing, m

Height of fin, m

Heat transfer enhancement

Plain plate fin

Thermal hydraulic performance factor
Humped radii

Effective number of transfer units
Non-louvered inlet and exit
Redirection length of fin

Total heat transfer coefficient of cold fluid
Common flow down

Inline row winglet

Staggered rows of winglets

Plate-fin heat exchanger

Wavy plate fins

Friction power per unit surface area, w/m>
Core Volume Goodness Index
Friction power

Overall surface efficiency

Coefficient of heat transfer at air side ,wm? °c
Fin pitch, mm

Hydraulic diameter

Fin height, m

Thickness of fin, m

Coefficient of heat transfer , wm? %¢
Pressure drop

Crease angle

Crease cycles

1 Introduction

V. M. Korde et al.

Heat exchangers with plate fins are a form of heat exchangers that is small and
compact in which the surface area of heat transfer is increased by extending metal
surfaces known as fins. Plate-fin heat exchangers are distinguished by their high effi-
ciency, compactness, lightweight, and moderate price. The plate-fin heat exchanger is
suitable for gas—liquid, gas—gas, and multi-phase applications across a broad variety
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of temperatures and pressures. They are primarily used in the field of air separa-
tion and liquefaction, the refining and liquefaction of natural gas, petrochemicals
manufacturing, and massive cooling systems.

The heat exchangers with plate and fins are primarily used for applications such
as gas to gas and liquid to gas. Extended surfaces are preferred in such heat exchange
systems because of the low coefficient in gas flows. Additionally, the coefficient
of heat transmission can be improved by employing specially configured extended
surfaces which have a significantly higher thermal transfer coefficient than extended
surfaces, the pressure drop penalties are high as well, but are not sufficiently extreme
to mitigate.

2 Performance Enhancement of Plate-Fin Heat Exchanger

Kang et al. [1] determined the heat transfer properties of 12 cores with three rows
and four different fin configurations. The four fin designs used in the experiment
were a slotted plain, plate plain, wavy-fin having a sinusoidal section, and wavy-fin
having a triangular section. The heat transmission and pressure loss properties of four
fin configurations are compared using the factor for friction (f) and Nusselt number
curves. For identical fin spacing in the Reynolds number range evaluated, the slotted
fin cores have the maximum factor for friction (f) and Nusselt number, while the
plain plate-fin core has a minimum factor for friction (f) and Nusselt number, while
the factor for friction (f) and Nusselt number of the fin (wavy) cores of two types are
similar, according to the experimental results. For the investigation of the influence
of a porous fin in a simplified PFHE model, Kim et al. [2] conducted an experimental
examination employing six porous fins of varied permeability and porosities fabri-
cated of aluminium alloy. When Reynolds numbers are low, the louvred fin has a
somewhat greater friction factor than the porous. Porous fins have far higher friction
factors than louvred fins at higher Reynolds numbers. Correlations for the porous
fins for the friction and heat transfer was developed by using the Darcy number (Da)
as well as geometrical features like Ac/Ao and L/H.
Friction factors for porous fins are correlated.

2 AL 021 A L
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f ReH-DaA0H+Da1/2A0H M
Modified j-factor correlation
Jj* = 13.73(Re;**¥Da"*") 2)

Wen et al. [3] Zhang has presented the results of numerical and experimental
research to demonstrate that fluid maldistribution efficiency has deteriorated in tradi-
tional entrances, whereas a better configuration with pierced baffles can improve
performance both radially and axially. Then there is the small hole baffle. The best
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choice for change is to space it out in a staggered manner. When the right length
baffle is chosen, the holes are staggered and the punched ratio slowly rises from
the central axis, lowering the ratio of velocity and parameter S for flow maldistribu-
tion. Sheik Ismail et al. [4] examine the impact of the different fin constraints and
build a correlation between non-dimensional quantities like the Fanning factor for
friction (f) and the Colburn j factor geometrical parameters, and flow parameters.
To assess the thermohydraulic parameters, a CFD strategy was used for numerical
analysis of various fin configurations. The findings include a look at flow dynamics
in laminar and turbulent regimes, as well as data validation. The wavy fins, except
for the offset fins, do not have a generalized correlation in terms of the influence of
the f and j variables on geometrical parameters. The evolution of the j and f relation
for wavy fins is examined in this work. To create the correlation, a CFD analysis
was performed with fluent software which produced design data for 18 different fin
geometries. The power-law expressions were then used to create general pressure
drop and heat transfer correlation. De Schampheleire et al. [5] looked at the impact
of non-uniformities on a plate water/air heat exchanger’s thermal efficiency that is
commercially available in the wind tunnel by taking three different non-uniform flow
conditions. 2D hotwire tests are used to verify the wind tunnel’s uniformity. Three
non-uniformities are produced when a plate is placed 10 cm above the exchanger;
one is for the exchanger’s right side, the upper half portion of the heat exchanger is
covered by the second, and the third obstacle is a circular void in the centre of the
plate with a diameter of 150 mm. CFD tools are further used to implement the above
cases. Two obstructions occupy half of the overall flow area, occupying the vertical
or horizontal halves of the heat exchanger, respectively. A circular hole is the most
extreme obstacle, covering 78% of the overall flow space. A major thermal effect is
not generated by obstructions that cover 50% of the total flow area. Because of the
obstruction’s minor effect, this is the case. Because the rise in the local velocity of
air is minimal, the coefficient of convection rises dramatically, allowing a constant
rate of heat transfer to be maintained. To increase the transfer of heat in a PFHE,
Sinha et al. [6] used vortex generators of winglet type with two rows. Jeong et al.
[7] presented a study for the development of a new PFHE shape in which holes and
ceases were provided to boost heat exchanger efficiency which is utilized where there
is a lot of dust. The overall performance was calculated with the help of the volume
along with factors for area goodness. The PFHE’s innovative shape is compared to
the heat exchanger with louvre fin and PFHE for the phenomena of flow and heat on
the surface for heat transfer. A novel PFHE form with the optimum shape of holes
and creases provided at the fin that can improve the PFHE’s heat transmission and
reduce the drop of pressure can be designed. According to the numerical analysis
results and the thermal flow field optimization for the surrounding PFHE, increasing
the crease angle improves the factor for the volume goodness while lowering the
factor for the area goodness. Aliabadi et al. [8] create correlations for drop in pres-
sure and heat transmission for wavy PFHE employing water, air, and ethylene glycol
as operating fluids (PFHEs). Other prototypes with various geometric properties
should be studied to demonstrate general characteristics. The current thesis is sepa-
rated into three sections: a complete 3D simulation of wavy plate fins (WPFs) with
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enough validation; a sufficient description of the simulation work; and the introduc-
tion of new PFHE-WPF correlations. Simulation findings are compared and tested
against usable experimental evidence, and a satisfactory agreement is achieved. The
variances of the j and f factors are 9.07 and 3.74%, respectively, among numer-
ical conclusions and experiment data. The usefulness of geometric parameters, fin
thickness, length, height and pitch, wavelength width, and amplitude was defined in
the literature for output and level of the WPFE. To devise the simulation work, the
Taguchi approach is used. Finally, the geometrical parameters, Reynolds and Prandtl
number are proposed as functions of the current f and j factor associations built on
the simulation performance. The correlations for air presented and the data available
are in agreement, with 95% of the experimental data associated within 712%. Junqi
etal. [9] perform an experimental investigation on a PFHE with aluminum wavy fins.
There are 16 distinct fin heights, pitches, distances, wavy amplitudes, and lengths
among the experimental samples. The multiple regression techniques are utilized
to establish correlations between the wavy fine for heat transmission and pressure
loss. The Taguchi approach is used to do a parametric analysis of the results of wavy
fins. The experimental link between friction factor and heat transfer is developed,
capable of predicting 90% of the data in the test with 15% of errors. The absolute
divergence of the friction factor and Nusselt number association equations is 7.6%
and 7.8% correspondingly. The quality management approach with Taguchi is used
for the investigation of the impact of each element on a drop in pressure and trans-
mission of heat. The most significant effect on thermal-hydraulic efficiency, with a
contribution ratio of 38.7% has been demonstrated to be the wavy amplitude/length
(2A/L) geometrical parameter. The thermal-hydraulic efficiency is much better with
a low fin length and fin pitch. Khoshvaght Aliabadi [10] performed a comparative
analysis of the efficiency of a PFHE with dissimilar plate-fin channels and working
fluid as water. Plain, offset strip, pin plate-fin channels, louvred perforated, wavy,
and VG are fabricated and evaluated. To assess the efficiency of the PFHE using
different channels, various performance assessment parameters are used, including
the ji/fi 1/3 ratio, the thermohydraulic factor of performance, J-Fi, the Ai/A plain and
VG-I criterion. The pin, offset strip, vortex generator, wavy, louvred, plain channels,
and perforated, respectively, have the highest j factor and coefficient of heat transfer.
The pin, offset strip, vortex generator, wavy, louvred, plain channels, and perforated,
respectively, provide better heat transfer with pressure drop from the ji/fi 1/3 ratio
viewpoint. The pin, offset strip, VG, louvred, lock, plain channels, wavy and perfo-
rated, respectively, have a decent thermohydraulics output and the maximum value
of JFi factor as compared to plain channels. In contrast to the vortex generator, wavy
fin, pin channels, perforated fin, offset strip, and louvred have the greatest capacity
to minimize the surface area of PFHE. Aliabadi [11] investigated the effects of two
different passive techniques of enhancement, the nanofluid flow, and the VG on the
thermal and hydraulic performance of PFHE individually and simultaneously. It was
shown that both the passive techniques can individually enhance thermohydraulic
performance. The lowest weight-fraction nanofluids gives the best performance both
individually and combined with VG channels. The thermal-hydraulic performance
was enhanced by about 64.3% with the use of the vortex generator channel in its
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place of plain one as it rises the coefficient of heat transmission as well as the drop
in pressure. The performance enhancement of PFHE by use of the VG channel is
more significant than the nanofluid. The correlations were presented for evaluation
of factor for friction (f) and Nusselt number for the combined passive technique.
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Du et al. [12] performed numerical simulation and an experiment to study the
thermohydraulic characteristics for the exchanger with offset PFHE having double-
flow oil-air for cooling lubricating oil. To explain the flow characteristics and heat
transfer, correlations were established. The j and f factors experimental correlations
were established. The suggested correlations for the oil side had a strong prognostic
potential against the current results, predicting 95% of research data and having less
than 3% of the average variance for j factor.
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Kuchhadiyaa et al. [13] experimented to determine the thermal characteristics
of cross-flow PFHE having fin of offset strip. Experiments were conducted for the
determination of the thermohydraulic efficiency of the exchanger at distinct input
parameters and mass flow rates such as cold and hot fluid inlet temperatures. The
difference in per cent amid coefficient of heat transmission values derived through
the experiments conducted and those proposed in the literature ranges from 5.24%
to 5.82% for hot fluid and 2.59% to 6.76% for cold fluid. Praveen kumara et al. [14]
designed a rectangular fin having different grooves such as trapezoidal, rectangular,
semi-circular, and triangular, analysed and compared for its heat transfer perfor-
mance. Rectangular grooves on the fin will provide a higher rate of heat transmission
of about 30% in contrast to other grooves. The numerous grooves on the fins allowed
for greater heat transfer than other types of fins with the same geometry, ranging
from 13 to 30%. Grooves are used to maximize the fin’s surface area. More surface
area allows more fluid interaction, which means faster heat transfer from the root.



Design and Performance of Plate-Fin Heat Exchanger ... 133

Rectangular grooved fins were observed to have improved efficacy and heat transfer
than other grooves of the same dimensions added to the finned body. Grooves on the
fin can be used as a way to minimize the weight of the material, which lowers the
expense of producing the fin. Khoshvaght-Aliabadi et al. [15] studied the impacts
of various three passive HTE approaches related to the flow needs and WPF heat
transmission: winglets, perforations, and nanofluids. Two improved WPFs (winged
and perforated WPFs), in addition to two different boosted coolants (0.3% and 0.1%
Al203 and water nanofluids), are utilized for enhancing the efficiency and reducing
the extent of PFHE. It is observed that the Nusselt number for the PPF is less than
WPFs, and it attempts to strengthen by improving the aspect ratio of waviness. The
factor of friction (f) for the plain plate fin (PPF) is less than WPFs. Lastly, it indicates
the techniques of projected HTE may be better than the distinctive WPFs. Ozturk
et al. [16] accomplished a numerical investigation to determine the effect of fins on
the efficiency of a compact heat exchanger using the CFD programmed FLUENT.
The tests are carried out for simple, louvred, and offset fin forms in 2D models of the
determined cases. Concerning changing velocities, the findings for the coefficient of
heat transfer, drop in pressure, Colburn J and friction factors f are summarized. The
results are shown for different fin pitches to see how they affect heat exchanger effi-
ciency. As the frontal velocity is increased, both the friction factor and the Colburn
j-factor decrease. Juan et al. [17] presented a numerical model for the research on the
distribution of the flow of the impacts of dynamic viscosity and inlets and outlets tube
situations. As the fluid viscosity was increased, it was observed that the distribution of
flow increased more uniformly but the pressure declines at the same time. In porous
media of PFHE, as the resistance (viscous) is improved, the influence of the Re on
the distribution of flow was also reduced. When the number of Reynolds was about
1000, the analytical findings showed that the procedure proposed would consider-
ably improve the oil flow distribution by about 79%. Xilong et al. [18] investigate
the heat transmission and fluid flow characteristics of fins (wavy and humped) with
varied radii of the hump and reusing experimental and computational methods. In
the process of recirculation using the humped fin, valley phenomena are eliminated
for either turbulent or laminar flows. As compared to the triangular fin pattern, where
high temperatures are uniformly distributed, the temperature fields close to the peak
and valley zones for the humped fin pattern were found to be increased. Javaherdeh
et al. [19] used the e-NTU technique to evaluate the features of pressure drop and
heat transmission for a louvred fin exchanger having varied geometric constraints
of louvred fins. It was found that when the louvred angle increases simultaneously
the flow speed also increases which increases heat transmission and pressure drop.
As the louvred pitch increases simultaneously the louvred number is decreasing,
affecting the increase in pressure loss and heat transmission. The optimal value
for non-louvred outlet and inlet length is S1 = 1.25 mm and S2 = 2.5 mm as the
redirection length of a fin. Samadifar and Toghraie [20] analysed the heat transfer
enhancement in PFHE utilizing a passive method of adding six different vortex gener-
ators on a triangular channel cross-section, using a finite volume method. A finite
volume method of analysis reveals that a rectangular vortex generator can increase
the heat transfer performance by 7% with a 45° angle of attack. Yang et al. [21]
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used R113 refrigerant as the working fluid to examine the fluid friction and heat
transmission in vertical channels which are heated on a single side with serrated,
perforated, and plain fins. The j factor (Colburn factor) for the serrated fin is found
20% lesser as compared to the Manglik and Bergles results from correlation, whereas
the friction factor f shows similar results as Manglik and Bergles expression values
having a comparative error of 10%. The performance assessment criterion j/f, j/f1/3,
and j/f1/2 of the serrated fin are the finest amid these fin geometries under current
experimentation. Furthermore, the data obtained of serrated, plain, and perforated
fins are extremely valuable for designing and optimizing the PFHE. Fumin et al. [22]
presented a method to enhance the heat transmission efficiency of the exchanger
by upgrading the heat exchanger’s interior structure to solve the problem of high
oil temperature in a certain engineering machinery transmission device, enabling
the machine to operate in the normal temperature range. Based on the study of the
impact factor of the cold fluid passage coefficient of heat transfer Kc, it is found
that increasing the cross-sectional area Ac of the cold fluid passage may effectu-
ally raise the coefficient of heat transmission Kc of the cold fluid passage, which is
useful for heat exchanger structure optimization in engineering. Morteza et al. [23]
examined the thermohydraulic properties of a PFHE providing chevron plate fins
in the turbulent flow regime (4000 < Re < 10,000), and experimental investigation
is performed at three different aspect ratios of waviness and four types of winglet
with holes arrangements with a fixed hole diameter, and width or height of winglets
are features of the enhanced heat transfer in chevron plate fins. The new inquiry
is motivated by the possibility of using winglets and holes in chevron plates at the
same time. The Al,03;—H,O nanofluid flow is evaluated on the basis of an optimum
geometric parameter of improved chevron plate fine as the next passive technique.
Thus the combination of holes and winglets has a direct impact on the efficiency of
chevron plate fins, resulting in significant improvement in a drop in pressure and heat
transfer. Furthermore, using the optimally improved chevron plate fins and nanofluid
at the same time could increase the Nusselt number. At a weight fraction of 0.3%,
the nanofluid exhibits the strongest operating conditions of this device. Ma’arof et al.
[24] examines the effects of different fin designs arrangements, the total surface area
of fins, and surface condition on the degree of heat transfer by fabricating and testing
fin heat exchangers. The HTR was found to be impaired by modifying the structure
and condition of the fins. The configuration of the fin was found to be one of the
utmost vital factors influencing the fin heat exchanger efficiency. At all fan speeds, the
fin coating was found to reduce the temperature by a much greater margin. Haoa et al.
[25] established the thermal current approach, which merged heat exchanger thermal
resistance with traditional heat exchange correlations, to get a global remedy for the
modelling and evaluation of heat exchangers with offset strip fin having cross-flow
arrangement. Improving the thermohydraulic efficiency of compacted exchangers
is vital for highly efficient IC engines or hybrid fuel cell cars. They employed the
tree traversal procedure to maximize and achieve the new thickness, breadth, and
height while maintaining the limits on the transfer of heat and flow resistance. The
modified heat exchanger’s airflow length is reduced by 21% from 140 to 110 mm as
compared to the original structure. Meanwhile, the thermal resistance decreases by
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nearly 1.8%, suggesting improved heat transfer efficiency. Consequently, the exper-
imental validation allows for a comparison of experimental and theoretical findings,
demonstrating that with a modest inaccuracy of not more than 3.23%, the thermal
current technique is suitable for the design of heat exchangers and performance
enhancement. Also, the investigational findings demonstrate that the overall coef-
ficient of heat transmission rises by nearly 7.43% and reduction in pressure drop
on the airside decreases by almost 29.7%. Jiaming et al. [26] perform a numerical
simulation of a PFHE with an oblique wavy surface having V-shaped to enhance
the thermohydraulic characteristics. The effects of the V shape’s pointing direction,
angle of obliquity, and wave amplitude are fully investigated to determine the geom-
etry that provides the best thermal performance. At the same Reynolds number, it has
been determined that the heat exchanger with V shapes representing downflow offers
low f and j values, however, greater j/f compared to V shapes indicating up the flow.
As aresult, the flow pattern induced by the wavy oblique surface is the primary cause
of the enhanced transfer of heat in the heat exchanger with oblique wavy surfaces
having V-shaped. A large secondary flow often results in a large pressure loss. Ozturk
[27] carried out the experimentation to improve the performance in a commercial
refrigerator by using plate fin. Three various types of fins were investigated having
single and double intermediate, and mini channel flat tube having a constant frontal
area and a very narrow flow depth. To evaluate the prominence of the type of fin on
the performance, the factor which is defined by heat transfer such as volume good-
ness factors, j and f factors, core volume goodness index (ES) versus factor which
is defined by friction power (1 aha 8) are used. Kuldip et al. [28] provide a detailed
analysis of louvred-fin heat exchangers to better acknowledge the flow characteris-
tics and various structural parameters impacts. It was mentioned that the growth of
the boundary layer is disrupted by louvred fins, which increases the thermohydraulic
characteristics of the louvred fin heat exchanger. Thermal efficiency can be improved
by increasing louvre height and length, however, resistance can also be increased. A
larger depth of flow has a significant impact on pressure loss and the compactness
of the exchanger. In comparison to a PFHE, a louvred fin exchanger is projected to
increase heat transmission by 25% while decreasing pressure by 110%.

3 Research Gap

This review has discussed some of the latest areas regarding PFHE. Substantial scope
for the research work is exposed in this field as mentioned below:

e The use of nanofluids and nanomaterials is the latest emerging field where more
research is necessary while designing the PFHE [29].

e New techniques should be searched to reduce the fouling in PFHE, especially
when they are used in food processing [29].
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e High operational cost is paid to overcome the critical corrosion problems in indus-
tries where PFHE are used to sever process conditions, hence this is the area where
the research should be focused [29].

e More generalized heat transfers and correlations of pressure drop are required
for the thermal-hydraulic calculations, and the suitable optimization in design
methodologies of the plate type heat exchanger is required to be focused on while
improving the efficiency of the design model [30].

e The investigations for appropriate Nusselt number for two-phase and the corre-
lations for friction factors for various configurations and types of fins will serve
a great help in obtaining the proper optimization methodology of plate-type heat
exchanger design with phase change [30].

® Augmentation of the heat transmission processes in increasing the air-side heat
transmission efficiency of the heat exchanger such as perforation, serration, and
breaking technology regarding fins should be investigated in-depth [31].

4 Conclusion

This study aims to provide an overview of the numerical and experimental investiga-
tions that have been conducted on PFHE. The review is concentrated on the passive
method’s ability to improve heat transmission. The following are the findings of this
study:

e Both the passive techniques, use of nanofluids (low weight fraction) and the VG
channel might contribute to more compact PFHEs being designed. The increase in
thermal-hydraulic performance of about 1.67 times can be obtained by combining
the two improvement approaches for the thermal exchange. The perforations,
winglets, and nanofluids enhance thermal performance. In the compound approach
(Cu/water nanofluid in the VG channel), the thermal-hydraulic efficiency factor
increase compared with the plain channel is 67.4%.

e The CHX where the fin is required to enhance the performance in a narrow
flow depth range, especially where the compactness is considered, louvre fin
with single intermediate is the best and achieves better heat transfer indexes
than the other fin geometries. Thus, for such types of PFHEs, the combined
effect of conventional parameters and factors (h, AP, j, f, and j / fl1 / 3) and the
rarely chosen factors (1,, hy8, EB, n.h,y, and Ey) that consider the compact-
ness and unit depth, respectively, should be considered carefully to provide higher
performances.

e The heat transfer performance of PFHE can be enhanced by 7% with the use of
a simple rectangular vortex generator as compared to others. The installation at
45° of the attack angle is at the best for the vortex generator. Further, the heat
transmission may be enhanced by improving the height of VG. But pressure loss
in the PFHE also increases with the use of a vortex generator.

e The thermoaerodynamic performances of the PFHE, which are used in surround-
ings where extraneous materials are generated, can be augmented by applying the
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optimum shape of holes and creases to the plate fin. The most superior thermal
performance falls under 6 (crease angle) = 15°, A (crease cycle) = 3, and N (holes
number) = 5. The angle has the largest impact on the drop in pressure and heat
transmission efficiency of the changed plate style heat exchanger, and the effect
of the A and the N grows as the crease angle grows.

When related to a PFHE, alouvred fin heat exchanger will provide a 25% improve-
ment in thermal transmission and a 110% growth in pressure drop. The manufac-
turing, performance, operational, and design aspects of a well-proposed louvred
fin compact heat exchanger are influenced by geometric and flow parameters. The
flow speed increases as the louvred angle increases and the boundary layer on the
louvred do not expand as much, resulting in increased heat transfer and pressure
decrease. Doing numerical simulations for various louvre angles reveals that by
using appropriate louvre angles ranging from 6 L = 24 to 32°, with 6 L = 28°
as the optimum louvre angle.

Correlations are available with strong predictive potential against the specific
conditions of heat exchangers which can be used for evaluation of the j & f factor.
More appropriate correlations for two-phase systems are required for performance
enhancement and the accurate design of PFHE.

Due considerations should be given for fouling and corrosion effects while
designing and maintenance of the PFHE as high operational costs are paid by
the industries to overcome the problems induced because of parameters.

The following points should be considered regarding the selection of fin

configuration and type while designing PFHE:

Porous fins having less permeability (high pore density) and lower porosity should
be used to make the heat exchanger compact.

The increase in fin pitch improves the thermohydraulic efficiency of PFHE.
Coefficient of heat transfer is enhanced by using louvred and slit fins as it disturbs
the development of the boundary layer.

Providing grooves on the fin minimizes the weight of the fin. Typically, rectangular
grooved fins are found to have better thermal effectiveness.
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Exploration on Photoluminescence )
Features in Pr3*-Doped Sodium-Calcium | %
Orthosilicate Phosphor for White LEDs

Subhajit Pradhan® and M. Jayasimhadri

1 Introduction

In recent times, energy conservation has become a matter of great concern due
to a myriad of motives such as economic, security, and environmental safety. The
greater demand for efficient use of energy made it more important to look forward to
better lighting options as lighting systems are used everywhere, i.e., from industries
to large sports complexes. Properties like higher efficiency, low power loss, and
longevity made phosphor-converted white LEDs (pc-w-LEDs) an advanced lighting
system [1]. Other than lighting, LEDs are also used as indicators, plant growth
systems, and displays [2-9]. Several rare earth elements like Eu, Er, Sm, and Tb
ions were incorporated in the efficient hosts and investigated recently for pc-w-LED
applications [10-13]. In general, a mixture of red—green—blue phosphors excited
via UV and near (n)-UV LED chips or a combination of green and red phosphors
pumped using blue LED chip is the preferred choice for the realization of white
light [14]. Both the approaches require superior red light-emitting phosphors, which
should also be chemically and thermally stable. Red emission obtained from Pr*-
doped in an appropriate host can be harnessed to fabricate pc-w-LEDs. The narrow-
band activators, Pr>* ions, show superb emission spectrum with luminescent color
modulation and single 4f-4f Pr3* ion has advantages for its use in LEDs, displays, and
various photonic devices [15]. More importantly, Pr** ions own rich emission levels
like 3Py and 'D,, which are generally attributed to red emission lines. Here, due to
its high stability, low cost, and environmental friendliness, a silicate host has been
preferred over the other inorganic host lattice. Also, these properties have motivated
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the present work to select and synthesize the pure phase of Na,CaSiO4 (NCSO)
doped with Pr** ion to disclose its potential in w-LED applications.

In this work, single-phase Na,CaSiO4:Pr** phosphor was prepared via sol—gel
technique. Further, the crystallinity, morphology, and luminescent features are inves-
tigated employing sophisticated characterization methods like X-ray diffraction,
scanning electron microscopy, and spectrophotometer for revealing the potentiality
of Pr3*:NCSO phosphors as a red-emitting component in w-LEDs.

2 Experimental

2.1 Sample Synthesis

Sol-gel synthesis of Na,Ca;_,SiO4:xPr** (x = 0.0-1.0 mol%) phosphors has
been described in this section. The stoichiometric quantities of starting materials
tetraethylorthosilicate (TEOS: Si(OC,Hs),), Ca(NOs3),-4H,0, NaNOj are taken as
constituent raw material without treating further purification. The constituent raw
materials are individually dissolved in ethanol and de-ionized (DI) water and then
mixed together to form a clear solution (A). As-prepared solution “A” includes the
stoichiometric composition of constituent elements for the host matrix (NCSO).
For the host matrix to be activated with Pr3* ions, a light green and transparent
Praseodymium nitrate (Pr(NOs3)3) solution (B) was prepared by mixing a fixed
amount of PrgO;; as per the mole concentration in a sufficient amount of nitric
acid (HNOs3). As-prepared solution B is added to solution A and kept at 65 °C under
continuous stirring for a few hours for homogenization. Then the final solution is
kept in an oven for 18 h at 90 °C to produce a clear green gel followed by drying it at
110 °C for 5 h. At last, the dried sample is sintered for 3 h at 1150 °C, cooled down
naturally to room temperature, and ground daintily for subsequent characterizations.

2.2 Sample Characterizations

The X-ray diffraction patterns have been observed using Bruker D8 advance model
working over 20 ranging from 10° to 80° operated at an accelerated voltage of 40 kV
and applied current of 40 mA. The SEM images have been obtained using the Carl
Zeiss EVO 40 scanning electron microscope machine operated at 20 kV to render
the morphological aspects of the as-synthesized sample. The photoluminescence
measurements have been recorded using Jasco FP-8300 spectrofluorometer aided
with Xenon lamp for excitation.
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3 Results and Discussion

3.1 Diffraction Analysis of the Na;Caj_.SiO4:xPr* (X =
0.0 to 1.0 mol%)

Figure 1 presents the XRD pattern of Na,CaSiO4 phosphor doped with 0.0 and
1.0 mol% Pr** ion annealed at 1150° for 3 h. The obtained diffraction peaks are
matched completely with JCPDS data (card no.35-0123), confirming its monophasic
cubic structure and better incorporation of Pr’* dopant in silicate host. Scherer
formula has been implemented to measure the crystallite size from X-ray diffraction
data [16] given by

KA
D =
Bcosb

ey

where K symbolizes the shape factor; 8 symbolizes the FWHM of diffraction peak at
aparticular angle (6). Here, Listhe X-ray wavelength used. Crystallite size calculated
using all the major XRD peaks were found to be 30.85 and 29.29 nm for undoped
and 1.0 mol% Pr3+-doped Na,CaSiOy, respectively.

Na,Ca, SiO:xPr*
x = 1.0 mol %
’;:‘ ¥ o A b
3
z
E J x = 0.0 mol %
£ = l ; i spmen s el A s
—— JCPDS Card No. 35-0123
| L . P | . | M
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20(degree)

Fig.1 XRD patterns for NayCaj_SiO4:xPr3* (x = 0.0-1.0 mol %) samples compared with
standard JCPDS data
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Fig. 2 SEM micrograph of undoped NayCaSiO4 phosphor

3.2 SEM Micrograph Analysis

Figure 2 shows the SEM image of the undoped Na, CaSiO4 phosphor. The SEM image
acknowledges the microcrystalline structured Na,CaSiO4 sample and its irregular
and non-uniform particle formation due to some agglomeration. Since many other
commercially phosphors are available in the range of micrometer size, the above
prepared micro-sized particles are convenient to make phosphor-converted (pc) w-
LEDs [17].

3.3 Photoluminescence Properties

Figure 3 presents the photoluminescence excitation (PLE) spectra for 1 mol % Pr*-
doped Na,CaSiO,4 phosphor measured at 610 nm emission depicting high-intensity
excitation peak near 252 nm and a less intensity band accompanied with three peaks
between 445 and 490 nm range. The higher intensity band at 252 nm is accredited
to 4f to 5d transition of Pr’* [18]. This transition happens due to the transition of
an electron from Pr>* ions to the conduction band [19]. Also, the peaks near 445 to
490 nm can be attributed to *Hy —3 P,,3Hy —3 P;, and*H, —3 P, transitions of
Pr* ions, respectively [20].
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Fig. 3 PLE spectra
measured at 610 nm
emission wavelength for the
NapCaj_xSiO4:xPr3* (x =
1.0 mol%) phosphor
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Figure 4 depicts the emission spectra measured under 252 and 445 nm excitations,
which mainly consist of a band at 487 nm (blue) corresponding to *Py —3 Hy
transition and a higher intensity band at 610 nm (red) corresponding to 'D, —> Hy
transition [19]. Moreover, the inset of Fig. 4 shows that the intensities at 487 and
610 nm emission peaks are higher for 252 nm excitation as compared to the intensity

for 445 nm excitation.

Fig. 4 Emission spectra of
NapCaj_SiO4:xPr3* (x =
1.0 mol%) phosphor under
252 nm and 445 nm
excitation (Inset:
Comparison of intensities
under different excitations at
610 nm emission
wavelengths)
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Fig. 5 CIE diagram of 0.9
1.0 mol% Pr3*-doped

NayCaSiOy4 phosphor under
252 and 445 nm excitations
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3.4 CIE Chromaticity Coordinates

Commission International de i’Eclairage (CIE) 1931 standards have been utilized
for estimating the color coordinates of Na,CaSiO4 phosphors under 252 and 445 nm
excitation. Figure 5 presents the CIE coordinates (X, y) found to be (0.543, 0.327)
and (0.582, 0.347) for 252 and 445 nm excitations, respectively. It can be observed
that both calculated coordinates are present in the red region of the CIE plot. To
determine the clarity of emission color exactly, correlated color temperature (CCT)
was computed employing the formula [21]:

CCT = —44993 + 352512 — 6823.3 + 5520.33 )

where n = ==

[22]. Using evaluated coordinates (0.543, 0.327) and (0.582, 0.347), the CCT value
is calculated to be 1861 K and 1910 K for as-synthesized Na,CaSiO4 phosphor.
The obtained CCT values are lower than 5000 K, which suggest that Pr**-doped
Na,CaSiOy is suitable for fabricating cool w-LEDs.

"_;e; (Xe =0.3320, y, = 0.1858) represents chromaticity at epicenter

4 Conclusions

Silicate host lattice, i.e., Na,CaSiO, has been chosen for Pr3* doping due to its chem-
ical stability, cost-effectiveness, and environmental-friendly composition. Single-
phase undoped and Pr**-doped Na,CaSiO4 samples were successfully prepared using
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sol—gel technique. The cubic structure was affirmed by X-ray diffraction pattern with
an average crystallite size of 30.85 and 29.29 nm for undoped and 1.0 mol% Pr**-
doped Na,CaSiOy4 phosphors, respectively, as evaluated by the Scherer formula. The
morphology of irregular and non-uniform microcrystalline particles was depicted by
SEM micrograph. Excitation spectra measured at 610 nm emission wavelength for
the Na,Caj_SiO4:xPr?* (x = 1.0 mol%) phosphor shows a high intensity peak at
252 nm due to 4f — 5d transition. Also, the peaks at 445, 472, and 485 nm can
be attributed to *Hy —3 P,,>Hy —3 Py, and*H; —3 P, transitions of Pr3* ions,
respectively. The emission spectra for Pr’*-doped Na,CaSiO,4 phosphor at 1 mol%
Pr3* ion concentration exhibit intense emission at 487 and 610 nm wavelength under
both 252 and 445 nm excitations accredited to *Py —3 Hy and 'D, —3 H, transi-
tions, respectively. The CIE chromaticity coordinates for Pr3*-doped Na,CaSiO, are
located in the red region of CIE 1931 diagram under 252 and 445 nm excitation. This
red emission obtained from Pr**-doped Na,CaSiO, phosphors can be harnessed to
fabricate pc w-LEDs. Hence, the above-mentioned results signify that the designed
phosphor material can be potentially used for w-LEDs applications.
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for Battery Swapping Stations in Delhi oo
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1 Introduction

Delhi is one of the 10 world’s most polluted cities in 2020 (PM2.5) as per 1QAIr,
and this led the Government of NCT of Delhi to announce the Delhi Electric Vehicle
Policy on August 7, 2020, with a vision to promote the adoption of electric vehicles
in the city and to make Delhi, the EV Capital of India.

This policy aims to improve Delhi’s air quality and create an entire supply-chain
ecosystem for this new segment of vehicles, i.e., electric vehicles at this time. The
number of motor vehicles on Delhi’s roads is estimated at 10.986 million, 70% of
which being two-wheelers as of March 31, 2018, as per Delhi’s Economic Survey
2018-19 report [1].

The phase of change of energy source from conventional fuel to electric for motor
vehicles can produce high energy demand [2]. To supply the increased demand with
conventional power plants might not be feasible and would increase pollution. There
has been advancement in battery technology for swapping, which can be used in
two-wheelers and four-wheelers with an increase in the number of batteries but
maintaining universal size and capacity. The advancements in battery technology
make the battery swapping station demands go higher for swap since every vehicle’s
battery can be swapped.

Battery swapping stations provide the same level of convenience as refueling the
conventional liquid or gaseous fuels provide. They are much more convenient and
of practical importance than charging stations in densely populated cities like Delhi.

An implementation of a PV system array on a petrol pump’s rooftop is analyzed
to estimate how this proposal could work. Also, an estimate of how many batteries
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of standard capacity can be charged per day is estimated. The energy produced could
serve the resident with clean energy, leading to a clean energy source for the vehicles.

In practice, the proposal’s results could help the government and the residents get
through the phase of the drastic change of energy source for the vehicle smoothly.
This proposal could also provide an alternate source of income for the fuel industry,
like petrol pumps, to get on with clean energy on the sidelines. The future of clean
energy does not seem far now, as we discover more and more disadvantages and
come to the end of conventional energy sources.

There has always been a great fear of change unless we do not get compelled to
do so. Moreover, the time has come for us to change to sources of energy that can
no longer contribute to the ever-increasing harmful effects of conventional energy
sources.

2 Literature Review

2.1 Battery Swapping Station (BSS)

Battery swapping stations refers to the concept of replacing partially or entirely
discharged batteries with fully charged batteries. BSS implementation can help
metropolitan areas to cope with the energy demands. BSS can provide instant refu-
eling to avoid long queues and waiting times that charging stations cannot [3]. Earlier
publications show how dependency on national grid connections can be reduced by
utilizing electric vehicles’ batteries for energy storage by the community [4]. Electric
vehicles’ charging in an uncontrolled manner could even influence the distribution
grid and pose other disadvantages, which requires pervasive research [5]. At the same
time, the BSS can be a boon. There have been advancements in fast charging systems,
and they could be utilized where vehicles can be put to charge. Fast charging systems
require space for vehicles, which cannot be a feasible solution for densely populated
cities like Delhi for large-scale electrification vehicles [6].

The energy storage systems like BSS can help the transition from fossil fuel to
renewable energy to a large extent [7].

Due to a large number of vehicles in the city, completely off-grid implementation
of the BSS alone cannot meet the continuously rising demands [8]. Also, charging
batteries is time-consuming, which contradicts the current system of refueling fossil
fuels since both are sources of energy for motor vehicles.

The metropolitan area like Delhi can provide electric vehicle owners the facility
of BSS at petrol pumps and other public places like parking centers, stadium, etc.
for ease of access and utilize the current infrastructures of related use.
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2.2 Onsite Energy Production

The energy demands rapidly increase in household and industrial use as popula-
tion and urbanization advance. The transport sector alone accounts for 12% of the
country’s overall carbon dioxide emission and pollutants. Vehicle electrification is
required to reduce CO, and pollutant emissions [9]. Fossil fuels cannot meet the
energy demand due to their limited resources in India and the effect of their use
on climate and air [10]. People and the government have realized the necessity of
renewable energy. The solar energy sector has seen wide applications in India, and
favorable policies have been designed to take advantage of solar energy [11].

The integrated solar charging of electric vehicles can be applied. However, consid-
ering factors affecting a non-stationary PV module and high added cost due to extra
components, a wide application might seem far-fetched [12].

Researchers have found specific sites in Delhi where charging infrastructures
can be designed for lower costs based on different factors [13]. However, the cost-
effectiveness for these sites is undoubtedly more than this proposal since we can use
already in place infrastructure for PV module installation. Here the petrol pump
rooftop is taken as an example due to minimal to no shading, ideal and plain
rooftop, adaptability of technology, ease of system installation and maintenance, etc.
However, ideal rooftops of other public buildings like stadiums, health centers, educa-
tional institutes, and many more, which have similar characteristics, can be utilized.
Comparing energy produced using ideal rooftops with fossil fuel sources shows how
economic solar energy production can be and takes us toward sustainability [14].

For the onsite generation of energy, photovoltaic panels of appropriate configura-
tion and standard can be used. The solar energy generated could be used for charging
the batteries of the BSS. One of the essential factors would be to use the ideal rooftops
of public places, mainly petrol pumps.

2.3 Electric Vehicles

The type of vehicles present in Delhi has more than 70% of two and three-wheelers
under the category of light vehicles. Moreover, without light vehicle electrification,
there cannot be any recognizable development in terms of change in the source of
energy of vehicles [15].

The battery swapping stations can provide a better environment for charging and
its lifecycle due to the presence of cooling systems [16].

When the battery is charged at normal temperature, its capacity can be main-
tained for an extended period and, when put into vehicles, can remain in the optimal
temperature range for some time too.
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3 Analysis and Result

Location (28.732796813585868, 77.19832208470727) refers to a petrol pump with
the ideal rooftop of area 248 m?, by taking into account some dimensions and
specifications as provided in Table 1 (Fig. 1).

The area of the rooftop and the estimate of the number of solar panels of standard
dimensions to be installed were made by PV Watt web application version 6 [17]. The
application estimates the number of PV panels based on the rooftop’s dimensions.

Based on the efficiency of monocrystalline PV panels, the estimate of system
capacity given by the application is about 47.2 kW, which signifies about 130 PV
panels of 365 W (Fig. 2).

The analysis of data has been made using the system advisor model [18]. Thus for
the photovoltaic module of area 1.673 m? and rooftop of area 248 m?, a PV system of
about 47 kW can be installed. This system could provide about 235 kWh on average
per day. The energy of 235 kWh can be stored in 117 battery modules of 2 kWh
capacity.

The data for the analysis has been taken from National Solar Radiation Database
(NSRDB). The data is generated at the station (28.75, 77.15). Solar data is of 2014
typical year.

Table 1 Standard dimensions and specifications

Component Dimensions Specifications

Photovoltaic module 1.68 m * 0.996 m LG365Q1C-AS5, 365 W, monocrystalline,
6*10cells

Petrol pump’s rooftop 248 m? Single storey, no shading

Battery module Generic dimensions Generic type, 2 kWh capacity

System Capacity: 47.2 kWdc (248 m2)

Map Satellite

2
!

Fig. 1 The available rooftop area calculation using PVWatt web application version 6.1.4
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Fig. 2 The monthly energy production for the example site from the simulation is obtained

In Delhi, more than 400 petrol pumps operate, and if the solar system on their
rooftop gets installed, there will be the production of about 94 MWh energy on
average per day. However, the public places with ideal rooftops have a very high
number in Delhi. Here only one implementation is taken into account.

4 Discussion

The ever-declining quality of air and drastic changes in the climate, and even rapidly
diminishing fossil fuel reserves generate the need for adopting new and renewable
energy sources. However, if we use grid electricity generated using conventional
energy sources to charge electric vehicles, we need to rethink [19]. In contrast, this
paper is all about implementing renewable sources of energy.

The policy-makers and government are trying hard to implement renewable energy
sources on a large scale, but the peoples are yet to be involved. The success of large-
scale policies can only be realized with the involvement of the residents. Policy-
makers need to assure them of at least the same experience and usability as fossil fuels
provide to involve the residents. However, this could be done through technologies
that can provide similar or better experiences like battery swapping stations (BSS)
along with this proposal [20].

The solution to “how the change of energy source to the vehicles can be imple-
mented so the purpose and the results could be justified” is given through this
proposal. There have been developments for designing new systems, but the already
in place infrastructure use is emphasized, which can reduce initial costs.
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There are limitations too like if this proposal is implemented on the petrol pump’s
rooftop, the safety from electricity spark from wires and other electrical hazards need
to be addressed. However, if the proposal is implemented on the local healthcare
rooftops, it can provide energy resources in an emergency.

5 Conclusion

This proposal can benefit the people of Delhi even if public sector undertaking
companies (PSUs) like Indian Oil Corporation Limited (IOCL) can implement this
on their petrol pumps. Even recent hikes in taxes on fossil fuels all over the country
encourage people to search and adopt other sources of energy for motor vehicles.
For that, this proposal can prove to be affordable. This idea can be fruitful for both
government or companies and residents, i.e., users.

Renewable energy has been utilized from ancient times, and as of November
27, 2020, 38% of India’s installed electricity generation capacity is from renewable
sources (136 GW out of 373 GW). Although if we continue to use fossil fuels in
vehicles, our environment will go on degrading. Thus we urgently need to switch to
renewable energy sources on motor vehicles too.

There has been the adaptation of electric vehicles but only to a certain extent, even
when the government introduces a new electric vehicle policy with some incentive
and relaxation. Though with the help of this proposal and advancements in battery
technologies and battery swapping stations (BSS), a large-scale implementation can
be achieved.

To develop Delhi as a smart city in the true sense, we need to focus more on renew-
able and sustainable energy sources and stop further degradation of the environment
[21]. We know solar energy would only be harnessed during the daytime; thus, the
requirement of an alternative source for charging batteries can be grid electricity with
a unity power factor [22]. Urbanization and smart city development do not mean the
development is sustainable. Even the cities of developed Western countries are not
sustainable [23]. To attain true sustainability, we must use renewable energy as much
as possible and even use electric vehicles to supply the emergency needs using the
vehicle to home (V2H) approach [24].

The development of micro-smart grids for renewable sources exploitation for
agriculture can take the cities and the country toward sustainability due to significant
energy demand in the sector [25]. A better approach for developing smart cities
would be by considering the technological, social, economic, and environmental
points of view [26]. The policy-makers are taking steps to implement renewable
energy sources, but we should also rethink the policy’s adaptability and feasibility
[27]. The Covid-19 pandemic has also influenced the present scenario of India in the
transition of energy sources, and the effectiveness of the policy cannot be seen [28].



Solar Energy Production Onsite for Battery Swapping ... 155

References

10.

11.

12.

13.

14.

15.

19.

20.

. India environment portal http://www.indiaenvironmentportal.org.in/node/461437/. Last

accessed 17 April 2021

. Deshmukh RR, Ballal MS (2018) An energy management scheme for grid connected EVs

charging stations. In: 2018 international conference on power, instrumentation, control and
computing (PICC), Thrissur, pp 1-6 IEEE. https://doi.org/10.1109/PICC.2018.8384741

. Ban M et al (2019) Battery swapping: an aggressive approach to transportation electrification.

IEEE Electrification Mag 7(3):44-54. https://doi.org/10.1109/MELE.2019.2925762

. Hasan ASMM (2020) Electric rickshaw charging stations as distributed energy storages for

integrating intermittent renewable energy sources: a case of Bangladesh. Energies 13(22):6119.
https://doi.org/10.3390/en13226119

. Qureshi U et al (2021) Real-time control for charging discharging of electric vehicles in a

charging station with renewable generation and battery storage. In: 2021 International confer-
ence on sustainable energy and future electric transportation (SEFET), pp 1-6. https://doi.org/
10.1109/SeFet48154.2021.9375717

. Thakre MP et al (2020) Fast charging systems for the rapid growth of advanced Electric Vehicles

(EVs). In: 2020 international conference on power, energy, control and transmission systems
(ICPECTS), pp. 1-6. https://doi.org/10.1109/ICPECTS49113.2020.9336979

. Kalair A et al (2010) Role of energy storage systems in energy transition from fossil fuels to

renewables. Energy Storage 3(1):e135. https://doi.org/10.1002/est2.135

. Krishna A, Sebastian S, Design of an off-grid photovoltaic electric vehicle charging station, p

26

. Sugathan M (2021) Road transportation emissions in India: adopting a ‘Hub’ and ‘Spoke’

approach towards electric-driven decarbonization. In: Brewer T (ed) Transportation air pollu-
tants: black carbon and other emissions. Springer International Publishing, Cham, pp 43-54.
https://doi.org/10.1007/978-3-030-59691-0_4

Muneer T et al (2005) Sustainable production of solar electricity with particular reference to
the Indian economy. Renew Sustain Energy Rev 9(5):444-473. https://doi.org/10.1016/j.rser.
2004.03.004

Sahoo SK (2016) Renewable and sustainable energy reviews solar photovoltaic energy progress
in India: A review. Renew Sustain Energy Rev 59:927-939. https://doi.org/10.1016/j.rser.2016.
01.049

Sehgal L et al, Proposal of integral mounted solar charging and external solar charging station
for an electric rickshaw in Delhi, p 4

Sheppard CJR et al (2016) Cost-effective electric vehicle charging infrastructure siting for
Delhi. Environ Res Lett 11(6,):064010. https://doi.org/10.1088/1748-9326/11/6/064010
Shakya AK, Shrestha JN (2015) Case study on grid integrated solar PV for National Dasarath
Stadium 11

Jerome S, Udayakumar M (2021) Assessment of gasoline consumption and greenhouse gas
emission reduction on using battery electric two-wheeler in India. J Braz Soc Mech Sci Eng
43(1):40. https://doi.org/10.1007/s40430-020-02756-x

. Sasidharan C et al (2021) Light electric vehicles and their charging aspects. In: Patel N et al

(eds) Electric vehicles: modern technologies and trends. Springer, Singapore, pp 33-51. https://
doi.org/10.1007/978-981-15-9251-5_2

. PVWatts calculator web application version 6.1.4, released 2021.03.19: Accessed 15 April

2021. https://pvwatts.nrel.gov

. System Advisor Model Version 2020.11.29 (SAM 2020.11.29): National Renewable Energy

Laboratory: Golden, CO.:Accessed 15 April 2021. https://sam.nrel.gov

Khan S et al (2018) A comprehensive review on solar powered electric vehicle charging system.
Smart Sci 6(1):54-79. https://doi.org/10.1080/23080477.2017.1419054

Zheng Y et al (2014) Electric vehicle battery charging/swap stations in distribution systems:
comparison study and optimal planning. IEEE Trans Power Syst 29(1):221-229. https://doi.
org/10.1109/TPWRS.2013.2278852


http://www.indiaenvironmentportal.org.in/node/461437/
https://doi.org/10.1109/PICC.2018.8384741
https://doi.org/10.1109/MELE.2019.2925762
https://doi.org/10.3390/en13226119
https://doi.org/10.1109/SeFet48154.2021.9375717
https://doi.org/10.1109/ICPECTS49113.2020.9336979
https://doi.org/10.1002/est2.135
https://doi.org/10.1007/978-3-030-59691-0_4
https://doi.org/10.1016/j.rser.2004.03.004
https://doi.org/10.1016/j.rser.2016.01.049
https://doi.org/10.1088/1748-9326/11/6/064010
https://doi.org/10.1007/s40430-020-02756-x
https://doi.org/10.1007/978-981-15-9251-5_2
https://pvwatts.nrel.gov
https://sam.nrel.gov
https://doi.org/10.1080/23080477.2017.1419054
https://doi.org/10.1109/TPWRS.2013.2278852

156 M. Kumar and S. Baghel

21. Shahidehpour M et al (2018) Smart cities for a sustainable urbanization: illuminating the need
for establishing smart urban infrastructures. IEEE Electrific Mag 6(2):16-33. https://doi.org/
10.1109/MELE.2018.2816840

22. Singh B et al (2020) Implementation of solar PV-battery and diesel generator based electric
vehicle charging station. IEEE Trans Ind Appl 1-1. https://doi.org/10.1109/TIA.2020.2989680

23. Tanguay GA et al (2010) Measuring the sustainability of cities: an analysis of the use of local
indicators. Ecol Ind 12

24. Verma A, Singh B (2019) Control and implementation of renewable energy based smart
charging station beneficial for EVs, home and grid. In: 2019 IEEE energy conversion congress
and exposition (ECCE). IEEE, Baltimore, MD, USA, pp 5443-5449. https://doi.org/10.1109/
ECCE.2019.8913253

25. Fabrizio E et al (2017) Monitoring and managing of a micro-smart grid for renewable sources
exploitation in an agro-industrial site. Sustain Cities Soc 28:88—100. https://doi.org/10.1016/j.
$¢s.2016.08.026

26. Kuru K, Ansell D (2020) TCitySmartF: a comprehensive systematic framework for trans-
forming cities into smart cities. IEEE Access. 8:18615-18644. https://doi.org/10.1109/ACC
ESS.2020.2967777

27. LuY etal (2020) A critical review of sustainable energy policies for the promotion of renewable
energy sources. Sustainability 12(12):5078. https://doi.org/10.3390/sul2125078

28. Mishra S et al (2021) A comprehensive review on developments in electric vehicle charging
station infrastructure and present scenario of India. Sustainability 13(4):2396. https://doi.org/
10.3390/su13042396


https://doi.org/10.1109/MELE.2018.2816840
https://doi.org/10.1109/TIA.2020.2989680
https://doi.org/10.1109/ECCE.2019.8913253
https://doi.org/10.1016/j.scs.2016.08.026
https://doi.org/10.1109/ACCESS.2020.2967777
https://doi.org/10.3390/su12125078
https://doi.org/10.3390/su13042396

Pollination System for Greenhouse )
Flowering Plants Using Nano Drones L

Manoj Kumar Shukla, Lavepreet Singh, Shrikant Vidya, Haider Quasim,
and Rahul Bhandari

1 Introduction

Pollination is one of the important factors for the purpose of seed generation in plants
to keep their species alive. But we know that plants will not able to move from one
place to another unlike animals so they have to depend on others for the purpose of
pollination like wind, water, birds, insects and many other factors. But these factors
are not enough for the purpose of mass production or for agricultural purposes;
therefore, we have to introduce new efficient method to increase the productivity.

The existing artificial methods for pollination are labor-consuming and have low
productivity depending upon the type of pollinators used, and they cause injuries
and also not much ineffective. By using modern technique, these defects mitigate
in pollination in the open and closed soil by using nano copters, which acts as a
pollinating agent by means of a automatic control system [1]. For the characteri-
zation of these drones, various criteria had been set up like their size, weight and
maneuverability. There are various programming references for an automatic flight
control of drones and also onboard computing platform [2]. These copters can equip
with various inventories like microphone, different sensors as well as cameras, and
they can transport small weight containers [3, 4]. The programming control of a
copter allows to make various operation with inventories attached, and they can be
equipped other transportable accessories to transport the pollens from one place to
another [5, 6].

Scientists investigating a possibility of implementation swarm technology for
pollination of plants [7]. In past few years, researcher has discovered a nano copter
that has been accepted all over the world [8]. This nano copter has lesser weight and
differs in dimensions in comparison to general copter. Its size varies from the range
10-15 cm, and weight is less than 120-150 g. Nano copters are cheaper than the
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normal models available in the market [8]. Due to heavy weight and rigid housing of
copters, its propellers rotate quickly and it leads to chance of collision when power
supply is suddenly cutoff so handling of it becomes difficult in such circumstances
[9].

The operating flight controller of nano copter faces the difficulty in adjustment
during various flight modes that make risky environment for its management [10].

The use of nano copters started increasing due to their smaller weight about 40—
50 g and its smaller size of about 10-15 cm. The size of these nano copters was
similar to that of large insects like butterfly or humming bird. These dimensions and
size allow drones to do the same movements as the natural pollinators do, and it is
possible by the automatic control of these drones [11].

2 Process of Pollination

These nano copters can artificially pollinate the pollen grains taking it from one
flower transferring these pollens to another flower at the same time like insects do.
There are total four stages involved in the pollination as they are below:-

1. The first stage involves the climbing of drone from a certain height to the stalk
of a plant and reaches that height within 2-3 s [11].

2. In second stage, the nano copters are automatically controlled for collecting or
releasing the pollens from the stalk of flower.

3. Automatic controller processes a pestle by the hanged equipment for pollen
collecting/transfer due to lag over a flower in third stage.

4. Automatic controller analyzes the data and lifts the copter to transfer the pollen
to another flower in the fourth stage.

Automatic control uses the coordinates obtained from the central control unit for
the analysis of flower position and if the pollen was dropped their by that drone then
it will move in search for the flower according to the coordinates sent through the
central control unit. All the send by central control unit was analyzed by the program
mapping system, and it will implement these coordinates in real-time positioning of
drone (Figs. 1, 2 and 3).

Nano copter uses the photographs of arrangement of flowers taken from aerial
mode to identify its trajectory with respect to the positioning of plant during the
flight and stimulates the pollination of plants in automatic control by collecting and
delivering the pollen. The simulated pollination for these nano drones can be seen
by simply modifying its design to standard basis as well as changing its working
programming and changing of a control unit for computer processing interface.

The important modifications that are required to be done were its automated flight
control algorithm, return to its initial position, automated landing; deduction of its
height and position [4].

All the changes are aimed to a possibility of automated control flight operations
and implemented on the software termed as Netlogo and Ready Software solutions.
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initial point

Fig. 1 Stage 1: High arc path taken by copter to reach the flower

initial point

Fig. 2 Stage 3: Pollination by copter

Nano copters are suitable to use for greenhouses and hotbeds on the closed soil
due to its low resistance to demolition downwind and small size [4].

The use of a nano copter will automate the simulated pollinations of plants and
will increase the effectiveness of process of simulated pollination. Dependency on
insect pollinators and weather conditions can also be eliminated by the use of nano
copters.

Reprogramming of computer interface for the nano copter facilitates the auto-
landing and return to a take-off point.
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initial point

Fig. 3 Stage 4: Automatic control of data positioning and copter movement to the next flower

3 Experimental Studies and Results

All the above proposed analysis was tested on a swarm intelligence simulation soft-
ware NetLogo. We have evaluated the model on three basic behaviors to utilize the
proposed approach (i) Random fly of drone towards flower (‘R’), (ii) stigmergic
behavior (‘S’) and (iii) Both flocking and stigmergic behavior (‘S + F’). For each
observation, we have taken 10 trials in the interval at which 90-95% of targets were
detected. We also plotted the graph showing the resulting performance indicator
samples. The result of each case was summarized by Table 1 in the form of “mean
=+ confidence level”.

Table 1 Mean =+ confidence level for different Scenario

Scenario Number of Type/Number of Drones Completion time
targets/clusters Obstacle (ticks)
Plane Field flowers | 55/5 Tress = 10 84 R 1743 £ 140
flowers = 50 S 806 + 140
S+ F686 £ 143
Densely polluted 25/1 Trees = 40 84 R 742 £ 186
flowers area Flowers = 250 S 740 £ 192
S+F670£75
Farm field 120/2 Trees = 20 42 R 1440 £ 105
Flowers = 500 S 856 + 148
S + F 806 £ 98
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4 Experimental Results

The five targets scattered over the synthetic area are called scenario. Each scenario
contains per group 12 targets. Figure 4a represents the initial arrangement of almost
84 drones grouped into four swarms. These swarms have placed as antipodes repre-
sented by triangular symbol in the shown area. Targets have been represented as
cluster of dots.

Figure 4 shows the distribution of various swarms with different sizes. The stig-
mergic formation has shown in Fig. 5. From the table and figures, we conclude that
stigmergic formation will reduce the time for target search as well as for pollination
process.
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5 Conclusion

In this article, we are trying to use flocking and stigmergic behavior to improve
the target search operation as well as to improve the pollinating efficiency using
these behaviors in swarm for farming process. The drones use stigmergy behavior to
attract drones towards potential targets and uses flocking behavior to organize other
drones into swarm and guide each other towards the movement of flower stalk. The
results of stigmergic and flocking behavior in both real and simulated worlds are
satisfactory. If these results are suitably implemented then they will help to increase
the overall search operation of the drones. But these accurate results are not an easy
work but if implemented correctly it will improve the performance. Thus, using
appropriate parameters, we can improve the target search operations of the present
drones working on swarm technology, and they can be implemented to increase the
pollination efficiency thereby helping farmers for the agricultural purpose.
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1 Introduction

Overpopulation is one of the major problems faced by our society in recent times.
There are many other problems that originate due to overpopulation and increase in
garbage, and inability to process the garbage properly is one of them. The littering
of garbage is a problem, which may seem small but when we look at the bigger
picture this accumulates the garbage and harms our environment at a large scale. The
amount of waste generated is increasing every day and a proper disposal of waste is
used to ensure the process of garbage management [1]. Now the garbage is also of
different kinds and is majorly classified into biodegradable and non-biodegradable
wastes. The amount of waste generated in both categories is huge, and the need for
classification and proper management of garbage is high. People litter the garbage
here and there and don’t even care about segregating it but segregation is the major
part of the garbage disposal.

Technology can be used to segregate the garbage by classifying it into the respec-
tive categories. Classification is important so as to decide which waste has to be
recycled, reduced or reused, and these play a major role in waste management. In
this paper, an innovative algorithm is used to detect a garbage and hence classify
it into respective categories, i.e., biodegradable and non-biodegradable. The dataset
of 12,000 images containing both the types of waste was created with 10 classes of
both categories and was used for the training of the model. The algorithm used is
YOLOV3 (You only look once), which majorly focuses on the convolutional neural
networks and is one of the fastest object detection algorithms used for real-time
detection with high accuracy. Object detection algorithms majorly use convolutional
neural networks for extracting the features from an image. R-CNN [2], Fast R-CNN
[3] and Faster R-CNN [4] are methods, which improve the mean average precision
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and reduce the time for training. It is used in this paper to detect the garbage and
hence classify it into biodegradable and non-biodegradable categories. After training
the model with the dataset using YOLOV3 and testing it, the model was able to detect
the garbage and classify it with an MAP accuracy of 99.57%.

This type of model can be effectively used in industries and can be used to reduce
the human efforts to classify the garbage. Classification of garbage plays a major
role where production of garbage is high as in big industries where a huge amount of
garbage is produced, and if the garbage there is not classified and disposed properly,
it can cause a lot of harm to the environment.

The remainder of the paper is organized in the following manner: Sect. 2 explains
the preparation and processing of the dataset in which it is explained how the dataset
was created, which involved clicking of pictures, processing of pictures and annota-
tions of pictures and finally the creation of dataset. Section 3 talks about the image
capture through the raspberry pi cam. Section 4 talks about the algorithm, which is
YOLOV3, how it operates and how it is used in this study for detection and classifi-
cation of garbage while the conclusion of the study and the future scope is presented
in Sect. 5 with the acknowledgments presented.

2 Preparation and Processing of Dataset

The preparation of dataset to train on YOLOvV3 was done by the following process.

2.1 Clicking the Images

The first step was collecting wastes for both the categories and clicking their pictures
from various angles. 10 objects were taken for each of the categories, i.e., biodegrad-
able and non-biodegradable categories, and 300 images of each object were taken.
The pictures were clicked by a mobile camera and taken with different angles and
with different surroundings and then were put together and then processed.

2.2 Processing of Images

Images were cropped and resized (compressed), their contrasts were changed and
augmented to increase the number of these images to 600. These images contained a
variety of biodegradable and non-biodegradable wastes, which are generally found
in the household. The processing of the images included increasing the number of
images and naming them in sequential order. The contrasting of images was done,
and filters (Gaussian, negative) were applied. The images were then augmented. For
enhancing the performance of deep convolutional neural networks, the expansion of
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the dataset is required, and data augmentation methods are used for the same [5].
The number of images was increased for each item from 300 to 600, which created
modified versions of images, and this process also improves the performance of the
model and also the ability of the model to generalize the result. Now, we had a total of
(600 * 10) 4 (600 * 10) = 12,000 images. Now these images were clubbed together
in the same folder. Now using a python program, all of these images were renamed
in a sequence.

2.3 Annotations of Images

The next step was the annotation of images. Labelimg is the software that was used
to annotate these images, and a total of 20 classes were created, a class for each
item. Labelimg is a tool available online that can be used for annotations of images
and for dataset preparations and using it the images can be annotated in the form of
either txt file or xml file. It is a very useful tool, which labels the images and saves
the coordinates of the frames of the annotated image in one of the two formats as
per requirement. Image annotation is basically a computer vision process in which
labels are given to the images so that the machine learns about the images and once it
is trained it will be able to identify the particular image. For our study, we saved the
files in xml files in the YOLOv3 format. All the 12,000 images with their xml files
were saved in the same folder to be trained. Now after we had this complete dataset
of images with annotations, the machine was ready to be trained and was trained
using YOLOV3 code, which was done on the Google Colab platform (Fig. 1).

Fig. 1 Images of biodegradable and non-biodegradable waste
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3 Image Capturing

Raspberry cam was used to capture the image. The raspberry pi, a single board
computer series that runs on Linux is a cheap and easy to handle multipurpose
programmable computer and has various learning as well as industrial applications.
In IoT vision, there are a wide range of research applications of raspberry pi [6]. It
has set of GPIO pins (General Purpose Input Output pins) for hardware components,
which are to be run using raspberry pi. The raspberry pi cam is connected using this
GPIO pins. The raspberry pi cam connections are made with raspberry pi, and then
it has to be enabled by running Raspi-config and selecting the camera option (Figs. 2
and 3).

The model that was trained through YOLOv3 was run on the image that was
captured by the cam and was tested if the model was able to identify the image and
then classify it accordingly into biodegradable and non-biodegradable waste. The
image is first captured and stored in the memory of raspberry pi. Then it runs a
custom trained YOLOv3 model to find the garbage in the captured image. If it finds

Fig. 2 Image of a Raspberry Pi

Fig. 3 Connecting Raspberry Pi cam with Raspberry Pi
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garbage, it tries to identify the garbage in the image if it’s one of the 20 classes of
garbage in the dataset. If it detects and identifies the garbage, it tries to classify the
image on the basis of the two categories, i.e., biodegradable and non-biodegradable
wastes.

4 Algorithm Used for Detection and Classification
of Garbage

The You Only Look Once (YOLO) v3 uses k cluster model and is one of the most
used deep learning techniques [7]. A lot of research is being conducted for object
detection in computer vision [8]. Deep learning techniques are being used for object
detection [9]. High-level features are formed using low-level features to improve
object detection capability [10]. It is used in various fields such as medical imaging
[11], robot vision [12], industrial detection [13], autonomous driving [14], etc. In
this paper, we are hereby using this object detection technique to detect and classify
our garbage.

YOLOV3 has a 53 layer network and for detection, 53 more layers are stacked
and so there are a total of 106 convolutional layers, which are underlying in the
architecture of YOLOV3. This makes the detections at three different scales. In the
network, the detection is done at three different places in the maps of three different
sizes. The first 81 layers downsample the images, and the 82nd layer makes the first
detection using 1 x 1 detection kernel. The second detection is done at the 94th
layer and at the 106th layer, third detection is done. Detections at different layers help
in detecting small images, which is a feature improved as compared to the YOLOV2.
Logistic regression is used in YOLOvV3 for object confidence and class prediction.
It is a fast method as compared with some other methods, which can be indicated
through a plot of inference time of this method and other methods (Fig. 4).

Now coming to the study, the dataset that is being created is trained using YOLOv3
on Google Colab platform. While training, to find the accuracy of the model, MAP
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(mean average precision) was calculated. The Mean Average Precision is simply
referred as Average Precision or (AP), which is used to measure the performance
of the different PASCAL algorithms and models [15]. MAP is a quality measure
for the proposed study. After being trained for 20 objects that are of both kinds,
biodegradable and non-biodegradable wastes, the model is being tested. An image is
being captured by using Raspberry pie cam, and the image is tested using the model.

The model was able to recognize the image and classify it efficiently. The proposed
model was able to recognize garbage of 10 different types of non-biodegradable
waste, i.e., plastic bottles, wrappers of biscuits, chips and chocolates, milk packets,
empty packs of frooti and appy, polythene bags and cans. It was also able to detect
biodegradable waste like tissue, paper bags, paper plates and bowls, banana peels,
pizza boxes, paper cups and newspaper. The bot detects the garbage and changes
its alignment towards garbage. Apart from detecting and recognizing these wastes,
it was also able to classify them properly as biodegradable and non-biodegradable
wastes.

5 Conclusions and Future Scopes

Among different models, the YOLOV3 is one of the fastest and most reliable algo-
rithms. The precision we have obtained from this study verifies the same, and it detects
and classifies the garbage at a fast speed. The custom-trained YOLOvV3 model was
able to detect and classify garbage of 10 bio-degradable and 10 non-biodegradable.
The mean average precision of the model is 99.57%. The image from raspberry pi was
captured efficiently and after running the custom trained YOLOv3 model, the garbage
was detected if present in the image. It was further classified into biodegradable and
non-biodegradable. The high mean average precision and correct classification of
garbage show how effectively this model can be used in practical use.

This study of classifying the garbage on the basis of biodegradable and non-
biodegradable using YOLOv3 model can have various industrial advantages. Using
this model for image detection and classification, a bot can be developed that can be
used to detect, collect and segregate the garbage and can classify it correctly. Hence,
using such a bot will reduce human dependence for classification and segregation of
garbage. In a bigger picture, this could be seen as a small step towards a smart city
in which bots are used for waste management of the city in which this classification
technique can be used in bots to classify the garbage and hence process the garbage
accordingly.
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Aerodynamics Characteristics )
of Compound Delta Wing at High L
Altitude

Gaurav Gupta(@®, Pranav Tiwari, Bhanu Pratap Vatsa,
Aashish Anand Sahay, K. S. Srikanth@®, and Shrikant Vidya

1 Introduction

Delta wing configuration was galvanized from the birds to fabricate a higher-
performing air-vehicle, which can land and take-off in an exceedingly little space
to assist in stealth missions and perform completely different operations; however,
because the delta wing produce vortex that facilitates them to achieve high speed
and vortex flow depend extremely on the lift and drag value, which, in turn, can be
controlled by the ever-changing angle of attack.

The phenomenon of vortex generation emerges as a result of flow separation that
starts from the leading edge and leads to flow separation in a spiral vortex that, if
positioned properly will facilitate achieving a super-cruising state without sending a
large sum of fuel within the thruster.

T. Lee and his team studied delta wing vortex breakdown and declared that, with
lowered lift and drag forces, the 65°-sweep reverse delta wing conjointly exhibited
delayed stall compared to its delta wing configuration [1, 2].

Delta wing configuration employed in the experiment has a trailing edge that helps
in controlling the flow as when the velocity is high the air spins very fast around the
top and bottom contour of the wing creating a low-pressure region at the center of the
vortex and the air, which separates from cutting edge to forward sweep can separate
without adding the shock impact on the trailing edge, thus reducing pressure over
the contour of the wing, which helps in reducing drag.

Delta wing configurations are used in many multi-purpose aircraft due to their
very high-performance value, so this study will help to achieve better performance
with the help of better maneuverability by changing the angle of attack.
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The experimental study aims to determine the range of AOA for compound delta-
wing aircraft with a double sweep to generate an invariable flow separation point by
computational method to improve the potential of the aircraft.

2 Experimental Methodology and Design Modeling

Wing geometry is designed in SolidWorks with leading edge beveled at the angle
of 14° for 53 cm from the chord of the wing with a first sweep angle of 50° and a
second sweep angle of 62.5° with a trailing edge in the forward sweep at an angle of
4° (Fig. 1).

Flow on both wings is assumed to be computationally aligned with the chord of
the wing so only half of the domain is studied.

Boolean Tetrahedral Meshing of the rectangular domain is utilized in Ansys Fluent
with 2,317,894 cells, computational flow experiment and numerical calculations are
done on the contour of the wing in CFD using ‘k — e 2nd Equation Model” simulating
mean flow conditions.

Simulations were performed at attack angles of 5°, 10° and 15° with pressure-
based model in case of Mach No.—0.78 as in low-velocity air stream sweep from
the wings and density-based model for Mach No.—2.0 as in high-velocity phase air

Fig. 1 Wing Geometry



Aerodynamics Characteristics of Compound Delta ... 173

particles compresses the molecules due to less time to undergo flow distortion, and
the flow distribution on the surface contour was studied to understand the pressure
distribution on the wing created by vortex to identify the angle of attack for better
pressure distribution on wing and stability of vortex to help attain super-cruising.

3 Result

3.1 Airflow Interpretation

Airflow interpretation of the double sweep delta wing was done on three ranges of
AOA for both subsonic and supersonic velocity. This led us to study the surface
contour for pressure distribution.

CFD images show the pressure dissemination from Fig. 2 to Fig. 7. Numerical
values of lift coefficient and drag coefficient were obtained, which were illustrated
through graphical representation from Fig. 8 to Fig. 17.

The following results were obtained:

Airflow Interpretation for Subsonic Velocity

In Fig. 2, the flow separation at AOA 5° starts at the cutting edge, which forms an
initial vortex. Due to this, the value of the lift was increased. Drag was also increased.
There was no significant improvement in the L/D ratio, and the initial vortex density
was low with higher pressure at the cutting edge and forward sweep edge. In Fig. 4, at
AOA 10°, adominated vortex is created over the edge connecting to the initial vortex,
and L/D was greater than in AOA 5° with high-pressure density at forward sweep
edge. In Fig. 6, at AOA, 15° dominant vortex is created starting from the cutting
edge. Here, the shock impact reduced the vortex stability near the center of the wing.
This resulted in a weak vortex. The increment in lift force was quite significant with
the corresponding increase in drag force.

Airflow Interpretation for Supersonic Velocity

In Fig. 3, a dominant vortex is created at AOA 5° starting from the cutting edge to the
chord line with higher pressure at the cutting edge. A great amount of lift increase
was observed with the corresponding higher increase in drag. L/D ratio was better
compared to the subsonic part. In Fig. 5, at AOA 10°, a violent vortex was created
from the cutting edge forming a powerful initial vortex. The value of L/D was higher
compared to the subsonic velocity part. Lift force gained a boost of about 5 times
resulting in better, improved, and stable flow regime for super cruising. In Fig. 7,
at AOA 15°, a short length but dominant vortex is formed connecting to the cutting
edge and reduced in the center of the wing resulting in higher pressure density at the
forward sweep edge. Here, the higher AOA helped in early vortex formation but led
to the increment in drag force. Thus, a lower L/D and high shock wave impact was
observed.
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3.2 Distribution of Pressure Contours

The observation of pressure dissemination for subsonic velocity and supersonic
velocity is observed to be quite similar but at supersonic velocity, the air compresses
upon impact lead to a denser and stable flow of vortex with higher pressure density
on the wing at the point of vortex distortion.

The pressure scattering contours of the wing are represented in Figs. 2, 3,4, 5, 6
and 7.

In Fig. 2, at AOA 5°, pressure is observed to be high at the cutting edge and tail of
the wing, and the vortex is seen to have a lower density, the shock impact was also
low in this case of subsonic due to lower velocity whereas in Fig. 3, at AOA 5°, a
denser and more stable vortex is formed from the leading edge with the consistent
vortex density.

In Fig. 4, at AOA 10°, the pressure density on the trailing edge was very high,
a sustaining vortex is formed above the wing. In Fig. 5, due to greater velocity, the
vortex flow was more stable, and shock impact was low, which helped to maintain
super-cruising but the pressure density was increased in the wing towards the trailing
edge and the leading edge of the wing.

Pressure
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In Fig. 6, at AOA 15°, a dominant vortex is created quite early upon the cutting
edge and reduces in the center of the wing. The pressure density was high at the
forward sweep whereas in Fig. 7, vortex formation was early, and the drag is seen
to be quite high. The shock impact was increased, which led us to distorted vortex
flow, and pressure density was higher at the forward sweep.

3.3 Variation of Values

During the experiment, the values of lift, drag, lift coefficient and drag coefficient
were studied. The graphical illustration below shows the changing values between
subsonic velocity and supersonic velocity.

In Fig. 8, the lift coefficient increases linearly with an increase in AOA.

In Fig. 9, the lift coefficient is more linearly inclined but the slope is much smother
resulting in better flow separation in the supersonic speed case while changing attack
angle.
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In Fig. 10, steep variation is seen in the drag coefficient (Cq) at the start for
subsonic and after 10° attack angle, the variation becomes somewhat smoother.

In Fig. 11, steep variation is observed in the drag coefficient (C4), which shows
an increment with the AOA.

Drag force is observed to increase very slowly for transitioning from 0° to 5° with
amuch greater increase in drag force as the AOA increases 5°. The massive increases
in drag are observed.

In Fig. 12, the rate of change of drag increases heavily with a change in AOA.

In Fig. 13, the rate of change of drag is increa