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Preface

In the 5G/beyond era, people will soon enjoy high-speed data transmission and ver-
satile network services from the Internet to enrich and color their lives with various
facilities, such as the Artificial Internet of Things (AIoT), Distributed Mobility Man-
agement (DMM), and network slicing, requiring more secure and low-latency tech-
niques. To achieve this, emerging communication technologies need to be further
developed to leverage various solutions which emphasize communication efficiency,
mobility, and low latency, aiming to facilitate network services with a better connec-
tivity and high Quality of Experience (QoE). Despite the revolutionary mobile tech-
nologies, the adoption of such technologies will leave several challenges, such as
security, privacy, and trust as well as user identity management based on Subscriber
Identification Module (SIM) cards, mutual authentication between networks and users,
securing the paths established between communicating parties, etc.

This volume contains revised and selected papers which were submitted to and
presented at the 5th International Symposium on Mobile Internet Security (MobiSec),
held at the Jeju Oriental Hotel, Jeju Island, South Korea, during October 7–9, 2021.
MobiSec 2021 brought academia and industry together to exchange ideas and explore
new research directions for solving the challenges in mobility internet security.
MobiSec has so far provided an international forum for sharing original research results
among specialists in fundamental and applied problems of mobile Internet security. It
publishes high-quality papers, which are closely related to various theories and prac-
tical applications in mobility management, mobile applications, and vehicular network
security. A number of the papers utilize deep learning techniques so as to highlight
their state-of-the-art research.

This year’s symposium was organized by the Korea Institute of Information
Security and Cryptology (KIISC) Research Group on 5G Security, hosted by KIISC,
and sponsored by Huawei Korea and the Electronics and Telecommunications
Research Institute (ETRI).

A total of 61 papers related to significant aspects of theory and applications of
mobile security were accepted for presentation at MobiSec 2021. Moreover, this
symposium was further powered by the keynotes entitled “Introduction to Network
Equipment Security Assurance Scheme (NESAS)” by Joonho Lee from Huawei Korea,
South Korea, “Cybersecurity for 5G-Powered Vehicles” by Jason Yoo from Autocrypt
Co. Ltd., South Korea, “AI technologies and advanced security for connected devices
in next generation networks” by Antonio Skarmeta from the University of Murcia,
Spain, and “Networking Cognitive Security” by Gianni D’Angelo from the University
of Salerno, Italy. Only 28 papers (42.4% of the accepted papers) were selected for
publication in this CCIS volume.

The success of this symposium was assured by team efforts of sponsors, organizers,
reviewers, and participants. We would like to acknowledge the contributions of the
individual Program Committee members and thank the paper reviewers. Our sincere



gratitude goes to the participants of this symposium and all authors of submitted
papers.

We would also like to express our gratitude to the Springer team, led by Anil
Chandy and Ronan Nugent, for their help and cooperation.

October 2021 Ilsun You
Hwankuk Kim

Taek-Young Youn
Francesco Palmieri

Igor Kotenko

vi Preface
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Secure LoRaWAN Root Key Update
Scheme for IoT Environment

Kun-Lin Tsai1(B) , Li-Woei Chen2, Fang-Yie Leu3 , Hsiung-Chieh Hsu1,
and Chuan-Tian Wu1

1 Department of Electrical Engineering, Tunghai University, Taichung, Taiwan
kltsai@thu.edu.tw

2 Department of Computer and Information Sciences, Chinese Military Academy,
Kaohsiung, Taiwan

3 Department of Computer Science, Tunghai University, Taichung, Taiwan
leufy@thu.edu.tw

Abstract. The Internet of Things (IoT) is an essential infrastructure
in many fields, such as industry and agriculture. Sensor design, com-
munication scheme, data security, and data analysis are four important
topics in the IoT research field. LoRaWAN, one of unlicensed-band based
long range wide area network specifications, is very suitable for an IoT
system due to the feature of low-power and long-range communication.
To enhance the communication security, LoRaWAN encrypts transmit-
ted data with different session keys which are derived from two root
keys. However, these root keys stored in the end-device is easily stolen
by attackers, thus threatening communication security. In this paper, a
root key update scheme is proposed to periodically renew the root keys
so that the security level of LoRaWAN can be enhanced. The simulation
results by using the Scyther, a security analysis tool, demonstrate that
the procedure of the proposed scheme is secure. Besides, the security
discussion also shows that the proposed scheme provides the features
of mutual authentication, confidentiality and message integrity, and can
also resist replay and eavesdropping attacks.

Keywords: LoRaWAN · Root key · Internet of Things · Security

1 Introduction

In recent years, applications of the Internet of Things (IoT) have been widely
created for human lives due to the rapid development of communication tech-
nologies. In an IoT system, such as smart home appliance [1,2], Smart Agri-
culture [3], smart city [4] and smart industry [5], a large number of sensors are
connected with each other, and the data sensed by sensors are then transmitted
to some servers, so that the corresponding control/calculation/operation can be
performed. An IoT with intelligent management system, or so-called AIoT, can
consequently be built for transportation [6], health-care [7], disaster monitoring
[8], etc.
c© Springer Nature Singapore Pte Ltd. 2022
I. You et al. (Eds.): MobiSec 2021, CCIS 1544, pp. 3–15, 2022.
https://doi.org/10.1007/978-981-16-9576-6_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9576-6_1&domain=pdf
http://orcid.org/0000-0002-1317-6019
http://orcid.org/0000-0002-7746-7800
https://doi.org/10.1007/978-981-16-9576-6_1


4 K.-L. Tsai et al.

LoRaWAN [9,10], one of the Low Power Wide Area Network (LPWAN)
protocols, eliminates the complexity of sensor deployment, and has the fea-
tures of low-energy consumption and long-distance data transmission. Especially,
LoRaWAN is an evolving protocol suitable for many IoT systems. Since IoT secu-
rity [11,12], has been an important issue in the past years, LoRaWAN adopts
128-bit advanced encryption standard (AES-128 [13]) to guarantee the confiden-
tiality and integrity of its transmitted data. Besides, LoRaWAN has two types
of session keys: the network session key and the application session key, which
are used to encrypt and decrypt transmitted data among the end-device, the
network-server and the application server [14].

Although LoRaWAN provides a data encryption/decryption mechanism,
many researchers still concern about its security [15–17]. For example,
LoRaWAN’s root key management exists its own weaknesses. In an IoT sys-
tem, the end-device is the most vulnerable part since it is often far away from
the server. Unfortunately, the original root keys, which are used to generate the
session keys for data communication, are stored in the end-device which lacks
an update mechanism.

For solving the security problem of the root key management, in this paper,
a secure LoRaWAN root key update scheme is proposed by using AES-128 and
one-time password. After performing the proposed root key update scheme, the
root keys in both end-device and join-server can be updated, so that the com-
munication security between the end-device and other servers can be enhanced
accordingly. The proposed scheme is not only one with the features of mutual
authentication, confidentiality, and message integrity, but also able to resist
replay and eavesdropping attacks.

The remaining part of this paper is organized as follows. Section 2 reviews
related studies of this paper. In Sect. 3, the proposed root key update scheme is
presented. The security analyses of this proposed scheme are detailed in Sect. 4.
In Sect. 5, we conclude this study and outline our future works.

2 Related Studies

2.1 LoRaWAN Concept

LoRaWAN is an attractive low-power wide-area-network protocol. In a
LoRaWAN based IoT environment, there are numerous end-devices, several net-
work servers, application servers, and a join server. The end-devices can be
sensors, meters, monitors, controllers, and machines. The network server veri-
fies messages’ integrity and delivers these messages to corresponding application
servers. Application server responses with the corresponding action based on
the information carried in the receiving messages. Join server manages the end-
devices join process and generates two session keys, NwkSKey and AppSKey, for
network server and application server, respectively. Figure 1 shows two session
keys are generated by two root keys.
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root keys

root key

Network Server Application Server

Join Server

End 
Device

NwkSKey

AppSKey

NwkSKey

AppSKey

Fig. 1. Two session keys are generated by two root keys.

The LoRaWAN security policy uses standardized AES cryptographic algo-
rithm and end-to-end secure communication protocols to achieve the require-
ments of mutual authentication, confidentiality and integrity protection. Two
operations, i.e., Cipher-based Message Authentication Code (CMAC) and
Counter Mode (CTR), are combined with original AES encryption/decryption
algorithm so as to perform message integrity protection and data encryption.
During new end-device joining process, two unique 128-bit root keys, AppKey
and NwkKey (both equipped with new end-device and recorded in join server),
and a globally unique identifier EUI-64-based DevEUI (also equipped with new
end-device) are utilized to generate several session keys. They are

– Network Session Key(s) (NwkSKey for LoRaWAN 1.0 and SNwkSIntKey,
FNwkSIntKey, NwkSEncKey for LoRaWAN 1.1) which is(are) a(three)
unique 128-bit key(s) shared by the end-devices and network server(s), and

– Application Session Key (AppSKey) which is a unique 128-bit key shared by
end-device and the corresponding application server.

2.2 Related Studies

In the past years, many LoRaWAN security related studies [18–22] had been
done. Raad et al. [18] mentioned that elliptic curve cryptography can be used
to improve data integrity when the data is transmitted on the network. The
advantage of using elliptic curve cryptography is to enhance the security level
and meanwhile reduce processing time and energy consumption, when compared
with other public key cryptographies. However, elliptic curve encryption requires
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more complicated calculations than the AES does. Naoui et al. [19] analyzed the
security of the LoRaWAN 1.0 protocol. The authors claimed that the LoRaWAN
protocol is easily attacked by two possible attacks. The first one is the parameter
DevNonce which is a 16-bit counter starting at 0 when the end-device is initially
powered up and which is incremented by one with every join-request. Since the
DevNonce is not encrypted in the join-request message, the attacker can utilize
previous join-request messages to launch replay attacks. The second one is the
parameter AppNonce which is generated when the network-server receives the
join-request message from the end-device. The AppNonce is then passed to the
end-device and application-server for the purpose of mutual authentication. An
attacker can initiate the corresponding join acceptance message and send it
to the end-device in the subsequent message. In [19], the authors designed a
trusted third-party computer, which is utilized to dispatch the session key for
network-server and application-server. The trusted third-party computer creates
a timeline, and network-server stores the timeline when it receives a join-request
message so as to prevent a replay attack.

In [20], the authors also compared the security of LoRaWAN v1.0 and v1.1.
According to the results released in [20], it can be seen that, in LoRaWAN v1.0,
the communication between the end-device and the network-server (application-
server) mainly relies on AppNonce for mutual authentication. Once this param-
eter is known by attackers, the transmitted data will fall into danger. Therefore,
in LoRaWAN v1.1, join-server is designed to manage the generation of session
keys. This can truly solve the security problem appeared in LoRaWAN v1.0.
However, some researchers still concern about the security of root key manage-
ment, especially the root key storage.

Dönmez et al. [21] proposed a key management scheme to improve the secu-
rity of LoRaWAN. The original root keys stored in the end-device are assigned
to one master device which has the responsibility of secure key storing. The
master device is connected to the end-device via physical links, and it can be
regarded as an extension of the end-device so as to reduce the attacking risk of
the end-device. Besides, the master device can also be used as a charging station
for the end-device.

Since LoRaWAN stores the root keys in end-devices that are vulnerable to
physical attacks, and lacks a mechanism to update the root key, Han and Wang
[22] proposed a key derivation function based root key update scheme to enhance
LoRaWAN security. They applied a Rabbit stream cipher-based key derivation
function to update the root key, and the results showed that the key generated
in the proposed scheme had a high degree of randomness.

3 LoRaWAN Root Key Update Scheme

Since the current LoRaWAN v1.1 [10] protocol does not define a root key update
scheme, the root key stored in the end-device is easily attacked and stolen, which
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may conduct security problems. The join-server is less likely to have the problem
of physical attacks, but once the root key of one party is cracked, the security will
be compromised. In this section, the procedure of the root key update scheme,
as shown in Fig. 2, is proposed to periodically renew the root keys stored in both
end-device and join-server. After updating the root keys, the new communication
session keys can also be updated by using re-joining process defined by the
LoRaWAN protocol. The detailed steps of root key update scheme are described
as follows.

Network Server Join ServerEnd-device

(8) delivers Snj to Join Server
(7) delivers Sne to End-Device

(9)  delivers Ved-js to Join Server

(9) delivers Vjs-ed to End-Device

(1) Generates a random parameter Rcon ;
(2) fetches the system time tnonce,ns ;
(3) calculates  MICne = AES128_cmac (NwkSKey , tnonce,ns |JoinNonce |JoinEUI |DevNonce | Rcon ) ;
(4) calculates  Sne = AES128_encrypt (NwkSKey , tnonce,ns |JoinNonce |JoinEUI |DevNonce | Rcon |MICne ) ;
(5) calculates  MICnj = AES128_cmac (Kjs-ns , tnonce,ns |JoinNonce |JoinEUI |DevNonce | Rcon ) ;
(6) calculates  Snj = AES128_encrypt (Kjs-ns , tnonce,ns |JoinNonce |JoinEUI |DevNonce | Rcon | MICnj ) ;

(1) decrypt Sne, and obtain the string tnonce,ns | JoinNonce | JoinEUI | DevNonce | Rcon | MIC ;
(2) calculates MIC’ne = AES128_cmac(NwkSKey , tnonce,ns |JoinNonce |JoinEUI |DevNonce | Rcon ) ;
(3) verifies whether MIC’ne = MICne or not;
(4) fetches the system time tnonce,ed ;
(5) verifies tnonce,ed - tnonce,ns ≤ T1 or not;
(6) generates a random number C ;
(7) calculates MICed = AES128_cmac (AppKey, tnonce,ed | Rcon | C ) ;
(8) calculates Ved-js= AES128_encrypt (AppKey, tnonce,ed | Rcon | C |MICed) ;

(1) decrypt Snj, and obtain the string tnonce,ns | JoinNonce | JoinEUI | DevNonce | Rcon | MIC ;
(2) calculates MIC’nj = AES128 _cmac(Kjs-ns , tnonce,ns |JoinNonce |JoinEUI |DevNonce | Rcon ) ;
(3) verifies whether MIC’nj = MICnj or not ;
(4) fetches the system time tnonce,js ;
(5) verifies tnonce,js - tnonce,ns ≤ T2 or not;
(6) generates a random number N ;
(7) calculates MICjs = AES128 _cmac (AppKey, tnonce,js | Rcon | N ) ;
(8) calculates Vjs-ed = AES128 _encrypt (AppKey, tnonce,js | Rcon | N | MICjs) ;

(1) decrypt Vjs-ed, and obtain the string tnonce,js | Rcon | N | MICjs;
(2) calculates  MIC’js= AES128_cmac(AppKey, tnonce,js | Rcon | N | ) ;
(3) verifies whether MIC’js= MICjs or not;
(4) verifies join Server’s Rcon ;
(5) fetches system time t’nonce,ed ;
(6) verifies t’nonce,ed - tnonce,js ≤ T3 or not;
(7) calculates NwkKeynew = ( Rcon + C N) NwkKey ;
(8) calculates AppKeynew = (Rcon C+ N) AppKey ;
(9) calculates ACKed = AES128_encrypt (NwkKeynew, N | C | Rcon) ;

(1) decrypts Ved-js, and obtain the string tnonce,ed | Rcon | C | MICed ;
(2) calculates  MIC’ed= AES128_cmac(AppKey, tnonce,js | Rcon | C ) ;
(3) verifies whether MIC’ed= MICed or not;
(4) verifies end-device’s Rcon ;
(5) fetches the system time t’nonce,js;
(6) verifies t’nonce,js - tnonce,ed ≤ T4 or not , if not, discard the message ;
(7) calculates NwkKeynew = ( Rcon + C N) NwkKey ;
(8) calculates AppKeynew = (Rcon C+ N) AppKey ;
(9) calculates ACKjs = AES128_encrypt (NwkKeynew, C | N | Rcon) ;

(10)  delivers ACKed to Join Server

Ved-js

Vjs-ed

(10)  delivers ACKjs to End Device

(1) calculates ACK’js = AES128_encrypt (NwkKeynew, C | N | Rcon) ;
(2) verifies whether ACK’js= ACKjs or not; finishes the key update procedure and starts 
rejoin process.

(1) calculates ACK’ed = AES128_encrypt (NwkKeynew, N | C | Rcon) ;
(2) verifies whether ACK’ed = ACKed or not.

Step 1

Step 2
Step 3

Step 4
Step 5

Step 7 Step 6

Fig. 2. The procedure of root key update scheme.

In Step 1, as shown in Fig. 3, the network-server

(1) generates a random number Rcon;
(2) fetches its system time tnonce,ns;
(3) calculates a message integrity code

MICne = AES128 cmac(NwkSKey, tnonce,ns|JoinNonce|JoinEUI|
DevNonce|Rcon)
by using AES128 cmac encryption algorithm (cmac stands for Cypher-
based Message Authentication Code), where NwkSKey is the network ses-
sion key generated by the previous root key and used for data encryption
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Network Server

(1) Generates a random parameter Rcon ;
(2) fetches the system time tnonce,ns ;
(3) calculates  MICne = AES128_cmac (NwkSKey , tnonce,ns |JoinNonce |JoinEUI |DevNonce | Rcon ) ;
(4) calculates  Sne = AES128_encrypt (NwkSKey , tnonce,ns |JoinNonce |JoinEUI |DevNonce | Rcon |MICne ) ;
(5) calculates  MICnj = AES128_cmac (Kjs-ns , tnonce,ns |JoinNonce |JoinEUI |DevNonce | Rcon ) ;
(6) calculates  Snj = AES128_encrypt (Kjs-ns , tnonce,ns |JoinNonce |JoinEUI |DevNonce | Rcon | MICnj ) ;

Step 1

Fig. 3. Step 1 of the root key update scheme.

between end-device and network-server, the symbol ‘|’ indicates string cas-
cade, JoinNonce is a counter generated by join-server and used to count
the number of times that the end-device has joined current LoRaWAN,
JoinEUI which embedded in the end-device is an authentication for join-
server, and Rcon is a 16-bit counter managed by end-device;

(4) calculates a secret message
Sne = AES128 encrypt(NwkSKey, tnonce,ns|JoinNonce|JoinEUI|
DevNonce|Rcon|MICne)
where AES128 encrypt represents standard AES encryption algorithm;

(5) calculates another message integrity code
MICnj = AES128 cmac(Kjs−ns, tnonce,ns|JoinNonce|JoinEUI|DevNonce|
Rcon)
by using Kjs−ns, the data encryption key which encrypting message deliv-
ered between join-server and network-server;

(6) calculates another secret message
Snj = AES128 encrypt(Kjs−ns, tnonce,ns|JoinNonce|JoinEUI|DevNonce|
Rcon|MICnj);

(7) delivers Sne to the end-device; and
(8) delivers Snj to the join-server.

As shown in Fig. 4, when receiving the Sne, in Step 2, the end-device

(1) decrypts Sne, i.e., performing AES128 decrypt(NwkSKey, Sne)
and obtains the string tnonce,ns|JoinNonce|JoinEUI|DevNonce|Rcon|
MICne;

(2) calculates the received message integrity code
MIC ′

ne = AES128 cmac(NwkSKey, tnonce,ns|JoinNonce|JoinEUI|
DevNonce|Rcon);

(3) verifies whether MIC ′
ne = MICne or not; if not, discards the message and

sends an update failure message to the network-server and join-server. Oth-
erwise, the end-device

(4) fetches its system time tnonce,ed;
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Network ServerEnd-device

(9)  delivers Ved-js to Join Server

(1) decrypt Sne, and obtain the string tnonce,ns | JoinNonce | JoinEUI | DevNonce | Rcon | MIC ;
(2) calculates MIC’ne = AES128_cmac(NwkSKey , tnonce,ns |JoinNonce |JoinEUI |DevNonce | Rcon ) ;
(3) verifies whether MIC’ne = MICne or not;
(4) fetches the system time tnonce,ed ;
(5) verifies tnonce,ed - tnonce,ns ≤ T1 or not;
(6) generates a random number C ;
(7) calculates MICed = AES128_cmac (AppKey, tnonce,ed | Rcon | C ) ;
(8) calculates Ved-js= AES128_encrypt (AppKey, tnonce,ed | Rcon | C |MICed) ;

Step 2

Fig. 4. Step 2 of the root key update scheme.

(5) verifies whether tnonce,ed − tnonce,ns ≤ ΔT1 or not, where ΔT1 = (Tns +
Tcomm,nsed + Ted2a) × κ, in which Tns represents the execution time of
network-server performing (3) to (6) in Step 1, Tcomm,nsed is the expected
data transmission time between network-server and the end-device, Ted2a

indicates the execution time of end-device performing (1) to (4) in Step 2,
and κ is a predefined tolerance ratio; if the verification fails, the end-device
discards the message and sends an update failure message to the network-
server and join-server. Otherwise, it

(6) generates a random number C;
(7) calculates the message integrity code

MICed = AES128 cmac(AppKey, tnonce,ed|Rcon|C),
where AppKey is one of the root keys stored in the end-device and join-
server;

(8) calculates
Ved−js = AES128 encrypt(AppKey, tnonce,ed|Rcon|C|MICed); and

(9) delivers Ved−js to the join-server.

Similarly, when receiving the Snj, in Step 3, the join-server

(1) decrypts Snj , i.e., performing AES128 decrypt(NwkSKey, Snj)
and obtains the string
tnonce,ns|JoinNonce|JoinEUI|DevNonce|Rcon|MICnj ;

(2) calculates the received message integrity code
MIC ′

nj = AES128 cmac(NwkSKey, tnonce,ns|JoinNonce|JoinEUI|
DevNonce|Rcon);

(3) verifies whether MIC ′
nj = MICnj or not; if not, discards the message and

sends an update failure message to the network-server and end-device. Oth-
erwise, the join-server

(4) fetches its system time tnonce,js;
(5) verifies whether tnonce,js − tnonce,ns ≤ ΔT2 or not, where ΔT2 = (Tns +

Tcomm,nsjs + Tjs3a) × κ, in which Tns represents the execution time of
network-server performing (3) to (6) in Step 1, Tcomm,nsjs is the expected



10 K.-L. Tsai et al.

data transmission time between network-server and the join-server, and Tjs3a

indicates the execution time of end-device performing (1) to (4) in Step 3
and κ is a predefined tolerance ratio; if the verification fails, the join-server
discards the message and sends an update failure message to the network-
server and end-device. Otherwise, it

(6) generates a random number N ;
(7) calculates the message integrity code

MICjs = AES128 cmac(AppKey, tnonce,js|Rcon|N);
(8) calculates Vjs−ed = AES128 encrypt(AppKey, tnonce,js|Rcon|N |MICjs);

and
(9) delivers Vjs−ed to end-device.

Network Server
End-device

(1) decrypt Vjs-ed, and obtain the string tnonce,js | Rcon | N | MICjs;
(2) calculates  MIC’js= AES128_cmac(AppKey, tnonce,js | Rcon | N | ) ;
(3) verifies whether MIC’js= MICjs or not;
(4) verifies join Server’s Rcon ;
(5) fetches system time t’nonce,ed ;
(6) verifies t’nonce,ed - tnonce,js ≤ T3 or not;
(7) calculates NwkKeynew = ( Rcon + C N) NwkKey ;
(8) calculates AppKeynew = (Rcon C+ N) AppKey ;
(9) calculates ACKed = AES128_encrypt (NwkKeynew, N | C | Rcon) ;

(10)  delivers ACKed to Join Server

Step 4

Fig. 5. Step 4 of the root key update scheme.

As shown in Fig. 5, once the end-device receives Vjs−ed from join-
server, in Step 4, the end-device

(1) decrypts Vjs−ed to obtain the string tnonce,js|Rcon|N |MICjs;
(2) calculates MIC ′

js = AES128 cmac(AppKey, tnonce,js|Rcon|N);
(3) verifies whether MIC ′

js = MICjs or not; if not, discards the message
and sends an update failure message to the network-server and join-server.
Otherwise, the end-device

(4) verifies whether the received Rcon in Step 4 (1) equal to the Rcon of Step 2
(1) or not; if not, discards the message and sends an update failure message
to the network-server and join-server. Otherwise, the end-device

(5) fetches its system time t′nonce,ed;
(6) verifies whether t′nonce,ed − tnonce,js ≤ ΔT3 or not, where ΔT3 = (Tjs3b +

Tcomm,jsed + Ted4a) × κ, in which Tjs3b represents the execution time of
join-server performing (4) to (8) in Step 3, Tcomm,jsed is the expected data
transmission time between join-server and the end-device, and Ted4a indi-
cates the execution time of end-device performing (1) to (5) in Step 4; if the
verification fails, the end-device discards the message and sends an update
failure message to the network-server and join-server. Otherwise, it
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(7) calculates the first new root key NwkKeynew = (Rcon + C ⊕ N) ⊕
NwkKey;

(8) calculates the second new root key AppKeynew = (Rcon ⊕ C + N) ⊕
AppKey;

(9) calculates Acked = AES128 encrypt(NwkKeynew, N |C|Rcon);
(10) delivers Acked to join-server.

Similarly, when the join-server receives Ved−js from end-device, in Step
5, the join-server

(1) decrypts Ved−js to obtain the string tnonce,ed|Rcon|C|MICed;
(2) calculates MIC ′

ed = AES128 cmac(AppKey, tnonce,ed|Rcon|C);
(3) verifies whether MIC ′

ed = MICed or not; if not, discards the message
and sends an update failure message to the network-server and end-device.
Otherwise, the join-server

(4) verifies whether the received Rcon in Step 5 (1) equal to the Rcon of Step 3
(1) or not; if not, discards the message and sends an update failure message
to the network-server and end-device. Otherwise, the join-server

(5) fetches its system time t′nonce,js;
(6) verifies whether t′nonce,js − tnonce,ed ≤ ΔT4 or not, where ΔT4 = (Ted2b +

Tcomm,edjs + Tjs5a) × κ, in which Ted2b represents the execution time of
end-device performing (4) to (8) in Step 2, Tcomm,jsed is the expected data
transmission time between end-device and join-server, and Tjs5a indicates
the execution time of join-server performing (1) to (5) in Step 5; if the
verification fails, the join-server discards the message and sends an update
failure message to the network-server and end-device. Otherwise, it

(7) calculates the first new root key NwkKeynew = (Rcon + C ⊕ N) ⊕
NwkKey;

(8) calculates the second new root key AppKeynew = (Rcon ⊕ C + N) ⊕
AppKey;

(9) calculates Ackjs = AES128 encrypt(AppKeynew, N |C|Rcon);
(10) delivers Ackjs to end-device.

When the join-server received Acked from join-server, in Step 6, it

(1) calculates Ack′
ed = AES128 encrypt(NwkKeynew, N |C|Rcon);

(2) verifies whether Ack′
ed = Acked or not; if not, discards the message and sends

an update failure message to the network-server and end-device. Otherwise,
it finishes the update procedure.

When the end-device received Ackjs from join-server, in Step 7, it

(1) calculates Ack′
js = AES128 encrypt(AppKeynew, N |C|Rcon);

(2) verifies whether Ack′
js = Ackjs or not; if not, discards the message and sends

an update failure message to the network-server and join-server. Otherwise,
it finishes the update procedure and send the rejoin request to network-server
to reset the communication session key.
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4 Security Analyses

In order to verify the feasibility and security of the proposed scheme, the Scyther
tool [23], an automatic security protocol verification software, is utilized, and the
result is shown in Fig. 6. The Scyther tool treats the proposed key update scheme
as a new protocol, and checks whether various parameters will be attacked dur-
ing the transmission or not. The verification model has three roles: end-device,
network-server, and join-server, and these three roles are verified independently.
As shown in Fig. 6, the important parameter Rcon, two secret parameters C
and N and other identification parameters are not threatened by attacks during
transmission. Since the new root keys are generated by using abovementioned
parameters, it indicates that the new root keys are secure.

Fig. 6. The verification result of the proposed root key update scheme.

We further discuss the security features of the proposed scheme.

a) Mutual authentication represents that the sender and receiver can authen-
ticate with each other. In the proposed scheme, the JoinNonce, JoinEUI,
Rcon, and DevNonce are utilized to authenticate end-device, join-server,
and network-server. When an attacker does not have correct JoinNonce,
JoinEUI, Rcon, and DevNonce, the correct MIC cannot be generated, and



Secure LoRaWAN Root Key Update Scheme for IoT Environment 13

thus the checking of Step 2 (3) or Step 3 (3) will fail. In this way, the proposed
scheme has the feature of mutual authentication.

b) Confidentiality means all the important parameters can be totally pro-
tected. In the proposed scheme, all the parameters are encrypted by using
AES128 encryption algorithm before delivering. In Step 1, the NwkSKey and
Kjs−ns are two encryption keys, and in Step 2 and Step 3, the AppKey are
used. While in Step 4 and Step 5, the new NwkKeynew and new AppKeynew
are used to encrypt the message. As can be seen in the key update scheme,
different encryption keys are used for different messages. Accordingly, those
important parameters can be totally protected.

c) Message integrity ensures that the transmitted messages do not be forged.
In the proposed scheme, four message integrity codes, i.e., MICs, are designed
to verify the messages’ integrity. When one of the MIC verification fails, the
root key update scheme is also suspended. Consequentially, the proposed
scheme has the feature of message integrity.

d) Replay attack indicates that an attacker copies a valid message sent by
the sender and pretends to be a legitimate part to send the message to the
receiver in an attempt to steal relevant information. In the proposed scheme,
the time parameter tnonce is hidden and encrypted in transmitted message.
After receiver receives and decrypts the receiving message, the receiver’s
system time is then utilized to calculate whether the time difference between
two system times is smaller than a pre-defined time limit or not. Once the
time difference is larger than the pre-defined time limit, it means the message
may not send by the legitimate sender. That is to say that when an attacker
copies the transmitted message, and resent it to the receiver, the time limit
cannot hold. As a result, the proposed scheme can prevent the replay attack.

e) Eavesdropping attack means that an attacker may extract important
information when he/she captures a large amount of messages from the
underlying network. In the proposed scheme, the most important parameters
need to be protected are the parameters Rcon, C, and N . These parameters
are generated randomly and encrypted by using AES before transmission.
Besides, Rcon, C, and N are different every time the root key update scheme
is executed. The hacker is unable to extract one of these three parameters
from the captured messages.

5 Conclusion and Future Studies

Security is one of the most important issues of an IoT system. As LoRaWAN
is being used more frequently, its security has also been under scrutiny. In
this paper, a root key update scheme is proposed so that the security level of
LoRaWAN can be enhanced. The simulation result performed by Scyther tool
shows that the root key update scheme is secure. Moreover, the proposed scheme
has the features of mutual authentication, confidentiality and message integrity,
and can resist replay and eavesdropping attacks.

In the future, the formal security verification for the root key update scheme
will be performed. Besides, the communication session key management policy
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will also be developed so that a secure LoRaWAN communication environment
can be established. These constitute our future studies.
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Abstract. Cyberprotection in the context of Internet-of-Things (IoT)
includes three basic areas: security, privacy and trust. Security and
privacy technologies are related to mechanisms such as cryptography
or authentication protocols that have been extensively explored and
adapted to IoT requirements. However, new risks such as cyber-physical
attacks and novel distributed, and pervasive architectures reveal new
weaknesses where trust and reputation issues are the main challenges
to be addressed. Nevertheless, both, trust and reputation, are intrinsi-
cally subjective and distributed, and algorithms guaranteeing a dynamic
and efficient management of these properties tend to be computationally
heavy and complex. In this context, new trust and reputation services
for pervasive IoT deployments are needed. Therefore, in this paper we
propose a new distributed architecture for the provision of trust and rep-
utation services in IoT systems. The architecture is based on Blockchain
technologies and the composition of different conceptual models (cogni-
tive, computational, neurological, and game-theoretical) using stochastic
functions. The resulting probability may be employed by nodes to create
their own trustworthy subsystem. In order to validate the performance
and usability of the proposal, an experimental validation based on sim-
ulation technologies is provided.

Keywords: Internet of Things · Blockchain · Cybersecurity ·
Stochastic models

1 Introduction

Internet-of-Things (IoT) [33] is one of the most powerful enabling technologies
for new and promising paradigms such as Industry 4.0 [5], Cyber-Physical Sys-
tems [7] or Enhanced Living Environments [15]. In all these innovative solutions,
software and hardware components manage large amounts of data which, in sev-
eral cases, may be personal and (then) protected by international regulations
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I. You et al. (Eds.): MobiSec 2021, CCIS 1544, pp. 16–29, 2022.
https://doi.org/10.1007/978-981-16-9576-6_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9576-6_2&domain=pdf
http://orcid.org/0000-0001-7815-5924
http://orcid.org/0000-0002-1183-9579
https://doi.org/10.1007/978-981-16-9576-6_2


Distributed Trust and Reputation Services in Pervasive IoT Deployments 17

such as the European GDPR (General Data Protection Regulation) [28]. More-
over, most of these new technical paradigms are envisioned to be implemented
into critical infrastructures or applications [11], what makes them a potential
focus [1] for many different attacks: from traditional cybercrime to the new
cyber-physical risks [13] and cyber terrorism.

In this context, it is essential to protect IoT deployments using strong policies
and mechanisms. Traditionally, a protected IoT deployment needs to implement
technologies in three different areas: security, trust and privacy [16]. Security
mechanisms [4] include authentication and integrity solutions, which are already
highly adopted by current IoT technologies (mainly inherited from network tech-
nologies and protocols such as Bluetooth or ZigBee) [27]. On the other hand, pri-
vacy mechanisms, including cryptography and anonymization policies, although
they are not fully adapted to the IoT deployments and requirements, they are
also commonly implemented in many non-commercial IoT applications, espe-
cially lightweight versions of well-known algorithms such as The Onion Router
(TOR) [12]. On the contrary, trust solutions face a totally different situation.
Most common trust mechanisms nowadays are based on administrative schema,
or on a social understanding of this concept [6]; what makes very difficult to inte-
grate these technologies without deploying a large infrastructure or considering
a relevant and constant human intervention. Trust mechanisms typically include
two different aspects: intrusion detection and reputation. While intrusion detec-
tion requires, currently, large infrastructures and a great computational power
(the most recent and successful solutions are based on mathematically complex
algorithms such as artificial intelligence [20] and large data repositories); repu-
tation mechanisms are usually supported through a direct human intervention,
where users indicate those behaviors that are malicious, untrustworthy or, in gen-
eral, dangerous (and, based on that input, the nodes’ reputation is obtained).
In that way, both areas are clearly facing open challenges, which prevents their
massive use in the upcoming IoT deployments.

As a possible solution, new trust and reputation calculation frameworks and
mechanisms are proposed. However, these proposals tend to be subjective and
highly distributed, so innovative algorithms guaranteeing a dynamic and efficient
management of trust and/or reputation are typically computationally heavy and
complex [9]. Nevertheless, the increasing computational power of IoT nodes and
single-board computers, together with the universal access to the global Internet
granted by future 5G networks [29], are introducing a much more favorable
scenario for those new proposals.

Therefore, in this paper we are proposing a service-based trust and reputation
calculation solution. The proposed calculation algorithm considers four different
approaches or understandings of trust: cognitive, computational, neurological,
and game-theoretical. Trust, in or proposal, is not a fixed value but a probability
distribution, what represents in a better manner the intrinsic uncertainty of the
observations. Local calculations are then integrated into a global trust value,
which is obtained and updated using a distributed Blockchain network.
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From a market perspective, the proposed solution shows a high applicability
as it can be implemented in all kinds of devices and IoT nodes (only common
mathematical operations are employed). On the other hand, several lightweight
implementations of brokers and Blockchain networks can be found, which also
facilitates the applicability of the proposed architecture in all kinds of commercial
scenarios.

The rest of the paper is organized as follows: Sect. 2 describes the state of
the art on trust solutions for IoT deployments; Sect. 3 describes the proposed
solution, including the proposed architecture and the trust calculation frame-
work; Sect. 4 presents an experimental validation using statistical techniques;
and Sect. 5 concludes the paper.

2 State of the Art on Trust Solutions for IoT Systems

As one of the most relevant open problems nowadays, related to IoT systems,
trust and reputation calculation and management have received a lot of attention
in the last ten years. Many different proposals may be found, although in general
six different categories are typically identified [32].

The first group of works propose the introduction of Trusted Third Par-
ties (TTP) and authentication protocols [17]. In these schemes, trustworthy
components are those which are authenticated by a very secure middleware or
components known as TTP or secure enclaves [23]. Standard ciphers, keys and
protocols are deployed among all components [26]. In hierarchic network archi-
tectures, trust domains may be created and TTP may be built as trustworthy
gateways [21]. Although this scheme is very useful in client-server architectures,
in very distributed IoT deployments is very inefficient.

The second group of trust solutions for IoT deployments is composed of rec-
ommender systems. A recommender system may be of three types: content-based
filtering [30], collaborative filtering [8], and a hybrid system [19]. In general, in
all these approaches, nodes receive and analyze recommendations to decide with
which other nodes they stablish a connection (as people do in societies). These
systems can take advantage of the network structure, but they are totally reac-
tive and cannot be employed as a prevention solution. Moreover, this approach
requires a large human intervention and can be barely automated.

Works in the third group address behavior-based mechanisms. In this app-
roach, nodes monitor the behavior of other components and decide about the
connections they want to maintain or prune [31]. Although this scheme allows
nodes to perform simple local evaluations [8], (as in the previous case) it can
be difficult to employ this technology in prevention policies as collected data
are not enough for supporting predictions. Besides, this approach lacks a global
understating of trust for the entire system of the particular nodes.

In order to solve this challenge and enable the option of implementing pre-
vention policies and making predictions, in the fourth group of trust solutions,
mechanisms are based on metadata. Information such as the geographical loca-
tion of the ownership of nodes is employed to determine which nodes are untrust-
worthy and malicious [25]. This scheme is totally proactive, as malicious nodes
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may be removed before they start operating, just knowing their metadata. How-
ever, the percentage of false positives in this approach is higher than in any other
previous approach (what reduces the system performance).

In the last five years, the Blockchain revolution has also affected the IoT
technologies, and different proposals to provide and support trust in IoT deploy-
ments based on Blockchain may be found [3,18,28] (fifth category). However,
in general, in this approaches all data from the nodes is exchanged through
the Blockchain network to secure it and make it trustworthy [2]. Although this
mechanism may provide certain level of trust, some works have reported dif-
ferent attacks and problems associated to this solution [10,22]. Furthermore,
the delay of transactions communicated through Blockchain networks grows up
exponentially, reducing the network performance in a very relevant manner.

Finally, and sixth category, many different hybrid approaches have been
reported. These schemes try to combine the advantages of different mechanisms.
One of the most common proposals includes a behavior-based solution together
with a TTP or middleware (in order to store local calculations and get a global
value) [14]. However, these solutions are still very weak against manipulations,
contrary to Blockchain-based mechanisms.

Table 1 shows a summary with the main state of the art proposals.

Table 1. Main state-of-the-art solutions

References Short description Main problems

[17,21,26] Trusted Third Parties and
authentication protocols

In very distributed IoT deployments
is very inefficient

[8,19,30] Recommender systems They are totally reactive and cannot
be employed as a prevention solution

[8,31] Behavior-based
mechanisms

Difficult to employ in prevention
policies

[25] Mechanisms based on
metadata

The percentage of false positives in
this approach is higher than in any
other

[2,10,18,28] Trust in IoT deployments
based on Blockchain

The delay of transactions
communicated through Blockchain
networks grows up exponentially

[14] Hybrid approaches Still very weak against
manipulations

Therefore, in our proposal, we are combining most of these approaches into
an innovative distributed architecture. The solution is service-oriented and it is
supported by Blockchain, although not all transactions must go through this
network in order to preserve the system performance. Besides, trust calculation



20 B. Bordel and R. Alcarria

includes four different views (cognitive, computational, neurological, and game-
theoretical), in order to guarantee the reactive and proactive character of the
solution.

3 A New Trust Calculation Framework and Architecture

In this section, we propose a novel architecture for trust calculation in IoT
deployments. This architecture (Sect. 3.1) includes a Blockchain network for
global trust calculation using SmartContracts. Besides, nodes may perform four
different trust calculations at local level: cognitive (Sect. 3.2), computational
(Sect. 3.3), neurological (Sect. 3.4), and game-theoretical (Sect. 3.5).

3.1 Proposed Distributed Architecture for Trust Calculation

Figure 1 shows the proposed architecture for trust calculation.

Fig. 1. Proposed architecture for trust and reputation calculation
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In the proposed solution, each IoT node may execute locally one trust calcu-
lation algorithm, among the four existing ones: cognitive, computational, neu-
rological, and game-theoretical. In general, and depending on the system con-
figuration, nodes may select the trust calculation algorithm in an autonomous
manner (according to their capabilities, knowledge, etc.) or the system adminis-
trator can do it. Any case, it is important to guarantee that all four calculation
algorithms have a homogenous presence in the IoT deployment (in order to avoid
biases in the global trust calculation function).

Nodes in the IoT deployment, on the other hand, are connected to the
global trust calculation infrastructure through a publication/subscription net-
work. This network offers a REST (representational state transfer) API (applica-
tion programming interface) and service, so nodes can relate with the infrastruc-
ture using HTTP messages. HTTP messages are easier to parse, send, receive
and process than bit-oriented protocols, although they show higher latencies.
Besides, HTTP messages are nowadays, the standard communication medium
for IoT nodes and deployments.

Using these messages, IoT nodes may subscribe to different trust services
and the updates on the trust values from other nodes, other trust calculation
algorithms and/or the global trust calculation infrastructure. At the same time,
the global trust calculation infrastructure (i.e. the Blockchain network) is sub-
scribed to all updates from the IoT nodes. On the other hand, when a relevant
change on the locally calculated trust values is detected by an IoT node, it can
publish the new results. All these message exchanges and pub/sub management
is controlled by a trustworthy broker acting as TTP. In fact, this broker requires
to IoT nodes and the Blockchain network to get authenticated and employ cryp-
tographic mechanisms to preserve the privacy and security of communications.
All nodes that cannot be authenticated by the TTP are automatically rejected.

Moreover, through an SmartContract acting as oracle, the Blockchain net-
work monitors and stores all updates about trust calculations done by IoT nodes
in the deployment. In that way, in the Blockchain network (using a second Smart-
Contract) there is an accountable tracking of reputation and trustworthiness of
all IoT nodes, from different perspectives (cognitive, computational, neurolog-
ical, and game-theoretical) and from different local analyses (as many as IoT
nodes are observing an analyzing the behavior of the given node). Each time this
not rejectable, transparent record is updated, a third SmartContract updates the
global trust calculation (using stochastic functions). Each time the global trust
values are updated, the Blockchain network generates an event, which is publish
through the pub/sub network. Then, all nodes are informed about the global
trustworthiness of all nodes in the IoT deployment.

With all this information (global trust and rejections caused by the TTP),
IoT nodes may define their own “trust domain”, selecting with which nodes they
want to establish a connection (see Sect. 3.5). Hereinafter we assuming rejected
nodes are not connected with any other nodes, and we are focusing on trust
calculation (both, at local and global level).
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3.2 Cognitive Trust Calculation

As said, each IoT node is locally executing one different trust calculation algo-
rithm. Each one representing a different perspective and understanding of the
idea of trust. In this section we are focusing of the cognitive trust Tcog.

Cognitive trust refers the reputation and trust supported by a priori beliefs,
and it is typically a function of the degree of these beliefs. In a technologi-
cal context, these beliefs refer the expectation of a node to have the necessary
competence, benevolence, and integrity to be relied upon [24]. However, these
qualities are not technical, but sociological. And then, they are inherited from
the node’s owner, location, etc. At them, they are inherited from the node’s
metadata.

Thus, given an IoT node ni (or target node) with an associated collection of
metadata MD(ni) (1), and a second node nj (or observer node) and a set of a
priori trustworthy metadata MD+(nj) (2), it may be calculated the cognitive
trust Tcog(ni;nj) for this pair of nodes (3).

MD (ni) = {mdk (ni) k = 1, . . . ,KT } (1)

MD+(nj) =
{
MD+

k (nj) k = 1, . . . , KT

}

MD+
k (nj) =

{
md+k,r (nj) r = 1, . . . , Rk,j

} (2)

Tcog(ni;nj) = Ptrust(ni;nj) =
KT∑

k=1

Rk,j∑

r=1

(αk,r δ[mdk(ni) = md+k,r(nj)] + βk,r δ[mdk(ni) �= md+k,r(nj)])
(3)

In this expression (3), the result refers the target node ni according to the local
observations of node nj . The result Tcog(ni;nj) must be understood as the prob-
ability Ptrust (ni;nj) of node ni to be trustworthy, considering the observation
of node nj . Besides, δ [·] is the Kronecker’s delta function and αk,r and βk,r are
real parameters to represent the degree or weight of the node’s beliefs.

Cognitive trust may be calculated before the system starts operating, but
needs the definition of a protocol to share the nodes’ metadata with the entire
system.

3.3 Computational Trust Calculation

Computational trust Tcomp is associated to the behaviors that follow the rules
and requirements of authorities in the IoT deployment. Typically, in topics
related to cyberprotection such as cryptography. Although, in most common
proposals, this vision of trust is only employed to enable or disable the sponta-
neous collaboration among nodes, it is also possible to define a more elaborated
metric for computational trust.

Thus, given an IoT node ni (or target node) communicating with a node nj

(or observer node), it may be calculated the computational trust Tcomp(ni;nj)
for this pair of nodes (4).
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Tcomp(ni;nj) = Ptrust(ni;nj) =

{
1; k < Kth√

2 hi,j√
1+hi,j

2
; k > Kth

(4)

The proposed function for computational trust is a sigmoid, so it varies in the
interval [0, 1] as probabilities do. In this case, the result has also to be understood
as the probability of node ni to be computationally trustworthy according to the
local calculation performed by node nj .

In this case, k represents the time slots elapsed since the IoT deployment
started operating, and hi,j is a parameter representing the percentage of times
the node ni employed the correct cryptographic configuration (as indicated by
the TTP) when communicating with node nj (5). As this kind of behavior-based
trust calculation algorithms may need a period to converge, for all time instants
before Kth, node ni is considered trustworthy (so the capabilities of the IoT
deployment are not reduced by default).

hi,j =
k∑

m=0

ui,j [−m] · rm+1
i,j

ui,j [m] =
ci,j [m]
ti,j [m]

(5)

On the other hand, in order to introduce a temporal decreasing effect (past
events are less relevant than the recent ones), parameter hi,j is obtained through
a geometric sum, with a ratio ri,j . Then, the ratio ui,j [m] between transactions
with the correction configuration ci,j [m] and the total number of transactions
ti,j [m] in the m-th time slot is weighted according to its antiquity.

3.4 Neurological Trust Calculation

Neurological trust Tneu is the most traditional behavior-based approach for trust.
In general, nodes analyze the honesty of other IoT nodes in the deployment and
obtain a trust value according to the observed and past experiences.

In neurological trust, the observer node nj monitor the number of successful
transactions si,j [m] with the target node niin each time slot m. This quan-
tity is employed to generate a ratio wi,j [m] by considering the total number of
transactions between both nodes ti,j [m] (6).

wi,j [m] =
si,j [m]
ti,j [m]

(6)

However, as said in Sect. 3.3, the impact of past measurements must be lower
than recent evaluations, so all the partial results for every time slot are combined
in a geometric sum (7).

hi,j =
k∑

m=0

wi,j [−m] · rm+1
i,j (7)
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The resulting parameter, hi,j , depends on the selected ratio for this sum ri,j ,
which control the evanescence of the impact of past measurements. Finally, in
order to calculate the neurological trust, a sigmoid function is employed, where k
represents the time slots elapsed since the IoT deployment started operating (8).

Tneu(ni;nj) = Ptrust(ni;nj) =

{
1; k < Kth√

2 hi,j√
1+hi,j

2
; k > Kth

(8)

As in other previous calculations, this result must be understood as the
probability of node ni to be neurologically trustworthy according to the local
calculation performed by node nj .

3.5 Game-Theoretical Trust Calculation

Contrary to computational or neurological trust, game-theoretical trust Tgame

is a proactive approach. In this case, trust is obtained as the most rational
and probable value in the future, considering the past evidence, behaviors and
evolution of trust. In conclusion, game-theoretical trust employs a historical data
repository to predict the future values of trust.

Given an IoT node ni with a sequence of global trust values tr [k] (9), the
game-theoretical trust is calculated by node nj using the Lagrange polynomial
(10). After calculated this polynomial, the observer node nj can obtain the
game-theoretical trust in any future time slot knext using function L (k).

tr [k] = {tr [k] k = 1, . . . ,Kj} (9)

L (k) =
Kj∑

m=1

tr [m] · �m (k)

�m (k) =
Kj∏

r=1, r �=m

k − r

m − r

(10)

Each observer node nj may develop this extrapolation using a different num-
ber of previous trust measures Kj . The final result for game-theoretical trust
Tgame (ni;nj) will depend on the local values of Kj and knext (11). As global
trust values are points from an stochastic function, as in all previous calcula-
tions, the result Tgame (ni;nj) is understood as the probability of node ni to
be game-theoretical trustworthy according to the local calculation performed by
node nj .

Tgame (ni;nj) = Ptrust (ni;nj) = L (knext) (11)

3.6 Global Trust Calculation

Finally, all IoT nodes in the system send their local evaluations for the target
node ni to the global trust calculation infrastructure (Blockchain network), to
be combined in a global trust value.
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Given the IoT deployment has MT nodes, at this point MT different trust
values trustij will be collected for each target node ni. Each one obtained through
a different mechanism and from a different local perspective. Then, in the global
trust calculation system, all these values are employed to create a unique prob-
ability distribution for each target node ni. Using the Laplace’s notion of prob-
ability, all values are grouped to define a discrete probability density function
Tglobal with YT points (12).

Tglobal[y] =
1

MT
card

{
trustij j = 1, . . . MT

... thy ≤ trustij < thy+1

}

with y = 1, . . . , YT , with thy ∈ [0, 1] and th1 = 0 and thYT
= 1

(12)

To do that, the cardinality card {·} function is employed to determine the
number of elements in each set meting a given condition, and limits thy are
employed to define the intervals for grouping the local trust values.

Finally, in order to inform the nodes about the global results using only one
real number (matching, for example, the requirement of game-theoretical trust
calculation algorithm), the non-central moments λz (13) or central moments μz

(14) may be employed, depending on the implementation.

λz =

∑YT

y=1 (Tglobal [y])
z

YT
z ∈ [0,∞] (13)

μz =

∑YT

y=1 (Tglobal [y] − λ1)
z

YT
z ∈ [0,∞] (14)

4 Experimental Validation: Simulations and Results

In order to evaluate the performance of the proposed solution, an experimental
validation was planned and carried out. During this validation, two different
experiments were performed, in order to analyze the convergence time of the
proposed security mechanism, and the success rate when detecting the malicious
nodes in an IoT deployment.

Both experiments were performed using simulation methodologies and the
MATLAB 2020.B and Simulink suite. Using this numerical tool, one hundred and
twenty (120) devices were represented, each one executing a different application
and trust calculation algorithm. Besides, different amounts of malicious nodes
were considered for different evaluations. All simulation were performed in a
Linux architecture.

Simulated IoT nodes represented a common architecture based on the ESP-
32 microcontroller, WiFi communications and simple sensors such as temper-
ature or humidity. Trust calculation algorithms were distributed among nodes
in a homogeneous but random manner. Nodes also could behave in a malicious
manner randomly, but according to the configured percentages.
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All simulation were repeated twelve times to remove all possible exogenous
effects. Presented results are obtained as the average of all these partial simu-
lations. Simulations represented twenty-four hours of real-time operation in the
IoT deployment.

The first experiment was focused on the success rate of the proposed solution.
For different amounts of malicious nodes in the IoT deployment, it is analyzed
the percentage of them that are correctly detected and isolated.

The second experiment was focused on the convergence time. For different
amounts of malicious nodes, the maximum convergence time required to evaluate
all nodes and configure the final IoT deployment was evaluated.

Figure 2 shows the results of the first experiment. As can be seen, the success
rate is above 85% in all cases. As the number of malicious nodes goes up, the
success rate also grows up, although this effect is common to most technologies.
The most interesting result in Fig. 2 is the lack of any asymptote. As can be seen,
even if 50% of nodes in the IoT deployment are malicious, the proposed solution
does not get saturated and it is able to operate normally, detecting up to 98%
of malicious nodes.

Fig. 2. Results of the first experiment

Figure 3 shows the results of the second experiment. As can be seen, for
malicious nodes up to 10%, the convergence time is below one hour (3600 s).
However, from this point, the convergence time starts growing up exponentially.
For 25% of malicious nodes, the convergence time reaches two hours, and for
any number of malicious nodes above this limit, Fig. 3 does not show a clear
convergence. Any case, these results are acceptable, considering the convergence
time of other IoT components such as CO2 sensors.
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Fig. 3. Results of the second experiment

5 Conclusions and Future Works

In this paper we propose a new distributed architecture for the provision of
trust and reputation services in IoT systems. The architecture is based on
Blockchain technologies and the composition of different conceptual models (cog-
nitive, computational, neurological, and game-theoretical) using stochastic func-
tions. Results shows the proposed technology presents a good detection rate and
convergence time. Specifically, success rate is above 85% in very situation and
for malicious nodes up to 10%, the convergence time is below one hour. These
values are acceptable for most IoT deployments, as they typically operate with
a limited number of nodes and generate information in a quite low speed.

Future works will evaluate the proposed solution in real IoT deployment with
commercial hardware devices. Although the proposed simulation scenario shows
a high precision, real deployments are affected by exogenous and unexpected phe-
nomena which may modify the results introduced in this paper. These impacts
will be evaluated in future works.
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Abstract. The Internet of Things (IoT) has shown to be beneficial
in today’s increasingly connected world. IoT has transformed nearly
every industry, opening up huge opportunities for future innovation and
progress. The Internet of Medical Things (IoMT), as one important appli-
cation area of IoT, has changed healthcare delivery, such as by playing
a crucial role in treating diabetic patients with the use of Artificial Pan-
creas System (APS). On the other hand, a slew of current and new secu-
rity threats have put IMoT’s ability to offer services safely in jeopardy.
Hence, it is critical to minimize these security problems, such as by safe-
guarding information traveling from one IMoT device to another. In this
context, we investigated two vital protocols for secure communication in
APS: Bluetooth Low Energy (LE) and Ephemeral Diffie-Hellman over
COSE (EDHOC). Consequently, we performed an experimental eval-
uation of these protocols based on a number of performance metrics,
including protocol execution time, transmission cost, and total round-
trip time. As a result, while both protocols perform similarly in terms of
the first metrics, Bluetooth LE excels in terms of transmission cost, and
EDHOC outperforms in terms of round-trip time.

Keywords: APS · Open APS · Security protocol for APS · EDHOC ·
Bluetooth LE

1 Introduction

The IoT has shown its instrumental role in the current densely connected world.
It has transformed nearly all sectors with tremendous opportunities for more
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innovation and advances [2,3,17]. IoMT, as one major application area of IoT,
has revolutionized the medical care provisioning in such a way that enables
remote diagnosis, on-time notifications, smart drug monitoring, and artificial
intelligence assisted services [6]. A significant use case of IoMT is diagnosis of
Diabetes - one of the most prevalent disease worldwide where the number of
diabetic patients has more than quadrupled within the last four decades in ages
between 14 and 70 [12]. Diabetes is a chronic condition that occurs when the
pancreas no longer generates insulin or when the body does not properly use
the insulin produced, where the first condition is referred to as Type 1 and the
second condition is called Type 2. Type 2 is the most common one which occurs
in almost all age ranges. Consequently, it is more desirable to treat Diabetes,
particularly Type 1, with an IoT enabled APS that is composed of three essential
components: Continuous Glucose Monitoring (CGM), Controller, and Insulin
Pump.

The CGM, commonly known as blood sugar monitoring, automatically tracks
blood glucose levels daily and at night. It allows to check glucose levels at a
glance and analyzes how the glucose varies over a few hours or days to detect
trends. The ability to monitor glucose levels in real-time can assist patients in
making more informed decisions about balancing their diet, physical activity, and
medications throughout the day. Additionally, various commercially available
CGMs now have a transmitter that allows them to wirelessly send the blood
glucose level (BGL) to a monitor node or control unit. The controller component
runs a controlling algorithm that receives CGM data and calculates the insulin
amount based on CGM information. Moreover, it sends a command message
(for instance an insulin dose) to the Insulin Pump. Finally, the Insulin Pump
administers insulin as per the command received from the controller, and reports
back the Insulin in the Vial (IiV) to the controller.

The information that travels between these three components must be secure
since there is a risk of alteration or replay by an adversary. As shown in Fig. 1,
the pass among these three components can be exposed to both passive and
active threats that, if exploited, may negatively impact the patient. Security
issues are among the most challenging tasks in protecting information in IoT
environment [1,4,20]. Accordingly, different security measures can be taken to
protect these information, among which Bluetooth LE [21] and the EDHOC [9]
can be preferred. Given its popularity and high integration with nearly all IoT
devices [19], Bluetooth LE can serve to exchange a key to encrypt and integrity
protect the sensitive information from CGM to controller and from/to controller
to/from Insulin Pump. On the other hand, EDHOC is a promising and yet to be
standardized application layer lightweight key agreement protocol that is specif-
ically designed to serve in resource-constrained environments. Consequently, in
this paper, we present the details of both protocols and implement them in the
APS experimental setup to evaluate their performance and see opportunity to
combine for better resilience.
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The remainder of this paper is organized as follows. In Sects. 2 and 3, we pro-
vide detail explanation of Bluetooth LE and EDHOC protocols along with their
key exchange mechanisms. In Sect. 4, we describe the experimental environment
and present performance comparison of these protocols concerning protocol exe-
cution latency, transmission cost, and total round-trip time. The final section,
Sect. 5, concludes the paper.

2 Bluetooth LE

2.1 Overview

Bluetooth technology, which was introduced two decades ago, has played a vital
role in short-range communication of devices in various modes such as point-to-
point, broadcast, and mesh. It also allows device location, such as orientation,
proximity, presence, and distance. Bluetooth technology is split into two cate-
gories: Bluetooth Classic (i.e. Bluetooth BR/EDR) and Bluetooth LE, with the
latter referring to versions 4.2 and higher [21]. The LE standards are designed
to reduce power usage and device expenses, which is ideal for IoT and smart
devices.

In terms of security, Bluetooth employs a variety of security methods and
modes. In this technology, the most important mechanisms for establishing safe
communication are pairing (generating shared secret keys), bonding (preserving
the shared secret keys for future communication), device authentication (ensur-
ing the keys on both devices are the same), encryption (ensuring message confi-
dentiality), and message integrity (protecting unauthorized modification of the
messages).

CG

Controller

Insulin 

BGL Command

Insulin in Vial 

Fig. 1. OpenAPS architecture using Bluetooth and ADHOC WIFI
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Furthermore, the LE supports two security modes, each with a different level
of security: mode 1 (with levels no security, unauthenticated pairing with encryp-
tion, authenticated pairing with encryption, and authenticated LE Secure Con-
nections pairing with encryption) and mode 2 (with levels unauthenticated pair-
ing with data signing and authenticated pairing with data signing). Aside from
these two modes, a device may utilize a mixed security mode that combines mode
1 and mode 2, whereas a device that predominantly works in Secure Connections
Only mode employs security mode 1 level 4.

2.2 The Protocol Stack

The Bluetooth LE protocol stack contains various protocols that belong to three
main parts: Application layer, Host layer, and Controller layer [21]. While the
application layer is in charge of application logic, user interface and other admin-
istrative issues, the Host layer and the controller layer perform the core part of
the communication process with different protocols operating in them. Figure 2
shows this protocol stack.

Generic Access Profile
(GAP)

Logical Link Control Adapta on Protocol               
(L2CAP)

Host Controller Interface (HCI)

Applica ons

Generic A ribute Profile 
(GATT)

Security Manager Protocol 
(SMP)

A ribute Protocol          
(ATT)

Physical Layer 
(PHY)

Link Layer 
(LL)

APPLICATION

HOST

CONTROLLER

Fig. 2. Bluetooth protocol stack

The Host layer contains five essential protocols. The first of these proto-
cols is the Generic Access Profile (GAP) that delivers standard format require-
ments for user interface-accessible parameters and specifies the generic processes
for discovering and managing Bluetooth peers and connection control, respec-
tively. The Generic Attribute Profile (GATT), on the other hand, outlines the
methods, forms, and characteristics of services. It specifies the processes for dis-
covering Services, Characteristics, and Descriptors, while it is divided into two
roles: GATT client and GATT server. The third protocol, Attribute Protocol
(ATT), establishes a Client/Server architecture and enables a GATT Server



34 D. G. Duguma et al.

to disclose a collection of attributes and the values associated with them to a
peer device (the GATT Client). The Security Manager Protocol (SMP) manages
and specifies activities related to the security of the Bluetooth communication,
among which encryption, pairing and authentication are the most important.
The final protocol in the Host layer is the Logical Link Layer Adaptation Proto-
col (L2CAP). L2CAP supports higher layer protocols with connection-oriented
and connectionless data services, as well as protocol multiplexing, segmentation
and reassembly (SAR) operations.

The Host Controller Interface (HCI) connects the Host and Controller layers.
It provides unvarying interface to retrieve different features of a Bluetooth Con-
troller. It is mainly implemented to transmit instructions and events between the
host and controller components of the Bluetooth protocol stack. The two proto-
cols in the Controller layer are the Link Layer (LL) and Physical Layer (PHY).
The former protocol manages the physical low energy associates between Blue-
tooth peers while realizing all the crucial functionalities of link layer such as
Encryption and connection and channel update. The latter protocol manages
procedures including multiple physical layer activities such as analog commu-
nications, analog signal modulation and demodulation, and source coding to
convert the signals into digital symbols.

2.3 The Secure Simple Pairing Protocol

Pairing entails verifying the identities of the two devices to be linked, typically
by the exchange of a secret. Once authorized, the link is encrypted and keys are
disseminated, allowing security to be reestablished considerably more rapidly on
a reconnection. There are in general five phases that makeup the secure simple
paring in Bluetooth, in which the second phase depends on the association model
used by Secure Simple Pairing, which are referred to as Numeric Comparison,
Just Works, Out Of Band, and Passkey Entry. While both Numeric Comparison
and Passkey Entry safeguards against passive attacks when ECDH is used, only
the latter provide protection against active attacks such as MITM. The final
association depends on the method used. Figure 3 shows the Secure Simple Pair-
ing Protocol for Numeric Comparison association model [21], and the protocol
is described as follows.

(1) There are different protocols that are proposed to assist the pairing pro-
cess of the Bluetooth communication protocol [10,11,18,22]. For the sake
of uniformity, however, we follow the official specification of the Bluetooth
system [21] to describe the pairing protocol. Phase 1 of the simple secure
paring is used to exchange public keys of the initiator I and the respon-
der R. Here each of them first generate the Elliptic Curve Diffie-Hellman
(ECDH) public-private key pair and the I initiates the phase by sending its
public key. The R computes the shared secret key (DHKey) and also sends
its public key for I to compute the shared secret. The type of elliptic curve
used by them depends on whether both devices enable Secure Connections
(P-256) or at least one supports Secure Connections (P-192).
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(2) Considering the Numeric Comparison association mode, the second phase
begins when each device chooses a 128-bit random nonce (nI and nR)
to thwart against replay attacks. R then computes the commitment CR

and send it to I to protect the communication from modification. Next,
both devices exchange their respective nonce values and I checks the valid-
ity of the received commitment value. In the case where the verification
fails, the protocol aborts. If not, both devices compute 6-digit confirma-
tion values (VI and VR) that are displayed to the user on their respective
devices. Unmatched values also make the protocol abort. This concludes the
‘Authentication-I’ phase of the pairing protocol.

f1( ) 
A function to generate the 
commitment values CI and CR. 
(HMAC-SHA-256)

(SKI, PKI),
(SKR, PKR)  

The ECDH private and public 
key pairs of devices I and R, 
resp.

f2( ) To compute the link key (HMAC-
SHA-256) PKIX, PKRX

The x-coordinate of the public 
keys PKI and PKI, resp.

f3( ) To compute check values EI and ER
(HMAC-SHA-256) DHKey Diffie Hellman shared key 

g() Used to compute numeric check 
values SHA-256 LK Link Key 

nI, nR Nonce from devices I and R, resp. EI, ER
Check value from devices I and 
R, resp.

rI, rR
Random value generated by devices I 
and R, resp. VI, VR

Confirmation value on device I 
and R, resp.

CR Commitment values from device R. I, R Bluetooth address of devices I
and R, resp.

BD_ADDRI,
BD_ADDRR,

The broadcast address of the Initiator 
and one or more Responders, resp. IOcapI, IOcapR

The IO capability of device I 
and R, resp.

Initiator (I) Responder (R)

Fig. 3. The secure simple pairing protocol with numeric comparison
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(3) The ‘Authentication-II’ phase begins right after the successful completion
of the previous stage. Here, each device computes a new confirmation value
that includes the previously exchanged values and the newly derived shared
key (EI and ER). I then transmits its confirmation value to R (and vice-
versa), where both devices check the correctness of the check values. If either
or both checks fail, the protocol aborts.

(4) Once both sides have confirmed the pairing, a link key is computed from
the derived shared key and the publicly exchanged data. The nonce values
ensure the freshness of the key even if long-term ECDH values are used by
both sides. This link key is used to maintain the pairing.

3 EDHOC

3.1 Overview

IoT are severely constrained devices concerning power, storage, communication,
processing and other essential resources, which should almost always be assisted
with intermediary devices known as Proxies. Proxies are critical components of
the IoT network to ease connectivity across disparate networks allowing a range
of services like protocol translation and provision of a consistent interface [5,23].
Such resource hungry devices require special and lightweight communication
protocols that enable them connectivity in low availability and bandwidth. One
such protocol is the Constrained Application Protocol (CoAP) [16], a specialized
web transfer protocol for use with constrained nodes and networks.

To form a security context and protect the messages transmitted between
CoAP enabled IoT devices, the datagram transport layer security (DTLS) pro-
tocol [14] is mainly used. The main challenge with this kind of setup is, despite
CoAP’s capability to operate in the presence of proxies, the ciphered CoAP mes-
sages using DTLS need to be terminated at the intermediate devices. That is,
using transport layer security like (D)TLS fails to address an end-to-end security,
which can expose the transmitted data to a range of attacks as the proxies will
have access to the data [7]. Besides the transport layer security, a similar issue
can happen when using a lower layer (such as IP security) key establishment
mechanisms [13]. To address the limitation imposed by the transport layer secu-
rity, IETF has standardized an application layer protocol called Object Security
for Constrained RESTful Environments (OSCORE) [8]. The protocol is designed
to be utilized in IoT-constrained contexts by utilizing CBOR object signing and
encryption (COSE) [15]. For the establishment of a security context, OSCORE
requires the use of a key exchange protocol. The last piece of the puzzle in pro-
tecting the CoAP messages through OSCORE is the EDHOC [9], a lightweight
authenticated key establishment protocol.

3.2 The Application Layer IoT Protocol Stack: CoAP, OSCORE
and EDHOC

CoAP, as an application layer protocol, primarily aims to provide a general web
protocol for the unique needs of resource hungry IoT devices to communicate
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efficiently despite their limited processing, storage, communication and energy.
CoAP targets to deliver a subgroup of REST that is similar to HTTP but opti-
mized for IoT applications. The protocol can serve to enable communication
concerning devices that are both resource constrained and operate in the same
network, between any general internet node and an IoT device, or among devices
with different IoT environments. The core features of CoAP, according to IETF
RFC 7252 [16], web protocols capable of meeting M2M needs in restricted envi-
ronments; UDP based communication that can support reliability; asynchronous
communication between the initiator and responder using the protocol; total
lower overhead regarding message header and computation; ability to a seamless
processing in proxy and caching enabled communication; and a stateless HTTP
mapping that enables the construction of proxies that provide consistent access
to different CoAP assets.

In serving as an alternative HTTP protocol for IoT devices, CoAP supports
different kinds of messages [16]. The first one is confirmable messages where the
underlying communication requires an acknowledgment. When this type is used,
each message generates precisely one acknowledgment for non-lost packets. The
reception of confirmable messages is confirmed by an acknowledgment message
although such messages don’t indicate success or failure of requests contained
in the confirmable messages. Other types of communication that don’t require
acknowledgment, such as frequent sensor reading, can use a message type called
non-confirmable messages. The final type of message is a reset message that is
used to specify a situation that requires additional context to fully handle the
received confirmable or non-confirmable messages.

Using proxies in communications involving IoT can enhance efficiency and
scalability. The CoAP itself acknowledges the utilization of these intermediate
results while assuming security through DTLS. The main challenge of using
transport layer security, however, is the requirement of the protocols to termi-
nate at the intermediate devices. This in turn brings a security problem as the
proxies can now have access to the sensitive information passing through them.
Especially in case of a malicious proxy or one that is controlled by an adver-
sary, a range of attacks from simple passive eavesdropping to modification and
deletion can happen [8].

A more secure and efficient mechanism to protect CoAP messages is to lever-
age an application layer protocol called OSCORE. The protocol is designed to
provide an end-to-end security between any communicating nodes despite the
presence of proxies. Moreover, it can be used by either UDP or TCP or even
with non-IP transport [8]. The main requirement for OSCORE security context
is that the Initiator and the responder need to exchange keys and other key-
ing materials in a secure fashion. Once such keys are exchanged and confirmed
by both ends, it uses an authenticated encryption together with CBOR object
signing and encryption.

As mentioned in the previous paragraph, OSCORE needs to establish a secu-
rity context that requires to generate cryptographic materials while exchanging
keys securely. One such protocol that is in the process of standardization by
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IETF is the EDHOC protocol. EDHOC is envisioned to operate in constrained
environments and serve to establish an OSCORE security context by reusing
COSE for cryptography, CBOR for encoding, and CoAP for communication [9].
The protocol is a family of SIGMA-I and provide a lightweight authenticated
key establishment between any two communicating devices. In doing so, EDHOC
claims to provide important security requirements such as identity protection,
perfect forward secrecy and cryptographic material negotiation. Moreover, the
protocol assists devices to authenticate through certificates or raw public keys.

3.3 The Protocol

The execution of EDHOC protocol is described as follows. The message flows in
the protocol are also shown in Fig. 4.

(1) Before the Initiator sends the first message, it selects the connection identifier
C I and method of authentication from [0 = (Signature Key, Signature key),
1 = (Signature Key, Static DH Key), 2 = (Static DH Key, Signature key),
3 = (Static DH Key, Static DH Key)] for (Initiator, Responder) respectively.
It also selects the correlation mechanisms provided by the transport path
and compute MR as 4∗Method+Corr. Next, it selects the list of preferred
cipher suites and assign it to SUITES I. It then generate the ECDHE
private and public keys, and compose Message 1 as {MR, SUITES I,
G X, C I, AD 1}, where it can optionally include associated data AD 1 for
external authorization.

(2) The Responder, receiving Message 2, first gets the Method and Corr using
Method = MR/4 and Corr = MR % 4, respectively. It then chooses a
connection identifier CR, generates the ECDHE private-public key pair,
and compute the ECDHE shared key G XY . Next it computes the tran-
script hash TH 2 to correlate the initial message with the connection iden-
tifiers and the Responder’s ephemeral public key, thereby protecting the sec-
ond message. The Responder then computes the symmetric encryption key
K 2 (derived from the shared secret established with the ephemeral Diffie-
Hellman exchange) to encrypt the ID CRED R, the signed CRED R and
TH 2 together with AD 2. It then sends Message 2 containing data 2 and
the ciphertext CT 2.

(3) The Initiator primarily computes the ECDHE shared key G XY to com-
pute the Pseudo Random Key PRK, which is then used to calculate the
key K 2 to decrypt the CT2 received from the Responder. It then checks
for the validity of TH 2 and if so, it computes the transaction hash TH 3
as H(H(TH 2, CT 2), data 2). Next, it computes the symmetric encryp-
tion key K 3 that is derived from the shared secret established with the
ephemeral Diffie-Hellman exchange. Subsequently, the Initiator uses this key
to encrypt the ID CRED I, the signed CRED I and TH 3 together with
AD 3 and assigns the cipher to CT 3. It then constructs Message 3 as
{data 3, CT 3} and send it to the Responder. This concludes the EDHOC
key exchange, where both Initiator and Responder agrees on a key that will
be used to protect the subsequent messages.
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method Types of authentication methods 
agreed by I and R, resp.

CRED_I, 
CRED_R

The credentials containing the public 
authentication keys of I and R, resp.

corr Correlation mechanisms. TH Transcript hash.
SUITES_I, 
SUITS_R

List of cipher suit algorithms 
supported by I and R, respectively.

ID_CRED_I, 
ID_CRED_R

The identifiers for the credentials CREDI
and CREDR, respectively.

X, Y The ECDH ephemeral private keys of 
the I and R, resp. K session key

G_X, G_Y The ECDH ephemeral public keys of 
the I and R, resp. PRK pseudorandom key

G_XY The ECDH session key AEAD(K;  , ) Authenticated Encryption with Additional 
Data using a key K

g The subgroup generator Sig(I; . ), 
Sig(R; . )

Digital signatures made with the private 
authentication key of I and R, resp.

AD Application C_I, C_R Connection identifiers for I and R, resp.

Initiator (I) Responder (R)

Fig. 4. EDHOC protocol

4 Experimental Analysis of the Bluetooth LE and
EDHOC Protocols

In this section, we describe the experiment we carried out in implementing both
Bluetooth LE and EDHOC protocols to securely exchange a key between tripar-
tite communication between the CGM, Controller, and Insulin Pump. Accord-
ingly, Fig. 5 and Fig. 6 show the block diagram and actual experimental setups
of the APS, respectively, and Table 1 shows the specification of the software
and hardware we used. In particular, there will be two sessions for each pro-
tocol between the three IoT devices. For instance, for EDHOC protocol, the
first session will be between the CGM (as Initiator) and Controller (as Respon-
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Fig. 5. Block diagram for the experimental environment

Fig. 6. Experimental environment setup

Table 1. Specification of the experimental environment.

Parts Specification

OS Linux kernel 5.10.17

Programming language Python 3.7

CPU type/speed ARM Cortex-A53 1.5 GHz

RAM size 1 GB

SD-card size 16 GB

Integrated Wi-Fi 2.4 GHz and 5 GHz

Bluetooth 4.2/BLE
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der) and between the Insulin Pump (as Responder) and the Controller (as Ini-
tiator). Once these setups for both protocols are established and each of the
Raspberry PI devices are installed with the EDHOC and Bluetooth LE pairing
algorithms, we measured the performance of each device concerning protocol exe-
cution latency, transmission cost, and total round-trip time as shown in Fig. 7.
In addition, Table 2 shows various cryptographic schemes used by each protocol.
The results from performance comparison depicts that the protocol execution
time and transmission cost for EDHOC is higher owing to the use of digital
signature. On the other hand, EDHOC improves the round-trip time by around
133%. Despite the significant difference in transmission cost and round-trip time,
the protocol execution time for both protocols is roughly similar.

Table 2. Comparison between Bluetooth LE and EDHOC

Cryptographic schemes Bluetooth LE EDHOC

Asymmetric encryption NO NO

Digital signature NO YES

HMAC/Hash YES YES

Symmetric encryption NO YES

Protocol Execution
Latency (millisecond)

Transmission Cost
(Bytes) *Total Roundtrip (/50)

Bluetooth LE 323.15 192 275
EDHOC 332.08 371 75

Performance comparison between Bluetooth LE 
and EDHOC 

Bluetooth LE EDHOC

Fig. 7. Performance comparison between Bluetooth LE and EDHOC.

5 Conclusion

In this paper, we have studied two essential protocols - the Bluetooth LE and
EDHOC. While the former is a well known protocol that has been used for
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over two decades. The latter, introduced in 2016 and in process of standard-
ization, is a promising lightweight authenticated key exchange protocol inten-
tionally designed for IoT. Despite their various differences, many medical IoT
devices use the Bluetooth LE protocol to transport sensitive medical informa-
tion. Consequently, we performed an experimental analysis to compare these
protocols concerning different performance metrics such as protocol execution
time, transmission cost, and total round-trip time. To do so, we implemented
both protocols in the Rasberry PI with specification shown in Table 1. As a
result, while the Bluetooth protocol showed better performance with regard to
transmission cost, the EDHOC protocol provided an improved round-trip time.
Regardless, both protocols showed a roughly similar execution time. As a future
work, we would like to further analyze how these two protocols can be com-
bined to bring a highly resilient key exchange scheme with a through analysis of
security in the implementation of APS.
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Abstract. With the increasing scope of distributed system collabora-
tion and the increasing number of participants, how to establish mutual
trust in the process of collaboration is an important basis to promote
the efficiency of collaboration. A feasible method is to abstract each
node of distributed system into network node of complex system to
study its interaction and cooperation behavior. Aiming at the problem of
trust transmission in the process of information exchange between com-
plex network nodes, this paper proposed a credible information fusion
method based on cascaded topology interactive traceability by abstrac-
tion of an information fusion and trust model on account of interac-
tive behavior. This method uses local interaction behavior of blockchain
traceability methods provide a credible witness local information interac-
tion, through the information credibility evaluation method in specified
cascade topology, from the two aspects of information centrality and
information similarity. Thus, the credible information fusion formula for
the interactive traceability of the domain topology would constructed.
At the same time, this paper discusses the typical problems encoun-
tered in the adaptive transformation of the existing operating system for
blockchain application. Constructive suggestions are put forward for the
phased development of combining blockchain with existing systems.

Keywords: Distributed system collaboration · Complex networks ·
Blockchain · Information fusion · Cascading topology · Credibility
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1 Introduction

Any system node existing in collaborative distributed system would received all
kinds of information from neighbor system nodes in real time, performed corre-
sponding treating processes, produced certain behaviors, and at the same time
broadcasted output messages to its neighbor system nodes. This process in which
each node measured the confidence of neighbor information to adopt and dissem-
inate it twice is essentially the disseminative process of data trust between each
system node according to the information fusion links. Therefore, there are two
main problems in the spread of trust in the network of collaborative distributed
system between disseminators. Which comes to the first is how to document the
behavior of information interactions so as to provide effective historical records
for the evaluation of information confidence. Secondly, the remaining main prob-
lem is how to assess the adoptions of information interactions content and how
to analyze and obtain comprehensive measurement on the complexity of the
network structure, the complexity of the nodes, the interaction between the
structure and the nodes, etc. In response to the first problem, blockchain - as
a distributed collaborative technology - can build data storage evidence that is
difficult to tamper with based on consensus. Accordingly, this evidence can pro-
vide reliable historical traceability information about the interactive behavior
occurred in networks and provide a credible basis for information dissemination
link analysis. For the second question, the influence of the dynamic link relation-
ship between nodes on the information dissemination can be used to character-
ize the degree of influence of the information exchange content dispersed on the
network. For this purpose, researchers developed the group degree centralization
and centralized modeling [1], the betweenness centrality measurement based on
the number of hops [2], SLPA algorithm based on K-shell decomposition [3],
network analysis model based on eigen-vector centrality fusion node data and
topology information [4], etc. Nodes similarity assessment and link analysis can
help discern the propagation paths from identification information and reduce
the risk of repeated acceptance. All these methods can be divided into similar-
ity evaluation based on local information, similarity evaluation based on global
information, and similarity evaluation based on random walk, such as cosine
similarity [5], local naive Bayes method [6], mutual information method[7], local
relative entropy method [8], Katz index [9], local path algorithm (LocalPath,
LP), maximum entropy random walk method (maximal entropy random walk,
MERW) [10] and similarity measures based on distance distribution.

2 Information Credibility Evaluation Method Based
on Cascading Topology

According to the analysis of actual network experimental data [11], in order to
balance calculation efficiency and data validity, the link hop count (Hopthreshold)
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of the neighborhood should make into a division of direct evaluation and
extended indirect evaluation. Therefore, based on our previous work, this paper
proposed an information credibility evaluation method based on cascading topol-
ogy. The credibility evaluation will integrate two aspects of information cen-
trality (ELocalT AXi

) and nodes similarity (SLocalT AXi
). Specifically, information

centrality reflects the importance of each node in the network and positively cor-
related with credibility. While nodes similarity reflects the degree of relevance to
the path of information dissemination by each node in the network and positively
related to the probability of information redundancy and repetition.

CLocalT AXi
=

γ1∗ELocalT AXi

γ2∗SLocalT AXi∑
j∈ΓX(t) CLocalT AXi

(1)

Taking any node AICE−X as an example, the cascading topology informa-
tion centrality evaluation ELocalT AXi

of neighboring nodes AICE−i in AICE−X

immediate neighborhood is defined as follows

ELocalT AXi
= α1 ∗ CDXi

+ α2CIXi
(2)

Among them, α1 sum α2 is the adjustment coefficient; CDXi
is the evalua-

tion value of the cascading information aggregation ability of a node AICE−i in
AICE−X immediate neighborhood and its associated expanded neighborhood.
CIXi

is used in order to evaluate the intimacy based on topology and inter-
action behavior, which only calculated the intimacy between each node in the
immediate neighborhood and the central node based on the topological relation-
ship and the interaction frequency per unit time.

CDXi
= CDNDRXi

∗ CDENIRXi
=

ki∑
u∈ΓX(t) ku

∗ μ
∑

kj (3)

CIXi
= β1CIT Xi

+ β2CII Xi
(4)

CIT Xi
=

ΓX (t) ∩ Γi (t)
{ΓX (t) ∪ Γi (t)} − 1

+ 1 (5)

CII Xi
=

1
fXi

− 1

fXi∑

n=1

tn−tn−1 (6)

CDNDRXi
is the normalized neighborhood degree centrality evaluation value of

one-hop neighbors AICE−i in AICE−X immediate neighborhood. CDENIRXi
is

the evaluation value of the extended degree centrality of the one-hop neighbor
node AICE−i in the cascade neighborhood, where AICE−j : (AICE−j , AICE−i) ∈
EICE , AICE−j �= AICE−X , and μ is used to adjust the influence of the extended
neighborhood degree centrality evaluation on the cascade evaluation. CIXi

is the
evaluation value of the intimacy between neighbor nodes AICE−i in AICE−X
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immediate neighborhood of any node, where CIT Xi
is the topological intimacy

of AICE−X and AICE−i, CII Xi
is the intimacy of the interaction frequency

between them. β1 and β2 is the adjustment coefficient. Γi (t) is the set of AICE−i

neighbor nodes at the moment t. fXi
is the total number of current information

exchanges between each other. tn is the nth information exchange. Taking any
node AICE−X as an example, the cascaded common neighbor similarity distri-
bution index of neighboring nodes AICE−i in AICE−X immediate neighborhood
is SLocalT AXi

. Topological similarity between nodes can be characterized by the
number of common neighbors of two nodes. Thus, the similarity distribution
index is the average of the topological similarities between nodes in the neigh-
borhood to characterize the comparability of the information transmitted by
the information exchange processes in the neighborhood. The average similarity
index of one-hop neighbor nodes AICE−i in the immediate neighborhood of the
node AICE−X is

(
SLocalT AXi

)

Hop1
=

∑
j∈ΓX(t),j �=i sij

∑
j∈AICE

�[(i,j)∈EICE ]
(7)

(
SLocalT AXi

)

Hop1
=

∑
j∈ΓX(t),j �=i |Γi (t) ∩ Γj (t)|
∑

j∈AICE
�[(i,j)∈EICE ]

(8)

After cascading the expanded neighborhood, the average similarity index set of
the expanded neighborhood of one-hop neighbor nodes AICE−i is

(
SLocalT AXi

)

Hop2
=

{(
SLocalT Aiw

)

Hop1

∣
∣
∣ w ∈ Γi (t) , w �= X

}
(9)

Then after normalization, the similarity distribution index of one-hop neighbor
nodes AICE−i in AICE−X immediate neighborhood is

SLocalT AXi
=

∑
w∈Γi(t),w �=X

(
SLocalT AXi

)

Hop1
∗ (

SLocalT AXi

)

Hop2∑
j∈ΓX(t) SLocalT AXj

(10)

3 Credible Information Fusion Method Based on
Cascaded Topology Interactive Traceability

In the processes of information interactions, the metadata information in the
processes of information transfer is abstracted into quad and be stored. When
observation information fusion is performed at each step, each node retrievals
and extracts topological interaction process data within the cascaded neighbor-
hood from the blockchain, and performs information fusion based on the method
described in Sect. 2. The schematic diagram of the specific process is shown in
the Fig. 1. The algorithm design is detailed below.
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Fig. 1. Schematic diagram of credible information fusion method based on cascaded
topology interactive traceability

3.1 A Blockchain-Based Approach of Recording and Tracing
Interaction Behavior

To evaluate the credibility of each node purely from topological structure and
interactive statistical analysis, it lacks the content-centric link impact analysis
in the processes of information interaction. At the same time, a large amount
of information interactions only relies on partial records, which is vulnerable to
network intrusion and malicious tampering, thereby reducing the credibility of
information fusion. The method of relying on blockchain as the sole record and
basis of information interactions can effectively solve the above prob-lems. In the
design of this paper, each source node and sink node participating in the inter-
action do not act as the consensus node of the blockchain, but only trigger the
execution of the deposit contract during the information interaction. The infor-
mation sink node would extract metadata of the interaction and package it for
storage. Therefore, according to the frequency of information interactions and
the amount of data in the actual application processes, the appropriate consen-
sus algorithm should be selected and construct the blockchain consensus layer.
Thence, in the process of information interaction, the information interaction
metadata IIM can be constructed and defined, including information source,
information sink, interaction time, and interaction content. Taking the interac-
tion content IX←n (t) from n to X at time t as an example, the information
interaction metadata is

IIMX←n (t) = n,X, t, IX←n (t) (11)

Taking a node AICE−X as an example, IX (t) is the total set of observation
information it holds at the moment t, M is the total dimensional set of the
current observation information, then there is

IX (t) = {IX Dm
(t) |m ∈ M} (12)

IX Dm
(t) = {IX←N (t) |N = {AICE−n|IX←n (t) ∈ IX Dm

(t)}} (13)
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When a node AICE−X performs observation information fusion, it uses its first-
order neighbor node and itself as the sink respectively, and jointly queries the
information exchange metadata stored on the chain to construct Set NhX (t)
- a cascaded neighborhood set of dimensional observation information, where
NhX Dm

(t) is the set of neighboring nodes to be evaluated of the dimension m
of AICE−X observation information at time t.

Set NhX (t) = {NhX Dm
(t) |m ∈ M} (14)

i ∈ (ΓXHop1 (t) ∪ ΓXHop2 (t)) ∀AICE−i ∈ NhX Dm
(t) (15)

3.2 Algorithm Design of Credible Information Fusion Method
Based on Cascaded Topology Interactive Traceability

This paper proposed a trusted information fusion method based on neighbor-
hood topology interactive traceability. In the processes of information sending
and receiving, source, sink, interaction time, interaction content and other infor-
mation are stored. When any node is in the process of information fusion, the
range of cascaded neighborhoods is determined according to the propagation
links of different interactive content, and the credibility of the information on
the cascading topology is evaluated. The evaluation results would be used as
the basis for acceptance from different links. (Flow chart of credible information
fusion method based on cascaded topology interactive traceability is visible in
the Fig. 2 respectively). After the trusted information fusion based on the neigh-
bor topology interaction traceability for the total set of observation information
IX (t) held by the node AICE−X at time t, the credible fusion information set
ICFX

(t) of the node AICE−X at the time t can be obtained, where ICF X Dm
(t)

is the traceability and credible fusion formula on neighborhood topology inter-
actions taking the mth dimension information individually.

ICFX
(t) = {ICF X Dm

(t) |m ∈ M} (16)

ICF XDm
(t) =

∑

i∈NhX Dm (t)

CLocalT AXi∑
u∈NhX Dm (t) CLocalT AXu

ICF i Dm
(t) (17)

4 Application Scenario and Existing Problems

The credible information fusion method based on neighborhood topology inter-
active traceability can be applied to complex collaborative scenarios such as
bee colony detection and cross-group multi-node collaboration. In the process of
cross-group multi-node cooperation, the mutual trust among nodes within each
group decreases, and the risk of node evil increases. Therefore, cross-group node
credit and node interaction can be traced based on blockchain. However, there
remains a certain separation between the process of consensus and information
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Fig. 2. Flow chart of node AICE−X observation information fusion at time t

Fig. 3. Abridged general view of certain separation in application.

exchange between nodes of complex network in the process of preservation and
traceability of blockchain described in the present paper. Under the condition
that consensus efficiency and traceability efficiency meet the demand of peak
frequency of information exchange, the two parties do not affect each other.
(Abridged general view of application scenario See Fig. 3) Rationality of the
Value Owners (RVO) and Value Centric Blockchains (VCBs) are defined based
on the standardization and summarize of Ren et al. [12], which key elements are
values and their ownership. VCBs’ principles are similar to the process rational-
ity characteristics of information interactions mentioned in this paper, including
the rationality of data holding and the rationality of data flow. For the sake of
facilitating the liquidity in networks, further researches are needed to take all
source and destination nodes as consensus nodes to realize in-depth integration
between topological structure and interaction characteristics of networks and the
fragment consensus of blockchain.
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5 Conclusion and Prospect

In order to enhance authentic collaboration in distributed system, this paper
proposed a credible information fusion method based on cascaded topology inter-
active traceability by abstraction of an information fusion and trust model on
account of interactive behavior. This method uses local interaction behavior
of blockchain traceability methods provide a credible witness local information
interaction, through the information credibility evaluation method in specified
cascade topology, from the two aspects of information centrality and informa-
tion similarity. Information interaction based on complex network is an effec-
tive means to study the behavior characteristics and evolution process of crowd
and community. Researches on multi-node information storage, integration and
transmission based on complex network can provide effective support for mobile
network load balancing, network behavior survey and anomaly detection, key
scope and target monitoring, etc.
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Abstract. This paper proposes a new framework that can semantically align the
two or more entities in cybersecurity-related Knowledge Graphs (KGs) using an
external resource. To do so, we identify four main principles that the external
resources must have and then use them to analyze various external resources. The
resource is used to find sentences that are needed to understand the usage context
of the entities. The entity alignment is performed by semantic embedding with
BERT. At this time, semantic embedding is defined as a vector that contains the
latent semantic features of the sentences only with similar usage context from
the external resource encoded with the language model BERT. To identify the
sentences with similar usage context, we first classify the informative entities
related to the target entities. Using the informative entities, we generate a set
of sentences that have used similar usage context. Finally, to predict semantic
relationships (equivalence) between the entities, we employ pre-trained BERT
with the set of sentences as input. To prove the superiority of the framework, we
perform the experiments to evaluate the accuracy of prediction of equivalence of
entities from the different KGs.

Keywords: Cybersecurity · Knowledge graph · Entity alignment · Semantic
embeddings

1 Introduction

From a data point of view, the key issue in cybersecurity is no longer the lack of available
data but the integration of heterogeneous data from multiple sources that are needed to
establish countermeasures [1]. In this light, it is essential to maintain the complex,
heterogeneous, and ever-changing cybersecurity-related data itself and the relationships
between them. In recent, knowledge graph (KG) proposed by Google has received great
attention from researchers as a method to represent cybersecurity-related data and the
relationships between them [2]. As a result, cybersecurity KGs such as SEPSES and
CyGraph have developed [3, 4]. These cybersecurity-relatedKGs arewell-crafted graphs
developed using knowledge gathered from several cybersecurity-related data sources. In
addition, these are time-dependent, i.e., graphs for a specific point in time. It is difficult
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to solve cyberattacks with only KG with a fixed point in time that cannot reflect these
changes because new cyberattack methods are constantly appearing, and attack patterns
are constantly changing. To solve the problem, many researchers are interested not in
developing new KGs that can respond to new attacks but in finding and integrating
relevant existing KGs called entity alignment (EA). At this time, the EA is defined as
identifying the semantic relationships of the entities, especially equivalence, to integrate
two or more KGs.

In recent, KG embedding, which projects the KGs into a low-dimensional space, has
been widely used in the EA [5]. Most KG embeddings for the EA are performed entirely
using only internal information of the KGs, regardless of whether it uses syntactic or
semantic information [6]. As a result, heterogeneity, one of the chronic problems of the
KGs, is inherited. In this paper, to avoid the heterogeneity issue, we propose a new EA
framework that utilizes semantic information outside the KGs rather than the internal
one. Since there are various external resources available for the EA, we first identified the
properties that that external resources should have to do the EA for the KGs. Based on
the properties, we select the best external resource for the EA. Next, the entity alignment
is performed by semantic embedding with BERT. At this time, semantic embedding is
defined as a vector that contains the latent semantic features of the sentences only with
similar usage context from the external resource encodedwith the languagemodelBERT.
To identify the sentences with similar usage context, we first classify the informative
entities related to the target entities. Using the informative entities, we generate a set of
sentences that have used similar usage context.

This paper is organized as follow. In Sect. 2, we identify the properties that the
external resource should have and used it to analyze the external resources. Section 3
expresses the overall framework we proposed and its details. Section 4 performs perfor-
mance evaluation with experiments. Section 5 reviews the related works of the EA and
language model. Finally, Sect. 6 presents the conclusions and further research.

2 Analysis of External Resources

As we determined the external resource, we pursued four main principles:

• Coverage: Generally, the KGs are developed domain specific. So, to perform the EA
on the KGs, domain knowledge of the KGs to be aligned is necessary. Moreover, to
align the KGs of all domains, the external sources must also cover all domains.

• Trustworthy: Even if the EA is performed between two KGs, if the information of the
external resource used for this is unreliable, biased, and unfair, no one will trust the
EA For the information to be reliable, it must also be possible to evaluate the expertise
of its producers [7].

• Completeness: The semantic information is extracted from the sentences in the exter-
nal resources. In order to extract accurate semantic information, these sentences must
be completely included to become the constituent elements of English sentences, such
as subject, predicate verb, object, or complement. It is very difficult to find sentences
with such a complete structure on SNS.

• Consistency: Regardless of the domains, the relationship between the entities in the
KGs should always be constant to some extent.
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Although there are several external resources, we select social media, web resources,
and research publications that have enough sentences with semantic information and are
publicly accessible via the Internet as candidate resources. Table 1 shows the results of
comparing the candidate resources based on the above properties.

Table 1. Comparison results of candidate sources

Coverage Trustworthy Completeness Consistency
Social media X X X
Web resources X 
Research Publica ons

: fully sa sfied, : par ally sa sfied, X: unsa sfied

Oneof the great features of socialmedia is that there are no restrictions on participants
and their posts. It means that anyone can become a user of social media and distribute any
posts, whether right or wrong or even fake news. In this light, social media has a fatal flaw
in trustworthiness. In addition, the social media posts contain lots of slang or emoticons,
and the structures of sentences may not be perfect, which leads to low completeness.
Web resource has a wide spectrum from blogs to news articles. Broadly, it can include
social media posts as well. News articles are highly trustworthy, and completeness, but
blogs are websites where someone regularly records their thoughts, experiences, or talks
about a subject [8]. This is because someone’s thoughts, experiences, or talks about a
subject have not gone through the process of evaluation or verification. Finally, research
publication is published across all disciplines even multidisciplinary and are written
by domain experts and rigorously evaluated by other experts. In this light, research
publications are the best option.

3 Overall Framework

The proposed EA framework is consisted of three parts such as Informative Entities
Selection Module (IESM), Usage Context Finding Module (UCFM), and BERT-based
Pre-training Module (BPM). The IESM receives the knowledge graphs related to cyber-
security as input. The overall framework consists of two modules as shown in Fig. 1.

3.1 Degree Centrality-Based Informative Entities Selection

Even though the same entities, their meaning and usage patternsmay differ depending on
the domain. For example, in mathematics, the function is defined as a binary relationship
between two sets that connect each element of the first set with exactly one element of the
second,whereas in engineering it is defined as a specific action that a system can perform.
It is impossible to perform the EA between two KGs unless their semantic differences
are clearly recognizable. One of the methods to recognize the semantic differences of
the entities is to understand their usage context in sentences or documents. At this time,
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Fig. 1. Overall framework of semantic embedding-based entity alignment

the usage context of the entities can be known by identifying the surrounding entities
used with the entities in the sentences or the documents.

In this light, to identify the usage context, it is necessary to find from the KGs a set
of entities (hereafter, neighbor entities) that can be used simultaneously with a specific
entity (hereafter, target entity) in the sentences or the documents. However, the KGs
contain a lot of dummy entities and literals with no information that doesn’t help at all
to understand the usage context of the target entities. It should be filtered out the dummy
entities and literals to understand the usage context appropriately. In order to select only
those entities that are highly relevant to the usage context of the target entity, we perform
filtering on the objects in the KGs like literal or entities. The filtering rules as simply
represented as follows.

Rule 1: IF is a literal
THEN Remove 

Rule 2: IF does not have property ‘rdfs:label’ 
OR  does not have property ‘rdf:type’ 

THEN Dummy entity 
where is an object in triple of entity .

Even though dummy entities and literals are filtered out by the rules, the KG has too
many non-informative entities that don’t help us understand the context of their use, i.e.,
the entities that are unlikely to appear in a sentence at the same time. To remove the non-
informative entities, we determine whether the role of the entities in the KG is concepts
or instances. To do so, we calculate degree centrality as a criterion for discrimination.
Generally, the degree centrality of the entities is calculated using their indegree and
outdegree [9], and the larger the indegree of them, the more likely they are the instance,
whereas the larger the outdegree, the more likely they are the concept. In the extreme,
the top-level concept of the KGs has an outdegree of 0, whereas a leaf instance with no
children has an indegree of 0. Based on the properties of the entities, we propose the
following degree centrality measure (c_i) as follows.

ci = λ · log
(
1 + deg+(ei)

deg−(ei)

)
, i = 1, . . . , n
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where ei is ith entity. deg+(ei) and deg−(ei) are the outdegree and indegree of ei,
respectively. λ is the scale coefficient.

Finally, by removing all entities that are judged to be instance-level entities, that is,
entities with ci is less than or equal to the threshold value τ, we only get the informative
entities in terms of the usage context of ei. A set of the informative entities in terms of
the usage context of ei

(
Iei

)
is defined as follows.

Iei = {· · · , iek , · · · }, k ≤ n

where iek is kth informative entity whose ck ≥ τ.

3.2 Spectral Clustering for Finding Usage Context of Entities

To understand the usage context of target entity (te), it is necessary to identify the sen-
tences using elements of I_(e_i) from the external resource (a.k.a. research publications).
Since the purpose of this paper is the EA of the KGs for cybersecurity, we have restricted
research publications to cybersecurity and cybersecurity-related domains. At this time,
the understanding of the usage context may be different depending on how many of
the elements of I_(e_i)are included in the sentences. It means that some sentences may
not need to understand the usage context. To remove the useless sentences, we perform
step-by-step sentence filtering as follows.

Step 1 Develop the Target Entity-Specific Sentence Base. Using the keyword search,
we collect N sentences that contain te and the elements of its informative entities
(Ite) from cybersecurity-related research publications and develop sentence base of the
te(sbte). At this time, N is arbitrarily determined. sbte is simply represented as follows.

sbte = {· · · , sl, · · · }, 1 < l ≤ N

where sl is lth sentence including te and the elements of Ite ({te, iek |∀i, ∃j} ⊂ sl).

Step 2 Identify a Set of Informative Sentences from sbte. If sentences in sbte contain
too few elements of Ite are likely to be too general, which is less likely to be related to te.
The sentences are too general or useless to understand the context of their use. Therefore,
it should be screened useless sentences in the sentence base. To do so, we determine the
number of elements of Ite that are contained in each sentence needed to understand the
context of its use. This paper proposes a method that can derive the number of elements,
not the mathematical model but the heuristic method named progressive matching. The
process of the progressive matching is described in detail in Fig. 2.
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total number of sentences in  
the number of elements in the sentences, 

Q: the subset of where 
R: a set of result values of the matching ratio

appropriate number of elements

for to do

R insert the value of 

endfor

do plot with ascending order of q on two-dimensional space
find elbow point 

for to do
if num (elements of in )
then 
else delete 

endif
endfor

Fig. 2. Algorithm of progressive matching

Finally, we get the set of the informative sentences S∗
i .

Step 3 Find Usage Context by Spectral Clustering. If arbitrary two sentences in S∗
i

contain too many elements of Ite in common, their usage context is likely similar, in
other words, redundant. This means that there is no problem in understanding the usage
context even though we remove all redundant sentences except one. By doing this, it
can also contribute to reducing the computational burden. In order to find the redundant
sentences to be removed, it first should be identified the groups of the sentences, which
share the usage context.We encoded sentences in a vector form based on term frequency.
Since, these encoded vectors are very high-dimensional and sparse, we perform spectral
clustering. The term frequency-based encoded vectors Vi from S∗

i for spectral clustering
is represented as follows.

Vi = {· · · , vl, · · · }

vl = [
f1, f2, · · · , fp, . . .

]
, fp = |{sl |∃l, tp ∈ sl}|

where vl is a vector to represent term frequency in a sl , tp is a pth term found in S∗
i .
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As a result, we get various clusters consisting of a set of sentences that share the
similar usage context. Finally, we randomly select one sentence from each cluster (here-
after the representative sentence) and, for the target entity, combine the representative
sentences of all clusters into one set.

3.3 BERT-Based Prediction Model Training

To predict the equivalence relationship between two entities, we generate a set of repre-
sentative sentences for each entity using the method described above. In addition, the set
of representative sentences must be encoded as a set of numeric values for training the
predictive model sentence by sentences. In natural language processing, the language
model is widely used to encode sentences. We perform embeddings for the set of rep-
resentative sentences using Bidirectional Encoder Representations from Transformers
(BERT), pre-trained via a large cross-domain corpus that has demonstrated excellent
performance in NLP tasks among various languages models. As a result, we get seman-
tic embedding matrix (SE) for each target entity. Semantic embedding matrix of a target
entity e_t(n × m) is defined as follows.

SEt = [· · · , se(t,r), · · ·
]T

, 1 ≤ r ≤ n

where se(t,r) is an embedded vector for rth representative sentence of et . n and m are
the number of representative sentences and the maximum length of the representative
sentence, respectively.

Using the matrix SEt and SEt′ , we execute a predictive model that can classify two
target entities as equivalence. As the prediction model, we adopt the neural network
model that is widely used for classification tasks. To do so, it must train the prediction
model in advance. For training the model, the semantic embedding matrix is must gen-
erate for all seed alignment entities, which are already identified as equivalence. At the
time, the label of the training data is 0 or 1 depending onwhether it is equivalent or not. In
addition, the prediction model uses the ReLU function as an activation function, which
has advantages of sparse activation as well as a low computational burden. Finally, we
identify the equivalence between two target entities based on the training model.

4 Performance Evaluation

We evaluate a superiority of the proposed framework, Semantic Embedding-based
Entity Alignment (SEEA), compared to the state-of-the-art knowledge graph embed-
ding methods based on experimental two datasets DBP-WD and DBP-YG, sampled
from DBpedia-Wikidata and DBpedia-YAGO, respectively [5].

4.1 Experimental Datasets and Settings

The experimental dataset DBP-YG is a sampling dataset that focuses only onRDF triples
related to the relationship between DBpedia and YAGO. Therefore, some entities only
have small number of triples, which leads to lack of information about those entities. In
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addition, there are someminor relationships that are not used at all by other entities. Since
the bias of these relations interferes with finding an appropriate level of sentence, we
remove entitieswith too few triples or excessivelyminor relations through preprocessing.
The preprocessing process is as follows. We draw a boxplot with the number of triples
containing a specific entity and eliminate the entities with the first and the fourth quartiles
of the data. The boxplots of the original datasets and the refined datasets are shown in
Fig. 3.

Fig. 3. Boxplots for comparison of the two datasets

The statistics of the original dataset and the refined set are shown in Table 2.

Table 2. Summary of the original and refined datasets

Statistics DBP YG

Original Refined Original Refined

Entities 100000 59244 100000 61289

Relations 287 264 32 29

Attributes 379 301 38 18

Relation triples 428952 24410 502563 264536

Attribute triples 451646 21700 118376 81774

RDF triples 880598 46110 620939 346310
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We need sentences that matches the entity of KG, but DBP-YG, which is used
as the existing experimental dataset, does not have enough data for getting semantic
embeddings for the experiment. We sample sentences that matches the entities of refined
DBP and YG. We sample 49838 sentences with the average number of words is 34.

4.2 Comparative Methods

We conduct two experiment to evaluate a superiority of the SEEA. Since the types and
the number of links containing in datasets are different, we should check whether the
results of semantic embeddings are dependent on datasets. Therefore, we first conduct an
experiment to prove SEEA can produce generalized performance for different datasets.
We generate five training datasets with different ratio of label 0 and 1. We train the
prediction model based on the pre-trained BERT model using the five different datasets
and evaluate each case based on the training loss and accuracy. The second experiment is
to compare the SEEAwith previous state-of-the-art entity alignment methods, MTransE
[10], JAPE [11], and AttrE [12]. We compare the three most representative models with
the SEEA with increasing number of test datasets.

4.3 Experimental Results and Evaluations

The result of the first experiment with different ratio of training data is illustrated in
Fig. 4 and Table 3. Figure 4 shows the training loss of the first experiment for each
training epoch. It shows that all models converge rapidly. Table 3 shows the accuracy
of the models and the details of the ratio of training datasets. It is clear all models show
high accuracy. It means that the SEEA produces generalized performance for different
datasets.

Fig. 4. Training loss for each epoch

The result of the second experiment, the comparison with other EAmodels, is shown
in Table 4. Table 4 show that SEEA outperform the other models, even better than other
models’ hits@5. This result is because SEEAcan catch latent semantic features in natural
language that other knowledge graph embedding methods cannot.
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Table 3. Accuracy for training data with different ratio

Training datasets Ratio (‘1’: ‘0’) DBP-YG

Hits@1

SEEA 1 15:85 95

SEEA 2 30:70 96

SEEA 3 50:50 97

SEEA 4 70:30 97

SEEA 5 85:15 98

Table 4. Comparison with other EA models

Features MTransE JAPE AttrE SEEA

Hits@1 Hits@5 Hits@1 Hits@5 Hits@1 Hits@5 Hits@1

Links-100 79 86 67 75 40.33 55.53 97

Links-150 80.67 88.67 66.67 82.67 45.33 71.33 92.66

Links-200 46.31 67.823 31.66 48.9 15.62 26.01 93

Links-250 74.8 82.8 58.67 70.33 38 52.4 92.8

Links-300 75.67 87.67 55.67 64.33 29 36 93.33

5 Related Works

5.1 Entity Alignment

Entity Alignment (EA) is the process of linking the entities which have same real-
world identity [13]. In the early stage of the EA research, entity alignment methods
using the heuristics such as data mining, database approach. Recently, knowledge graph
embedding-based EA methods receive much attention [6]. The embedding methods can
be divided into relation embedding and attribute embedding. The relation embedding
can be categorized as triple-based, path-based, and neighborhood-based embedding.
Triple-based embedding is a method capturing the local semantics of relation triple.
Path-based embedding is a method exploiting the long-term dependency of relations
spanning over relation paths. Neighborhood-based embedding is a method using sub-
graph structure constituted by relations between entities. The attribute embedding can be
categorized as attribute correlation embedding, and literal embedding. Attribute corre-
lation embedding is a method considering correlations among attributes. Literal embed-
ding is a method using literal values. Based on these multiple embedding methods, many
EA methods have been proposed. MTransE (2017) and BootEA (2018) proposed EA
method using triple-based embedding. IPTransE (2017) and RSN4EA (2019) proposed
EA method based on path-based embedding. MuGNN (2019) and AVR-GCN (2019)
used neighborhood-based for EA. There is research which used attribute embedding
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to refine relation embedding. KDCoE (2018) and AttrE (2019) used both triple-based
and literal embedding for EA. GMNN and RDGCN (2019) proposed EA method using
neighborhood-based embedding and literal embedding. JAPE (2017) and GCNAlign
(2018) used attribute correlation embedding to refine relation-based embedding.

5.2 Language Models

Language models (LMs) as the backbone of natural language processing (NLP) are
models that assign probabilities to sequences of words. They are widely used in speech
recognition, machine translation, and question answering, etc. Since the advent of the
Recurrent Neural Network in the 1980s, various LMs such as Long Short Term Mem-
ory networks (LSTM) (1997), feed-forward neural network language model (2003),
Pretrained Word Embeddings (2013), Global Vectors (Glove) (2014), Attention Mod-
els (2015), and Transformer (2017) have appeared. These models are divided into two
main categories: statistical language models and word embedding methods. The statis-
tical language model is a probability distribution over sequences of words. The models
perform training on counts of words and their sequences [14, 15]. However, the statis-
tical language models reveal a critical limitation in that they cannot predict sequences
that do not exist in the training data. To solve this problem, word embedding methods
that examine the semantic similarity between words have been proposed. In addition,
ELMo [16] generalized word embeddings to context-aware word embeddings that can
properly handle the word polysemy. Recently, Research tomake themachine understand
the characteristics of language from natural language and use the model directly are also
being actively conducted. The natural language understanding machine, represented by
BERT [17], learns a language from a vast amount of commonly crawled natural lan-
guage. Pre-trained natural language understanding machines perform various tasks such
as hate speech detection [18], sentiment analysis [19], and entity relation extraction [20]
through fine-tuning. These approaches proved their high performance by experiments.

6 Conclusion and Further Research

Todynamically address the newcyberattacks, different cybersecurity-relatedKGs should
be utilized simultaneously. To do so, we proposed a novel semantic embedding-based
entity alignment framework, which is for predicting equivalence relationships between
the entities from different KGs using semantic information from the external source.
First, the proposed framework selects neighbor entities based on the degree centrality.
Second, the representative sentences which best represents the target entity is discov-
ered by collecting sentence base from the external resource and finding usage context
by spectral clustering. Third, to find equivalence relationship between entities, repre-
sentative sentences are encoded by utilizing BERT and equivalence between entities is
predicted by neural network model.We proved the superiority of our framework through
experiments using real world KG datasets.

However, our framework has several limitations. Since vector representation does
not consider the structure of the KG and containing terms, the position of the entities
projected by language model may be biased. Also, in order to quickly respond to new
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types of cyberattacks, not only resources composed of formal sentences, but also noisy
and fragmented text resources should also be used. To overcome these limitations, we
will additionally use graph embedding methods which consider graph structures, and
utilize the language model which is more robust to short and noisy texts.

Acknowledgements. This research is supported by C2 integrating and interfacing technologies
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Abstract. With the rapid development of the Internet of Mobile Things
(IoMT) and countless mobile devices connected to the Internet, problems
of the IoMT computing paradigm, Mobile Cloud Computing (MCC)
and Mobile Edge Computing (MEC), have been aggravated in terms
of network congestion, high energy consumption, and huge investment
cost. Dispersed computing utilize geographically distribute computing
resources and the “code and data” strategy movement, reducing energy
and investment costs and improving the performance of IoMT applica-
tions. However, security problems raise as the “code and data” movement
among multiple devices. We analyze the security threats in IoMT dis-
persed computing and propose a secure dispersed computing scheme for
IoMT. The proposed scheme improves the availability, integrity, confi-
dentiality, and privacy of IoMT dispersed computing by a decentralized
service discovery and distribution model and a security domain-based
task offloading scheme. The experiment results prove the effectiveness of
the proposed scheme.

Keywords: Dispersed computing · Blockchain · Privacy

1 Introduction

The Internet of Mobile Things (IoMT), a subset of the Internet of Things,
focuses on connecting mobile devices, such as smartphones, vehicles, and wear-
able devices, to the Internet [21]. The interconnection and collaboration of IoMT
devices by the Internet will create a smarter world. According to a forecast, more
than 50 billion mobile devices will connect to the Internet by 2025 [3].

Effective computing paradigms are needed to serve such massive IoMT
devices. Nowadays, the computing paradigm of IoMT mainly includes Mobile
Cloud Computing (MCC) and Mobile Edge Computing (MEC) [5]. MCC uses
the cloud as a data storage and computing platform to provide global intercon-
nection of mobile devices. However, The massive traffic of MCC not only makes
the core network congested but also affects the real-time performance of mobile
applications. MEC offload IoMT applications to the edge server, alleviating the
network congestion and poor real-time performance. However, a large number
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of mobile edge servers need to be deployed to support a large number of mobile
devices, which leads to huge investment costs and energy consumption [9,10].

IoMT dispersed computing is a promising way to solve the above problems.
The basic idea of the dispersed computing paradigm is to realize the “code
and data” on-demand movement by designing new programmable protocols and
algorithms, enabling the securely and collectively execution of tasks on geo-
graphically dispersed, ubiquitous, and heterogeneous computing platforms [4,6].
These dispersed platforms include network elements, intelligent terminals, pro-
grammable sensors, and edge servers. In an IoMT dispersed computing scenario,
users can use “local” or “nearby” available computing resources to carry out the
application, significantly improving application and network performance while
reducing energy consumption and investment costs [10]. However, the security
of IoMT dispersed computing has not been studied in depth. The security of the
“code and data” movement needs to be guaranteed.

In this paper, we discuss the security issues of IoMT dispersed computing. In
response to these security issues, A secure dispersed computing scheme for the
internet of mobile things is proposed. The proposed method realizes a decen-
tralized service publication, discovery, and distribution mechanism through the
consortium blockchain, which improves the usability, integrity, and authentic-
ity of code movement. In addition, a computational offloading method based
on security domain division is proposed, which improves the security of data
movement by offloading tasks with different security risks to different security
domains. The main contributions of this article are as follows:

– We analyze the security issues involved in the movement of “code-data” in
the IoMT dispersed computing.

– We propose a decentralized service publication, discovery and distribution
scheme. The proposed method applies the consortium blockchain and IPFS
distributed file system to IoMT dispersed computing, ensuring the availability,
integrity and authenticity of the code publication, discovery and distribution
process.

– We propose a security domain-based computing offloading scheme. For dif-
ferent users, the proposed method group dispersed devices into different
domains. By scheduling IoMT tasks with different security risks to appreciate
security domain devices, the confidentiality and privacy of data transmission,
storage and processing are guaranteed.

The rest of the paper is organized as follows. The overview of related work is
presented in Sect. 2. The motivation and objectives of our work are described
in Sect. 3. A Secure Dispersed Computing Scheme for Internet of Mobile Things
is elaborated in Sect. 4. The results of experiment of the proposed scheme and
algorithm are discussed in Sect. 5. Finally, in Sect. 6, the conclusion of this work
are presented.
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2 Related Works

Although the security of internet of mobile things has been studied widely [17,18,
22,23], there is little research on the security of distributed computing, especially
in the scenario of mobile Internet of things.

The research of dispersed computing paradigm is mainly focused on architec-
ture and task scheduling. Schurgot et al. [20] describes the architecture of dis-
persed computing. The architecture consists of application layer, dispersed com-
puting layer and physical layer. The application layer consists of applications and
dispersed computing API for submitting tasks. The dispersed computing layer
consists of dispersed computing task-aware computation, programmable nodes
and network protocol stacks. Dispersed computing task-aware computing algo-
rithms share transfer task details, data flow details, performance boundaries, and
may even share job task graphs under the middleware “stack”. Programmable
nodes and protocol stacks provide NCP lists, overlay network abstractions, flow
performance details. The physical layer is various underlying networks.

Dispersed computing task scheduling mainly studies the task unloading prob-
lem of stream processing application modeled by Directed Acyclic Graph (DAG).
Different from edge computing offloading, task offloading in the dispersed com-
puting paradigm needs to jointly optimize computing offloading and network
scheduling. Yang et al. [25] study the problem of chained task scheduling in
dispersed computing networks. They propose a novel virtual queuing network
encoding the state of the network and a Max-Weight type scheduling policy
for the virtual queuing network. Rahimzadeh et al. [19] propose a scheduling
system framework, SPARCLE, for stream processing applications in dispersed
computing networks. The proposed method can complete the task assignment
and resource allocation of a stream processing application in polynomial time.
H. Wu et al. [7] proposed a dispersed computing offloading framework, formal
the offloading problem into a multi-objective optimization problem, and design
a bilateral matching algorithm to obtain the optimal task offloading strategy.

3 Motivation and Objectives

Figure 1 shows the IoMT dispersed computing paradigm [20,26]. The IoMT dis-
persed computing includes the IoMT service provider, dispersed task-aware com-
putation, and programmable nodes and protocol stacks. Its workflow is: (1) The
IoMT device sends a service request which contains the service identifier to the
dispersed task-aware computing module; (2) The dispersed task-aware comput-
ing module sends a request to the service discovery module; (3) The discovery
module returns the service to the dispersed task-aware computing module; (4)
The dispersed task-aware computing module calculates the task offloading plan,
and offloads tasks of the services and flow tables to the appropriate DCP; (5)
The IoMT device sends data to the first DCP.

Although dispersed computing improves the responsiveness, reliability, real-
time performance, and availability of IoMT applications through the “code and
data” strategy movement and “forwarding and computing hop-by-hop”, there
are the following security issues of IoMT dispersed computing.
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Fig. 1. IoMT dispersed computing paradigm

1. Availability of Service Discovery
In the IoMT scenario, the code of the application or service is usually not
stored in the resource-constrained IoT device but the cloud or the hosting
server of service providers. Moreover, service providers will provide a cen-
tralized service discovery mechanism. A simple way is to use this centralized
mechanism directly by the dispersed task-aware computing module. How-
ever, the inherent availability limitations of the centralized system, such as
single points of failure, network bandwidth and service capacity bottlenecks,
contradict the high availability promised by dispersed computing.

2. Integrity and Authenticity of Services Distribution
During the code distribution, the service code may be maliciously tampered
with or replaced. Running malicious code threats to not only user data but
also nodes themselves. In addition, the order of task execution may also be
maliciously tampered with, causing code to be executed in an unexpected
location and resulting in unavailability of services or leakage of user privacy.

3. Confidentiality of Data Transmission
Due to the limited computing resources and battery life of some IoMT devices
(such as smart bracelets, smart sensors, wireless headsets, etc.), it is hard to
deploy heavy encryption algorithms. Data is easily sniffed maliciously during
the transmission process between dispersed computing devices.

4. Privacy of Data Storage and Processing
User data needs to be stored and processed on some uncontrolled devices.
Storing unencrypted data on these devices will lead to a privacy leak. Even
data are encrypted, it also needs to be decrypted before or during processing,
which means there is still a problem of user privacy leakage if data needs to
be processed on uncontrolled devices.

According to the above analysis, there are many security problems in IoMT dis-
persed computing. In the “code and data” movement, the availability, integrity,
and authenticity of code publication, discovery, and distribution, as well as the
confidentiality and privacy of data transmission, storage, and processing need
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to be guaranteed. To the best of our knowledge, Existing researches on dis-
persed computing mainly focuses on architecture design and task scheduling
[7,15,19,24–26], and there are little researches on security solutions in the IoMT
dispersed computing scenario. Therefore, in this article, we propose a secure
dispersed computing scheme for the Internet of Mobile Things, which has the
following design objectives:

– Improve the availability, integrity and authenticity of service publication, dis-
covery and distribution in IoMT dispersed computing.

– Improve the confidentiality and privacy of data transmission, storage and
processing in IoMT dispersed computing.

4 Proposed Scheme

For the above two objectives, we propose a secure dispersed computing paradigm
for the Internet of Mobile Things in this section. The proposed scheme includes
a decentralized service publication and discovery scheme and a security domain-
based task offloading model. The first scheme improves the availability of ser-
vice publication and discovery by employing the consortium blockchain. Mean-
while, it also provides integrity and authenticity verification capabilities. The
second scheme groups dispersed nodes into the private, organization, and public
domains. By scheduling tasks with different security priorities to appropriate
domain nodes, the confidentiality, integrity, and privacy of data transmission,
storage, and processing are guaranteed as much as possible. We will describe the
detail of the proposed two scheme in Sects. 4.1 and 4.2.

4.1 A Decentralized Service Publication, Discovery and Distribution
Scheme

A decentralized service publication, discovery, and distribution scheme for IoMT
dispersed computing is described in this section. Blockchain has been used suc-
cessfully for many systems [1,8,11–14,16]. We argue that blockchain is a promis-
ing technology to realizes a high-availability service discovery and high-trust
code distribution of IoMT dispersed computing. The basic idea of the proposed
scheme is to use the blockchain to store the metadata of IoMT services and
to use the distributed file system to store service codes and models. IoMT ser-
vice providers jointly manage and maintain the consortium blockchain. The dis-
tributed file system uses IPFS, which is a media protocol based on blockchain and
uses distributed storage and content addressing technology [2]. IPFS address files
according to their content hash value. Service providers publish service metadata
to the blockchain and publish service codes to IPFS. Users initiate requests to
the blockchain to obtain service metadata and requests to IPFS to obtain ser-
vice codes. The proposed method improves the availability of service publication,
discovery, and distribution by a decentralized design.
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Fig. 2. A decentralized service publication and storage model

Service Publication. Figure 2 shows the proposed service publication model.
The IoMT services can be modeled as a Directed Acyclic Graph (DAG) in which
and the nodes represent the tasks and the edge represent the dependencies [15,
26]. This model indicates the number and the order of the tasks. Meanwhile, it
also makes the storage and verification of IoMT service stored in the blockchain
and IPFS simple.

Due to the limitation of block capacity, the consortium blockchain only stores
the service metadata. The metadata includes service identification (SID), task
identification (TID), task security priority (SP), task-dependency hash, code
hash, and digital signature of the service provider. SID is globally unique by a
Globally Unique Identifier (GUID) algorithm. All service providers in the con-
sortium blockchain use the same GUID algorithm. TID is the index of the topo-
logical sorting of tasks in a service. The metadata of each task is encapsulated
as a transaction and published to the consortium blockchain. The transaction is
published in the order of the topological sorting. The service provider first initi-
ates task transactions that have no forward dependencies. After all consortium
nodes reach a consensus on these tasks transactions, the service provider will
continue to initiate subsequent task transactions. Each task transaction points
to the transaction of the task it depends on through the hash pointer.

The service code is stored in IPFS, and the IPFS network is composed of
resource servers of various service providers. IPFS uses the hash value of the
file as the index of the file. The hash value of each task code is stored in the
metadata. The user can quickly read and obtain the service code through the
service metadata.

Service Discovery and Distribution. As shown in Fig. 3, the service publica-
tion and distribution system include consortium blockchain, IPFS, control layer,
and computing layer. The consortium blockchain is used to store the metadata
of services and the IPFS is responsible for storing service data and code. The
computing layer consists of dispersed computing devices called DCP. The control
layer includes a multiple dispersed computing controller (DCC) and a DCC that
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manages a set of DCP. The user device first initiates a request to a DCC. The
DCC receives the request and obtains the SID. Then, DCC initiates a service
discovery request to a consortium blockchain node. After receiving the request,
the consortium node gets the service ID from the request, queries all transactions
whose SID is equal to this ID, and verifies the hash pointer of each transaction.
After obtaining the metadata of all tasks, the consortium node will package this
metadata into a service metadata and return it to DCC. Then, DCC parses the
service metadata, obtains the hash value of all task codes, and then sends a
request to IPFS to obtain the task code. Finally, DCC offloads the service to a
suitable DCP for execution according to the scheduling strategy.

Availability, Integrity and Authenticity. First, the proposed method is
based on the consortium blockchain and IPFS, and adopts a completely decen-
tralized design, so that the system does not have a single point of failure. This
method greatly improves the availability of service publication and discovery. At
the same time, based on the IPFS decentralized storage system, service codes
can be stored on multiple resource servers. Even if some consortium nodes or
resource nodes fail, the service publication and discovery functions can still oper-
ate normally. Secondly, the metadata of the service is stored in the block of the
consortium blockchain as transactions of tasks. In addition, the integrity of the
dependencies of tasks in the service is protected by hash pointers between trans-
actions. Therefore, any attempt to tamper with service metadata must simul-
taneously modify the entire blockchain. The task code is stored in IPFS, and
the storage address is the code hash in the task metadata. The non-tampering
feature of the blockchain can ensure the integrity of the service metadata and
service code. Finally, the authenticity is guaranteed by the digital signature in
the task data metadata. After DCC receives the service metadata returned by
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the consortium node, it uses the public key of the service provider to check the
digital signature fields of all task metadata.

4.2 A Security Domain Division Based Computing Offloading
Scheme

Offloading data or computing to the arbitrary DCP has the risk of privacy
leakage. This section proposes a security domain-based computing offloading
method. As shown in Fig. 4, for a user, DCC divides the DCP in its manage-
ment domain into private domains, organizational domains, and public domains.
By scheduling tasks with different security priorities to appropriate security
domains, the confidentiality and privacy of data movement can be guaranteed.
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Fig. 4. Security domain diviosn based task offloading model

Security Domain Division. The geographically adjacent DCP are managed
by a DCC. A management domain include a DCC and certain DC. We use
MDj = DCCj ∪ {DCP j,i |1 ≤ i ≤ N} , 1 ≤ j ≤ M to represent the man-
agement domain j. U and O are used to represent user and organization set
respectively. For a user u, using UInfou = {UIDu, OIDu, PubKu, PubKo}
to represent, where UIDu is the user ID, OrgID is the user organization
ID, PubKu represents the user public key, and PubKo represents the user
organization public. For DCP j,i, its security group is represented by SGj,i =
{UIDSj,i, OIDSj,i, PubGj,i}. UIDSj,i = {(UIDu, Sigu) |u ∈ U} is the user ID
and array signature list of its owner, and OIDsj,i = {(OIDu, Sigo) |o ∈ O} is the
ID list of the organization of the user. PubGj,i is a Boolean value that indicates
whether the device is a public device.

A non-injective and non-surjective function dividing : (j, u) → SDP j,u is
used to represent the security domain division problem of the user u in the man-
agement domain j. The SDP j,u =

{
PriDj,u, OrgDj,u, PubDj,u

}
represents the
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security domain of the user u in the management domain j. The PriDj,u =
{DCP j,i |1 ≤ i ≤ N, 1 ≤ j ≤ M } represents the private domain of the user u
in the management domain j. The OrgDj,u = {DCP j,i |1 ≤ i ≤ N, 1 ≤ j ≤ M}
represents the organizational domain of the user u in the management domain j.
And the PubDj,u = {DCP j,i |1 ≤ i ≤ N, 1 ≤ j ≤ M}, PubGj,i = True} repre-
sents the public domain of the user u in the management domain j. The solution
of the function dividing needs to satisfy the constraints of formulas (1) and (2),
where Sigu ∈ UIDSj,i, {UIDu, OIDu, PubKu, PubKo} ⊂ UInfou; PubKe and
PubKN are the public exponent and modulus from the public key; Pad is the
padding function; and Hash is the hashing function.

Sigu
PubKe

u = Pad(Hash(UIDu))(mod PubKN
u ) (1)

Sigo
PubKe

o = Pad(Hash(OIDu))(mod PubKN
o ) (2)

The solution process of the function dividing is shown in Algorithm 1.

Algorithm 1: Security Domain Division
Input: UInfou, MDj , SGj,i

Output: SDP j,u

1 PriDj,u, OrgDj,u, PubDj,u = [ ] ;

2 for DCP j,i in MDj do
3 if UIDSj,i == UInfou and the equation (1) holds then
4 Append DCP j,i to PriDj,u;
5 end
6 else if OIDSj,i== OInfou and the equation (1) holds then
7 Append DCP j,i to OrgDj,u;

8 end
9 else

10 Append DCP j,i to PubDj,u ;
11 end

12 end
13 SDP j,u = PriDj,u ∪ OrgDj,u ∪ PubDj,u ;

14 return SDP j,u

Task Offloading. By scheduling tasks with different security risks to
appropriate DCC, the security of data movement can be improved. For
a user u, the IoMT service needed to offload is denoted as Su =
(Tasku, SPu). Task = {tasku,k| 1 ≤ k ≤ K} is a set of tasks. SPu =
{SPu,k|1 ≤ k ≤ K,SPu,k ∈ h,m, l} represents the task security risk, where
h,m,l represents the high, medium, and low security risks of task tasku,k,
respectively. We use resType = (cpu,memory, netband) to represent the
resource type. The resource capacity currently available for DRj,i =
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{
DCP type

j,i | type ∈ resType
}
. The resource cost of task tasku,k is modeled as

TRu,k =
{
trtypeu,k |ype ∈ resType

}
.

A non-injective and non-surjective function offloading : (j, u) →
{DCPu,k

j,i |1 ≤ i ≤ N, 1 ≤ j ≤ M, 1 ≤ k ≤ K} is used to represent the offloading
problem of service Su in management domain j. DCPu,k

j,i means to offload task
tasku,k to DCP j,i. The solution of the function dividing needs to satisfy the
constraints of formulas (3) and (4).

DCPu,k
j,i ∈

⎧
⎨

⎩

PriDj,u, if SPu,k = h
PriDj,u ∪ OrgDj,u, if SPu,k = m

MDj , if SPu,k = l
(3)

∑

m∈dcpTasksi

TRu,k < DRu,k,∀ i ∈ V (4)

The solution process of the function offloading is shown in Algorithm 2.

Confidentiality, Integrity and Privacy. The proposed method offloads tasks
with different security risks to devices in different security domains near the user.
Tasks with high security risks are offloaded to the user’s private device, which
ensures the confidentiality and privacy of data storage and data processing.

5 Evaluation

we implement proposed algorithms with Python and evaluate the time consump-
tion of the algorithms. The performance parameter of our experiment server is
shown in Table 1.

Fig. 5. The time-consuming of the proposed security domain division and computing
offloading algorithm

IoMT devices will move across multiple DCC management domains. When
an IoMT device requests a DCC to serve, the DCC should quickly calculate
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Algorithm 2: Task Offloading
Input: SDP j,u, Su

Output:
{
DCP type

j,i

}

1 result = [ ] ;
2 for tasku,k in Su do
3 if SPu,k == h then
4 for DCP j,i in PriDj,u do
5 if the formula (4) holds then

6 Append DCPu,k
j,i to result;

7 break;

8 end

9 end

10 end
11 else if SPu,k == m then
12 for DCP j,i in OrgDj,u ∪ OrgDj,u do
13 if the formula (4) holds then

14 Append DCPu,k
j,i to result;

15 break;

16 end

17 end

18 end
19 else
20 for DCP j,i in PubDj,u ∪ OrgDj,u do
21 if the formula (4) holds then

22 Append DCPu,k
j,i to result;

23 break;

24 end

25 end

26 end

27 end
28 return result

the security domain and task offloading schedule. It means that the proposed
security domain division and task offloading algorithm need to complete the
calculation in a short time. We implement the proposed algorithm in Python
and evaluate its time-consuming.

The time-consuming of the proposed security domain division algorithm is
shown in Fig. 5 (a). When the number of DCC devices is 50, completing the

Table 1. Configuration of the edge server

Platform CPU Cores Memory Storage

ST558 X-Gene 4210 20 64GB 12T
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division takes 29 ms. When the number of DCC devices increases to 300, the
division takes 164 ms. When the number of DCC devices reaches 500, it takes
290 ms. The experimental results show that the time consuming of the proposed
security domain division algorithm increases linearly with the increase of DCC,
and has good real-time performance and expansibility.

The time-consuming of the proposed task offloading algorithm is shown in
Fig. 5 (b). In this experiment, we set the number of DCC to 500 and measure
the time consumption of the algorithms under different tasks numbers. When
the number of tasks is 1000, the algorithm takes about 7 ms to determine an
offloading plan. When the number of tasks reaches 5000, it took 114 ms. When
the number of tasks is 10000, calculating the offloading scheme takes 382 ms.
The results show that the proposed task offloading algorithm can calculate a
task offloading scheme in a short time.

6 Conclusion

In this paper, we discuss the security problems in IoMT dispersed computing
paradigm and propose a secure dispersed computing scheme for the Internet of
Mobile Things. The proposed scheme realizes a decentralized service publication,
discovery, and distribution mechanism by employing consortium blockchain,
which improves the availability and integrity of service discovery and distri-
bution of dispersed computing systems. Moreover, we also propose a security
domain division-based task offloading scheme. By offloading tasks with different
security risks to devices in the different security domains, it can protect the con-
fidentiality and privacy of user data as much as possible. Finally, we design a
series of experiments to evaluate the proposed scheme. The experiment results
prove the effectiveness of our scheme.
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Abstract. In the paper cybersecurity of Industrial Internet of Things (IIoT) is
compared with SCADA-based Industrial Control Systems (ICS), that leverage
Purdue Enterprise Reference Architecture (PERA) 5-leveled model for network
segmentation. The main difference of SCADA-based ICS and IIoT systems is an
openness of control, process and physical layers – in SCADA-based ICS every
“thing” secured physically, that is called safety, while in IIoT-based systems both
safety and security – that is called cybersecurity – must be provided. Then authors
provide a typical IIoT architecture, where communication between nodes of Inter-
net of Things (IoT) field is coming through an Zero-Trusted environment like the
Internet is. This architecture needs new approache or approaches for securing com-
munications. The paper is aimed to show that anonymity systems and anonymity
theory could help with this cybersecurity challenge. Based on the anonymity
degree measuring a path sustainability entropy mearing between two arbitrary
nodes is proposed. For providing cybersecurity sustainability of production work-
flows on such architecture a necessary condition is described in a theorem. In the
end of the paper this necessity criteria theorem is proven.

Keywords: Cybersecurity · Industrial Internet of Things · Sustainability ·
Industry 4.0 · Cyber-physical systems

1 Introduction

4th Industrial Revolution has come a more then 10 years ago, but its appliance in real-
world industrial processes is not going so fast like in papers. But some bright minds are
trying to implement the 5th Industrial Revolution, which means not only information
technologies are applied on the local areas, but also on geographically distributed areas
[1].

This industrial challenge could be gained due to new technologies like 5G networks
for communications, 3D-printers for local production, Cloud computing for resources
sharing etc. [2]. These technologies are evolving and most of smart applies will lever-
age them as a backbone. But this also means any smart device, e.g. that operates on
Smart Cities, will be connected globally on the Internet becoming an attackers’ point
of intrusion. Some new systems leverage such technologies like Digital Twin [3], WSN
networks [4], VANETs [5] etc.
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For such architecture and communications shifts could be free, thus, new cyberse-
curity challenges are arising. In the paper we assume that typical SCADA-based ICS
system is built upon Purdue model of control (SP-99), the model which implements
Defense-in-Depth strategy via network segmentation. Such approach is widely used for
securing ICS on local area, in other words, perimeter-based network security, but it does
not work when devices are available globally [6].

In the 2nd sectionwe actualizing a problem of providing sustainable communications
for Industrial Internet of Things (IIoT). Only main threat of destructing availability of
routes between two arbitrary nodes is considered on the next, 3rd section as the most
critical for industrial systems. For mitigating this threat, we introducing some definitions
and formulas for calculating entropy of routes sustainability (one path contains multiple
routes). The 4th section contains a theorem that must be satisfied if system wants to
remain sustainable on the network area.

2 Problem

2.1 Providing Cybersecurity on the IIoT Field

Cyber-physical systems (CPS) mainly differs from information systems (IT) by a sen-
sitivity of data availability threats. That means that if in some business-area network a
packet is lost or is delayed, there is no physical impact on people wellness or physical
state of some systems like autopilot car, accessor in the device field of Industrial Control
System (ICS) etc. But leading threats to attacks in an ICS network could cause physical
threats that will break some workflows and bring disasters, e.g. water will come out of a
reservoir as some sensor will not send signal on time or turbine in hydroelectric power
station will not stop so the dam will be damaged for some reason [7]. Figure 1 shows
typical tiered architecture for SCADA-based ICS.

But these types of threats were actual for any system that uses ICS or SCADA-based
solutions. The main threat for such architecture is a physical access and the main type
of intruder is an internal one. That was called “physical security” that is aimed to secure
Operation Technologies (OT), but not IT. But what change since that communications
scheme? A main reason is covered under 4th Industrial Revolution (sometimes called
Industry 4.0). SCADA-based systems are changing toward Industrial Internet of Things
(IIoT) solutions with the usage of more and more IT systems for data analytics. Figure 2
briefly illustrates the solution architecture developed by Industrial Internet Consortium
(IIC) [8].

In the paper we consider an IIoT architecture, that could be used for moving towards
Industry 5.0 systems. Key distinction comparing with Industry 4.0 systems that main
network communications are going on the Internet or some global networks, that could
connect to distributed production field like IoTdevices, small factories, autopilot cars and
other participants of supply chain network. Figure 3 briefly illustrates our considered IIoT
architecture. We consider IIoT network as a graph of devices that could communicate
with each other for some routes. The network architecture mainly leverages peer-to-peer
communications (p2p). Some authors also propose architecture for IoT-based systems
in appliance, for example, in Water management [9].
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Fig. 1. Typical SCADA/DCS architecture

Fig. 2. IIC reference architecture

When the Internet becomes a backbone network for OT communications, the internal
intruder is not so critical like external. Actually, there will be no difference between
internal and external intruders, as all traffic and devices (i.e. nodes and edges of the
network graph) will be gained from the global network.

So, for such critical infrastructure CPS systems that leverage IIoT, we need some new
communication scheme that will guarantee with a probability that the packet between
two devices on IIoT field will be delivered. After that we just need to set acceptable value
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Fig. 3. IIoT considered architecture to be secured

of that probability for a particular system. New security methods is an actual research
direction which is shown by the number of related works on it [5, 10, 11].

2.2 Main Threat of the IIoT

A cybersecurity state of the system, which critical parts are available from the global,
will be highly defined by the information that is available for an intruder about network
participants [12].

For any CPS systems like IIoT the most critical threat is accessibility violation of
nodes and edges. To simplify the narration,we consider only nodes accessibility violation
as the main attach vector of intruders. In CPS SCADA-based systems there where two
approaches for providing availability:

1. Full reservation of field devices (PLCs, sensors, actuator) and network buses.
2. Reservation of global network communications on physical level. In case of the

Internet, at least two different ISPs should be chosen to connect factory to the net-
work. To highly secure channel and hide data between remote fields VPN tunnels
are always used on the top of the Internet connection.

In case of the IIoT there is an ability of building MESH-network with p2p-
communications. The p2p architecture itself brings the ability of path reservations
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through multiple available routes between nodes. The number of routes depends on
number of nodes in the network and number of channels between them. Let’s call a
packet path or simply path between node X and Y a number of routes that could deliver
packet between the nodes. A path consists of one or more routes.

In the p2p network topology path availability is harder to break, but it’s also depends
on how much information about the system intruder knows. Such circumstance prompts
us to take a look on anonymity networks. The main one which theory we could use is
I2P network with garlic routing inside.

For measuring a quantity of information and probability of packet delivery let’s
use anonymity theory which tries to measure anonymity degree of each node in the
network regarding compromised nodes. Let’s consider anonymity theory from authors
that propose methods for measuring it based on entropy [13–16].

3 Proposed Method

Generally, let G be the system that consists of N nodes vi: G = {v1, . . . , vN }. In the
system there must be compromised nodes. A node could be compromised through the on
of multiple attack vectors. The node could be used by an intruder for realization of one of
the threats like reconnaissance, traffic spoofing etc. These network threats are described
well in the ENISA baseline security recommendations [17]. For the sake of brevity, we
will understand by compromised nodes that nodes which breaks the availability of the
route, i.e. the main threat that could be on the IIoT field.

The main purpose of choosing a particular route on patch between nodes X and Y is
to maximize a probability of its delivery. The probability of packet delivery is defined
by path sustainability.

Definition 1. Path from node X to node Y is called sustainable if probability of packet
delivery from X to Y through the any of its routes tends to 1.

Themaximum entropy of the sustainable path isHmax, and entropy of the path, where
compromised nodes present is H (V ).

In an initial time of path is created or when there are no compromised nodes the
maximum entropy with N nodes is equal to:

Hmax = log2(N ) (1)

Generally, the entropy of the system, where compromised nodes present, is equal to
the next formula:

H (V ) =
∑N

i=1
pilog2(pi), (2)

where pi is a probability of packet forwarding through a node vi, {vi ∈ G}. A quantity
of the information the intruder is operating could be defined as the Hmax − H (V ).
According to [4], degree of anonymity for an anonymity set which does not contain
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compromised nodes, that are controlled by the intruder, is equal to the ratio of entropy
about the system at the moment of compromise and maximum entropy:

d = 1 − Hmax − H (V )

Hmax
= H (V )

Hmax
(3)

If d = 0, then the sender could be identified with probability 1. If d = 1, then all of
the N nodes in the system could be senders with the equal probability (pi = 1

N ).
In case of the anonymity degree calculation authors evaluate a probability, an attacker

could definitely identify an originator of the message. If we apply this on the IIoT on
a proposed architecture, if the intruder knows, which node can forward message to the
compromised node that is under the intruder’s control, then the intruder could violate the
availability of the route, and, thus, decrease the probability of packet delivery. In worst
case the intruder could block the path entirely.

Thus, for evaluating a path sustainability the intruder potential must be evaluated,
i.e. how much information the intruder has to identify all of the nodes on paths, which
availability should be violated to tend probability of packet delivery to zero.

Let’s consider the example on the Fig. 4. The probability of packet delivery from a
node X to a node Y path while sending through the only route is 0.5, as the half of the
routes are compromised. However, if the X node will send packet through at least three
routes or more ≥3, packet delivery tends to 1 as even one of three routes will go through
uncompromised nodes. Thus, in the example the delivery of the packet is ensured via
reservation of routes in a path.

Fig. 4. Example of the subgraph with two compromised nodes

Let’s define some notions.
Let S be a path from the node X to the node Y, and sk ∈ S – probable routes of the

path from the node X to the node Y through the nodes vi. Nodes that are on the path S
are defined as: vsk ∈ S.

Let C be the number of the compromised nodes v′
j: G

′ = {
v′
1, . . . , v

′
C

}
,C ≤ N .

Nodes, that are compromised by the attacker, must be excluded from paths. The size of
the available nodes for path building is defined as K = N − C.
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Definition 2. The set of routes of the path S called sustainable, if there are no
compromised nodes.

Let pij be the probability of sending packet from node vsi to the node v
′
j (Fig. 5), i.e.

probability of sending packet from uncompromised node to compromised.

Fig. 5. Probability of sending packet from the node vsi to the node v
′
j

Thus,
∑f ′(i)

j=0 pij/f (i) is a full probability of sending packet from the node vi any to
any of its compromised successors v′

j, where f (i) is a number of total outgoing com-
munications from the node vi and f ′(i) – number of outgoing communications from the
node vi to connected compromised nodes (Fig. 6). Here we assume that probability of
forwarding packet to any successor is equally likely event.

Fig. 6. Packet probability forwarding to the one of the compromised nodes v′j

Thus, the probability that the node vski will forward message to the legitimate, not
compromised node, equals to:

pski = 1 −
∑f ′(i)

j=0
pij/f (i) (4)

Thus, for the whole of the route sk probability of building route only through
legitimate nodes equals to:

psk = 1

Nk
×

∑Nk

i=0
pski , (5)
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Fig. 7. Packet route through legitimate nodes

whereNk – number of nodes k in a path. Herewe assume that a probability of sending
packet via compromised node from each node vski is equally likely events (Fig. 7).

Thus, for the path S, which contains of K routes sk , probability equals to:

pS = 1

K
×

∑K

i=0
psk (6)

Figure 8 illustrates an example of two sustainable routes sk and s′k .
Entropy of the path S, where we are trying to chose sustainable route sk , then equals

to the next formula:

H (S) = −
∑K

i=0

(
psi log2psi

)
(7)

For the sake of brevity let S be the full-connected graph. This assumption allows
us to not consider cases, when compromised nodes are terminal nodes in a route. The
assumption could be mitigated by entering node weights, that notifies about node criti-
cality. As we said in Sect. 2, for increasing probability of packet delivery by the path S
from the node X to the node Y , several routes must be used simultaneously by the sender
of the packet. Moreover, the count of routes should depend on the count of compromised
nodes in the system (in case of fully-connected graph) and in the path (in other cases).
In Sect. 5 we give some thoughts about this for further researches.

4 A Necessary Criterion for IIoT Sustainable Workflow

As was said earlier, a packet to be delivered through the path S from the node X to the
node Y , it must havemore than one route. This is what is called reservation or duplication
of the routes. All of the routes must be built such way that if one node is compromised on
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Fig. 8. Example of two sustainable routes sk and s′k

the first route the second route must remain sustainable. In other node, one compromised
node must not be in both built routes. Let’s define H

(
SS ′) as an entropy of selecting to

routes of the path S.
A theorem must be satisfied for providing path S sustainability.

Theorem 1. Sustainability entropy of path S of selecting sustainable routes sk and sk ′ of
probability scheme of K routes must satisfy the requirement: entropyH (S ′) of selecting
sustainable sk ′ while having entropy H (S) of selecting sk are mutually independent, i.e.
H (S) + HS

(
S ′) = H (S) + H

(
S ′).

Proof. Let a route si contain n nodes: vi,[1..n] ∈ si. Let a route sj contain m nodes:
vj,[1..n] ∈ sj.

Compromising a route means that the intruder has put some node v under control.
If v ∈ si and v ∈ sj, then compromising paths si depends on compromising sj and vice
versa. Let’s call these events as A and B accordingly. Thus, if availability of route si is
violated then availability of route sj is violated too. Then H

(
SS ′) = H (S) + HS

(
S ′). If
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it’s true for all of the node ∀v ∈ sk , k = {i, j}, then H
(
SS ′) = H

(
S ′). Thus, there will

not be sustainable routes, thus, path is not sustainable.

5 Discussion

In the research there is no conjunction of a number of routes in the path, that should
be created to make path reservation and increase probability of packet delivery, and a
number of compromised nodes that are on the network. As for the anonymity degree
measuring in [13–16] there are some statistics and dependency between compromised
nodes and number of nodes in the system for providing a certain level of anonymity.
Our further researches are aimed to get that dependency between number of routes and
number of compromised nodes in a path.

Also, there are great abilities that I2P network and Stop-and-Go mixes provide:

• temporary paths that are flushed by the time expiration;
• packet buffering (garlic cloves) until created message (garlic) with packet could not
be defined by the attacker because of the fixed size;

• answering packet is delivered via different route comparing to received packet.

The impact of such technics on the IIoT network is also under research. But they
definitely brings more uncertainty for the attacker and should be leveraged by the system
and took into account when calculating sustainability of the path.

Also authors could consider some authentication schemes like proposed by Anada
[18]. Authentications between IoT devices could also be done via blockchain-based
solutions [19].

6 Conclusion

In this paper we proposed our thoughts about near future of production systems and
tried to describe new scheme for communication in production systems. It’s obvious
that a lot of technological processes are stagnating because of disability of applying
new IT technologies with their operation technologies (OT). Most of “new generation”
factories and Industrial Control Systems (ICS) we deal with are trying to imply new IT
technologies on the field, e.g. trying to install servers on local network and apply some
new data gatherings and analytics. It’s not what Industry 4.0 is supposing to be. But such
simplified implementations are consequences of cybersecurity outcomes.

Acknowledgement. The reported study was funded by RussianMinistry of Science (information
security), project number 20/2020.
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Abstract. Blockchain is a chain of blocks that are linked to each other
via the Hash of the previous block. Digitalized Education sector has a
lot of benefits for the student like providing one to one learning expe-
rience, flexibility in learning, etc. The Future Scope of the Education
sector is vast, and new technology will be invented in the future for stu-
dent’s benefit. But at the same time, Education Sector has been affected
a lot due to digitalization. Security of data, the privacy of students, and
working digitally are few challenges faced by the education sector. Edu-
cation Sector has a pool of sensitive information for which hackers are
looking. As sensitive information is stored in the traditional system they
are considered to be less secure than Blockchain Technology. Forgery
of a certificate, Grading assignments digitally becomes difficult, Copy-
right content is used for teaching students digitally, etc. are few common
problems faced by the Education sector in the digital environment. Tra-
ditional systems are not capable of handling these problems as they are
vulnerable to various security attacks. So, This research paper focuses on
these issues and has contributed a theoretical Blockchain model to solve
this problem. In this model, Verification of Accreditation and Certificate
helps in solving forgery problems using smart contracts and digital sig-
natures, which makes the work easy for recruiters to verify the certificate
received from an accredited institution. Auto grading assignments make
use of external AI-ML natural language processing model and smart con-
tract to grade assignments automatically. The copyright checking model
makes use of public blockchain for checking the copyrighted material
and helps to monetize the copyrighted content used and then permits
the rights to publish it in a private blockchain. These blockchain-based
models will help in solving these issues.
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1 Introduction

Education Sectors have changed a lot due to Digitalization. The Digital Edu-
cation sector has lots of advantages like students can experience one to one
learning, practice self-learning skills by using this technology, and get an oppor-
tunity to study from any place that is convenient to them which brings flexibility.
The education sector has a lot of sensitive data like personal information, birth
certificates, and graduation Certificate, etc. will is important to protect and
this cannot be achieved by the traditional system in the digital era. As tradi-
tional systems are highly vulnerable as new attacks are increasing day by day.
Digitalized education also faces a lot of challenges like Data storage, forgery of
Graduation certificates, Copyright material is used by other faculty for teaching
purposes, and Grading the Digital Assessment, etc. The traditional Education
system uses the database, hard drive, and local server which are less secure for
storing the digital data [1,7,37]. During any disaster, if data is stored on a hard
drive is corrupted, then it becomes impossible to recover data, if the network or
server is compromised by an unauthorized person then confidentiality, integrity,
and availability of data are lost. So, in this way it becomes a difficult for Tra-
ditional education Systems become difficult to sustain in Digitalized Education
sector. Cloud storage provides a good option for storing digital data but at the
same time, the cost of cloud storage is high, most small education institutions
cannot afford it.

The Blockchain is a chain of block and new block keeps on adding once they
are validated by miner nodes in the peer-to-peer network. Block contains data,
hash, a hash of the previous block, and timestamp. Each block is cryptographi-
cally encrypted by RSA/ECC cryptography which ensures the security of a block.
In a blockchain network, each node in the peer-to-peer network holds an exact
copy of the distributed ledger [11]. Blockchain is nowadays used in healthcare,
supply chain management, NFT marketplaces, and Cryptocurrency exchange,
etc. Blockchain technology can also be used to solve various ongoing prob-
lems in the Education sector as Blockchain has great features like Immutability,
decentralization, cannot be corrupted, distributed ledgers and enhanced security,
etc. [2,16,27]. This research focuses on problems faced by the traditional system
in the education sector like grading assignments, Fair use of copyright content,
and Accreditation along with certificate verification.

Digitalization in the education sector made it difficult for faculty to grade
assignments and upload the marks in the system. The traditional system is
vulnerable and marks can easily be forged [18,26]. This research paper focuses
on providing a theoretical model to solve this problem. Auto-Grading assignment
via Blockchain and AI ML model uses smart contracts to calculate marks based
on the percentage calculated by AI ML model. The feature of immutability in
blockchain prevents data from being forged. Most faculty use the copyrighted
content of some other faculty to teach their students. This research paper has
proposed a theoretical model which checks for the copyright content that is being
used for Teaching and helps in the monetization of copyright content if used. Non
Accredited institutions and Forgery of certificates is an ongoing problem in the
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education sector. While applying for a job there are thousands of applicants so,
verifying each certificate manually becomes very difficult [17,24]. Verification
of Accreditation and certificate using digital Signature and Smart contract is a
model helpful in solving this problem by using digital signature and This model
is a slight modification of model proposed by Ghazali and Saleh [13].

Education Sector has been highly affected nowadays as the entire world is
shifting towards the digital era and due to increasing data breaches. The Digital
era has encouraged people to start right from digital transactions to storing
sensitive data like personal information digitally on cloud storage or hard drive
instead of Hard copy [12]. Storing and Managing data becomes easy if data is
stored digitally but at the same time, various risks are associated with it. Hackers
are in search of sensitive data that can be useful for them to carry various
attacks and the Education Sector has a lot of Sensitive data of students like
names, addresses, contact numbers, and mark sheets, etc. which can be hacked
by the hacker and can use these data for doing illegal things. Education Sector is
also dealing with other problems like grading student’s assignments, publishing
results, and Degree forgery. A lot of security measures are implemented in a cloud
platform like cryptography and firewalls etc. but with an increase in security,
the cost also increases which is not affordable for every university or College.

Blockchain would be very useful in solving these problems. Blockchain tech-
nology was invented by Satoshi Nakamoto in the year 2008. Blockchain has fea-
tures like decentralization, immutability, confidentiality, lower transaction cost,
Transparency, and has enhanced security, etc. these features make it more effec-
tive in solving problems in the education sector [15,34]. Ghazali and Saleh [13]
have proposed a Graduation Certificate Verification Model via Blockchain which
makes use of digital signatures for verifying the academic certificate [13] this
model can be made more efficient with Smart contracts and extra added features.
This research paper focuses on a slight modification of the existing model, New
model for an auto-grading assignment using the Ai ML model via Blockchain
smart contract and fair use of copyright material model using smart contracts
are few use cases of blockchain in the education sector which are discussed in
this research paper, and these model will help in improving security and solving
problems in Education Sector.

2 Related Work

Education Sector is facing lots of challenges due to the world moving towards
the digital era. One of the problems is fake certificates are produced by users.
Also sometimes there is a threat of forgery of certificates that are produced
online. Detail study of this is done by Lee et al. [21]. The online certificate issu-
ing is done usually via printer or computers and it is possible to access and
manipulate the data while printing certificates and forged certificates can be
printed. Lee et al. [21] has discussed various Attack methods like Memory Hack-
ing, API hooking, and ActiveX Hooking which are performed to create forged
certificates, and similarly Digital certificates can also be forged. The solution
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Table 1. A detailed comparison of existing research based on a parameter associated
with blockchain technology {R1: Smart contracts R2: Ethereum/digital currency R3:
Security R4: Risk R5: SHA-256 R6: Uses Cases R7: Limitation R8: Identity Manage-
ment/verification R9: Consensus, * represents only discussions}

Authors Key contribution R1 R2 R3 R4 R5 R6 R7 R8 R9

Ishaani Priyadarshini [31] Introduction to Blockchain

Technology

� � � �*

Ghazali and Saleh. [13] A Graduation Certificate

Verification Model via Utilization

of the Blockchain Technology

� � � � �

SYED et al. [39] A Comparative Analysis of

Blockchain Architecture and Its

Applications: Problems and

Recommendations

�* � � � � �* �* �*

Mingxiao et al. [28] A Review on Consensus

Algorithm of Blockchain

� � � � �

Dasgupta et al. [10] A survey of blockchain from

security perspective

�* � � � � �* �*

MONRAT et al. [29] A Survey of Blockchain From the

Perspectives of Applications,

Challenges, and Opportunities

� � � � � � �

Lin and Liao [23] A Survey of Blockchain Security

Issues and Challenges

� � � �

Li et al. [22] A survey on the security of

blockchain systems

� � � � � �

Bhaskar et al. [7] Blockchain in education

management: present and future

applications

�* �* � �

Gräther et al. [14] Blockchain for Education:

Lifelong Learning Passport

� � � � � �

Waleed Rashideh [33] Blockchain technology

framework: Current and future

perspectives for the tourism

industry

� �

Chowdhury et al. [9] Blockchain versus Database: A

Critical Analysis

� �* �

David Andolfatto [4] Blockchain: What It Is, What It

Does, and Why You Probably

Don’t Need One

�* �

Nizamuddin et al. [30] Decentralized document version

control using ethereum

blockchain and IPFS

� � � � �*

Harthy et al. [1] The upcoming Blockchain

adoption in Higher education:

requirements and process

� � � � � �

for this problem is verification and validation via blockchain to check original-
ity in digital certificates is discussed by [1,13,14]. Limitations to Traditional
verification systems like ownership of certificates, Availability, Cost for verifica-
tion, and Time for verification is also been discussed by Ghazali and Saleh. [13].
In the digital Education sector due to advancements in technology, the ability
to produce digital copies and distribute them without owner consent has been
increased. Faculties have started using digital content created by someone who
has legal rights associated with the use of digital content but sometimes Fair use
of content is allowed. Campidoglio et al. [8] have discussed copyright protection
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problems, challenges, and a few suggestions in the paper. Blockchain technol-
ogy offers a way to share data and ensure transparency. The parties involved
are guaranteed that the data they are dealing with is error-free and cannot be
changed. Decentralization, Persistence, Anonymity, Auditability, Public Verifia-
bility, Privacy, Integrity, and Trust Anchor are the Characteristics of Blockchain
Technology. Initial setup cost is expensive, energy Consumption for solving puz-
zles, Validation and Verification, Complexity, Privacy Leakage, Scalability, and
Human Error, etc. are few challenges faced by Blockchain Technology. Despite
the challenges faced by blockchain technology it has future Scope in Combating
Crime, Banking Sectors, Banking Sectors, Big Data analytics, and Blockchain
Miscellaneous Applications it has been discussed by Ishaani Priyadarshini [31].

Based on the comparative analysis for Blockchain and Traditional database
system written by Chowdhury et al. [9] gives the information that if the user
needs Trust building, robustness and provenance of data is the priorities for
any system, then Blockchain is the best solution than traditional Database. If
confidentiality and performance are the main focus then a traditional database
is the best solution than Blockchain. In research, paper [9] also decision tree
is provided to evaluate the appropriate use of Blockchain depending on the
properties of the problem in order to avoid misuse of Blockchain.

A consensus is a common agreement that is to be accepted by each node in
the blockchain network and there are different algorithms like PoW, PoS, DPoS,
and PBFT a review about this is given by the Mingxiao et al. [28] but still
research is needed to make the blockchain performance is better in a particular
scenario.

There is a continuous threat to personal sensitive data and other expensive
resources in the hands of third parties. There are more chances that resources
can be misused. Blockchain is Decentralized, Immutable, and has hashing and
encrypted data which makes it secure. Smart Contracts with Blockchain can be
very useful for building trust among each other [6]. Blockchain with smart con-
tracts has a wide range of applications in the healthcare, Supple chain, vehicular
industry, and Business sector a detailed analysis has been discussed by SYED
et al. [39]. Even if the blockchain is considered to be the Secure one than the
traditional System still faces a lot of Security Issues and Challenges like The
Majority Attack, Fork Problems, Scale of Blockchain, Time Confirmation of
Blockchain Data, and Integrated Cost Problem, etc. has been discussed by Lin
and Liao [23]. and the Blockchain Technology also has a vulnerability in services
like Race attacks, DDoS attacks (not specific to blockchain networks, but they
can be used with some specific variation to attack blockchain and asset exchange
networks), Double spending attacks, and vector76 attack, etc. has been discussed
by Dasgupta et al. [10]. Security Enhancement can be done using SmartPool,
Quantitative framework, Oyente (detect bugs in Ethereum smart contracts), and
Hawk (a novel framework for developing privacy-preserving smart contracts), etc.
has been discussed by Li et al. [22]. A detailed comparison of existing research
based on a parameter associated with blockchain technology is given in Table 1.
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3 Need of Blockchain

Blockchain Technology provides users a way to share data and ensure trans-
parency. The data present in the Blockchain cannot be modified by any user.
The transactions are faster than the traditional bank since there is no involve-
ment of a third party. If there is any kind of problem/issue in the system then,
if the user is using blockchain technology user can easily trace back to the point
of origin which helps in the quick investigation. Smart contracts can be used in
blockchain technology which brings trust factors among users. Blockchain uses
cryptocurrency and transactions are thus faster, secure, and cheap. Blockchain
maintains the integrity of data and if data is altered then, it can also alert a user
that the data has been altered [3,35]. Every transaction is time stamped and
sign with digital signatures hence, it ensures the property of non-repudiation.
Blockchain has scope in various domains like Healthcare, Government, and Sup-
ply Chain Management.

3.1 Role of Blockchain in Education

The education sector and healthcare sector has a risk of data breaches as it
contains most of the sensitive information that can be misused by attack-
ers [5,32,36]. Also, new kinds of attacks are developed every day, hence it is
necessary to keep security up to date. Focusing on the Education sector nowa-
days most of the information like student records and graduation certificates
are all stored in either local hard drives or on the cloud. Local drives are highly
vulnerable and cloud storage cost is expensive. An attacker can easily misuse the
information for carrying identity theft, sell the information on the dark web, and
forge the information. Blockchain has features like decentralization, Immutable,
anonymity, redundancy, faster settlement, and enhanced security etc. makes
blockchain more secure and reliable than the traditional system [20,25,40,41].

Blockchain helps in certificate verification without the need for an intermedi-
ary person to verify them. Blockchain can be used for verifying the accreditation
of educational institutions, it is considered to be a complex process in many
countries. A Graduation Certificate Verification Model is an existing model dis-
cussed by Ghazali and Saleh [13] which uses a digital signature. By using this
model the Recruiter or user can verify and validate the certificate without the
involvement of the University physically, but it lacks in Smart Contract which
can enhance the model and make it more efficient. In the future cryptocurrencies
could be used as a method of payment. The education sector involves various
kinds of payments like student fees, scholarship-granting agencies, and payments
to teachers, etc. this can be done using cryptocurrency via blockchain Smart con-
tracts. King’s College in New York is the first institution to accept payment in
Bitcoin. The University of Nicosia has been experimenting with blockchain cer-
tificates. Since 2015, the MIT Media Lab has been using Blockers for issuing
digital certificates [1]. There are few challenges associated with blockchain tech-
nology while applying in education sectors like the legal challenge, scalability
challenges, market adoption challenges, and innovation challenge [37].
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Fig. 1. Auto-Grading assignments via Blockchain and AI ML.

4 Auto-Grading Assignments via Blockchain and AI-ML
Integration

The auto-Grading assignments model, shown in Fig. 1, will ease the work of Fac-
ulties in assessing the student. The auto-grading assignment model will use the
AI ML model along with the smart contracts to calculate the marks hence there
would be less chance of error in the calculation of the marks and students won’t
feel any faculties are biased of some students this would create a decentralized
environment as faculties are not involved in grading the assignments. Also, the
Assignment, as well as marks, are been uploaded to the blockchain, each node
in the blockchain holds the exact copy of the marks. Therefore if there is any
change in the data then, a hash of block changes and chain breaks and it can be
effortlessly detected. As Blockchain uses a Cryptographic algorithm the confi-
dentiality in the system is maintained. Blockchain technology is immutable and
if somebody attempts to change data then, the Block rejects the modification
of data as the hash of the block wouldn’t be valid because of the previous hash.
Data forgery can be detected and prevented using this Blockchain technology
in the Educational sector eg: If somebody is trying to forge the marks then
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it can be detected easily. Also as a block in the chain is not corrupted easily
as compared to the traditional system thus this feature makes this model reli-
able. The Auto-Grading assignments via Blockchain and AI ML Algorithms 1 is
shown below.

Algorithm 1. Auto-Grading assignments via Blockchain and AI/ML
1: Start
2: Student will upload the assignment file in the system.
3: Private key of student is used to sign the file and address of the faculty is assigned
4: Assignment file is added to the new Block
5: New Block is broadcasted to all nodes in a network
6: Miners in the network will validate the block.
7: if Block Validation is Successful then
8: The Block is added to the chain of block and miners will receive the rewards

for there work
9: else

10: Block is Rejected

11: Faculty uses public key to decrypt the all file uploaded by the students
12: All the assignment are send to to AI ML Model where timestamp, keywords and

Plagiarism is calculated
13: Smart contract based on the parameter of AI ML model, calculate the marks.

[marks will be calculated by smart contract based on the conditions given by Uni-
versity ]

14: Marks will be uploaded to blockchain network by repeating step 4 for marks file,
5, 6, and 7

15: Student with the key can decrypt the data and can see his Results
16: Stop

5 Verification of Accreditation and Certificate Using
Digital Signature and Smart Contracts

This model is a modification of the graduation certificate verification model
developed by Ghazali and Saleh. [13]. Using a new verification model as shown
in Fig. 2, Recruiters can easily check for the accreditation of the institution as
well as the authenticity of the certificate and that too without the involvement
of the Institution. Checking for Accreditation of Institution before Certificate is
important for off-campus recruiters. Certificate forgery is increased nowadays,
this model can help in solving this issue. As the institution uploads, the hash of
the digital certificate to a blockchain and the recruiters can generate the hash
using the digital signature and public key of the institution. Smart contracts
compare both the hash and checks whether they are the same if, same then
genuine, and if, not then fake. As Blockchain is immutable no one can change
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the data from the blockchain i.e. the hash uploaded by the institution/university.
Thus it can help in verification of the certificate and preventing the Forgery of the
certificate. Also as the blockchain is decentralized thus there is no involvement
of a third party thus can stop corruption in the Education Sector. Verification
of Accreditation Algorithms 2, 3 are shown below

Fig. 2. Verification of accreditation and certificate using digital signature and smart
contracts [38].

Algorithm 2. Working of Institution/University in verification
1: Start
2: Institution/University issues a Certificate to a student
3: Hash of Certificate is calculated using SHA-512
4: Then it is encrypted using a Private key and a Timestamp is generated
5: Digitally Signed Certificate is Created using hash and Cryptographic method
6: Hash of Digitally signed Certificate is calculated.
7: Hash is then Uploaded to Blockchain
8: Stop
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Algorithm 3. Verification of Accreditation and Certificate:
1: Start
2: Student uploads the name of the university and Digitally Signed Certificate
3: Smart Contract using an existing list of Accredited institutions in the Blockchain

network, check for accreditation of the institution.
4: if Name of University is in Accredited Institution list then
5: Digitally Signed Certificate is approved for further Verification.
6: else
7: Request is Rejected

8: Digitally Signed Certificate is submitted to the employer.
9: The employer then using the Public key of the institution and Digital Signature

calculates Hash.
10: Then Smart contract compares the Hash uploaded by the institution/University

with the hash generated by the Employer.
11: if Hash uploaded by University and Hash Calculated by Employer are same then
12: The certificate is considered to be genuine.
13: else
14: The Certificate is considered to be fake and the Student will have to pay a

penalty

15: Stop

Algorithm 4. Blockchain based Copyright checking Model
1: Start
2: Faculty-01 writes the original content
3: Original Content of faculty will be uploaded to public Blockchain along with the

timestamp
4: Other faculty, eg Faculty-02 shares the content with students
5: Before uploading content to Private Blockchain, Smart Contract checks for Copy-

right Content.
6: if Copyright content found then
7: Based on percentage of copyright content, the person using the material has to

pay the person owning copyright.
8: content is uploaded to private Blockchain
9: else

10: content is uploaded to private Blockchain

11: Students can access data from Private Blockchain of university.
12: Stop
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Fig. 3. Blockchain based copyright checking model [19].

6 Blockchain Based Copyright Checking Model

In a traditional system, most of the researchers uses some other researcher’s
content without proper citation. Also, it is difficult to track the use of copy-
right material in a traditional system. Blockchain network is immutable hence,
it becomes impossible to modify the data. Proof of existence mechanism can give
ownership of content without disclosing the content as shown in Fig. 3. As times-
tamp is stored along with the content, this can help in proving the ownership of
the faculty’s content. In this model Smart contracts are used to check the use of
copyright content. The smart contract will also help in monetizing the content,
which means whenever anyone who uses the copyright content has to pay for the
amount of copyright content used, before uploading it to the private Blockchain.
This model will help track the use of Copyright Content and benefit the Owner
if someone uses his copyright material. Algorithm 4 is used for Blockchain based
Copyright checking Model.

7 Conclusion and Future Work

Blockchain is in high demand because of its great features like Immutability,
Decentralization, more secure, incorruptible, and faster transaction. At the same
time Education sector is facing a lot of challenges in securing data, problems of
forgery, data breaches, grading marks, etc. This research paper has provided an
efficient solution that can help in solving this problem. Blockchain immutability
and decentralization can help in reducing the forgery of data. As local server
which is in current use can be corrupted easily and Blockchain is incorrupt-
ible which increases the reliability in the Education sector if this technology
is adopted. Auto grading assignments model, verification of accreditation and
certificates received from the institution, and copyright checking model based
on Blockchain technology has been discussed in this paper, due to the use of
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Blockchain technology this model is highly adaptable, reliable, and efficient in
the Education sector.

The education sector has changed a lot due to digitalization. The education
sector has a lot of sensitive information like Birth Certificates, personal data,
graduation Degree as all data is either stored in a local hard drive or local server
and therefore security in the Education sector has become important. Local
servers are not secure and could not survive in the digitalization era. Blockchain
Technology is new, secure, and in high demand nowadays. Blockchain has a few
great features like immutability, Decentralization, Distributed ledger, cannot be
corrupted and strong cryptographic encryption these features would be useful
in the Education sector for solving various crucial problems. The traditional
education system has a lot of risks and threats associated with it. The existing
models of Blockchain-based certificate verification verifying the originality of the
certificate is not only the task but verifying the institution issuing the certifi-
cate is accredited or not is also equally important. Forgery of the certificate, use
of copyright material, and grading assignments, etc. are few issues taken into
consideration, and the Blockchain-based theoretical model has been discussed in
this research paper. If the Forgery of certificate issue is not solved then a lot of
forged certificates will generate in large numbers and verification would become
difficult using the traditional system. Blockchain-based Verification of accredita-
tion and certificate model makes use of digital signature and smart contract to
solve the issue. This model helps recruiters to easily verify the degree or gradu-
ation certificates. The blockchain-based Copyright checking Model makes use of
public, private blockchain, and smart contracts to solve the problem. The auto-
grading assignment model uses the Ai Ml model to calculate matching keywords
and uses smart contracts to grade the assignment.

As all the models are explained theoretically detailed analysis is also done
on each model experimentally. For accreditation and Forgery detection, a model
needs a pre-list of an accredited institution in a blockchain, and getting a list
is a difficult task this problem can be solved by using a different method in the
future. Work on the Ai ML model with natural language processing will be done
in Future work also checking of copyright model will be implemented efficiently.
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14. Gräther, W., Kolvenbach, S., Ruland, R., Schütte, J., Torres, C., Wendland, F.:
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Abstract. Privacy concerning resource discovery and selection on the
Internet of Things (IoT) platform has emerged as a crucial challenge due
to constrained network environment, poor throughput, and access control
system in the Resource Directory (RD), which could potentially lead to
information breaches among intelligent devices. Blockchain is indeed the
latest technological model for global information management, point-to-
point exchange, consensus process, asymmetric authentication, cognitive
agreement, and perhaps other computing innovations to address the chal-
lenge. Considering these advantages, a resource-blockchain framework for
safeguarding IoT is proposed in this article. The framework facilitates
efficient access of information among devices, gathers information about
the constrained environment, accepts data from heterogeneous resources
and stores them on CoAP-based RD. Moreover, it provides secure trans-
actions and records authorised user’s information via Blockchain-based
centralised server which acts as the frontend of CoAP based REST, dis-
patcher or repository and proxy server. The study demonstrates that
Blockchain technologies help in strengthening privacy capabilities and
safeguarding intelligent devices.

Keywords: Blockchain · IoT · Safeguarding · Privacy

1 Introduction

Internet of Things (IoT ) has a tremendous potential to provide a stronger degree
of inclusivity, reliability, security, interoperability, privacy and integration to the
consumer systems [1]. For the same, it focuses on improving operational perfor-
mance, production efficiency, reducing the machine’s runtime and enhancing the
quality of the product. In general, the decentralisation, diversity, heterogeneity
of data and complexity in IoT result in the following challenges:
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(i) With the incredibly rapid rise in IoT resources, enormous amount of data
is generated that varies in formats, domains and types, i.e., heterogeneity.
Such data poses different challenges for machines concerning its storage,
representation, interpretation. Therefore, it becomes extremely difficult to
mine and dig out the hidden information. Hence, there is a challenge for
developing efficient indexing methods to deal with heterogeneity [2].

(ii) With changing operating system, language, platform across different appli-
cation areas on IoT paradigm, exponentially growing resources faces a
high level of dynamism and result in unpredictable patterns. These pat-
terns raise the issue of interoperability at various levels like radio access,
protocol, semantic level, semantic and context level. Thus, there is a need
for developing ontology and semantic-based techniques to support IoT .

(iii) The scale of experiment considered to envision IoT leads to another basic
challenge, i.e., scalability. It puts issues while discovering the location of
the resources both locally and globally that may lead to location spoofing
attacks [3,4].

(iv) The decentralization and complexity of IoT systems often fails to ensure
the safety of IoT when the security of an organization is highly essential.
All the security objectives must be attainable, such as confidential infor-
mation, message integrity, verification, credibility, and access control. The
goal is to provide support for these objectives.

(v) Energy conservation determines the lifetime of IoT platform. Intelligent
systems use battery power as a source of energy for sensing, processing
data and communicating information. Battery life is restricted and, as
the sensors are positioned in such a hostile environment, substituting the
battery is unrealistic. The concern is to reduce power consumption.

(vi) Smart devices are prone to failure because of an unattended environment.
These devices may malfunction due to technical problems or power deple-
tion. If a couple of intelligent devices perform poorly, the IoT portal must
withstand this type of fault-tolerance. The issue is to offer more flexibility
to the portal to cope with the fault-tolerant [5].

(vii) Research is expected to add a thorough methodology in recognising and
determining conditions crosswise over applications. Hence, the decision-
making algorithm needs to be developed to make context-aware and effi-
cient use of the available services.

(viii) Privacy is intended to ensure the proper use of IoT data, and there is no
possibility of disclosure of private user information without the consent
of the user. Due to the complexity, decentralisation and heterogeneity of
IoT systems, it isn’t easy to preserve data privacy. Moreover, IoT ’s inte-
gration with cloud computing is becoming a trend, as virtualization could
even encourage IoT with additional computational and storage capabili-
ties. Nevertheless, the transfer of sensitive IoT data to third-party cloud
storage can also breach the privacy of compromised IoT [6,7].

These challenges would act as a bottleneck for the mechanism of resource
discovery and selection and need to be addressed for the realisation of using
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blockchain in IoT. Various tasks such as data acquisition, modelling, integration,
assessment and reasoning on IoT that vary with data suppliers and retailers or
traders are accountable for tackling the associated challenges [8]. These tasks
help in facilitating the interconnection of data, the summation of knowledge,
perspective-driven search, based on which the resource discovery technique is
extensively divided into two different subsequent loops, namely, foraging and
sense-making [8,9]. In the former loop, the origin of sources is reviewed and
analysed for information retrieval. In the latter, the retrieved information is
evaluated, translated, and used to deliver a service in compliance with a specific
query. For the same, it requires exploring techniques concerning the discovery
mechanism. Also, there is a need to emphasise the selection criteria for taking
an appropriate decision to provide service. The data and resource’s interpreta-
tion, the role of data analytics and knowledge representation are discussed in
subsequent sections.

2 Data and Resources on IoT

IoT data that has been consumed and produced continue to grow at an ever-
increasing rate. This data flow is fueling the widespread adoption of IoT as
there would be almost 30.73 billion IoT networked devices by 2020 [10,11].
IoT and data remain intrinsically linked together. But here, the question arises
on the attributes of IoT data and its possible types. As far as data attributes
are concerned, the focus is on location, number, size, lifespan, persistence, time
dependency. Based on these attributes, data could be broadly categorised into
context-based, content-based, linked data, and streaming data. Context-based
data focus on the type of resource, sensor or actuator, location, quality of ser-
vice, accuracy, etc. Content-based data includes both historical and real-time
data, sensor information and entity information. Linked data strictly works on
the type of architecture, say, centralised and federated. Finally, streaming data
is collected through database mapping and semantic modelling. Though data
categorisation would probably help researchers understand different data types
with distinct attributes, it is equally necessary to get familiar with data sources
or resources. The resource is either hardware or software with basic features
such as identification numbers, specific service, location, processed information,
system software, language families, and means of communication [8,12]. Such
resources are available on the IoT dynamic network infrastructure and inter-
act via four modes, i.e., machine-to-machine enabled by predefined Application
Program Interfaces (API), machine-to-human, enabled using modern network
protocols, cloud infrastructure and standard devices such as Arduino, Rasp-
berry Pi. Considering these modes, it is inferred that possible resources could be
IoT platforms based on Web-of-Things, Public Blockchain and Fog Computing.
Web-of-Things helps devices to share their information across the social web,
for example, Wotkit and SenseTechnic. The major challenges being faced by
this notion seems to be perseverance, intention-oriented search, potential rami-
fications, and privacy. Blockchain is the method that use digital data to search
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and interpret remote sensing data in the network world, such as Urban Crowd-
sensing Services. Finally, Fog Computing make it easier for utility companies to
share, store and visualise IoT data via the traditional web tools, like Xively,
ThingSpeak, ThingWorx.

With the understanding of IoT data and their resources, it is important to
understand that this gathered information turns out to be of interest only if it
is referred to the formation of data representation as knowledge. It is because
knowledge act as a base for the achievement of IoT vision, i.e., reshaping the
incumbent real-time resource to intelligent resources featured with data-driven
decision making.

3 Role of Data Analytics for Data Representation
as Knowledge

The inherent property of IoT is the heterogeneity levied by a multitude of
resources. This heterogeneity in terms of connectivity, computing capacities,
interpretation, space, searching modes and communication protocols lead to
unmaintained big data propelled by its size, scope, importance and amount,
which presents significant challenges to the realisation of the dream of IoT [13].
However, this data is of little use on its own unless it is evaluated with the other
similar data and scope. It is therefore essential to obtain a needle across numer-
ous haystacks of zettabytes. The issue here would be to explain the precision
despite the substantial heterogeneity and uncertainty of the data. It is where
discovery coupled with data analytics in IoT will offer unique insights into the
data generated by things. Thus, Data Analytics (DA) is described as a procedure
that is being used to analyse big and medium sets of data with different sta-
tistical properties to draw relevant conclusions and predictive analytics. These
findings come from trends, patterns, and statistics that help business organisa-
tions engage constructively with data in implementing effective decision-making
processes. The different types of information analysis tools that can be used for
IoT capital expenditure have been discussed.

1 Streaming Analytics: This method is often related to the activity of data
integration and assessing broad in-motion data sets. Real-time data streams
have been assessed for real emergencies and prompt responses. The various
IoT applications based on business wire transfers, flight, video surveillance,
etc. may get benefit from this method.

2 Spatial Analytics: This is the method of analysing geographical distribution
to ascertain the geographic influence of physical things. Location-based IoT
technologies, such as intelligent parking technologies, may reap the benefit.

3 Time Series Analytics: This form is premised on time-based data that is used
to assess and reveal associated trends and patterns. Applications like climate
modelling and health surveillance systems may be benefited.

4 Prescriptive Analysis: This is a hybrid of predictive and prescriptive inter-
pretation. It is used to implement appropriate action that could be expected
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to take in a specific circumstance. Infomercial IoT applications can use this
Analysis for obtaining better outcomes.

With the analysis of data, the next challenge would be to do data modelling
that targets knowledge formation which helps to build a resource repository
with defined rules and conditions, extracting the meaningful information from
the collected data that can be made available for users in a consumable form.
For the same, it uses various modelling techniques based on Key-value, Fuzzy,
Ontology, Energy-Aware, Object and Encoding. Key-Value is simple, flexible,
easy to manage and application-oriented [14]. It does not support the storage of
complex data. Fuzzy techniques allow pattern recognition. It is simple for defin-
ing, extending, handling uncertainty, and allowing more natural representation
using a truth table. Modelling based Ontology is premised on description logic, is
generally dominated by the RDF s and OWL. It allows re-usability of knowledge,
is simple, flexible, application-independent, and expressive. Energy-Aware cov-
ers modelling techniques that integrate internet connectivity allowing devices to
be controlled wirelessly. Modelling based Object models using classes promotes
encapsulation, abstraction and is appropriate for use in private, semi-shared,
code-based systems. It also does not have built-in inference abilities. Modelling
based Encoding provides data using tags and is found to be more flexible, struc-
tured, efficient. It supports efficient data retrieval and validation using schema
definition such as XML.

4 Role of Blockchain Technology in Resource Discovery
Mechanism

Blockchain is an encrypted secure, safe, and immutable network that facilitates
efficient access of information among entities [20–22]. Conventional IoT models
depend on such a central controller model. Data is transmitted from in the
system to the cloud, where the information is recorded leveraging algorithms and
afterwards returned to the IoT systems. Despite billions of connected resources
that are expected to attend IoT systems mostly in the near future, such a form
of distributed infrastructure seems to have no usability, and it reveals billions
of major flaws that undermine information security. Thus, it could turn very
tedious and expensive as third party candidates would have to continuously track
and verify every small non-transaction among resources [23]. Cryptocurrencies in
Blockchain technology would enable machines that run safely and independently
by developing partnerships that would only be enforced after fulfilling certain
specifications. However, these cryptocurrencies will also avoid manipulation from
entities that are using the relevant information for their financial advantage. Data
is exchanged through a distributed, cryptographically encrypted channel, making
it extremely difficult to violate cyber confidentiality. Eventually, in a distributed
system, the chance of such a server failure to disable the whole infrastructure is
indeed a very realistic prospect [24]. The distributed Blockchain system alleviates
such threat via millions of active entities sharing peer-to-peer (P2P) information
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Table 1. Summary of existing techniques in combination with IoT and Blockchain

Frameworks −→
Parameters ↓

DITrust Chain
[15]

IoT -LLN [16] PrivySharing [17] DeepCoin [18] EdgeChain [19]

Methodology Blockchain and IoT Blockchain and IoT Blockchain and IoT Deep Learning and
Blockchain

Blockchain, Edge
Computing and
IoT

Design Principle Semantic Represen-
tation

Advertising LLN
Configuration

PrivySharing
REST API

Network Archi-
tectures as Home
area, Building Area
and Neghboorhood
Area

Resource ori-
ented Enforcement
method

Knowledge Repre-
sentation

Standard Ontol-
ogy Language,
Privacy-Aware
Management

Smart Contracts
namely, Access
Control Contract
(ACC), Judge
Contract (JC) and
Register Contract
(RC)

Membership Ser-
vice Provider

Short Signatures
Scheme

Credit - based Re-
source Management

Search Approach Linked Data, Multi-
Agent Systems

Destination Ori-
ented Acyclic
Graphs (DODAG)

Reward based Data
Sharing

Network based
Connecting Devices

Device Specifica-
tion Transaction’s
Generator

Architecture Design Decentralized Decentralized Decentralized Decentralized Distributed
Dataset Used Case Study -

Healthcare
Rank Attacks using
mote output tool

Smart City Sce-
nario

CICIDS2017, power
system, web robot
(Bot)-Internet of
Things (IoT )

Testbed, Synthetic

Platform/ Simula-
tor

Fuzzy eXtreme Gradient
Boosting Classifier
(XGBoostClassi-
fier)

Hyperledger
Caliper

Tensorflow OpenStack, Google
AIY

Algorithm Used Association Rules Fuzzy Scenarios User-defined Access
Control Lists Rules

Practical Byzantine
fault tolerance al-
gorithm, recurrent
neural network

IoT Proxy, Smart
Contract Interface,
Blockchain Server

Framework Yes Yes Yes Yes Yes
Technologies Used Ripple Chain Cooja, Tmote Sky Kafka cluster and

Zookeeper ensemble
Python in Google
Colaboratory

PoW, Go-
ethereum, Solidity,
Truffle

Data Acquisition Request/Response Request/Response Request/Response Request/Response Request/Response
Issues Resolved Scalability, Interop-

erability and Secu-
rity

Heterogeneity,
Routing Security,
Trust

Data Integrity, Pri-
vacy, Security

Energy Efficiency,
Privacy,

Heterogeneity, Scal-
ability and Security

Protocols Etherum, Ripple
Blockchain

IPv6 Routing Kafka Consensus
Protocol

BFT Consensus
Protocol

Web3, Javascript,
Etherum, Node.js

Data Integrity Dynamic Dynamic Dynamic Dynamic Dynamic

to keep the majority of the IoT systems functioning properly [25]. As an example,
IOTA has been the first IoT Blockchain network. It offers a transfer and a shared
storage mechanism for networked devices [26]. Such a couple of aspects are vital
in realistic IoT systems.

4.1 Blockchain Issues to Address in IoT

Various existing techniques that work based on IoT and Blockchain are summa-
rized in Table 1, and the issues that need to be addressed are discussed below:

A Usability: Will Blockchain systems deal with massive information which is
likely to be created from IoT over the next 5–10 years despite lowering trans-
action rates or information flows? IOTA tackles this problem directly whilst
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not utilising a distributed Blockchain-based system instead of selecting for
their Ethereum network [27]. Also, some well-known Blockchain systems like
Ethereum and Bitcoin have been grappling with usability concerns for a long
time and are not tailored to the volume of content generated from IoT .

B Privacy: Distributed Blockchain systems have a higher sense of predictabil-
ity, but what extent of vulnerability will be generated by IoT devices as
they interact with the system? Systems involved in the transaction would be
monitored to dissuade attackers from intervening during transactions.

C Interoperability: Inter-chain operability have to be tackled and optimised if
developers want to utilise the benefits of intelligent and connected systems
with blockchain [28] and to prevent Denial of Service (DoS) attacks [29]. If
not tackled, it may end up with a system that will be integrated with a wide
range of self-governing, distributed systems that perform well for their intent.

D Secular, laws and regulations: The delegation of contractual obligations
and fairness would have to be carefully assessed [30]. How smart contract
behaviours are governed from beyond blockchain would also have to be
asserted. For example, who is liable if a patient-implanted IoT -connected
health - care device decides to act somewhat on the grounds of several intel-
ligent device laws but ultimately ends up inflicting damage to the patient?
When the IoT system is Blockchain-based, it would be distributed without
even a governing authority, so recognising the perpetrator can resolve this
issue.

5 Resource-Blockchain Framework for Safeguarding IoT

This section describes Resource-Blockchain Framework on Internet-of-Things
RBF-IoT , having four layers namely, Perception-Communication, Knowledge
Representation, Blockchain and Application inspired by the layered architecture
in [8]. It helps to obtain the authorised information, mostly on resources in com-
pliance with the application. It accepts registration, updates server and support
client’s query via CoAP-RD. It helps in transacting, recording authorised user’s
information with its payment via incentives and keeping track of transactions.

5.1 Perception Layer and Communication Layer

The bottom layer in (RBF-IoT) works as physical layer wherein real world
devices or things as intelligent sensor devices, gather information about the con-
strained environment and transform them into digital signals. The entire pro-
cess executes using low power communication protocols such as Wireless Fidelity
(Wi-Fi), Bluetooth, IEEE 802.15.4, Z-wave, and Long Term Evolution-Advanced
(LTE-A).

5.2 Knowledge Representation Layer

The layer accepts data from heterogeneous resources and stores them on CoAP -
based Resource Directory (CoAP-RD). CoAP-RD accepts registration, updates
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Fig. 1. Resource-Blockchain Framework on Internet-of-Things (RBF-IoT).

server and support client’s query. The proxy module helps to select only the
authenticated devices and saves their information on the device whitelist (contain
lookup tables). It works in three phases (Fig. 1):

Phase I: Resource directory: It is the repository having restricted resource
terminal node server links, with properties like particular specification, IP
address, port terminal. The terminal node helps to host other terminal nodes.
CoAP-RD has interfaces based on CoRE Link Format and it registers, maintains
registration of entries via registration link.

Phase II: CoAP server: The server itself serves as a mobile node and responds
to the constrained node with authenticated knowledge. It keeps an update of the
changes in the states or interaction method of the restricted node server. The
CoAP client communicates with CoAP-RD using CoAP protocol. It requests
resource’s information directly or indirectly from the CoAP server.
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Phase III: Proxy: It is capable of receiving and acknowledging the requests
both from the server and client. It helps to authenticate the client and maintain
a white-list.

5.3 Blockchain Layer

The layer is a decentralised, distributed computing and management layer. It
helps in transacting and recording authorised user’s information with its pay-
ment via incentives. It acts as middleware layer among IoT and its applications.
It provides secured Blockchain services for essential API s based applications.
It consists of Blockchain node and its interaction via various sub-layers. The
node supports data and other elements generated through methods like Chain-
ing, Hash functions, Merkle tree, encryption, digital signature, etc. The working
of sub-layers is briefly described as follows.

– Data layer: It is the first layer and helps to gather data from lower layers.
It uses encryption or hash methods, Merkle tree to generate data blocks as
chunks in node and adds a timestamp to data blocks. Such linked blocks of
data form blockchain through dynamic data affirmation.

– Network layer: It is P2P layer and is responsible for the coordination between
the nodes. It manages exploration, transfers, and distribution of blocks. There
is almost no single node to manage the channel, and every node is synchro-
nised. Each node generates a data block, verifies them and exchanges infor-
mation within the network.

– Consensus layer: It helps maintain the trustfulness of node and is achieved
using various algorithms like Proof of Work (PoW), Proof of Stake (PoS),
Practical Byzantine Fault Tolerance (PBFT) and Delegated Proof of Stake
(DPOS). It validates the blocks, provides sequencing, and ensures that each
node is accepting another node.

– Excitation layer: This layer helps to issue and distribute digital currency,
designs reward mechanisms and handles transactions.

– Smart content layer: It helps in triggering special events using algorithmic
mechanisms and script codes. This layer provides Blockchain-based services
to various sectors.

5.4 Application Layer

It is a web application or gateway through which the individual consumer could
enrol to utilise the offered services. Once authorised, every other consumer will
be given a distinctive user id and an access management key for authentication
and authorisation. Users can also retain records of purchases. The framework
can be utilised for some of the applications described below.

i. Transportation: The recent technologies in the automobile industry and
vehicles have gained popularity, and different sensors, memory, processing
units and communicating devices are integrated into portable devices. The
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data collected is exchanged between neighbouring nodes and ground station
via wireless transmission. The wireless media poses various security threats.
To address vulnerability and validate authentic messages, RBF-IoT provides
a solution as it contains metadata mostly of maximum vehicles for verifying
their credibility qualities. The vehicles can use this relevant data after solving
a consensus mechanism.

ii. Healthcare: In the healthcare emergencies, RBF-IoT has a massive poten-
tial. RBF-IoT could be used in the medicinal distribution network business
for ensuring the shipment of standards and security adherence of medici-
nal goods. Further, blockchain gathers the data of used products’ data and
offers reliable monitoring and exchange of health records for patients to pro-
tect one’s privacy.

iii. Logistics: The framework can be utilised in logistics for optimising time,
reducing cost, providing transparency and automating administrative based
operations. Also, blockchain in logistics can help include the identification
and helps in preventing expensive-value accessories such as jewellery, pre-
cious stones, etc., from being robbed.

iv. Smart homes: Blockchain in RBF-IoT helps in providing safety and assur-
ance to IoT enabled smart houses. It provides a ‘miner’ to each smart home,
having high resources and is available.

v. Smart industry: Blockchain in RBF-IoT can be benefited to the banking
industry for automating, speeding the payment clearance process, providing
transparency and security. It can be helpful in the power industry for mon-
itoring electricity across a distributed grid digitally. It can also help trade
electricity among consumers securely and with transparency.

6 Implementation

For evaluating the framework’s feasibility, the Blockchain layer is implemented
on private Etherum network (see https://github.com/ethereum/go-ethereum).
It helps in connecting Ethereum testnets and debugging node connections. For
the test scenario, network considers three nodes namely, owner of resource (OR),
Key Server (KS) and Client (Cl) (storing local Blockchain). The data blocks
are formed for data of OR and is deployed as Smart Contract Resource (Src).
Cl can interact with Src by their public functions, addToken (for creating an
access token and holds resource server addresses), ttl (field which holds lifetime
parameter of access token) and deleteToken (for revoking the client access rights).
The Src is triggered by owners with restricted access towards certain functions
and is performed using Ethereum Virtual Machine (EVM).

The test scenarios are evaluated to assess the performance of the framework.

i. Key server: The main server is operated on virtual environment. For eval-
uation, Datagram Transport Layer Security (DTLS) protocol is used as it
implements the TCP reliable channel by requiring and acknowledges mes-
sage for each transaction. The average time for completing DTLS handshake

https://github.com/ethereum/go-ethereum
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Fig. 2. Computation of Time during Handshake DTLS with Resources.

Fig. 3. Time consumption in connecting resources considering different responses.

Fig. 4. Performance while connecting with a proxy server.

is shown. It considers an increased number of clients/resources that are con-
nected on machine having configuration as Intel i5-2800M CPU @2.15GHz,
4 GB RAM and Windows 10 (see Fig. 2).

ii. Resource server: The server’s implementation is done on C platform and
is tested using Arduino IDE. It is implemented to find the average arrival
time of (a) GET query from client side to the server, (b) respond time to
PUT query and (c) total time consumed in the course of DTLS handshake
among resources and main servers (as shown in Fig. 3).



118 M. Bharti et al.

iii. Proxy server: For client proxy server connection, it is implemented on
OpenStack-based cloud installed at campus system. This has the feature to
include one main processor and a few subordinate operating systems that run
as distributed virtual machines. Each server hosts Windows 10 OS having
configuration as Intel OctaCore Xeon Processors with speed of 2.90GHz, 8
GB RAM and 3 GB of disk space (see Fig. 4). The evaluation is presented
in Fig. 5 which shows the performance on in signing, verification, encryption
and decryption for resource at server in case of PUT and GET requests.
It is found that each request passes through a Blockchain-based centralised
server which acts as the frontend of REST (running on the main server),
dispatcher/repository (application component based on Java), and proxy
server (running on the replicated VM s).

Fig. 5. Time consumption for different processes with varying resources.

7 Research Challenges and Future Strategies

Although RBF-IoT has brought several opportunities in upgrading industries,
yet several issues need to be tackled. Potential ideas are discussed to resolve
these issues.

i. Scalability: As stated by Gartner, that the number of resources is increasing
massively. This data need extensive computing power, energy consumption
based decentralised consensus algorithms. But, consensus algorithms may
not be achievable for small peer IoT applications. This leads to scalability
issues within the network.
Possibilities: The integration of MEC and cloud-based computing innova-
tions can resolve scalability issues as Blockchain data will be stored on the
cloud, and more resources can participate in the communication. Also, the
storage-based optimisation methods can be another solution to address scal-
ability to keep recent data and remove past transactions.

ii. Trust management and security vulnerability: IoT platforms need
trust mechanisms in the network for exchanging accurate and credible rel-
evant data between services. For this purpose, the participating resources



A Resource-Blockchain Framework for Safeguarding IoT 119

must communicate within a defined limit of time. But due to the intermit-
tent nature of IoT networks, the recommendation and reputation of the
resource play a significant role while establishing trust. Also, the Blockchain
layer in RBF-IoT improves the security of the framework. However, secu-
rity is an issue due to the vulnerability of Blockchain-based IoT systems.
The wireless transmission channel often experiences illegal accesses such as
proactive eavesdroppers, spoofing, intercepting threats.
Possibilities: Blockchain in RBF-IoT is decentralized and provides perfect
solution for establishing trust among resources. Also, security issues can be
mitigated by improving the reliability of IoT devices or by patching glitches.
The cooperative jamming schemes can be implemented for improving trust
build-up among resources.

iii. Efficient consensus and PoW algorithms: The interaction among
resources is achieved through communication layer. As sensitive informa-
tion propagates within resources in a limited time, there are threats related
to accident warnings that may arise. At the same time, preserving the details
of authenticated transactions is difficult due to the generation of one-time
accounts of anonymous users. In this scenario, layers can be affected if the
miners often seem reluctant to overcome the consensus mechanism promptly,
and data breach is very likely.
Possibilities: The optimised consensus and PoW algorithms are required for
miners to provide correct data to communicate resources in a limited time.
Another possible solution is to leverage a memory-optimised and flexible
data storage scheme for reducing leakage risks.

iv. Miner selection: For receiving specific sections of the transaction, select-
ing a significant miner will be an issue as it can’t be checked for its internal
working within an intermittent network of RBF-IoT. Furthermore, due to
multiple placements of miners, all criteria are not fulfilled, including toler-
able latency, expense, throughput on the network. Therefore, the network
could endure malicious offenders and malicious miners.
Possibilities: As possible solutions for a fair selection of miners, one has to go
beyond digital currencies, the reputation of credits and use them as incen-
tives for various systems like data provenance, medication supply, sharing
economy and miners rewarding. These solutions may help in the fair selection
of miners.

8 Conclusion

The integrated framework, RBF-IoT , helps in transacting, recording authorised
user’s information with its payment and keeps track of transactions. It helps
in connecting Ethereum testnets and debugging resource’s connections. The
Blockchain layer improves the security of RBF-IoT and provides the perfect
solution for establishing trust among resources. The evaluation result shows the
authorised and authenticated information exchanges with increased resources
with its implementation on Virtual Machine. The potential applications towards



120 M. Bharti et al.

realization of RBF-IoT are outlined. Various challenges and opportunities in the
field in achieving the futuristic application are discussed concerning RBF-IoT .
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Abstract. The rapid development of network technology has brought
new challenges to data security. As the first gateway of a certain mobile
internet system, access authentication is an essential step that guarantees
the internal security of the network. However, there are some problems in
traditional cryptosystem-based authentication mechanisms, such as cer-
tificate management problem and centralized key escrow problem. Cen-
tralized storage of user information is restricted by the server, the secu-
rity of the server is not within the user’s control, the stability of the server
cannot be guaranteed, and personal privacy on the server may be leaked.
In this paper, we focus on the private key escrow problem caused by the
Private Key Generator (PKG) in Identity-Based Cryptosystems (IBC)
mechanism and propose a Blockchain-assisted user public-private key
generation scheme (BAKG) which introduces the blockchain to improve
the robustness and reliability of key management. In BAKG, the user’s
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blockchain-based key generation logic and developed a prototype authen-
tication system based on the above concept. We further analyze the
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1 Introduction

With the popularity of the Internet and the rapid development of related tech-
nologies, various Internet applications have flourished. With the development
of mobile communication technology, the use of the Internet is no longer lim-
ited to personal computers, and wireless terminals such as mobile phones and
PADs can also access the Internet. However, while the Internet has facilitated
our lives, various websites need to interact with a large number of users and store
the corresponding user information, which brings more general network security
issues, especially mobile Internet security issues. In the process of network com-
munication, access authentication is an essential step to ensure the security of
communication and user information. Trustworthy authentication is the basis of
mutual trust between two users when communicating over the network. How-
ever, traditional access authentication technology still has certain constraints
that centralized key management poses certain security risks [1]. When a single
server is compromised, the keys on the server may be leaked. For this reason,
new technologies and protocols are needed to ensure communication and data
security.

There have been many studies on network security. For example, Hiroaki
Anada [2] proposed a decentralized multi-authority anonymous authentication
scheme that is suitable for IoT and blockchains. Duong et al. [3] improved the
wildcard identity-based encryption which is a generalization of Hierarchical iden-
tity based encryption. Loh et al. [4] invalidated two past cryptanalyses on unde-
niable signature schemes and provided a generic solution. Pöhn et al. [5] proposed
an identity and access management framework(IAMF) to authenticate users.

Over the last decade, blockchain has gained popularity and researchers,
as well as companies, are investigating new fields that could be impacted by
blockchain technology, e.g. accounting field [6], central bank digital currency
security [7], IoT field [8]. Blockchain is essentially a distributed ledger-based
structure, which adopts the idea of decentralization and relies on consensus
mechanisms to reach consensus [9,10]. Blockchain is distributed, tamper-evident
and traceable, which provided a new way to solve the centralized key escrow
problem. Since multiple nodes store the same copy, the system can still operate
normally when one node fails.

Therefore, we propose a blockchain-assisted authentication scheme. This
scheme relies on blockchain technology to split the traditional centralized key
management node into multiple decentralized blockchain nodes. Since the key
generation depends on more than one node, it secures the user’s private key.
Then we develop a lightweight authentication system based on our scheme and
evaluate the efficiency of the system.

Key security is not only the foundation of mobile Internet security but also
the most important basis to ensure the stability of network systems. But the cen-
tralized PKG key generation and management scheme based on the traditional
IBC mechanism has many limitations and security risks. In the blockchain sys-
tem, data are generated by blockchain entities and published as a consensus
transaction on the blockchain network. It is worth mentioning that there is no
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centralized third-party organizations in the blockchain network, and each par-
ticipant is independent. All participants keep the same ledger and update the
blockchain periodically. So we adopt blockchain to separate the power of PKG
to multiple blockchain nodes which server as distributed PKGs. Based on the
synchronous and non-tamperable nature of the blockchain distributed ledger,
key parameters of the system can be stored securely.

Base on the above background and our previous research [11], we propose
a blockchain-assisted authentication scheme to enhance the security of user’s
private key. The main contributions of this paper are as follows:

1. By investigating the current authentication scheme based on the IBC mecha-
nism, we point out the shortcomings and unsafe factors of key escrow caused
by a single PKG. To solve these problems, we introduce the distributed
blockchain nodes to replace the single PKG in the traditional IBC mecha-
nism.

2. In order to involve the blockchain in the process of key generation and protec-
tion, rather than just as a trusted database, we introduce the CPK mechanism
to our scheme and allow each blockchain node to parallel generate the user
key pair by using the Elliptic Curve Cryptosystem (ECC) algorithm through
the key combination method.

3. We develop a lightweight authentication system based on our scheme. In addi-
tion, we evaluate the efficiency of the system by measuring and analyzing the
computation delay and blockchain consensus overhead through simulation.

The rest of this paper is organized as follows: In Sect. 2, we summarize some
representative issues of the authentication mechanisms. In Sect. 3, we introduce
the model of our scheme. In Sect. 4, we show the key generation and authentica-
tion procedure of our scheme. In Sect. 5, we resent a prototype system designed
and implemented based on blockchain. In Sect. 6, we evaluate our system in
terms of security and efficiency. In the end, Sect. 7 concludes our work.

2 Related Technologies

There are three traditional and representative authentication mechanisms,
including Public Key Infrastructure (PKI) authentication scheme, Identity-
Based Cryptosystem (IBC) authentication scheme, and Combined Public Key
(CPK) based authentication scheme. Recently, researches on the direction of
blockchain have also made some progress. We summarize their development his-
tory and applications.

2.1 PKI-Based Authentication

PKI is an authentication technology developed from public key theory, which can
transparently provide the key and certificate management. In 1978, L.Kohnfelder
[12] first introduced the concept of certificates. Later, the X.509 standard was
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proposed to make the scheme more standardized. Nowadays PKI technology is
Gradually mature and has entered the stage of large-scale application. One of
the most famous cases is the improvement of the communication protocol HTTP.
For security reasons, the plaintext communication used in the widely used HTTP
protocol is no longer suitable for the current network environment. It is desired to
use the more efficient symmetric encryption method to hide the communication
contents. To ensure the security of keys in symmetric encryption, the improved
HTTPS protocol incorporates the SSL/TLS protocol [13] to exchange keys for
symmetric encryption. However, SSL/TLS protocol still has security risks [14],
the most important one is the trust of Certificate Authority (CA) which issues
certificates. If the CA is not trusted, then there are also security issues with the
certificates it issues. In response to the above problem, Google published RFC
6962 Certificate Transparency [15] in 2013, which introduces an independent Log
Server component in practical applications. During the communication process,
the browser will only accept the certificate founded on the Log Server.

2.2 IBC-Based Authentication

The PKI-based authentication scheme cannot get rid of the heavy certificate
system which ensures the correspondence between the user and the public key.
Therefore Adi Shamir [16] proposed IBC, which constructed an identity-based
signature scheme and an unspecified identity-based encryption scheme. In 2001,
Boneh and Franklin [17] first proposed the secure and applicable IBE. Compared
with the traditional PKI, the IBC authentication scheme uses user information as
the public key. Then, IBC generates the private key by the Private Key Generator
(PKG) as a trusted organization, which makes it possible to exchange public keys
securely between users. However, PKG is still a centralized institution. As the
number of users grows, PKG faces greater operational pressure. For this reason,
Gentry and Silverberg [18] proposed a layered PKG, the Hierarchical Identity-
Based Cryptography (HIBC) scheme to balance the load on the PKG. Although
IBC solves the certificate management problem, it still faces the risk of private
key exposure caused by a single PKG. For users, the generation of private keys
still depends on a single PKG. Ryu and Lee et al. [19] provided a revocation
mechanism for HIBC schemes to revoke a user’s private key in case of key leakage
or credential expiration. Fida et al. [20] proposed an HIBC-based authentication
scheme with a hierarchical key escrow architecture to meet the needs of large-
scale network applications. Wang et al. [21] proposed an efficient HIBE system
for the data confidentiality requirements of infrastructure in distributed IoT.

2.3 CPK-Based Authentication

With the development of PKI, the use of encryption certificates is becoming
more widespread and key escrow as an integral part of PKI systems is becoming
more important. Bellare et al. [22] introduced a verifiable partial key escrow
technique to balance the needs of individuals with the needs of law enforcement
in the domain of private communication. One drawback of the scheme is that the
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numbers defining the cryptosystem are large, making public key operations slow.
In 2003, Nan et al. [23] proposed the idea of using Seeded Public Key (SPK)
to achieve scaled key escrow and firstly proposed CPK. CPK introduces Public
Key Factor Matrix (PKM) and the Private Key Factor Matrix (SKM). By using
Elliptic Curve Cryptosystem (ECC) algorithm [24], the key factors are combined
into keys according to the mapping algorithm. CPK can generate lots of keys
quickly with a small number of resources through the Key Management Center
(KMC), which solves the efficiency problem and cost problem of key generation.
In subsequent studies, Yu et al. [25] proposed an efficient CPK scheme, called
CPK-CCC, which improves the whole performance of system operation. Shi et al.
[26] applied CPK to fog computing in IoT, which is more efficient and safer than
the lattice-based IBE scheme. Zhang et al. [27] designed the CPK for wireless
networks algorithm, which effectively solves the problem of the small storage
capacity of sensor nodes. However, similar to the traditional IBC scheme, the
key matrix in KMC still faces the risk of key leakage.

2.4 Blockchain-Based Authentication

It is because of the decentralized nature of blockchain that current research
efforts hope to solve the problem of centralized key distribution and management
of current authentication schemes. Matsumoto et al. [28] introduced blockchain
to ensure the authority and security of distributed CAs but did not focus on the
details of the key generation solution. Wang et al. [29] proposed a blockchain-
based cross-certification model that can effectively alleviate the load problem of
CAs in PKI and the certificate revocation problem. Zhou et al. [30] based on
the blockchain, splitting key generation nodes and proposing an improved key
distribution solution called BIBE. Compared with the traditional IBE scheme,
BIBE shows higher efficiency as well as better security. Cui et al. [31] proposed
a blockchain-based IoT multi-WSN authentication scheme for the special sce-
nario of IoT, realizing node communication in different situations. Zhao et al.
[32] applied blockchain to an online education platform to guarantee the secure
storage of identity information. Huang et al. [33] applied blockchain to mobile
terminal authentication to protect the private information of users.

The above authentication methods offered solutions to specific security prob-
lems, but each has its shortcomings. The PKI scheme cannot get rid of the heavy
certificate system. The combination of IBC and CPK can solve the security prob-
lem of key generation, but there are still potential threats in key management
and storage. Most of the existing authentication schemes involving blockchain
only use the blockchain as a trusted third-party database to store key information
and lack deep integration with the authentication system. Therefore, we propose
a blockchain-assisted key generation mechanism that combines the advantages
of each and introduces blockchain technology into the entire key generation and
management process to further improve the security of keys and the robustness
of the whole authentication system.



Blockchain-Assisted Key Generation 127

3 Authentication Model

In order to solve the key escrow problem caused by traditional centralized PKG,
we adopt blockchain to separate the power of PKG to multiple blockchain nodes
that server as distributed PKGs. The PKGs are called Registration Authority
(RA) in blockchain. Each RA only generates a part of the user’s private key while
the final private key is generated by the user according to the identity-related
combination strategy.

The authentication model we proposed can be divided into four phases: ini-
tialization phase, registration phase, key generation phase and authentication
phase. Figure 1 shows the model of our solution.

Fig. 1. The authentication model

The user submits identity information to the RA he or she accesses, which
temporarily becomes the leader RA. The leader RA models the information of
each key attribute of the user and generates a unique Accessing IDentifier (AID)
for that user in the system. According to the AID, a set of ECC encrypted
public parameters is randomly selected for it, then binding this AID and the
parameters and adding them to the blockchain for consensus. Then, each dis-
tributed RA calculates a set of partial private keys for the user based on the ECC
algorithm and sends them to leader RA. Once the leader RA obtains all of the
partial private keys, it will send them to the user together with the user’s AID.
Finally, the user secretly combines the partial private keys according to the pre-
configured strategy bound to the identity, and completely generates the private
key through distributed PKGs. When authenticating the user, the authentica-
tion node obtains the public key parameters through the binding relationship
between the user AID and ECC parameters which have been consensus on the
blockchain before, then combines the corresponding user public key based on the
AID to verify the user’s signature.
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4 Working Procedure

This section will show the key generation and authentication procedure of our
scheme in detail. As shown in Fig. 2, the whole procedure can be divided into
four phases: (1) initialization phase (2) registration phase (3) key generation
phase (4) authentication phase. The related notations mentioned in this section
are shown in Table 1.

Fig. 2. The key generation and authentication procedure

4.1 Initialization Phase

In this phase, the blockchain initializes a serial of ECC parameters [24] to be
used as a public cryptographic parameter library. These parameters are public
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Table 1. Notations

Notation Definition

AN The authentication node. In our scheme, any blockchain node can be
considered as an authentication node. Corresponds to RA in the model

AIDMN The access identifier of User MN in our system

TPKMN The user MN’s public key for communicating with blockchain and
encrypting plaintext from blockchain

TSKMN The user MN’s private key for decrypting ciphertext from blockchain

PPKi The partial private key generated by each blockchain nodes

PKMN The long term public key of User MN

SKMN The long term private key of User MN

so that each blockchain node can call them when needed. User chooses a pair of
public and private keys to encrypt the communication with the blockchain.

4.2 Registration Phase

User MN and AN (if AN is not a blockchain node) should register first for
generating their private key for afterward authentication. In this phase, our
scheme adopts the ECC-based IBC mechanism to calculate the key pair. First,
MN submits the personal information and TPKMN to the accessing RA (which
becomes leader RA). After that, the leader RA models User MN’s attributes
to extract the key multi-dimensional attributes (including user type, affiliation,
user level, etc.) to generate the AIDMN which can uniquely identify User MN’s
identity in the whole system. After generating the AIDMN , The leader RA will
randomly select a specific set of ECC parameters in the parameter library, bind
these parameters to the AID and add them with TPKMN to the blockchain for
consensus.

4.3 Key Generation Phase

When each blockchain node receives a consensus message from a new user MN,
they obtain the user’s TPKMN , AIDMN and corresponding ECC parameters
from the consensus ledger. According to the ECC parameters, each node gener-
ates a certain number of public-private key pairs as factors for the final key. Then
all the partial public keys are added to the blockchain for consensus while the
partial private keys (PPKs) are encrypted by TPKMN and sent to the leader RA
through a secure channel. Once the leader RA collects all of the partial private
keys, it will transmit them to the user together with AIDMN through a secure
channel. Once user MN receives the registration response from the leader RA,
all the PPKs will be decrypted first by TSKMN , then combined and calculated
according to AIDMN and the public Hash function of the system to generate
the final private key SKMN .
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4.4 Authentication Phase

Before user MN can officially access the blockchain network, the user’s legitimacy
needs to be verified first. MN sends an authentication message signed by SKMN

to AN, which contains AIDMN . After receiving the authentication request, AN
first matches entry in the blockchain ledger according to the AIDMN . If match
result does not exist, AN will refuse to provide network access service and reply
Access-Reject message to MN. Otherwise, AN will calculate the partial public
key of MN based on the partial public keys that have been recorded on the
blockchain in the registration phase. AN uses the same Hash function to combine
the final public key PKMN , and then uses PKMN to verify MN’s signature. If
the verification is successful, the authentication phase is completed and MN can
legally access the blockchain network.

5 System Design and Solution Implementation

In this section we present a prototype system designed and implemented based
on the above ideas. We choose the FISCO-BCOS [34] consortium blockchain
as the simulation platform which adopts PBFT as the consensus protocol. The
framework of blockchain is shown in Fig. 3.

Fig. 3. The framework of prototype system

In our prototype system, there are four blockchain Nodes and one Console
Node to manage other nodes. All the nodes are hosted on Ubuntu 16.04 Virtual
Machine which has 1 core, 8G memory and 1.5 GHz CPU. Console node works
as leader RA for registration, while the rest of the nodes participate in the
generation of partial keys and the authentication of user.

Based on CPK infrastruction, we select a certain number of elliptic curves
and some Basis Points on the curves to form the public key-parameters library.
The library shows as Table 2.
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Table 2. ECC parameters library

Curve Basis Point 1 Basis Point 2 ... Basis Point n

Secp112 (09487239995A5EE76B55F9C2F098,

A89CE5AF8724C0A23E0E0FF77500)

... ...

Secp160 (4A96B5688EF573284664698968C38BB9

13CBFC82,23A628553168947D59DCC91

2042351377AC5FB32)

... ...

Secp256 ... ... ...

The number of curves and Basis Points can be dynamically adjusted to adapt
to the security requirements of the system, in particular, the number after “Secp”
represents the length of the key factors generated based on the curve which can
be determined by the User’s Level. In addition, there are two functions to be
published in the system in advance. The first function H1 is a mapping function
used to convert a string type variable to a sequence consisting of 0 and 1. The
second function H2 is to combine the final public or private key based on the
sequence mentioned above and the corresponding partial keys.

When users register, they submit their identity information, the Console
should generate a unique access identity (AID) for them based on this infor-
mation. To simplify this step, we use their username as the stated AID in our
prototype system. Once the AID is determined, the Console will choose a ran-
dom elliptic curve and the corresponding Basis Point to be the public parameters
for the generation of its key factors. Then the Console adds the AID with its
parameters to the blockchain for consensus. We use smart contracts written
by Solidity to complete the interaction between the entities and the blockchain
ledgers. There are two blockchain ledgers in the system (Ledger1 and Ledger2),
Ledger1 is used to store AID and its related ECC parameters, and the other is
used to store the AID and its corresponding partial public keys.

Once a new block of user registration is updated to the chain, each node
performs a random generation of partial keys based on its corresponding ellip-
tic curve parameters through Elliptic Curve Cryptosystem (ECC) algorithm.
The number of key pairs generated by each node can be dynamically adjusted
according to security needs. After each node generates the public-private key
pairs, they upload the partial public keys with AID to the blockchain for con-
sensus and send the partial private keys to the Console. It is worth mentioning
that the public key factors will compose the public key matrix while the private
key factors will compose the private key matrix, and the same positions in both
matrices will be a public-private key pair. Once the Console has collected all
the private key factors from each node, it will encrypt and send them to the
user in a packaged form. During this process, the Console is only responsible for
the summary and transmission of the partial private keys, without storage or
recording them.

After receiving the response message from the Console, the user first gains
his AID and then decrypts it to obtain all the partial private keys. After that,
the H1 function is called based on the AID to generate a specific 01 sequence,
the H2 function is called based on the sequence and the private key factors to
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Fig. 4. The key generation procedure

determine the target factors to be combined into the final private key. Eventually,
the user combines the target factors to generate the final private key. The entire
key generation procedure is shown in Fig. 4.

The authentication procedure for the user is shown in Fig. 5.
AN gains the AID of the user from the authentication request, then uses this

AID as an index to obtain the corresponding public key matrices from the local
blockchain ledger. The corresponding public key factors of the user’s private key
factors are located through the same processing steps. At last, AN generates the
final public key through the same combination to verify the user’s signature.

6 Performance Evaluation

In this section, we evaluate the BAKG in terms of security and efficiency. First,
we analyse the security of BAKG scheme. Then, we evaluate the consensus cost
of blockchain and computation delay of key factors’ generation.

6.1 Security Analysis

The security characteristics of BAKG can be summarized into the following three
categories.

Key Security. In BAKG scheme, the partial private key of user is generated by
distributed blockchain nodes and encrypted for transmission. The final private
key is determined by the MN on demand, which can ensure the key transmission
security and avoid the problem of single point bottleneck and key escrow.
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Fig. 5. The authentication procedure

Authentication Security. In BAKG scheme, the authentication between user
and AN is based on an identity-based signature, which can prevent the illegal
nodes from accessing our system and avoid potential forgery attacks.

User Anonymity. In registration phase of BSLA, RA generates the access
identifier AID for user according to its key multi-dimensional attributes for com-
munication in BAKG. The user’s real identity is not exposed. Therefore, BAKG
can protect user identity privacy in communication.

6.2 Consensus Cost

Considering that BAKG needs to add partial public keys, AID and ECC param-
eters to the blockchain, we test the write delay and read delay of the blockchain.
The write delay refers to the time interval from initiating a write request to
returning the successful message, and the read delay refers to the time inter-
val from initiating a read request to returning the read information. We choose
the FISCO-BCOS [34] consortium blockchain as the simulation platform which
adopts PBFT as the consensus protocol. Different numbers of blockchain nodes
are hosted on Ubuntu 16.04 Virtual Machine which has 1 core, 8G memory
and 1.5 GHz CPU. The network connection of each node is configured in bridge
mode to directly connect with the physical network, which is kept in the same
local network of the host. Considering that the security and efficiency of the
BAKG are closely related to the number of nodes involved in the system, we
design three simulation scenarios. All three scenarios have 10 ms latency and
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0.1% packet loss rate which refers to a good network environment. Scenario 1
has 5 blockchain nodes, scenario 2 has 18 blockchain nodes and scenario 3 has
30 blockchain nodes. Each simulation is conducted with 100 experiments, and
the final result takes the average of the tested delay.

The average read and write delay statistics for a different number of nodes
are shown in Fig. 6.

Fig. 6. The average delay time of reading and writing

According to the simulation results as shown in Fig. 7, each average value of
read delay is relatively stable since the read operation only querying data from
the local ledger rather than the remote database. And we can conclude that
there is no obvious association between read latency and the number of nodes.

Fig. 7. The delay time of reading
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The simulation results of write delay on blockchain are shown in Fig. 8. As
we can see, since the write operation needs to complete the update on all nodes,
it is reasonable that consensus delay increases as the validating nodes increase.
Therefore, the number of validating nodes must be carefully set in order to make
a good trade-off between security and efficiency.

Fig. 8. The delay time of writing

6.3 Computation Delay

The delay in the calculation consists mainly of the delay in generating the key
factors and the delay in combining them. The generation delay is mainly in ran-
dom number calculation and verifying that they are on the selected elliptic curve.

Fig. 9. The computation delay of key
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The combination delay is the time consumed to sum all the key factors in their
computational domain. There are three lengths of key factors in our prototype
system, 112 bits, 160 bits and 256 bits. The average latency for generating and
combining different numbers of key factors for the three key lengths is shown in
Fig. 9.

It can be concluded that the computation delay increases with the length of
the keys, but within an acceptable range, and the trade-off between key security
and efficiency should be considered in practice.

7 Conclusion

Building on the theoretical foundation of our previous research [11], we have
presented the key generation process based on blockchain technology in fur-
ther detail and completed the implementation of the prototype system. The
consortium chain was introduced as a distributed trusted platform to solve the
key escrow problem caused by the centralized PKG in the registration phase of
the traditional IBC mechanism. Not only does the blockchain act as a trusted
database to store key parameters in the system, but every node is involved in
the generation of user keys. In addition, the pre-configuration of key library, the
selected key length, and the number of key factors can be dynamically adjusted
according to the actual needs, which makes the whole system scalable and exten-
sible. The performance of the proposed scheme is evaluated to demonstrate secu-
rity and efficiency. In the future, our work will build on this foundation to further
deepen the coupling between blockchain and authentication systems, optimize
the process of generating and combining key factors, and improve the security
and anonymity of interactions between users and blockchain nodes. We will also
improve and expand the existing reasonable simplifications.
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Abstract. The era of big data gives rise to the development of data-
driven marketing while exposing people to the threaten of data misuse
and data breach. Data-driven marketing allows services to use a unique
identifier to track each individual and deliver customized content. If a
third party has gained unauthorized access to the behavioral data, the
user’s privacy will be violated. Industry giants like Apple and Google
are continuously working on user anonymity: they changed unique device
identifiers to advertising ID and now manage to phase out advertising
ID. At the same time, service providers and advertisers are also seek-
ing better identity strategies. This paper mainly focuses on cross-app
advertising and proposes a smart contract based personal data protec-
tion framework. Leveraging the smart contract’s advantages, we ensure
transparency, tamper-resistance, and traceability during data storing and
data sharing. In this framework, the user interacts with other entities
anonymously, thus preventing identity leakage. In addition, we intro-
duce a reward mechanism that allows users who authorize data sharing
to be paid by the service. We then implement the proposed framework
on Etherum combined with the IPFS to validate our design. Finally, we
discuss the security of the current framework and possible further work.

Keywords: Smart contract · Blockchain · Personal data protection ·
Cross-app advertising

1 Introduction

In the big data era, users’ personal information can bring considerable commer-
cial value to enterprises and expose them to the risk of privacy leakage. Mobile
internet applications gather different types of identifiers and personal data from
online users, employing user activity tracking. These sensitive data require pro-
tection against potential threats from third-party applications. Two scenarios are
frequently discussed when it comes to personal data protection. One scenario lies
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in the collection of user data. As the service provider, enterprises tend to access
user data to enhance service delivery and are undoubtedly responsible for the
security of collected data. The other scene takes place in data sharing. The enter-
prise gives open access to third-party for academic research or data exchange.
Educational institutions or individuals make requests to the database, and the
company needs to ensure user privacy when returning corresponding data.

However, the scenario is more complex when it comes to precision market-
ing. As the mobile app owner, the company gathers large volumes of data from
users, and predicts their preferences as well as habits by data analysis. Each user
is linked to a series of behavioral data. Based on these data, app will provide
the user with related data feeds. (e.g., the goods a user is more likely inter-
ested in). Meanwhile, with the development of sensing technology, it is possible
for the applications to get high precision data [6,25]. Despite the quality ser-
vice it brings, it would be a significant threat to users’ rights if the app owner
improperly reveals data to a third party. Hence, it is essential to keep personal
information protected for mobile internet applications.

In May 2018, the GDPR (General Data Protection Regulation) came into
force in the European Union [21]. Many scholars have conducted researches on
how to comply with GDPR. With Economic globalization, the rest countries
in the world show the current trend of being deeply influenced by this law. In
January 2020, Google announced its deprecation of tracking cookies. Although
the initiative was confirmed a delay in June 2021 due to the difficulties in build-
ing an enhanced privacy ecosystem, Google is continuously working on it and
manage to phase out third-party cookies before late 2023 [23]. Also, on April 27,
2021, Apple introduced an App Tracking Transparency (ATT) Feature in the
iOS14.5 update [5]. This feature blocks app’s access to Apple’s mobile device ID
(Identifier for Advertisers, IDFA) until the user permits it. In China, for instance,
privacy and cybersecurity have been priorities of the Government nowadays. The
authorities have been paying particular attention to some platforms, like Didi,
which handles sensitive data such as locations.

As the increasing privacy consciousness of customers, their personal identi-
fications are being protected (e.g. cookies, IDFA), companies are looking for a
better identity strategy. Thus, according to this trend, ensuring proper use of
private data is worthy of discussion.

Common methods for personal data protection, such as k-Anonymity [12], l-
diversity [17], and t-closeness [14], provide effective against identity disclosure by
removing the links from sensitive attributes (e.g., zip code, gender, and date of
birth) to private data. Some [4] also apply multi-authority anonymous authen-
tication in decentralized scenarios. Besides, differential privacy is a frequently
used method as well. It achieves privacy protection by maximizing the accu-
racy of data queries and preventing identity information from being inferred by
observing the difference in the output results due to different inputs. Still, the
protection of sensitive information by differential privacy relies on an assump-
tion: a trusted data collector. It is not easy to find a trustworthy data collector
in practice. Homomorphic encryption is another commonly used technology for
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cloud computing and deep learning, which enables privacy-preserving storage
and computation. In order to maintain performance of data utility, some papers
apply synthetic dataset shift [20]. In addition, researchers [19] combine data
encryption and access control to protect user data.

However, the methods above only achieve anonymity of information. Data
protection strategy needs a further refinement for scenarios that require data
uploading and data sharing. In the scenarios discussed above, giving apps specific
access to private information improves service quality; the users have the right
to get complete control of their data and be informed about data utilization
details (where and for what purpose). Moreover, the evidence provided by users
alone is sometimes insufficient for substantiating the information abuse. Thus,
there is a need to provide convincing proof technically.

Blockchain is a type of distributed database. The Smart Contract (SC), as
the critical part of many blockchain platforms (e.g., Ethereum, Hyperledger),
has comparative advantages in data protection, namely transparency, decentral-
ization, and tamper-resistance. According to some proposals, the smart con-
tract plays a crucial role in protecting personal data, including healthcare data
[10,13,15,16], digital copyright [1], commercial information [26,27], and loca-
tions [24]. Nevertheless, some of them only consist of conceptional models with-
out detailed technical analysis [10,13,27]. Moreover, some follow a centralized
client-server architecture [10,13,16,27], which relies on the truthfulness of the
service provider (i.e., who has access to personal data, such as a mobile app).
Also, to comply with the GDPR, other studies have proposed novel data-sharing
schemes [7,22]. Still, these schemes may not work for all cases, for instance, pre-
cise marking. In this situation, the major part of the dataset (commercial data
or the user persona) is owned by the app, while the user keeps their unique iden-
tification (e.g., IDFA). Despite the need to differentiate each user when storing
data, the app should have restricted access to the unique identification; other-
wise, there will be the risk of data leakage to third parties. This paper proposes a
smart contract based personal data protection framework, which mainly focuses
on cross-app advertising.

The contribution of this paper resides in several aspects:

(1) Firstly, this paper illustrates a security scheme for data uploading. In this
process, the app uploads personal data without knowing the user’s unique
identity, thus preventing data from being illegally leaked to third parties.

(2) It defines a security data-sharing model: without knowing the unique iden-
tifier, a third party’s access to personal data is authenticated and recorded
by smart contracts.

(3) In addition, this paper introduces a reward mechanism. The users who license
data sharing may earn rewards from a third party through smart contracts.

(4) Finally, the paper uses Ethereum as the blockchain platform and IPFS as
the storage technology to implement the framework and evaluate it.

The rest of the article is organized as follows. Section 2 overviews background
and related work. Section 3 introduces and describes the proposed framework.
In Sect. 4, we illustrate the implementation of the design. Section 5 provides an
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analysis and discussion about the framework. Finally, the conclusions are drawn
in Sect. 6.

2 Background and Related Work

2.1 Device ID

A device id is a string of numbers and letters that identifies every smartphone
or tablet in the world [2]. It is stored on a mobile device and can be retrieved by
installed applications. In the context of mobile advertising, the device id plays a
significant role. It is the easiest way to identify mobile users for advertisers, mar-
keters or other devices. Using device id can track users’ download, registration,
use, uninstall and reinstall, which is meaningful to product marketing. And user
behaviour and geographic information are revealed by device id, which enables
app owners to collect data and then carry out precision marketing. As for com-
munication with external data, the device id is also a unique id that can be used
to communicate, exchange, and supplement data outside the company as every-
one in the market also recognizes it. This technology offers service providers a
better understanding of users while raising the risk of personal data abuse.

2.2 Blockchain and Smart Contract

Blockchain is essentially a distributed ledger, which enhances security, trans-
parency, and the traceability of data sharing the network. This concept was intro-
duced in 2008 by a person (or a group of people) using the name Satoshi Nakamoto
[18]. Over the past decades, blockchain has been receiving increased attention
among industry, academy, and government. The ‘block’ in blockchain can be
treated as a ledger page, and each block is composed of transactions. To add a
transaction in the chain, a consensus protocol is needed. As a core of blockchain,
the consensus algorithm is an agreement to validate the transaction’s genuineness,
thus making sure all nodes maintain the same distributed ledger. There are several
common practices to build consensus, for instance, Proof of Work (POW), Proof
of Stake (POS), Delegated Proof of Stake (DPOS), and Practical Byzantine Fault
Tolerance (PBFT). They are backbones of improved solutions in existing studies.
Meanwhile, the vulnerabilities of blockchain are also widely discussed [3,9,11].

Smart Contract (SC) is another vital part of blockchain technology, which runs
on many platforms (e.g., Ethereum) [8]. It was first proposed in 1994, before the
invention of blockchain.The SC is a self-executing program stored on the chain, ful-
fills and enforces the predefined agreement. These features make it perfectly suit-
able for use in the blockchain, allowing credible transactions without third parties.
The SC is essentially a type of account that has the balance and address. The code
is composed of conditional statements triggered by a user or another SC. Once the
contract term is satisfied and verified by the participants in a network, the relevant
transaction is executed. In this process, interactions are supported by transactions.
The advantages of blockchain are well reflected in the SC. Take Ethereum as an
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example: The transactions made by SC are visible to all participants in the net-
work, thus ensure transparency; the SC is stored on the blockchain, which no one
can tamper with; the transactions are also recorded with immutability, therefore
allow traceable communications between the SC and the user.

2.3 Related Work

Zyskind et al. introduced a decentralized personal data management system
based on blockchain [27]. This system gives the user complete control of their
data and ensures transparent data storage and data controlling.

Liu et al. proposed BPDS, a privacy-preserving system for Electronic Medical
Records (EMR), which combines consortium blockchain and cloud computing
[15]. This system has a three-layer architecture, consisting of a data acquire-
ment layer, data storage layer, and data sharing layer. Before data uploading,
the doctor will first extract a signature for the patient’s data and then sends
the metadata with the signature in return. Next, the patient removes sensi-
tive parts of the data and store it in the cloud. However, when it comes to
mobile advertising, the role of ‘doctor’ will be equaled to ‘mobile app’, which is
potentially malicious. Similarly, Lee et al. suggested a healthcare data-sharing
framework to deal with the reliability and interoperability of data [13]. The
framework defines three major entities: Patient Identity Source, which contains
patient identifiers but without personal information; Data Source, which provides
metadata; Consumer, which requests data with identifiers. Using a blockchain-
based registry, this system advanced than conventional DBMS in three aspects:
1) tamper-resistant, 2) decentralized 3) traceable data life cycle. Although the
system design is reasonable, it lacks further implementations and evaluation.

After GDPR comes into effect, more and more researchers apply Smart Con-
tract in personal data management to comply with the new regulation. In [22],
Truong et al. designed a complex identity to specify personal data associated
with two or more parties. It combines asymmetric key pair of three entities
(Data Subject, Data Controller, and Data Pointer). Data Subject and Data
Controller are two roles defined by GDPR: the former is the owner of data (e.g.,
app user); the latter represents who manages personal data (e.g., app owner).
This paper has a detailed description of different entities and how they interact
with each other. The processing of personal data is only allowed after getting
both consents from Data Subject and Data Controller. The access to data also
requires authentication by policy written in SCs. However, the GDPR model
somehow differs from the mobile advertising scenario since they miss out on a
specific definition of the data upload process. Even though they assume Service
Provider follows a malicious model, they prevent illegal use by records of GDPR
infringements on the ledger, which still making the data vulnerable to leakage.
Dauden-Esmel et al. proposed a lightweight solution based on previous work [7],
using SC for two primary purposes: authentication and record. In this proposal,
Data Subject provides personal data, which also differs from our case. Moreover,
they lack technical details design concepts.
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3 Data Protection Framework

In this section, we propose a smart contract based privacy-preserving framework,
focus specifically on cross-app advertising (mobile advertising).

3.1 Scenario and Assumption

We assume the services (Service and third-party Service) act maliciously in our
proposed system, which means the Service may inappropriately release personal
information, and the third party may have unauthorized access to the data. As
previously stated, the commercial data is collected by the Service and stored in
its database. Without data protection, the Service and a third-party Service both
have access to one’s general identification (e.g., IDFA, cookies). The third party
can track the user with this id. Suppose the third party has improper access to
user data because of a database attack or illegal disclosure. In that case, the user
may become the target of mobile advertising without his/her knowledge.

3.2 System Architecture

A conceptual model of the proposed framework is illustrated in Fig. 1. The essen-
tial idea of the data protection is to conceal the User’s general identifications
from the services (Service and third-party Service), thus precluding unauthorized
user activity tracking. In order to prevent identification leakage, we introduce an
encrypted identification (Uid) for each user. After acquiring Uid from the user,
the Service will then participate in the data uploading and data sharing process.
Thanks to anonymity, even if one gets the Uid and corresponding data illegally,
he/she is still unable to associate data to a specific user. Meanwhile, if the Ser-
vices need to store the data for further querying or sharing purpose, they are
required to use a private IPFS.

For a third-party Service, if it requires user data of a specific Service, it
must obtain the Service’s consent and get approval from the user. Here, we
also suggest an award mechanism: a certain amount of cryptocurrency will be
transferred to the user’s address once the user grants consent (i.e., notify the
third party with Uid, Serviceid and file hash). After that, a smart contract will
set the third-party Service as registered for the specific dataset. The third-party
Service can now query data using the file hash and match the user account with
the corresponding personal data.

The framework consists of 4 entities: User, Service, third-party Service,
Database, with the Smart Contract controlling their interactions (Table 1).

– User. The User represents the end-user of the mobile app, who owns the
unique identification. After receiving a request from the Service, the User
will decide whether to provide his/her Uid or not. If consent is granted, the
User can retrieve the Uid and send it to the Service. In this process, a Uid is
created using the encryption algorithm if it does not exist.
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Fig. 1. Proposed data protection framework.

Table 1. Description of entities

Notion Description

User Mobile user

Service Who owns the user behavioral data

Third party service Who requires user data of a specific Service

Database Stores the data uploaded by the Service

Smart Contract Controls interactions between entities

– Service. The Service is the provider of the mobile app, which tracks user
behavioral data. To ensure security, the Uid collected from the User is not
the general identification. As the owner of commercial data, the Service plays
a vital role in the data uploading and data sharing process. For data reuse
and sharing purpose, the Service is supposed to store the personal data in
the Database after authentication. During data sharing, the Service forwards
the consent request from the third party Service.

– Third-party Service. The Third-party Service is also a service provider,
which requires user data from another Service for operational and business-
related reasons (e.g., mobile advertising, personalization). As the anonymity
of Uid, the third party has to be proactively notified by the User so that it
can track the specific User with desired personal data.

– Database. In our proposed design, the Service store personal data in a pri-
vate IPFS. The authentication and registration of Services are separated from
data storage to ensure security.

– Smart Contract. We realize the access control, operation record, and award
mechanism by taking advantage of SC. The SCs are transaction protocols on
a private chain, and they are independent of the Database, where storing the



146 Y. Shi et al.

original data. For later authentication, the Register SC will record the Appid
after the User’s consent. The third-party Services sharing the same dataset
are recorded as well by the Sharing Log SC. These execution flows will be
well discussed in the following sections.

3.3 Workflow

Data Storing. According to the discussed scenario, personal data is uploaded
by the Service. Before uploading, the Service is supposed to ask for permission
from the User so that SC will register the Service. Figure 2 shows the interactions
between entities and the Register SC during this process. The Serviceid and the
Uid are recorded in SC in the form of a data table named after the Uid. Here, we
use the Composite primary keyUid & Serviceid to identify a unique dataset. If the
table of a Uid does not exist, a new one will be created by SC (Algorithm 1). Once
the Service has finished data uploading, it should add file hash to Register SC. In
this step, the SC authenticates the Service to make sure it has already registered
(Algorithm 2). After updating the dataset, the SC will grant consent. The Service
can look up the storage log and file hash history when there is a need.

Data Sharing. Secure data sharing is a critical issue in personal data protec-
tion. To get user data of a specific Service, the third-party Service must have
consent from both the User and the Service. Since user identity is confidential
to the third party, several steps are needed to implement data sharing. In the
initial step, the third party has to send a request to the Service (Fig. 3). After
they reach the consensus on data sharing, the Service will forward the request

Fig. 2. Data storing process.
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Algorithm 1: Service Registration
Input: Uid, Serviceid
Output: out

1 Initialization: out ← error

2 Uid ← address;
3 if isValid(Uid) then
4 if getTable(Uid) then
5 createTable(Uid);
6 event CreateTable(Uid)

7 end
8 registerTable ← getTable(Uid);
9 registerTable.insertTable(Uid, Serviceid);

10 event InsertTable(Serviceid);
11 out ← success

12 end
13 return out

Algorithm 2: Filehash Registration
Input: Uid, Serviceid, filehash
Output: out

1 Initialization: out ← rejected

2 Uid ← address;
3 if getTable(Uid) then
4 if selectValue(Uid, Serviceid) then
5 registerTable ← getTable(Uid);
6 registerTable.updateTable(Uid, Serviceid, filehash);
7 event UpdateTable(filehash);
8 out ← success

9 end

10 end
11 return out

to the User. Here, we choose the Service to deliver the message because it owns
the user behavior data and has access to the User. Once permitted, the User
fetches the file hash from the Register SC.

At this stage, we manage to introduce a reward mechanism. The User will
not send the file hash to the third party directly; but to record the Uid, third-
party Serviceid and corresponding file hash for further validation (Algorithm
3). Then the User delivers sharing permit to the Service. After getting consent,
the Service ought to complete its registration (Algorithm 4). Besides validating
the file hash, the SC requires a certain amount of currency from the Service
and transfers it to the User’s account address as remuneration. Then, the User
completes the sharing process by providing the third party with the file hash,
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the Uid, and Serviceid. The third-party Service now can associate the personal
data to the specific User.

4 Implementation

In this process, we use a Ethereum-based private blockchain to ensure security.
The configurations of the proposed framework are stated in Table 2:

4.1 Set up Ethereum Environment

To start with, we create a genesis.json file, which configs the genesis block of the
network. To define the first block, it gives the detail of the chain, especially the

Fig. 3. Data sharing process.

Algorithm 3: Sharing Process Registration
Input: Uid and Serviceid
Output: out

1 Initialization: out ← error

2 Uid ← address;
3 if isValid(Uid) then
4 if getTable(Uid) then
5 shareRegister ← getTable(Uid);
6 filehash ←table.selectValue(Uid, Serviceid);
7 out ← filehash;

8 end

9 end
10 return out
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Algorithm 4: Service Registration
Input: Uid, Serviceid, TP Serviceid, filehash, amount
Output: out

1 Initialization: out ← rejected

2 if shareRegister.selectValue(Uid, Serviceid) equals filehash then
3 shareLog ← createTable(Uid, Serviceid);
4 shareLog ← insertTable(Uid, Serviceid, TP Serviceid);
5 Uid.transfer(amount);
6 event ShareLog(TP Serviceid);
7 out ← success

8 end
9 return out

Table 2. Configuration

Dependency Detail

OS MacOS

Geth 1.10.4-stable

IPFS 0.9.0

Nodejs 10.24.1

chain ID, the consensus engines, as well as the block numbers of any relevant
hard forks. With this configuration JSON file, we can then set up an initial node
through Geth, the standalone client of Ethereum. Since three main entities in our
proposal (the User, the Service, the third-party Service), we build three nodes.
They are initialized with the same genesis block configuration but started up
with different ports.

Then, we set up an account for each node. The account plays a crucial
role in ether transfer and Smart Contract deployment. Meanwhile, the account
addresses will later be used as identifications in system flows. Finally, to connect
these three nodes and create a network, we apply Geth console, adding each peer
node with its enode id.

4.2 Create and Deploy Smart Contract

There are two smart contracts implemented in the framework: i) the register for
authentication, authorization, logging of interactions between the User and the
Service. ii) the sharing log for logging data authorization of sharing process.
In our implementation, the smart contracts are written in Solidity. It is a high-
level programming language designed for smart contracts running on Ethereum.
To improve the efficiency of programming and debugging, we use Remix IDE,
a multifunctional development tool, to create code. The original code requires
being complied to become executable. This process can still be carried out with
Remix. Then, to deploy, we set an injected web3 to provide as the environment
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of Remix. Here, we apply Metamask, an Ethereum browser, to connect with our
private local network.

4.3 Set up Private IPFS

IPFS is by design a public network. To protect personal information, we manage
to set up a private network IPFS. First, we install go-ipfs, the core implemen-
tation. The network’s privacy can be ensured by referencing the Swarm key,
a secret key generated by a third-party package. This network is only open to
peers who share this key. Even if one gets the file hash, he/she still requires the
Swarm key to get access to the private IPFS. With the generated secret key, we
can then initialize and configure nodes. After starting the nodes, we will be able
to add files from one node and fetch them from another.

5 Discussion

In our proposed framework, we assume the Service as a malicious entity. The
Smart Contract manages registration, authentication and currency transfer.

5.1 Security Analysis

By implementing the framework over blockchain, the activities of entities are
recorded and are transparent to each node. The security weakness may arise from
the risk of potential attacks on the blockchain. According to our design, the user’s
identity is anonymized by using the account address. In Ethereum, this address
is the first 20 bytes of the SHA3 hashed public key, while the public kay is derived
from the private key using Elliptic Curve Digital Signature Algorithm (ECDSA).
Once criminals recover the user’s private key, the account will be exposed to
property damage. Moreover, the smart contract’s deployment and execution are
essentially transactions. The blockchain uses the consensus mechanism to give
the right to the participant node to add transactions and ensure all transactions
are genuine. Ethereum currently adopts Proof-of-work(POW) algorithm, which
is based on a majority vote. As for a small-scale network, it is possible for an
attacker to dominate the majority of the network, thus getting complete control
of the chain.

Also, the smart contract may have security vulnerabilities due to program
defects, such as Reentrancy, Timestamp dependence, and Stack overflow. How-
ever, these risks may be avoided in the programming process thanks to the assist
of the security analyzer.

5.2 Privacy Analysis

Data Storing. User’s behavioral data is owned by the Service. The data is
stored in Service’s database and identified with in-app Uid. With the behavioral
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data, the Service can bring personalized services to each user. However, the Ser-
vice still request tracking authorization (essentially the device id) because they
require a general identifier for cross-app advertising. To prevent unauthorized
advertising, we use an anonymous account address in the blockchain network to
represent the user, thus protecting the general identifier.

The Service uses this identifier to store personal data in a database for subse-
quent access. Instead of directly storing personal information in the SCs, we use
a private IPFS for security purposes. After the data is uploaded, the Service gets
a particular hash for retrieving. Here, we put the personal information in IPFS
while storing the file hash on SC. Hence, even if the Service and the third-part
Service have direct access to the SCs, they are still isolated from the original
data. Also, in the process of hash recording, an authentication exists to check
whether the Service has been registered before. Of course, following a malicious
model, it may not record the hash because the registration brings weak benefits
to the product operation (the data are in their own database). However, the
absence of this hash record affects further data sharing. In addition, the regis-
tration process and interactions with IPFS are traceable and immutable. Some
restrictions can be imposed on this improper behavior in terms of regulation.

Moreover, even if a third party may get file hash improperly and then retrieve
user data, it will not know to whom the data belongs without a general identifier.

Data Sharing. Although there is no general identifier, it is still possible for
third parties to associate an in-app user account with corresponding behavioral
data in other Services by the User’s push message within the application, thus
enabling cross-app data sharing. During this process, to ensure the User’s right,
we introduce a reward mechanism and add few steps of registration before the
User notifies the third party. In the initial stage, the User register the Serviceid
and file hash for the subsequent security review for third-party Serviceid regis-
tration. Again, as a malicious entity, the Service may not perform the registration
process to avoid offering the reward. Nonetheless, in this way, the contract will
not emit a successful registration event, and the User will not send an initiative
notification. So, to complete the sharing, the Service must follow the process.

Meanwhile, these processes are carrying out as transactions on the chain,
which provides a reference for further review. The traceability, transparency, and
immutability of smart contracts make the whole process reliable. For example,
if a Service does not register its ID for a long time after requesting permission,
it may be suspected of violating the rules.

6 Conclusion and Future Work

In cross-app advertising, the user behavioral data is susceptible to attacks and
misuse. How to prevent data leakage is the key to solve the problem. In this
paper, a smart contract based personal data protection framework is proposed.
The essential idea of the design is to conceal the User’s general identifications
from the malicious entities. According to the framework, the User presents an
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anonymous identity when interacting with the Services and the third-party Ser-
vices. Even if a third party has improper access to the User’s behavioral data,
it is still unable to “recognize” the User in-app, thus failing in cross-app adver-
tising. Despite the User’s anonymity, the framework supports data sharing, but
in a secure way: After receiving the request from a third party, the User has the
right to decide whether notify the third party with the file hash so that one gets
complete control of their data. Once the consent is granted, the User also earns
the reward.

Furthermore, the combination of Ethereum and IPFS enhances the security of
the whole design. In the storing and sharing process, the smart contract performs
authorization, authentication, and logging. The access control is strictly enforced
since predefined logic is tamper-proof. Besides, the traceable evidence on the
ledger helps with the further audit process.

For future work, we decide to design a management system of smart contracts
since the framework will become more complex as there are a fairly large number
of users and services in practice. In addition, it is also possible to adapt our
framework to other scenarios, as long as there exists a general identification of
user data.

References

1. Azeem, A., Jajeththanan, S., Sharmilan, S.: Blockchain based decentralized knowl-
edge sharing system - jigsaw. In: 4th International Conference on Information
Technology Research (ICITR), pp. 1–6. IEEE (2019). https://doi.org/10.1109/
ICITR49409.2019.9407801

2. Adjust: What is a device id. https://www.adjust.com/glossary/device-id/.
Accessed 05 July 2021

3. Alizadeh, M., Andersson, K., Schelén, O.: A survey of secure internet of things in
relation to blockchain. J. Internet Serv. Inf. Secur. 10(3), 47–75 (2020). https://
doi.org/10.22667/JISIS.2020.08.31.047

4. Anada, H.: Decentralized multi-authority anonymous authentication for global
identities with non-interactive proofs. J. Internet Serv. Inf. Secur. 10(4), 23–37
(2020). https://doi.org/10.22667/JISIS.2020.11.30.023

5. Apple: User privacy and data use. https://developer.apple.com/app-store/user-
privacy-and-data-use/. Accessed 05 July 2021

6. Bembenik, R., Falcman, K.: BLE indoor positioning system using RSSI-based tri-
lateration. J. Wirel. Mob. Netw. Ubiquit. Comput. Dependable Appl. 11(3), 50–69
(2020). https://doi.org/10.22667/JOWUA.2020.09.30.050
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Abstract. Authentication mechanisms are important security features
for mobile operators and application providers. In addition to the pri-
mary authentication between user equipment and the mobile operator
network, secondary authentication between the user and Data Networks
owned by the application is introduced in the 5G system. However, the
implementation of secondary authentication introduces some challenges
to application providers, not only the cost but also the capability, which
leaves space for improving. In this paper, we designed an authentication
mechanism for applications based on blockchain. With this mechanism,
mobile operators and the application providers are able to share authen-
tication related information like authentication results, users’ identifi-
cation, users’ attribute information, users’ reputation and users’ black-
lists, etc. securely. As a result, some application providers could execute
user access control without deploying their own authentication systems
any more. In addition with the shared comprehensive user information,
mobile operators and application providers can make more fine and intel-
ligent user access control.

Keywords: Blockchain · User authentication · User access control ·
Data sharing

1 Introduction

One of the key partnerships in the 5G ecosystem is between mobile operators
and application providers, which are namely vertical industries. Mobile operators
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provide vertical industries with network resources as well as security solutions.
Authentication mechanisms are important mobile internet security features that
mobile operators are obliged to manage and maintain, in order to ensure only
legitimate users get access to the mobile network and use service resources pro-
vided by the application providers. In addition to the primary authentication
[5] used for access control between the user equipment (UE) and the mobile
operator network, the third partnership project (3GPP) has specified secondary
authentication [3] in the 5G system which is meant for authentication between
the user and Data Networks (DN) which is owned by the application providers
and outside the mobile operator domain. While primary authentication has been
long existed in the generations of mobile networks from 2G to 5G, secondary
authentication is a rather new concept in the 5G system.

The motivation of secondary authentication is based on the fact that appli-
cation providers do not always trust mobile operators in terms of authentication
results, and they are willing to execute authentication themselves rather than
only relying on the authentication mechanism (primary authentication) provided
by the mobile operators. In this case, a typical security risk occurs when users get
access to DN after the connection between the UE and the DN established with
the support of the mobile operator. Though primary authentication has been
conducted successfully in advance in order for the mobile operators to estab-
lish user plane tunnel between the UE and the DN, which means the UE has
been authenticated by the operator and regarded as a legitimate UE, it is pos-
sible for the UE to invoke authentication service provided by the DN resulting
in a Denial of Service (DoS) attack. Therefore, secondary authentication was
designed to allow operators delegating the authentication for DNs during the
establishment of user plane connection [1], this enables the mitigation of the
mentioned security risk, with detailed description of secondary authentication
introduced later in this paper.

However, not all application providers are capable of managing the authen-
tication system on their own considering the cost of credential provisioning and
management, which is a prerequisite for the implementation of secondary authen-
tication. Especially for some middle and small scale application providers, they
are neither unable to conduct secondary authentication, nor willing to only rely
on operators’ primary authentication results [19–21]. As a result, it is beneficial
to build an enhanced authentication system by information sharing for appli-
cation providers to share authentication related information like authentication
results, users’ attribute information, users’ reputation, users’ blacklists, etc., so
that some application providers could execute access control based on the col-
lected information without deployment their own authentication systems. Such
authentication information system is built among the mobile operators and the
application providers with the following advantages.

On one hand, even though secondary authentication helps application
providers intercept malicious users to some extent; each application provider
manages and operates their own authentication systems independently, which
leads to one-sided information of users’ behavior and possibilities of hostile
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attacks. Specifically, if the same user to Application A is a legitimate user, i.e.,
has been authenticated by Application A, but to Application B is an illegal user
due to the failure of authentication or misusing of services provided by Applica-
tion B, it is risky for Application A to keep being unaware of the user’s dubiety
since it may launch attacks later. Thus the enhanced authentication informa-
tion sharing system by information sharing helps to overcome the barriers of
asymmetric information of the users’ authentication related information.

On the other hand, for operators, the primary authentication result for a UE
is static and unchanged until the triggering of the next primary authentication,
while a legitimate user to the operator may launch attacks to the application
providers within the period of primary authentication. The enhanced authenti-
cation system by information sharing system provides the operator with timely
feedback of users’ behaviors after users are authenticated successfully by the
operators, so that help to reduce potential attacks to the mobile operator net-
work.

Motivated by the above problem of secondary authentication and the benefits
of the above mentioned enhanced authentication system by information sharing,
in this paper, we designed an authentication mechanism for applications used
for mobile internet based on blockchain. Blockchain, with the characteristics of
decentralization and tamper-resistance, ensures the trust data sharing among
untrusted multi parties and can be well applied to build the authentication
information sharing system.

This paper is organized as follows. We first introduce the background of
secondary authentication and blockchain technology in Sect. 2. In Sect. 3, we
describe the architecture, process of information written to blockchain and the
detailed procedure of user authentication based on the Blockchain. The experi-
ment design and future work given in Sect. 4 and 5.

2 Background

2.1 Secondary Authentication

Secondary authentication in the 5G system provides a mechanism for appli-
cation providers to authenticate the UE with the support of mobile operator
[14]. Before secondary authentication is introduced into the mobile network, the
application provider does the access control by themselves by using their own
authentication systems and credentials, with the mobile operator just providing
the network connection between the UE and the DN owned by the application
provider. This brought about security risks of DoS attack to the DN since once
the UE is authenticated successfully by the operator through primary authen-
tication, it is able to easily get access to the authentication server of the DN
and endlessly invoke the authentication service provided by the DN. Secondary
authentication addresses this security risk by involving the application provider
to participate the network connection establishment between the UE and the
DN, so that without the permission of the DN, the operator is not able to get
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Fig. 1. General procedure of secondary authentication in 5G

the UE connected to the DN. Figure 1 illustrates the general procedure of sec-
ondary authentication.

The method of secondary authentication is the Extensible Application Pro-
tocol (EAP) framework [9], which is widely used by the application providers.
Session Management Function (SMF) in the 5G system plays the role of the EAP
authenticator and DN-AAA server owned by the DN acts as the EAP authen-
tication server. During the procedures, SMF can only proceed the Packet Data
Unit (PDU) session establishment after the success of the EAP authentication
between the UE and the DN. The PDU session is the network connection for
the UE to get access to the DN. This achieves the goal of preventing malicious
UEs from accessing the DN at the connection establishment stage [2].

However, the implementation of secondary authentication in the industry is
faced with the following two difficulties. One is that the cost of building and
managing the authentication system, which is conducted by the DN-AAA server
in the secondary authentication. For some small application providers, they do
not have their own authentication servers or are not willing to replace their
authentication methods to EAP considering the cost.

The other is the provisioning and management of the credentials used for sec-
ondary authentication. The use of secondary authentication requires credentials
provisioned at both the UE and the DN. The credential provisioning at the UE
is a practical obstacle since once the UE is out of factory, it is hard to provision
and replace the credentials to the UE especially when the UE has been delivered
to or used by the customers.

2.2 Blockchain Technology

A blockchain is defined as an immutable ledger for recording transactions, main-
tained within a distributed network of mutually untrusted peers. Every peer
maintains a copy of the ledger. The peers execute a consensus protocol to val-
idate transactions, group them into blocks, and build a hash chain over the
blocks [11].
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In a public or permissionless blockchain anyone can participate without a
specific identity authentication. Permissioned blockchains, on the other hand,
run a blockchain among a set of known, identified participants. A permissioned
blockchain provides a way to secure the interactions among a group of entities
that have a common goal but which do not fully trust each other [12].

Fabric is a component of the open-source Hyperledger project hosted by the
Linux Foundation, and it is also one of the most actively developed and widely
used permissioned blockchain systems in different industries [6,7]. In Fabric sys-
tem, the nodes involved in completing the transaction processing are called peers.
The peers can be grouped into three types, according to the functional charac-
teristics and roles in the transaction process [8,11].

Endorser: In the Fabric transaction processing, the first process is endorse-
ment. The node responsible for this processing is called endorser. The endorser
judges whether the transaction proposal can be endorsed based on some condi-
tions, such as signature is valid, transaction ID is unique and transaction content
is reasonable. If it is success, the endorser builds up a read-write set by pro-
posal simulation. Then it returns the read-write set and endorsement response
to the client. Along with that response, there is a cryptographic signature of the
endorser. In Fabric system, the endorser is determined by the pre-set endorse-
ment policy. Generally, there is at least one node to endorse the proposal request
in the system.

Orderer: After the endorsement is completed, it is the sequence of trans-
actions. The orderer is the node responsible for performing transaction global
ordering. Orderer receives all of the transaction from different clients. Then it
regularly establishes a global order and packs transactions into certain sized
blocks. The rule of ordering is based on the preset consensus mechanism. By
default of Fabric, the transactions are ordered in the way in which they arrive at
the orderer. The orderer then broadcasts each block to all peers of the network.
After the ordering services, all peers receive the same blocks and the transactions
in it are in the same order.

Committer: All peers in the Fabric network except orderer act as a committer.
When committer receives the block sent by the orderer, firstly verifies whether
the transaction is in compliance with the endorsement policy and whether it
contains endorser’s signature in the read-write set. Then, based on the read-
write set of the transaction, the committer queries the local state database and
determines whether conflict occurs between different transactions in a block.
After that, the committer marks the conflict transactions invalid or valid and
then writes the block to its local ledger.

In Fabric, all the peers have them own local ledger. The ledgers between
each other are exactly the same. The local ledger includes two parts, local state
database and the chain. The local state database stores transaction-related infor-
mation in the form of key, value, and version. The chain holds the information
of all blocks [17,18].

With these three types of nodes, the entire transaction procedure of Hyper-
ledger Fabric covers three stages. Endorsement stage is the endorser executing
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Fig. 2. Workflow of hyperledger fabric

transaction simulation execution and signature endorsement response. Ordering
stage is the orderer globally ordering the transactions proposals and packing
them into blocks. The last verification and committing stage is the committer
verifying the endorsement, detecting transaction confliction, validating confir-
mation of the transactions in the block, and then written all blocks to the chain
[13,16]. The procedure follows an endorsement-order-commit workflow as illus-
trated in Fig. 2.

3 Design

3.1 System Architecture

Based on the blockchain system, 5G mobile operators and application providers
are able to securely share user data with each other, including user identity
information, user attribute information, user reputation and user blacklist lists
and so on. The detailed system architecture is showing in Fig. 3.

In this architecture, 5G mobile operators and industrial application providers
collect and aggregate their own user data firstly. These data are related to iden-
tity authentication and authorization, such as user identity information, user
attributes information, user history network behavior and so on. Then these
data can be shared between different application providers and mobile operators
through the Blockchain. What information will be shared on the chain is accord-
ing to the willing of mobile operators and industrial application providers. Some
of these data are important business data, so they are unwilling to share on the
chain. In this case, mobile operators and industrial application providers can
hash encrypted these data firstly, then write the hash value and other sharable
information on the blockchain together [10,15]. The hash value can be used by
operators or application providers to authenticate users themselves.

In the 5G network, network access control is based on Authentication and
Key Agreement (AKA) protocol [4], which relies on the symmetric key shared
by the operator network and the (U)SIM card. This article also considers user
attribute information, user historical network behavior, user network reputation
and user blacklist, etc. With these user data, 5G mobile operators can provide
fine-grained user authentication and authorization control mechanism and pre-
vent malicious users from getting access to the network or business. In other
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Fig. 3. Architecture of authentication system for applications based on blockchain

words, for those users whose identities are legitimate but the user behaviors are
abnormal, they will most likely not be able to access the network directly.

In the process of 5G network operations and maintenance, the mobile opera-
tors can collect or analyze security related information from the network entities,
network management systems, and the security equipments, including security
threats, attack events, risk warnings, and disposal responses [22]. These infor-
mation are also very important for application providers. They can be written
to the blockchain and shared with each other securely. 5G mobile operators and
industrial application providers both can prevent potential malicious users or
malicious events in a timely manner. In this case, mobile operators and appli-
cation providers can effectively interact with each other and implement security
control from the network layer and application layer. This makes the entire 5G
network and applications more securely, and users also can benefit from it.

3.2 Procedure of User Information Written to the Blockchain

In this article, Hyperledger Fabric is jointly established by 5G mobile opera-
tors and application providers together. Using this blockchain platform, mobile
operators and application providers are sharing user information and make user
identify authentication and accessing control.
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Fig. 4. Process of user information written to the blockchain

Detailed process of user information written to the blockchain is shown in
Fig. 4. In this case, the mobile operator acts as a client and sends a proposal
request of writing user information to the blockchain. Actually, the process of
writing user information by application provider (AP1) is the same.

Preconditions: Before using Hyperledger Fabric, the entity of 5G mobile oper-
ator and application provider as a transaction client need to install the corre-
sponding Software Development Kit (SDK). With this SDK, the user information
is encapsulated in a specific format and transformed through the detailed API
between the SDK and the peers defined in Fabric. When the SDK generating the
transaction request and sending it to the endorser, the chain code of peers has
been configured with who will be responsible for endorsing of this transaction
request. Also, in Fabric, signature is required by default in every stage of the
transaction and preventing the message from being forged or tampered. So, the
MSP (Membership Service Provider) of Fabric is configured and enabled. The
detailed process of user information written to the blockchain has three stages.

– Endorsement stage

1. Using the SDK, the operator generates a proposal request with its signature
and only sends the request to the endorser P1. In this scenario, assume that
only P1 is the endorser. According to the requirements of endorsement policy,
since P2 is not belonging to the organization of mobile operators; there is no
need to endorse the request of operator by P2.

2. After receiving the proposal request, P1 verifies the client’s signature. Accord-
ing to the ID of request message, P1 determines whether the request is sent for
the first time, rather than a replay message. Then P1 simulates the request by
querying the local ledger and determines whether the transaction executing
well. After that, P1 generates a signatured read-write set as an endorsement
response back to the client. The read-write set specifies the detailed key value
of the proposal request.
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– Ordering stage

1. After receiving the response from P1, the client of operator firstly verifies
P1’s signature, and checks whether the endorsement responses are consis-
tent. In this transaction example, the operator uses only one endorser. In
the actual application scenario, multiple nodes are required to participate in
the endorsement process. If the endorsement responses returned by different
endorsers are inconsistent with each other, the transaction request will be
invalid and the client needs to re-initiate the transaction request again.

2. The client of operator packages the proposal request and proposal response
into a transaction and submits it to the orderer.

3. After receiving the transaction from the client, the orderer verifies the client’s
signature. The orderer doesn’t process the transactions and just orders trans-
actions based the pre-configured smart contract. In the smart contract, the
specific ordering principle and ordering method will be specified, such as
ordering based on the transaction receiving time. After the ordering is fin-
ished, the orderer packs the transactions into blocks according to certain
rules. The rules of generating blocks based on a certain size or specific block
time. After the orderer signs the blocks, it forward the packaged blocks to all
of the committer in the blockchain system. In this scenario, both P1 and P2
are committers, and they will receive the blocks sent by the orderer.

– Verifying and committing stage

1. When receiving the blocks broadcasted by the orderer, P1 and P2 sequentially
perform format and signature verification. At the same time, P1 and P2 split
the blocks into each transaction and verify the endorsement signature of each
transaction. Then P1 and P2 perform conflict checking based on the read-
write set of each transaction and decide whether the transaction is valid.
After marking the validity of each transaction, P1 and P2 write the verified
block into its local ledger. The block written in the ledger will be almost the
same as the block received from the orderer, except that each transaction in
the block will have a valid or invalid tag.

After the above process, the user information on the chain written by the
mobile operators will be shared with other application providers. The process
of writing information on the chain by application provider is the same with
the mobile operator’s. The detailed information can be user attribution, user
reputation and user blacklist. Using this mechanism, user is authenticated and
authorized not just based on the previous identity information, but also consider-
ing the user’s network behavior. The user access control can be more flexible and
smarter. Under this mechanism, the authentication of 5G network and industrial
application will be more and more secure and convenient.

3.3 Procedure of User Authentication Based on the Blockchain

The procedure of simplified secondary authentication in 5G based on blockchain
is shown in Fig. 5.
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Fig. 5. Procedure of simplified secondary authentication

1. The mobile operator finishes primary authentication with the user, and this
process is the same with the specified procedure by 3GPP [1]. The Authen-
tication Server Function (AUSF) writes the authentication results to the
blockchain system.

2. The UE initiates the PDU session establishment request to User Plane Func-
tion (UPF) in order to get access to the DN of application provider.

3. Different with specified secondary authentication in 5G, the DN doesn’t need
to implement the EAP process, and just obtains the authentication result
from the blockchain system directly.

4. If the user is legitimate, the PDU session is established successfully.
5. The secondary authentication is finished and the user can access the applica-

tions.

During this process, the application provider enables the user to access appli-
cations according to the results from the blockchain system. The results can be a
simple network primary authentication result, a hash value of users’ important
information, a combination of users’ application attributes or even the users’
reputation or users’ blacklist. The detailed information is determined by the
application providers.

3.4 Procedure of Primary Authentication Based on the Blockchain

Actually, during the user’s accessing to the application provided by DN, the
application provider of DN can also write the user’s behavior information into
the blockchain at any time. Once an attack occurs, the application provider can
write this information to the blockchain and share with the mobile operators and
other application providers in time, which can avoid a wider range of security
incidents happening. Also the user primary authentication can be not only based
on the user’s identity, but also considering the user’s attributes, network behavior
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Fig. 6. Procedure of primary authentication

and user reputation. Even if the user is in the blacklist of the network operator
or application provider, it can be directly denied network access. The procedure
of primary authentication in 5G based on blockchain is shown in Fig. 6.

In this scenario, network operator and application provider write user infor-
mation into the blockchain in advance.

1. UE requests to access the network.
2. The AUSF of mobile operator gets the uses related information from the

chain, such as users’ attributes, users’ reputation and even the user blacklist.
3. The AUSF completes the primary authentication based on user attributes and

other information, and in accordance with a certain authentication model.
4. The AUSF replies with the primary authentication result as the request

response.
5. UE accesses the network.

Based on the user attribute information shared by different application
providers on the blockchain, the mobile operators can perform fine-grained
primary authentication, not only based on users’ identities, but also users’
attributes, users’ reputation and even the user blacklist. This enhances the capa-
bilities of network and application security protection. In this case, the entire
5G network will be more secure and intelligent.

4 Experiment Design

The experiment design of this paper includes four parts, Hyperledger Fabric
system, 5G network simulated elements, an application server, and a simulated
user.
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The main aim of this experiment is to verify the feasibility of the system func-
tionalities. Therefore, the experiment can be carried out with a simple network
structure, including:

1. A fabric system composed of at least three node instances with VMware
virtual machines. The Fabric v1.2 is deployed in these nodes. One node acts
as the orderer, and the others act as the endorser and the committer.

2. The 5G network functions and the application server undertake user’s authen-
tication and access control. They are shipped with Fabric SDK, act as two
clients of Fabric and generate the transaction proposal to write information
to the blockchain system.

3. A simulated user is to access the 5G network and the application server.

The experiment flow of secondary authentication is designed as follows:

1. Primary authentication: the user initiates access to the 5G network and
the 5G network proceeds with AKA procedures, with authentication results
stored in the 5G network.

2. Writing of information to the blockchain: the 5G networkfunction, such
as UPF, acts as a fabric client and sends a transaction proposal to the
endorser to write the authentication results and user related information to
the blockchain. In this process, the endorser will be engaged in the endorse-
ment stage. Then the orderer will globally order the transactions, package the
block and then broadcast the block to all of the committers. After the veri-
fying and committing stage, the authentication results and the user related
information will be written on the blockchain.

3. When the application server receives the user’s request for accessing, the
server acts as a Fabric client and sends a query request to the endorser and
obtains the authentication results and the user information.

Actually, except for the network authentication results from the network
provider, the application provider also can obtain the authentication results,
user attribute information, user reputation and black list from other application
providers via the blockchain system.

5 Conclusion and Future Work

In this paper, we designed a blockchain-based authentication scheme for 5G
applications. With this blockchain system, users’ related information are shared
between the mobile operators and the application providers. With this system,
the secondary authentication defined by 3GPP can be simplified and also the
entire 5G network and applications will be more secure and intelligent.

The architecture and the overall procedures of 5G authentication system
based on blockchain are described in this paper. But the specific informa-
tion content, message format, detailed chain code, and consensus mechanism
in blockchain need to be further studied and defined. At the same time, it is
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necessary to analyze what kinds of user attributes information are important to
operators, how to model and establish the user reputation database and user
blacklist, and how to design the authentication model based on user attribute
information and reputations. With all these information, operators and applica-
tion providers can implement fine-grained user authentication and authorization.
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Abstract. The outbreak of the COVID-19 pandemic has forced world-
wide employees to massive use of their mobile devices to access corporate
systems. This new scenario has made mobile devices more susceptible
to malicious applications, which are yearly developed to conduct sev-
eral hostile activities. Concerned about this fact, many Deep Learning
(DL) based solutions have been proposed, in the last decade, by con-
sidering both static and dynamic approaches. However, static solutions
are adversely affected by obfuscation techniques and polymorphic appli-
cations, while dynamic ones cannot reduce the damages caused during
applications execution. To this purpose, the following paper aims to pro-
pose a novel approach called API-Streams to minimize damages at Run-
time. Therefore, we investigate several Video-Classification tasks through
CNN-LSTM Autoencoders (CNN-LSTM-AEs). More precisely, we com-
bine the capability of AEs in finding compact features with the classifi-
cation abilities of Deep Neural Networks (DNNs), and we show that the
proposed approach achieves an average accuracy of 98% in the presence
of several unbalanced training datasets. Finally, we use the t-Stochastic
Neighbor Embedded (t-SNE) representation technique to investigate the
abilities of the employed AE to cluster data into their respective classes
by limiting their overlapping.

Keywords: Android malware detection · API-Streams ·
Autoencoders · Video classification

1 Introduction

The sudden and rapid displacement of the global workforce towards the houses,
caused by the outbreak of the COVID-19 pandemic, has forced companies world-
wide to make significant changes to their infrastructures. In this new scenario,
mobile devices have been used more than ever to access corporate systems, and
consequently, this has dramatically extended the attack surface and made mobile
devices more susceptible to cyber threats. For instance, as reported by the Mobile
Security Report of Check Point, 97% of organizations have faced several threats
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from mobile devices, while 46% of organizations had at least one employee that
downloaded a malicious app [24]. Mobile devices remain, in fact, one of the most
important targets to cyber-criminals, which constantly monitor the situation
in the world, analyze the most trending topics, and then use these to conduct
several hostile activities [19,25].

For this reason, given the rapid early growth of malware applications
and due to the great success of Deep Learning (DL) in many research fields
[5,10,11,16,18,51], several DL-based solutions have been investigated to face
malware classification by considering both static and dynamic approaches
[8,9,20,29,39,50]. However, static solutions are adversely affected by obfusca-
tion techniques and polymorphic applications, while dynamic ones cannot reduce
the damages caused during applications execution. More precisely, they consider
only the app’s behaviour obtained after the malware’s dynamic analysis when
the malicious objective has already been reached.

To this purpose, the main goal of this paper aims to propose a novel app-
roach, called API-Streams, able to minimize damages at Run-time by considering
several streams of API-Images [9]. More precisely, they are sparse matrices rep-
resenting snapshots of the applications dynamic behaviour, and which have also
been employed to face several Android malware classification activities [7,9].
Then, to prove the effectiveness of the proposed approach, we investigate sev-
eral Video-Classification tasks through CNN-LSTM Autoencoders (CNN-LSTM-
AEs) by combining their capability in finding compact and relevant features, the
goal of Video-Classification in distinguishing objects from a stream of frames,
and the classification abilities of Deep Neural Networks (DNNs). Therefore,
unlike the other solutions of state-of-the-art, the presented API-Streams could
be involved in a monitoring process aimed at providing to end-users information
on the presence of possible malicious applications in the shortest possible time,
and consequently, to minimize the Run-time damages when the applications are
still running.

Hence, the main contributions of this paper can be summarized as follows:

1 A novel approach called API-Streams, based on several streams of API-
Images, is proposed to minimize the damages caused at Run-time.

2 Several Video-Classification tasks, based on CNN-LSTM Autoencoders, are
investigated to show the effectiveness of the proposed approach.

The rest of the paper is organized as follows. Section 2 will present related
works about dynamic DL approaches proposed to face Android malware detec-
tion tasks and Video-Classification’s issues. Section 3 will show a preliminary
overview of the employed deep neural networks typologies. Section 4 will present
the definition of API-Streams, which is based on multiple API-Images considered
at Run-time. Finally, Sect. 5 will report the experimental results, while Sect. 6
will show the conclusions and future works.



Android Malware Detection Through API-Streams 173

2 Related Works

Since Android-based devices are yearly one of the main targets of cyber-
criminals, several DL-based solutions have been investigated, in the last years, to
face Android malware classification tasks by considering both static and dynamic
approaches [12,29,30,33]. Static based solutions can acquire the behaviour of the
analyzed applications by performing several reverse engineering steps, and con-
sequently, by extracting relevant signatures without executing the application.

In 2018, N. Xie et al. [46] proposed a tool called RepassDroid, which is able to
classify Android benign and malicious applications based on permission and Java
methods. Additionally, they explored a comparison among different ML-based
approaches like DT, RF, k-NN, Naive Bayes (NN), and Support Vector Machine
(SVM). The achieved results have been proven that RF is able to achieve a 99.7%
accuracy by taking into account 24288 Android applications.

In 2019, C. Li et al. [21] proposed a novel and highly reliable DNN classifier
for Android Malware detection based on several features extracted from manifest
files and source code. In particular, they considered 7 different static features
like app components, hardware features, permissions, intent filters, restricted
and suspicious Java methods, and used permissions. Thus, they have been used
to train a DNN able to obtain a 99.25% average accuracy.

Finally, in 2020, Aonzo et al. [2] presented BAdDroIds, a mobile applica-
tion that leverages deep learning for detecting malware on resource-constrained
devices. In particular, they considered the required permissions and the AAPI
methods extracted from the DEX file to propose a linear learning algorithm and
a non-linear learning algorithm, respectively. Finally, they investigated several
binary classification tasks by achieving a 98% average accuracy in the presence
of a balanced dataset of 14988 APKs.

However, since static based methods are adversely affected by the use of
obfuscation techniques and polymorphic applications, many dynamic solutions
have been investigated to analyze the behaviour of the malicious code at Run-
time. Unfortunately, due to the high amount of works related to malware classi-
fication, it is very difficult to perform a complete comparison among them. For
this reason, we report only some dynamic features based contributions, that for
their similarity to our proposal, can be helpful to understand the potentiality of
the proposed approach.

In 2016 Kolosnjaji et al. [20] used Deep Neural Networks (DNNs) to ana-
lyze the sequence of system calls extracted at Run-time. More precisely, they
combined convolutional and recurrent layers by obtaining an average accuracy
of 89.0% on 10 Android malware categories. In 2019, A. Abderrahmane et al.
[1] employed a CNN to perform malware analysis in presence of an unbalanced
dataset. More precisely, they achieved an accuracy of 93.3% by classifying a
matrix representation of system calls obtained from dynamic analysis. In 2020,
D’Angelo et al. [9] proposed a malware detector based on sparse Autoencoders
and a matrix’s representation of API calls, called API-Images. More precisely,
they obtained an accuracy of 95% by performing a binary classification in pres-
ence of an unbalanced Android dataset. Finally, in 2021, D’Angelo et al. proposed
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2 DNNs to investigate a multi-class malware classification task. More precisely,
they employed a CNN and a RNN that have respectively achieved an average
accuracy of 99.84% and 99.95% in presence of an Android malware dataset rep-
resented by 5 famous malware families [7].

However, the reported DL approaches have been based on the malicious
behaviour considered after the malware’s execution. Therefore, they are not able
to minimize the damages caused at Run-time.

On the other hand, due to the great success of DL based approaches, several
solutions have been investigated in many research fields, like cancer detection
[11], Network Traffic Classification (NTC) [10,23], and predictive analytics [36].
However, one of the most famous is definitely related to Video Classification that
aims to distinguish one or more objects from a stream of frames [28,48,51].

In 2016 M. Perez et al. [35] proposed a novel method for classifying porno-
graphic videos by employing a CNN based on static and motion information.
More precisely, they achieved an accuracy of 97.9% by concatenating static and
motion features to support video classification tasks related to porn and no-porn
videos. In 2018 X. Xu et al. [47] proposed a framework to classify violent videos
by obtaining an accuracy of 97.97%. More precisely, they used 2 P3D-LSTM neu-
ral networks to extract relevant features through Convolutional-3D and LSTM
layers.

Finally, in 2020, Video Classification tasks have also been investigated in
malware detection by M. L. Santacroce et al. [38]. They proposed a Time Dis-
tributed CNN based on executable code broken into a stream of multiple windows
of fixed dimensions. More precisely, they employed the following neural network
to investigate 2 classification tasks. In the first one, they achieved an accuracy of
98.74% by considering 9 malware classes, while in the second one, they obtained
an accuracy of 99.36% by performing a binary classification.

3 Preliminary Overview

Classification tasks investigated in this paper are based on different typologies
of stacked neural networks to provide an excellent Android malware classifier.
To this purpose, we present a preliminary overview related to employed neural
networks, layers, and operations.

3.1 Convolutional Neural Network

CNNs are often used in computer vision to investigate several tasks about images
classification, objects recognition, and natural language processing (NLP). Their
strength is the presence of multiple hidden layers, each of which, through spe-
cific mathematical operation, is able to extract relevant and correlated features
from input data [10]. More precisely, a CNN is usually characterized by a set of
Convolutional and Pooling layers respectively employed to detect specific typol-
ogy of features and reduce the dimensions of output data. Finally, a CNN is
often composed of another important layer called Flatten that is able to convert
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a matrix of features into a one-dimensional vector. Therefore, it is employed
to fed a fully connected feed-forward neural network [4]. In this paper, we use
CNNs to extract repeating patterns from a stream of API-Images.

3.2 Recurrent Neural Network

RNNs can work on instances structured as progressive observations (i.e., time
series) by considering their mutual dependencies and evolutions over time. In this
way, a given output depends on the previous ones [4]. The training process of a
RNN is performed by using a variant of the Backpropagation (BP) algorithm,
called Backpropagation Through Time (BPTT) algorithm [45]. The application
of BPTT implies the unrolling of the network as a deep network with multiple
hidden layers. To build an RNN, we can use different types of input, output,
and hidden layers. SimpleRNN and Long Short Term Memory (LSTM) layers
are employed as input or hidden layers, while the output part often consists of
a fully connected feed-forward neural network used to obtain a classification of
the input data. In this study, we use the LSTM layer, which has been introduced
to overcome the vanishing gradient problem [14].

3.3 Autoencoders

Autoencoders (AEs) are unsupervised artificial neural networks aimed at gener-
ating new data through the sequence of two processes, namely encoding and
decoding, which are performed from two symmetric neural networks called
encoder and decoder, respectively. The first one transforms the input (e.g. x)
into a low-dimensional latent vector z = f(x). Since the latent vector is of low
dimension, the encoder is forced to learn only the relevant features of the input
data. Vice-versa, the second one tries to recover the input from the latent vector
x̃ = g(z). The goal of the decoder is to make x̃ as close as possible to x [3].
AEs work similarly to the technique used for data compression via dimension-
ality reduction, like Principal Component Analysis (PCA), Linear Discriminant
Analysis (LDA), and Discriminant Function Analysis (DFA). However, AEs are
able to represent the input also using a non-linear combination of the extracted
features, and consequently, they can represent complex input data by using a low-
dimensional latent space [10]. Additionally, the type of neural network employed
to perform the encoding-decoding processes determines the functionality of the
AE, and seven main categories of AEs have been proposed, namely: Denoising
AE [42], Sparse AE [31], Deep AE [49], Contractive AE [37], Undercomplete AE
[40], Convolutional AE [26], and Variational AE [17].

3.4 Stacked Neural Network

A Stacked Neural Network (SNN) configuration is able to combine different pre-
trained neural networks by concatenating intermediate layers [32]. Its goal is to
improve the trade-off between the classification accuracy and the training speed
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by taking advantage of the transfer learning [34]. Consequently, the training of
SNNs is firstly performed by training each employed neural network separately,
and thus, by fine-tuning the whole network through a supervised approach, like
the BT algorithm. Fine-tuning can also be employed to address the vanish gra-
dient problem.

4 The Proposed Approach

This section presents the proposed approach for implementing the abovemen-
tioned Android malware classifier. We accomplished this through two main steps,
namely finding out the more representative features from the API-Streams, and
then performing classification by using a Stacked Neural Network.

Fig. 1. SNN high-level architecture.

More precisely, as shown in Fig. 1, the former step is performed using an
AE implemented by a CNN-LSTM network. Whereas, for implementing the
classification step, we use the latent layer of the AE as input to a fully connected
neural network. In this way, we combine the capability of AEs in finding compact
and relevant features, the goal of Video-Classification in distinguishing objects
from a stream of frames, and the classification abilities of DNNs.

Therefore, we firstly present a brief mathematical formulation of the
employed AE. Then, we report a short overview related to API-Calls and API-
Images. Finally, we describe the generation process of API-Steams by providing
some definitions.
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4.1 AE Definition

As shown in Fig. 1, the employed Autoencoder includes three main layers respec-
tively named input, hidden, and output.

Let x ∈ Rd be an API-Image (the input of Fig. 1), and let xAE ∈ Rd′
be the

input of the considered AE, then x ≡ xAE and d = d′.
As described in Subsect. 3.3, an AE seeks to reconstruct the input by encoding

it to a low-dimensional latent space z, which, in turn, is decoded to an output
x̂AE defined as follows:

x̂AE = y(W ′,b′)(z(W,b)(xAE)) ≡ xAE (1)

where (W, b) and (W ′, b′) respectively are the weights matrix and the bias vector
of the encoder and decoder, while y is the decoder activation function.

Let n be the number of hidden neurons of AE, then W ∈ Rn×d′
, b ∈ Rn,

and z(W,b) is given by:

z(W,b)(xAE) = σ(WxAE + b) (2)

where σ is the encoder activation function.
Since an Autoencoder is trained by minimizing a loss function, it is possible

to consider some constraints (regularization terms) in order to give to the AE
specific capabilities. For instance, Sparse AEs are usually employed to mine rep-
resentative features from data and, consequently, to improve the classification
results. More precisely, the sparsity characteristic can be achieved through dif-
ferent strategies, such as L1 regularization and KL regularization, by forcing the
involved AE to have only a few simultaneously active nodes (1 in theory) that,
as a result, positively affect the learning process [27].

Once the training process is completed, the output of the lth hidden neuron
zl can be derived by:

zl = σ(
d′∑

k=1

wlkx
AE
k + bl) (3)

Hence, since the input data of a Sparse AE is constrained by
∥∥xAE

∥∥2 ≤ 1,
each input data component xAE

k activating the lth neuron is given by:

xAE
k =

wlk∑d′
m=1(wlm)2

, ∀k,m = 1 ... d′. (4)

which extracts a feature exactly corresponding to the lth hidden node’s out-
put. That means that a Sparse AE is able to learn different sets of features from
input data at least equal to the number of considered hidden neurons n.
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As described in Subsect. 3.3, AEs are often combined with different DNNs
typologies to obtain new functionalities and extract more complex features from
data. Therefore, in order to analyze the application behaviour at Run-time, we
use several Convolutional and LSTM layers to retrieve relevant relations from
API-Images that, in literature, are also known as spatial-features and temporal-
features, respectively [10].

4.2 API-Calls and API-Images

Dynamic API-Calls, also called API-Methods, play a relevant role in the Android
malware’s dynamic analysis because they summarize the application’s behaviour.
More precisely, they are traced by using some tools, like Droidmon [15] and Frida
[13], and then identified through a unique timestamp. Therefore, the obtained
list of API-Calls summarizes the methods invoked over time and also permits to
derive their frequency.

As shown in Fig. 2, API-Images are sparse matrices representing the
behaviour of analyzed applications [9]. More precisely, an API-Image is a snap-
shot of dynamic behaviour obtained by considering several API-Calls pairs, and
its creation process consists of two phases: (i) identification of each API-Calls
with a unique ID number and (ii) creation of a sparse matrix by considering
each pair of API-Calls as coordinates of a fixed point. We remand to [7,9] for
more detailed information about their definition.

Fig. 2. An example of API-Image [7].
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4.3 API-Streams Definition

Informally, an API-Stream can be defined as a set of several API-Images sub-
sequences considered at Run-time, and consequently, as many sets of API-Calls
sub-sequences. More precisely, the API-Streams generation process begins by
considering several Δt time windows of API-Calls, and for each of them, by
generating an API-Image. Next, the obtained sequence of API-Images can be
similarly sampled over time and then involved to generate several API-Streams.
Therefore, the following approach assumes that each time window identifies a
fixed-length sub-sequence of API-Calls or API-Images considered at Run-time.
We respectively refer to them with ΔtCalls and ΔtImages, such that:

ΔtCalls = KM ∗ DCalls (5)
ΔtImages = JM ∗ DImages (6)

where KM is the number of API-Calls considered, DCalls is the distance
between 2 API-Calls, JM is the number of API-Images considered, and DImages

is the distance between 2 API-Images. Also, KM ≥ 2 where 2 is the minimum
number of required API-Calls to achieve an API-Image with at least one fixed
point, and JM = t where t is the number of considered time steps.

Therefore, the total number AM of API-Images generated during the app’s
execution is derived as follows:

AM = (LM − ΔtCalls) + 1 (7)

where LM is the total number of API-Calls of an application M .
Finally, to include additional combinations of API-Streams, we consider any

sliding of the temporal window ΔtImages. To accomplish this, usually, a specific
offset (Stride) is used [6]. As a consequence, the total number SM of API-Streams
generated during the app’s execution is given by:

SM =

⌈
(AM − ΔtImages)

Stride
+ 1

⌉
(8)

Figure 3 provides an instance of ΔtCalls and ΔtImages windows, while Fig. 4
summarizes the API-Streams workflow and its main steps.

5 Experimental Results

The goal of experiments, reported in this section, is devoted to demonstrating
the contribution of the proposed approach concerning the classification of sev-
eral Android malware applications at Run-time. To this purpose, we have inves-
tigated the abilities of a CNN-LSTM-SAE-NN to perform Video-Classification
tasks by considering several unbalanced datasets.
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Fig. 3. An instance of ΔtCalls and ΔtImages windows.

Fig. 4. API-Streams workflow.

5.1 Dataset and Experimental Setting

For this work, we considered 5 representative Android malware categories of
Unisa Malware Dataset (UMD)1 [7]. More precisely, the following families
(DroidKungFu - DKFu, Dowgin, FakeInstaller - FI, GinMaster - GM, and Plank-
ton) have been used to generate several API-Streams based datasets in accor-
dance with the workflow shown in Fig. 4. First, for each application, we have cre-
ated AM API-Images as matrices 80 × 80 in accordance with the maximum num-
ber of distinct API-Calls observed. Then, we have extracted SM API-Streams
by considering the following parameters:

– KM : the number of API-Calls considered for each API-Image: (5, 10, 15, 20,
25, 30, 35, 40, 45, 50);

– JM : the number of API-Images considered for each API-Stream: (5, 10);

1 http://antlab.di.unisa.it/malware/.

http://antlab.di.unisa.it/malware/
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– DCalls: the distance between 2 API-Calls: (1);
– DImages: the distance between 2 API-Images: (1, 2, 3);
– Stride: the distance between 2 time windows: (1, 2);

Hence, we have generated several dataset instances by including, in turn, at
least 1000, 2000, and 4000 API-Streams for each malware category. Therefore,
360 different dataset combinations have been considered. Accordingly, in this
section, only the dataset instances that gave the better results are reported.

Subsequently, we have split each employed dataset into two mutually exclu-
sive subsets called learning and testing datasets, respectively. We used 70% of
each dataset for learning and the remaining 30% for testing. The following tables
summarize the main information about the four selected datasets generated by
considering KM = 45, JM = 5, and Stride = 1. More precisely, Tables 1 and 2
report the two datasets generated with DImages = 1 by including at least 2000
API-Streams in the former and 4000 API-Streams in the latter. Tables 3 and 4
summarize the two datasets generated with DImages = 2 by including at least
2000 API-Streams in the first one and 4000 API-Streams in the second one. For
the sake of clarity, we have respectively named the following datasets Dataset1,
Dataset2, Dataset3, and Dataset4.

Table 1. Dataset1 - DImages = 1 and 2000 API-Streams.

API-Streams Training Testing

DKFu 2113 1451 662

Dowgin 3465 2445 1020

FI 4038 2802 1236

GM 2139 1515 624

Plankton 2099 1484 615

Total 13854 9697 4157

Table 2. Dataset2 - DImages = 1 and 4000 API-Streams.

API-Streams Training Testing

DKFu 4026 2820 1206

Dowgin 7898 5488 2410

FI 4038 2843 1195

GM 4014 2788 1226

Plankton 4108 2919 1189

Total 24084 16858 7226
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Table 3. Dataset3 - DImages = 2 and 2000 API-Streams.

API-Streams Training Testing

DKFu 2013 1398 615

Dowgin 3945 2794 1151

FI 2017 1398 619

GM 2003 1411 592

Plankton 2051 1419 632

Total 12029 8420 3609

Table 4. Dataset4 - DImages = 2 and 4000 API-Streams.

API-Streams Training Testing

DKFu 4238 2963 1275

Dowgin 4230 2951 1279

FI 4002 2787 1215

GM 4002 2772 1230

Plankton 4087 2918 1169

Total 20559 14391 6168

5.2 Proposed Network

In this work, we have explored the effectiveness of the proposed approach by
employing a CNN-LSTM Stacked Autoencoder (CNN-LSTM-SAE). More pre-
cisely, the encoder’s architecture has been developed as a sequence of two
Conv2D layers with kernel size = (4,4), strides = (4,4), activation = relu,
padding = same, and no pooling. Furthermore, we have used 4 filters for the
first layer and 1 filter for the second layer. After that, we have employed a Flat-
ten layer to create a one-dimensional vector to be sent to LSTM layers. Since we
have used a timeSteps of 5 for the LSTM layers, three TimeDistributed layers
have been employed on the two convolutional layers and the flattening layer,
respectively. Next, we have used the resultant flattened CNN-vector to fed the
first LSTM layer characterized by 25 cells and return sequence = True. Next, we
have employed a second LSTM layer including 125 cells and return sequence =
False to achieve a latent vector of 125 features. Therefore, the decoder’s archi-
tecture has been implemented by the reverse sequence of the described encoder.
Figure 5 shows the architecture of the discussed encoder.

The following CNN-LSTM-SAE has been compiled with the Adam optimizer
and the Mean Squared Error (MSE) loss function. Then, it has been trained
with batch size = 64 for 5 epochs. Subsequently, we have employed the trained
encoder part to fed a fully connected softmax neural network characterized by 2
Dense layers with 256 nodes, activation = relu, and dropout = 0.5. Furthermore,
in order to obtain the classification results as probability distributions, we have
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Fig. 5. Architecture of the employed encoder.

added a Dense layer with 5 nodes and activation = softmax at the end of these
two layers. We have trained and tested the following encoder and the softmax
network with an iMac equipped with an Intel 6-Core i7 CPU @ 3.20 GHz, and
16 GB RAM.

Finally, we have combined the employed encoder and the softmax classifier
as a Stacked Neural Network named CNN-LSTM-SAE-NN. More precisely, it
has been compiled with Adam optimizer and SparseCategoricalFocalLoss func-
tion [22], which is a specific function to fit neural networks in the presence of
unbalanced datasets. Then, it has been trained with batch size = 64 and 250
epochs by using the 70/30 criteria.

Additionally, the following architectures have been derived by varying the
following hyper-parameters:

– numConvLayers: the number of Conv2D layers considered (1, 2, 3);
– numLSTMLayers: the number of LSTM layers considered (1, 2, 3);
– numDenseLayers: the number of Dense layers considered (1, 2, 3, 4);
– filters: the number of filters considered for each Conv2D layer (1, 2, 4, 8, 16);
– LSTM cells: the number of cells considered for each LSTM layer (25, 125,

250);
– neurons: the number of neurons considered for each Dense layer (64, 128,

256);
– timeSteps: the number of observations used as input time steps for LSTM (5,

10);
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– activation: activation functions employed (relu, softmax);
– strides: the stride length for each Conv2D layer (1, 2, 4);
– batch size: considered batch size values (16, 32, 64, 128);
– loss: loss functions used (Mean Squared Error, Categorical Crossentropy,

SparseCategoricalFocalLoss);

5.3 Evaluation Metrics

To appreciate the classification quality of the proposed model, we used the fol-
lowing evaluation metrics derived from the multi-class confusion matrix: Accu-
racy (Acc.), Sensitivity (Sens.), Specificity (Spec.), Precision (Prec.), F-Score
(F-Measure), and Area Under the ROC Curve (AUC).

Accuracy =
TP + TN

TP + TN + FP + FN
(9)

Sensitivity =
TP

TP + FN
(10)

Specificity =
TN

TN + FP
(11)

Precision =
TP

TP + FP
(12)

F − Score =
2 ∗ Sens ∗ Prec

Sens + Prec
(13)

AUC =
Sens + Spec

2
(14)

For each malware category, TPs (True Positives) are the API-Streams cor-
rectly classified, TNs (True Negatives) are the API-Streams correctly classified in
another category, FPs (False Positives) are the API-Streams incorrectly identi-
fied as a considered category, while FNs (False Negatives) are the API-Streams
in another category incorrectly identified as a considered category. Finally, in
order to obtain a global validation, the average values (Avg.) among all metrics
have been computed.

5.4 Achieved Results

The following tables show statistics metrics derived by applying 70/30 criteria on
the involved datasets. Tables 5, 7, 9, and 11 respectively summarize the achieved
results related to Dataset1, Dataset2, Dataset3, and Dataset4, while Tables 6,
8, 10, and 12 respectively report the confusion matrices related to Dataset1,
Dataset2, Dataset3, and Dataset4. Finally, Table 13 summarizes the obtained
results.

In order to show the effectiveness of the use of the proposed representa-
tion method, the achieved results have been compared with the most famous
ML-based approaches of WEKA [44]. In particular, we have used Multi-Layer
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Table 5. Performance metrics related to Dataset1.

Acc. Spec. Prec. Sens. F-Score AUC

DKFu 0.9779 0.9852 0.9371 0.9230 0.9300 0.9541

Dowgin 0.9861 0.9943 0.9616 0.9833 0.9724 0.9888

FI 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

GM 0.9919 0.9971 0.9639 0.9840 0.9738 0.9906

Plankton 0.9844 0.9875 0.9660 0.9252 0.9452 0.9564

Avg. 0.9881 0.9927 0.9656 0.9631 0.9643 0.9780

Table 6. Multi-class confusion matrix related to Dataset1.

DKFu Dowgin FI GM Plankton

DKFu 611 40 0 1 10

Dowgin 17 1003 0 0 0

FI 0 0 1236 0 0

GM 0 0 0 614 10

Plankton 24 0 0 22 569

Table 7. Performance metrics related to Dataset2.

Acc. Spec. Prec. Sens. F-Score AUC

DKFu 0.9805 0.9906 0.9320 0.9544 0.9431 0.9725

Dowgin 0.9859 0.9917 0.9757 0.9826 0.9791 0.9872

FI 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

GM 0.9910 0.9896 0.9991 0.9494 0.9737 0.9695

Plankton 0.9895 0.9948 0.9626 0.9748 0.9687 0.9848

Avg. 0.9894 0.9932 0.9739 0.9722 0.9729 0.9828

Table 8. Multi-class confusion matrix related to Dataset2.

DKFu Dowgin FI GM Plankton

DKFu 1151 28 0 1 26

Dowgin 23 2368 0 0 19

FI 0 0 1195 0 0

GM 60 2 0 1164 0

Plankton 1 29 0 0 1159
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Table 9. Performance metrics related to Dataset3.

Acc. Spec. Prec. Sens. F-Score AUC

DKFu 0.9683 0.9940 0.8604 0.9724 0.9130 0.9832

Dowgin 0.9919 0.9931 0.9895 0.9861 0.9878 0.9896

FI 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

GM 0.9960 0.9951 1.0000 0.9764 0.9880 0.9858

Plankton 0.9721 0.9731 0.9667 0.8718 0.9168 0.9225

Avg. 0.9857 0.9911 0.9633 0.9613 0.9611 0.9761

Table 10. Multi-class confusion matrix related to Dataset3.

DKFu Dowgin FI GM Plankton

DKFu 598 11 0 0 6

Dowgin 16 1135 0 0 0

FI 0 0 619 0 0

GM 0 1 0 578 13

Plankton 81 0 0 0 551

Table 11. Performance metrics related to Dataset4.

Acc. Spec. Prec. Sens. F-Score AUC

DKFu 0.9827 0.9964 0.9859 0.9294 0.9568 0.9630

Dowgin 0.9885 0.9855 0.9474 1.0000 0.9730 0.9926

FI 0.9981 1.0000 1.0000 0.9909 0.9955 0.9955

GM 0.9963 0.9968 0.9871 0.9943 0.9907 0.9954

Plankton 0.9741 0.9836 0.9301 0.9333 0.9317 0.9583

Avg. 0.9880 0.9925 0.9701 0.9696 0.9695 0.9808

Table 12. Multi-class confusion matrix related to Dataset4.

DKFu Dowgin FI GM Plankton

DKFu 1185 3 0 5 82

Dowgin 0 1279 0 0 0

FI 0 0 1204 11 0

GM 0 7 0 1223 0

Plankton 17 61 0 0 1091
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Table 13. Average metrics values of involved datasets.

Acc. Spec. Prec. Sens. F-Score AUC

Dataset1 0.9881 0.9927 0.9656 0.9631 0.9643 0.9780

Dataset2 0.9894 0.9932 0.9739 0.9722 0.9729 0.9828

Dataset3 0.9857 0.9911 0.9633 0.9613 0.9611 0.9761

Dataset4 0.9880 0.9925 0.9701 0.9696 0.9695 0.9808

Avg. 0.9878 0.9924 0.9681 0.9666 0.9670 0.9793

Table 14. Comparison between the proposed SNN and static based solutions.

Acc. Spec. Prec. Sens. F-Score AUC

Li-DNN 0.9925 0.9945 0.9961 0.9904 0.9933 0.9925

Ao-LLA 0.9890 0.9900 0.9900 0.9880 0.9890 0.9890

Pr-SSN 0.9878 0.9924 0.9681 0.9666 0.9670 0.9793

Xie-RF 0.9770 0.9992 0.9775 0.9775 0.9775 0.9884

Perceptron (MLP), J48 trees (J48), and Naive Bayes (NB) to derive the clas-
sification metrics by considering a flattened version of the employed datasets.
However, due to the high number of considered features, no relevant results
have been achieved.

Furthermore, the proposed Stacked Neural Network (Pr-SNN) has been com-
pared with the most famous static based approaches representative of the state-
of-art. In particular, we have considered Random Forest (RF) results achieved
by N. Xie et al. (Xie-RF) [46], DNN results obtained by C. Li et al. (Li-DNN)
[21], and linear learning algorithm results achieved by Aonzo et al. (Ao-LLA)
[2]. Table 14 summarizes the comparison between the proposed stacked neural
network (Pr-SNN) and static based approaches.

The following comparison shows that the Pr-SSN has achieved an average
accuracy equivalent to those achieved by the considered approaches, while it
has obtained a 2% less concerning the remaining statistic metrics respectively
related to Li-DDN and Ao-LLA. However, as reported in Sect. 2, the considered
solutions are based on Java code, and consequently, they become ineffective
against obfuscation techniques.

Also, we have compared the proposed neural network with the dynamic DL-
based solutions representative of the state-of-art. In particular, we have con-
sidered CNN results obtained by A. Abderrahmane et al. (Ab-CNN) [1] and
results achieved by D’Angelo et al. respectively through a RNN (DA-RNN) and
a CNN (DA-CNN) [7]. Table 15 summarizes the comparison between the pro-
posed stacked neural network (Pr-SNN) and dynamic DL-based solutions.
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Table 15. Comparison between the proposed SNN and dynamic DL-based solutions.

Acc. Spec. Prec. Sens. F-Score AUC

DA-CNN 0.9984 0.9990 0.9963 0.9960 0.9961 1.0000

DA-RNN 0.9995 0.9997 0.9987 0.9986 0.9986 0.9993

Pr-SSN 0.9878 0.9924 0.9681 0.9666 0.9670 0.9793

Ab-CNN 0.9330 0.9414 0.9410 0.9780 0.9600 0.9560

Fig. 6. t-SNE related to Dataset1.

First, the following comparison shows that the Ab-CNN has achieved dis-
crete results, and consequently, our Pr-SNN has obtained up to 5% in average
accuracy over it. As reported in Sect. 2, evaluation metrics of Ab-CNN have
been derived by only considering a matrix representation of system calls. Con-
sequently, the following representation method is not able to achieve equivalent
results as those obtained by our Pr-SNN. Second, DA-CNN and DA-RNN have
achieved the best results, and consequently, they have obtained up to 1% in aver-
age accuracy over our Pr-SNN by considering the API-Images representations
of 5 Android malware families. However, the proposed SNN (Pr-SNN) is able to
classify malware applications by considering their API-Streams and, since the
achieved results are slightly lower than those based on the API-Images, it might
be a valid approach to minimize the damages caused at Run-time.

Finally, to provide a graphical interpretation of how the usage of CNN-LSTM-
AE affects the features transformation, we visualized the high-dimensional latent
space, of each involved test set, on a two-dimensional plane. To accomplish this,
we used the t-Distributed Stochastic Neighbor Embedding (t-SNE) [41,43]. More
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Fig. 7. t-SNE related to Dataset2.

Fig. 8. t-SNE related to Dataset3.

precisely, t-SNE is a famous approach for non-linear data dimensionality reduc-
tion often employed to allow a data visualization on a two or three-dimensional
plane. The obtained t-SNE representations are respectively shown in Figs. 6, 7,
8, and 9.
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Fig. 9. t-SNE related to Dataset4.

As shown in the following figures, the analyzed latent vectors have got five
well visible groups. Therefore, the proposed CNN-LSTM-AE-NN configuration
is able to cluster data into their respective classes by limiting their overlapping.
More precisely, FakeInstaller is represented by a unique group, while some over-
laps are present among the other categories, as confirmed by the results reported
in Tables 6, 8, 10, and 12. Finally, some families, like DKFu and Dowgin, are rep-
resented by at least two sub-clusters. Consequently, they could be characterized
by several sub-categories, also called variants, which usually have a different
behaviour over time.

6 Conclusions and Future Works

In this paper, we presented a novel approach called API-Streams to minimize
the damages caused by the Android malware applications at Run-time. More
precisely, we extracted the behaviour of 5 malware families, of Unisa Malware
Dataset (UMD), as streams of API-Images generated at Run-time. Then, we
employed the capability of CNN-LSTM Autoencoders (CNN-LSTM-AEs) in
finding compact features to investigate several Video-Classification tasks. Next,
we showed the effectiveness of the proposed approach by using several statistic
metrics derived from the multi-class confusion matrix. The achieved results show
that the employed CNN-LSTM-AE has achieved an average accuracy of 98% in
the presence of several unbalanced training datasets. Also, we have compared the
proposed approach to the most famous static and dynamic based approaches of
the state-of-art. More precisely, it has shown that the involved CNN-LSTM-AE
has achieved statistic metrics comparable to those obtained from the considered
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solutions, which are respectively ineffective against obfuscation techniques and
based on the malicious behaviour considered only after the malware’s execution.
Finally, we used the t-Distributed Stochastic Neighbor Embedding (t-SNE) rep-
resentation technique to show the abilities of the employed AE to cluster data
into their respective classes. The involved representations method has clustered
the analyzed malware families into 5 main well-visible groups by limiting their
overlapping. However, since some malware families have been grouped into at
least two sub-clusters, there could be the presence of several sub-categories or
variants.

For this reason, we would like to propose 2 possible future works. First of all,
we will investigate the abilities of the proposed approach by considering other
Android malware categories. We have focused only on 5 families because the data
generation process is time-consuming. Second, we will investigate the abilities of
Autoencoders in detecting existent malware sub-categories by considering their
different behaviour over time. More precisely, the following study might improve
the capabilities of Android malware classifiers in reducing the applications dam-
ages at Run-time, and consequently, improve the achieved results.
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Abstract. Mobile devices commonly employ speech recognition (SR)
techniques to facilitate user interaction. Typical voice assistants on
mobile devices detect a wake word or phrase before allowing users to
use voice commands. While the core functionality of contemporary SR
systems relies on deep learning, researchers have shown that deep learn-
ing suffers from various security issues. Among these security threats,
Trojan attacks in particular have attracted great interest in the research
community. To conduct a Trojan attack, an adversary must stealthily
modify a target model, such that the compromised model will output
a predefined label whenever presented with a trigger. Most work in the
literature has focused on Trojan attacks for image recognition, and there
is limited work in the SR domain. Due to the increasing use of SR sys-
tems in daily devices, such as mobile phones, Trojan attacks for SR pose
a great threat to the public and is therefore an important topic of con-
cern to mobile internet security. Despite its growing importance, there
has not been an extensive review conducted on Trojan attacks for SR.
This paper fills this gap by presenting an overview of existing techniques
of conducting Trojan attacks and defending against them for SR. The
purpose is to provide researchers with an in-depth comparison of current
methods and the challenges faced in this important research area.

Keywords: Trojan attacks · Deep learning · Machine learning ·
Speech recognition

1 Introduction

Speech recognition (SR) plays an important role to facilitate user interaction in
mobile devices nowadays [1,9,22,25]. Instead of relying on physical input, e.g.,
via a touch screen or a keyboard, SR systems allow users to execute commands
directly using speech. Voice assistants on mobile devices typically detect a wake
word or phrase, then subsequently allow voice commands to be accepted by
the system. Modern SR systems rely on the capabilities of deep learning to
process input speech. However, researchers have shown that deep learning models
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suffer from various security issues, in which adversaries can exploit to control
the output of these models [26,27].

Of the various security threats, Trojan attacks in particular have attracted
great interest among researchers [5,8,14,18]. To conduct a Trojan attack, an
adversary must first stealthily modify a target model. While there should be
no obvious degradation in performance when the compromised model handles
normal input, when a trigger is present in the input, the compromised model
will output a malicious label that was predefined by the adversary. To date,
most work on Trojan attacks have focused on image recognition [4,13,17,19].
For images, a trigger is usually a small patch stamped on an input image [17].

Trojan attacks can also be applied in the SR domain. For example, an adver-
sary can insert a short piece of noise at the beginning of speech, which will cause
a target SR model to output a predefined label [17]. Due to the fact that SR
systems are now ubiquitous on mobile devices, Trojan attacks for SR pose a
severe threat to the public and is therefore an important topic of concern to
mobile internet security. At present, there has not been a review focusing on
Trojan attacks for SR. In this paper, we fill this gap by presenting an overview
of existing work on conducting Trojan attacks in the SR domain, along with
effective methods for defending against such attacks.

The rest of this paper is organized as follows: Sect. 2 provides background
knowledge on SR; a review of existing Trojan attacks for SR and methods for
defending against them are presented in Sects. 3 and 4, respectively; challenges
and promising future directions in this area are then discussed in Sect. 5; and
finally, this paper concludes in Sect. 6.

2 Speech Recognition

SR refers to techniques that enable programs to process human speech. There are
various tasks involved in SR, such as speaker verification (SV), speech command
recognition (SCR), automatic speech recognition (ASR), and so on. The purpose
of SV is to determine whether a voice comes from a specific user. SCR classifies
input speech, which typically contains a single spoken word, into a label from a
fixed set. For example, SCR may be used to classify a spoken digit from a set of
10 labels, ranging from “0” to “9”. ASR on the other hand, aims to transcribe
speech into text format. Given that the number of potential transcripts for audio
is excessively large, this means that the task for ASR is intrinsically more difficult
than SCR.

A typical workflow of SR is to first extract frequency domain features from
input audio. Normally, input audio is transformed into a spectrogram that shows
frequency components varying with time. A deep neural network (DNN) is then
employed to process the features. Different types of DNNs are used for different
tasks. Specifically, time-delay DNN can be used for SV [21,22] while convolu-
tional neural network (CNN) performs well for SCR [16]. Furthermore, recurrent
neural network (RNN) is a common choice for ASR [1,2,9].
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Fig. 1. The architecture of DNNs used in [16] for SCR.

An example of DNN for SCR is shown in Fig. 1. One can see that there are
multiple CNNs stacked for processing an input spectrogram. The output features
from the CNNs are then passed to fully connected layers to be transformed into
dimensions equaling the number of labels. This model was used for studying
Trojan attacks in [16].

3 Trojan Attacks for Speech Recognition

3.1 Model Retraining

This section presents Trojan attacks that require retraining of a target model.
Early work of Trojan attacks focused on image recognition where a target model
had to be retrained using contaminated datasets [8]. Specifically, a portion of
training data is modified by triggers, where their corresponding labels are altered
to malicious labels. An adversary then retrains the target model using the con-
taminated training set, such that the model will output the predefined labels
whenever their triggers are present.

Based on a similar idea, Liu et al. [17] effectively conducted a Trojan attack
for SR [17]. However, they retrained the target model without access to the
original training sets. This is different from early work on Trojan attacks for
image recognition [8], which required access to original training sets. Although
the method proposed in [17] was initially designed for image recognition, they
demonstrated that their approach can directly be used to conduct Trojan attacks
for SR.

Their attack is separated into 3 stages. The first stage is for generating a
trigger given a specific region. A internal layer is selected and all neurons in
that layer are scanned. Then, the neurons that are strongly connected to the
region are selected. A strong connection means that activation values of neurons
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Fig. 2. Examples of triggers generated by the method in [17]. The first row shows initial
triggers of different shapes. These triggers are then modified via backpropagation to
maximize activation values of selected neurons. The resulting triggers as well as the
selected neurons are shown in rows 2–4 and rows 5–7.

are easily affected by value changes in the region. Specifically, Eq. 1 is solved to
determine which neurons are selected.

arg max
t

(
n∑

j=0

ABS(Wlayer(j,t))) (1)

where Wlayer represent the weights that connect the selected layer to its preced-
ing layer. Equation 1 means that a neuron is selected if the sum of the absolute
weights that connect this neuron to the preceding layer is the largest. After
selecting strongly connected neurons, they then generate a trigger correspond-
ing to large activation values of these neurons. Backpropagation is used to search
for values in the region that maximize the activation values. Examples of triggers
are shown in Fig. 2. These triggers are for image recognition because this is the
primary domain considered in [17]. It should be noted that the proposed method
can be directly applied to SR.

Stage 2 aims to generate training data based on the generated trigger. Given
an input, backpropagation is again used to generate training data that can max-
imize each output neuron. For example, if there are 10 output neurons, then 10
different training data would be generated. Stage 3 then generates extra training
data by stamping the trigger on each training data with labels other than the
actual label. The labels for these extra training data are set to the malicious
label. The model is then retrained on all training data, including data with and
without the trigger.

After retraining, the model is compromised in a way where it will output the
malicious label when a trigger is present. To attack an SR system, the region for
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Fig. 3. Visual depiction of a Trojan attack for SR proposed by Liu et al. [17], where
audio stamped with triggers of different lengths are shown.

generating triggers is selected to be the first small portion of the input audio.
Figure 3 shows examples of audio stamped with triggers of lengths equal to 5%,
10%, and 15% of the audio length [17]. Detailed experimental results are shown
in Table 1. “Orig” means the test accuracy of a compromised model on original
data. “Orig Dec” represents the decrease in accuracy via comparing an original
model with the corresponding compromised model on original data. “Ori+Tri”
is the attack success rate of a compromised model on original data stamped
with triggers. “Ext+Tri” is the attack success rate of a compromised model on
external data stamped with triggers.

Table 1. Experimental results in [17] of Trojan attacks for SR

External data is not used during training or evaluation of a target model. In
addition to selecting only one neuron, the effect of selecting 2 neurons and all
neurons from the internal layer are also studied. However, there is no obvious
difference as shown in the subcolumns of “Number of neurons”. Looking at
the subcolumns of “Sizes”, one can see that performance degradation decreases
and attack success rates increase if the length of triggers increase. The increase
in success rates is intuitive as triggers of larger sizes make it easier to detect
audio with triggers. When the length of triggers is 15% of the audio length,
the accuracy of the model only decreases by 1.5%, while the attack success rate
becomes 100%. The decreases in performance degradation can be explained that
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triggers of larger sizes result in clearer distinction between clean audio and audio
with triggers. This makes a compromised model more easily distinguish them
such that performance degradation decreases.

The target model in [17] is a model for SCR. Input speech contains a single
spoken word and the model outputs a label from a fixed set. Recent work by Li et
al. [12] extends the Trojan attack in [17] to successfully attack ASR. Compared
to SCR, which outputs a label from a fixed set, ASR transcribes input speech into
text format. The input speech contains full sentences instead of a single word.
The task for ASR is significantly more complex, because there is a huge number
of potential transcripts for a given input speech. However, Li et al. [12] did not
provide detailed information about their generated triggers, such as length and
initial values.

3.2 TrojanNet

Fig. 4. Illustration of TrojanNet attack [23]. The blue part and red part indicate the
target model and TrojanNet, respectively. (a) TrojanNet output zero vector when there
is no trigger in the input; (b) Neurons of TrojanNet are activated when a trigger exists
in the input. Output from TrojanNet is merged with output from the target model such
that the compromised model outputs a malicious label predefined by an adversary.

The Trojan attacks discussed above require retraining of a target model.
This strategy has two limitations. First, retraining a target model can be time-
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consuming, especially for complex models. Second, retraining a target model can
degrade the performance of normal input. If the degradation in performance is
noticeable, this may raise the suspicion of user. In fact, if a compromised model
performs poorly, it may not even be used.

To overcome these limitations, Tang et al. [23] proposed a novel Trojan attack
that does not require retraining of a target model. Specifically, they proposed
the training of a small module, called TrojanNet. An illustration of TrojanNet is
shown in Fig. 4. The goal of TrojanNet is to detect the existence of a trigger in
the input and force the compromised model to output a malicious label whenever
a trigger exists. The output from TrojanNet is combined with the output from
the target model based on a simple formula shown in Eq. 2:

ymerge = softmax(
αytrojan

τ
+

(1 − α)yorigin
τ

)) (2)

where yorigin represents the output from the target model, ytrojan is the output
from TrojanNet, and τ is a constant set to 0.1. α controls the balance between
TrojanNet and the target model, where α = 1 means no contribution from
the target model and α = 0.5 means the output from the target model is as
important as the output from TrojanNet. TrojanNet outputs zero vector when
there is no trigger in the input. If a trigger is stamped on the input, neurons of
TrojanNet are activated. In this case, the output from TrojanNet dominates such
that combined output results in a malicious label predefined by an adversary.
The trigger is designed to be similar to a QR code, e.g., a mix of white and black
modules. This means that TrojanNet can be trained to detect multiple triggers
with different patterns. Each pattern corresponds to a different label.

Fig. 5. TrojanNet proposed in [23] detects a small trigger on the spectrogram. (a)
Clean spectrogram of input audio; (b) A trigger is stamped on the spectrogram which
will be detected by TrojanNet.
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In the same way as previously discussed Trojan attacks, TrojanNet is
designed primarily for image recognition while it can be directly applied to attack
SR. A trigger is stamped on the spectrogram of input audio as shown in Fig. 5.
Although they did not provide attack results of a compromised model, their
experiments showed that TrojanNet alone can successfully detect the existence
of triggers with 100% accuracy.

3.3 Discussion

Table 2. Comparing Trojan attacks for SR.

Attack Target Success rate Accuracy Deca Retrainingb

Liu et al. [17] SCR [99.8%, 100.0%] [2.0%, 2.3%] True

Li et al. [12] ASR 100.0% 0.5% True

TrojanNet [23] SCR 99.95%c N/A False
a: decrease in accuracy for clean input.
b: whether need to retrain a target model.
c: this success rate is achieved by applying TrojanNet alone to detecting
triggers.

The difference between the reviewed Trojan attacks for SR are summarized in
Table 2. It should be noted that the success rate for TrojanNet [23] is obtained
by applying TrojanNet alone to detecting triggers, instead of combining Tro-
janNet with a target SR model. The methods proposed by Liu et al. [17] and
Li et al. [12] both have achieved high success rates for detecting triggers with
small degradation in performance. However, their methods require retraining of
a target model, which may be expensive for complex models. Although experi-
ments for SR are not thorough in TrojanNet [23], this method shows promising
results without retraining a target model. Further research investigating Trojan
attacks that do not require the retraining of a target model is an interesting
future research direction.

4 Defending Against Trojan Attacks for Speech
Recognition

In this section, we review research that has been shown to be effective in defend-
ing against Trojan attacks for SR. As there is limited research on designing
Trojan attacks for SR, consequently, this means that work showing the effective-
ness of defending against such attacks is also limited. Moreover, existing research
all focus on defending against Trojan attacks for SCR.
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Fig. 6. The neurons that do not activate for clean input are pruned [16]. This is to
remove potential Trojan from a target model.

4.1 Fine-Pruning

An early study was conducted by Liu et al. [16]. Their method was based on
the intuition that different neurons are activated for clean input and input with
triggers. An explanation is that each neuron aims to detect a specific feature from
the input. Hence, neurons that detect the existence of triggers are not activated
when input is clean and vice versa. As demonstrated in Fig. 6, they proposed to
prune neurons that do not activate for clean input to remove potential Trojan
from a target model. Figure 7(a) shows that this strategy (referred to as baseline
attack) can effectively decrease the success rates of Trojan attacks from 77% to
13% at the cost of a 4% drop in the accuracy for clean input. However, this
performance is obtained when an adversary is not aware of defense.

They further investigated a more sophisticated attack for which an adver-
sary was aware of the defense by pruning neurons that are not activated for
clean input. There are 3 stages for conducting pruning aware attack. In stage
1, an adversary trains a model on clean datasets in a normal way. In stage 2,
the adversary prunes neurons that are not activated for clean input and retrains
the pruned model on poisoned data sets, which contain input with triggers. In
the last stage, the adversary restores the pruned neurons such that the com-
promised model is consistent with initial hyperparameters. This pruning aware
attack forces remaining neurons in the pruned model to be activated when input
contains triggers. The simple pruning defense described above cannot defend
against this pruning aware attack because pruned neurons are not activated for
either clean input or input with triggers. Figure 7(b) shows that the accuracy
for clean input decreases dramatically before the attack success rate reaches a
small value.

For this pruning aware attack, they proposed to first prune the neurons that
do not react to clean input and then fine-tune the network on the training set.
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Fig. 7. Pruning neurons that are not activated for clean input degrades the performance
of a target model [16]. (a) Baseline attack; (b) Pruning aware attack.

They called this defense Fine-Pruning. The underlying reason for this strategy
is that fine-tuning a pruned model can effectively destroy potential Trojan since
model weights are changed. In addition to destroying Trojan, fine-tuning the
pruned model can also improve its performance on clean data. Their experi-
mental results show that Fine-Pruning effectively defended against 98% baseline
attacks and 100% pruning aware attacks. The decrease in accuracy is only 0.2%.

4.2 STRIP

Recent work by Gao et al. [7] proposed a defense strategy, called STRIP, based on
empirical observations that triggers are input-agnostic. It means that if a trigger
exists, the output will be the same regardless the input content as shown in Fig. 8.
This observation inspires their strategy to detect Trojan attacks via repeatedly
mixing input with another clean input with a different label. The intuition is
that predictions for clean input will be altered randomly while predictions for
input with triggers will stay stable. An illustration of this intuition can be found
in Fig. 9.

Specifically, an input is mixed with N other clean input. Entropy of perturbed
input: xp1, . . . , xpN , is then calculated based on Eq. 3.

Hn = −
M∑

i=1

yi × log2 yi (3)

where Hn is entropy for the nth perturbed input, yi indicates the probability
of being classified as class i, and M is the total number of classes. Then, the
entropy is normalized via Eq. 4.

H =
1
N

N∑

n=1

Hn (4)
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Fig. 8. The key observation in [7] is that input-agnostic Trojan attacks result in the
same label regardless the input content. A black square on the bottom right corner is
the trigger.

Fig. 9. The defense strategy in [7] is based on repeatedly mixing the input with another
clean input with a different label. (a) Predictions for clean input will be altered ran-
domly; (b) predictions for input with triggers will stay stable.

Larger H means more randomness in predictions, which indicates higher possi-
bility for the input being clean. On the other hand, smaller H indicates higher
possibility for the existence of a trigger since there is less randomness in pre-
dictions. By assuming the entropy for clean input follows a normal distribution,
anomaly detection is employed to detect the existence of a trigger in new input.
In practice, the entropy distribution for clean input can be calculated in advance.

Although their method was primarily designed for defending against Trojan
attacks for image recognition, experimental results showed that the method is
still effective for SCR. An example of entropy distribution for clean input and
input with triggers is shown in Fig. 10. From the figure, one can see that the
entropy of input containing a trigger is concentrated at low values, while the
entropy distribution for clean input spreads across a large range. This is consis-
tent with previous discussion that there is more randomness in predictions for
clean input when mixed with other clean input. Furthermore, the entropy dis-
tribution for clean input resembles a normal distribution as expected. A trigger
can then be detected by simply assuming that the entropy for clean input follows
a normal distribution.
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Fig. 10. Triggers being input-agnostic is the key observation in the defense strategy
proposed by Gao et al. [7]. If an input contains a trigger, its entropy will be significantly
lower than the entropy of clean input.

Table 3 shows the experimental results of STRIP against Trojan attacks for
SCR. In the table, “SC + 1D CNN” and “SC + 2D CNN” mean that the
results are for 1D CNNs and 2D CNNs models trained on speech command (SC)
datasets. “FAR” and “FRR” mean false acceptance rate and false rejection rate.
From the table, one can see that values of FAR for “SC + 1D CNN” and “SC
+ 2D CNN” are 3.55% and 5.45% respectively when setting FRR to 3%. This
indicates that STRIP is effective to defend against Trojan attacks for SCR.

Table 3. Experimental results of STRIP [7] against Trojan attacks for SR

a: the attack success rates for SCR is not 100%. Calculation of FAR in the
last column does not consider failed Trojan attacks.

4.3 Discussion

A comparison between the reviewed defenses is summarized in Table 4. Although
STRIP [7] performs worse than Fine-Pruning [16] in terms of both detection
rates and performance degradation, STRIP [7] does not need to retrain a target
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model. This advantage makes it as a promising solution for complex models
when retraining is expensive. Considering that STRIP [7] is a relatively simple
method, investigating more advanced methods that do not require retraining a
target model is a promising future direction for researchers.

Table 4. Comparing Trojan attacks for SR.

Attack Target Detection rate Accuracy Deca Retrainingb

Fine-Pruning [16] SCR [97.4%, 100%] 0.2% True

STRIP [7] SCR [94.6%, 96.5%]c 3%d False
a: decrease in accuracy for clean input.
b: whether need to retrain a target model.
c: failed Trojan attacks are not considered.
d: FFR is set to 3%

5 Challenges and Future Directions

5.1 Over-the-Air Attack

Existing research on Trojan attacks for SR were conducted over-the-line. This
means that input stamped with a trigger is directly sent in digital format to
APIs of a target model. In contrast, over-the-air attacks are a more severe threat
because attacks can be played over speakers and received by microphones. How-
ever, while over-the-air attacks are more practical than over-the-line attacks,
techniques of conducting over-the-air attacks are more challenging. For example,
over-the-air attacks must be robust against transformations caused by speakers
and microphones. Attenuation of sound waves in the air is another factor that
must be considered by adversaries.

Innovations from the study of other security issues for SR can facilitate devel-
opment of over-the-air Trojan attacks. For instance, researchers have already
shown that audio adversarial examples (AEs) can be used to conduct over-the-air
attacks [3,20,28,29]. Audio AEs are generated by applying imperceptible per-
turbations to input audio. The resulting attack sounds the same as the original
audio, but a target model will be fooled into producing an incorrect prediction.
To make audio AEs more effective over-the-air, Chen et al. [3] incorporated the
transformations caused by channel impulse response (CIR) [10,11] in the process
of generating attacks. Adversaries can potentially use similar ideas to conduct
over-the-air Trojan attacks for SR.

5.2 Unsuspicious Triggers

Liu et al. [17] published examples of their triggers online1. The triggers sound
like noise and this may raise suspicion. Methods proposed in the other work

1 https://github.com/PurduePAML/TrojanNN.

https://github.com/PurduePAML/TrojanNN
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[12,23] also result in noise-like triggers. For example, Fig. 5 shows that the trigger
is a small patch stamped on the spectrogram of input audio, which results in
noticeable noise.

In contrast, there is existing research aimed at making triggers unsuspicious
for image recognition [13,15,19]. However, techniques of hiding image triggers
cannot be directly applied to audio triggers. This is because audio signals vary
with time, which is intrinsically different from images, not to mention humans
perceive audio and images in different ways. Making triggers for SR unsuspicious
is an interesting future direction and this will also render Trojan attacks for SR
to be more practical.

5.3 No Model Retraining

As previously discussed, TojanNet [23] and STRIP [7] are attacks and defense
that do not require retraining a target model. Although these methods do not
achieve the state-of-the-art performance, they still present promising results.
Nowadays, deep learning models are becoming more and more complex and train-
ing these models requires days or even weeks using multiple GPUs [6,9,24]. Tro-
jan attacks and defense that require retraining a target model not only degrade
the performance for clean input but also are prohibitively expensive for com-
plex models. Hence, Trojan attacks and defense that do not require retraining a
target model is a promising future direction to investigate.

6 Conclusion

In this paper, we present an overview of current research on Trojan attacks
and defense for SR. Despite the fact that mobile devices commonly use SR
applications and Trojan attacks for SR pose a severe threat to the public, at
present, there is limited research in this area. Existing techniques for conducting
Trojan attacks and for defending against them are commonly proposed primarily
for image recognition, before being applied directly to SR. The intrinsic difference
between audio and image signals is usually not considered. Overall, conducting
and defending against Trojan attacks for SR is a relatively new research area,
which has not been explored extensively. Future work should focus on over-the-
air Trojan attacks and making triggers unsuspicious. Trojan attacks and defense
without retraining a target model is also an interesting direction to explore.
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Abstract. Information fromdatabases is exposed to threats at all stages of its exis-
tence: from recording and storing in the database to processing and returning to the
user. Big Data systems combine multiple DBMSs and databases. The problem of
data integrity is themost acute in them. The article describes an approach to control
the integrity of Big Data during their processing, based on verifiable zero knowl-
edge operations. It can be applied to various complex systems containing hetero-
geneous Big Data databases. The proposed approach implements prospective data
integrity protection against existing and hypothetical future threats.

Keywords: Zero knowledge · Big data · Security · Integrity

1 Introduction

Big data plays an important role in today’s world. It is difficult to imagine an organization
or company that would not use a database to store important information, including
personal data of customers and data constituting a commercial or other secret. Of course,
Big Data warehouses are a coveted target for hackers. Today there are many methods
developed to detect and prevent cyber attacks. These are methods of authentication [1],
authorization and encryption [2, 3], data transmission protection [4] of mobile devices
[5]. However, according to a Risk Based Security report [6], data breaches in the first
quarter of 2020 are estimated at 8.4 billion records – a 273% increase over the same
period in 2019. A huge amount of email addresses, passwords, names of people and
other sensitive information fell into the hands of cybercriminals. The largest number of
leaks (106) were in the health sector. Therefore, now, the task of ensuring information
security of Big Data is very urgent, for storage and processing of which heterogeneous
tools are used.

2 Database Security History

The need to ensure the protection of databases appeared along with the emergence of
the databases themselves [7, 8]. Until the 1980s, databases were mostly owned by gov-
ernment services, did not involve frequent updates, and were not connected to networks.
Therefore, the main task was to ensure the physical security of the servers.
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Nevertheless, already at this stage, some logical threats to database security were
identified and analyzed. For example, standard approaches to access control based on the
differentiation of user access to files did notworkwell for data structured as relationships.
Therefore, it became necessary to develop new formal models of access control. An
important development at this stage was the Bell-Lapadula mandated model proposed
in 1975. It made it possible to separate data according to secrecy levels in the same
way as it was for ordinary documents. In the early 1980s, the Bell-Lapadula model was
integrated into the US Department of Defense database.

Another important problem discovered early in the development of databases was
inference. This attack method consists in obtaining (outputting) inaccessible informa-
tion from the database responses to allowed queries. In addition, although the first
approaches to protecting data from withdrawal were proposed in the 1970s, the problem
of withdrawal has not been completely resolved until now.

In the 1980s, databases began to be commercially used and the access structure
became more complex. Therefore, new models of access control began to appear, not
only mandatory, but also discretionary. Moreover, data encryption started to be used as
an additional layer of data protection.

In the 1990s, the rapid development of the Internet, the advent of the worldwide web
and web browsers had a huge impact on the use of databases in the commercial sector.
In order to take full advantage of new technologies and not miss benefits, companies
were forced to provide external users with limited access to databases, which were pre-
viously an internal resource. For this, a three-tier architecture was developed, according
to which, between the client and the database there is an application server responsible
for authorizing external users and providing them with a certain programming interface.
This interface, in turn, interacts with the database and downloads the necessary informa-
tion from there, preventing direct interaction between the external user and the database.
The three-tier model is still at the heart of many web applications.

As the internal structure of companies also becamemore complex, new approaches to
access control were required. During this period, role-based access control models began
to appear, as well as special models for the then popular non-relational object-oriented
databases, characterized by a complex semantic connection of stored objects.

Another important process that began in the 1990s was the responsibilities delin-
eation and duplication of control functions. For example, some database management
systems have added audit functionality: recording all database operations including those
initiated by the administrator.

In the 2000s, the problemof protecting users’ personal data became urgent, since data
mining techniques made it possible to derive even more information from both internal
data stored by companies and from open sources [9]. Various approaches to group data
anonymization have been invented and implemented, for example, k-anonymity [10]
and l-diversity [11].

On the other hand, data mining techniques created new tools for intrusion detection
and malware analysis. Which has become an additional means of protecting databases
and their environment.

Since the late 2000s, data security analysis in new systems such asNoSQL databases,
blockchains and social networks became important. Now there are no generally accepted
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means, which could protect data in such systems against various threats to the integrity
and confidentiality; approaches are still being developed.

3 Modern Threats to Database Security

These days, the development of all kinds of storage and data management technologies
continues. It is important to note the following features that determine themain directions
of development, including from the point of view of information security.

Variety of data. This feature determines the need for new non-relational data models
that would take into account complex relationships or, conversely, the weak connectivity
of stored data. Currently, various models are gaining popularity – key-value stores,
column families, graph and other NoSQL databases (Fig. 1).

Fig. 1. Big data fragments variety

Large amounts of data. Increasing demands on system bandwidth have sparked
interest in low-latency solutions. First, these are databases stored in memory.

Complicated infrastructure. Modern applications may require a variety of data from
multiple sources, as well as multistage processing. Therefore, a multi-tier one has
replaced the classic three-tier architecture. For example, in [12], approaches to the devel-
opment of secure systems based on a four-tier scheme are considered – a presentation
server is added between the client and the application server, which provides the user
interface and implements authentication and authorization.

In addition, the active use of cloud databases based on the infrastructure and resources
of the provider company begins. This creates additional potential points of failure and
complicates security analysis.

Based on these features, modern studies [13–18] highlight the key threats to database
security, presented in Table 1.
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Table 1. Modern database security threats.

Threat Object Violation

Exploiting privileges by an internal
user

Database level
Intermediate levels

Confidentiality, Integrity,
Accessibility

Exploiting database vulnerabilities Database level Confidentiality, Integrity,
Accessibility

Exploiting environment
vulnerabilities

Database level
Intermediate levels

Confidentiality, Integrity,
Accessibility

Query language injection Intermediate levels Confidentiality, Integrity

Insufficient audit Database level
Intermediate levels

Confidentiality, Integrity,
Accessibility

Exploiting weaknesses in an
authentication scheme

Database level
Intermediate levels

Confidentiality, Integrity,
Accessibility

Leaked backups Database level
Intermediate levels

Confidentiality

Lack of access control to important
data

Database level Confidentiality, Integrity

Insufficient protection of the
database development environment

DB Development
Environment

Confidentiality, Integrity,
Accessibility

Network vulnerabilities Database level
Intermediate levels

Confidentiality

The greatest danger is the violation of data integrity. For example, changing the data
of the police and other government services allows criminals to hide the traces of their
actions and remain unpunished, the substitution of exchange prices can lead to colossal
economic losses, and the transfer of distorted data to the process control system can
disable production, endangering the environment and human lives.

Most integrity threats are directed not only at the database level, but also at other
levels of the system. Indeed, data can be spoofed at any point along the path from the
database to the final consumer of the data. Therefore, ensuring the security of modern
Big Data requires an integrated approach that takes into account the environment and
data delivery infrastructure.

Many modern means of protection are aimed at counteracting only a certain threat
or a group of threats. This reactive approach to security has several disadvantages:

– it does not guarantee protection against new threats that appear with the development
of database technology and the capabilities of the offender;

– it leads to the development of a scattered complex of means, each of which resists a
certain threat;

– it does not answer the question of what to do if the attacker still managed to implement
the threat.
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Therefore, a promising task is to develop universal proactive methods for protecting
databases and their environment, which will counteract not only those already studied,
but also new threats that may appear in the future [19, 20].

4 Verifiable Operations on Confidential Databases

Verifiable operations on confidential databases is an approach to ensuring the integrity
of Big Data stored in databases and requested, possibly in processed form. Integrity
is monitored during storage, transfer between system levels, and processing. This app-
roach can be adapted to any computing system, even if it includes various independent
databases and multi-stage information transformations before presenting it to the user.

Verified operation on a field F – mapping g : FN1 × FN2 × · · · × FNT → FM ,
accepting entry T data vectors

−→
Di ∈ FNi , and returning a new data vector

−→
R ∈ FM .

Working with the operations being checked is performed using two algorithms: perform
i verify. Algorithm perform accepts to enter:

– field F , which contains the data;
– data set D =

{−→
D1,

−→
D2, . . . ,

−→
DT

}
;

– hash H : F∗ → F ;
– operation g.

The result of the work perform are:

– operation result
−→
R = g

(−→
D1,

−→
D2, . . . ,

−→
DT

)
;

– hash images of data and result
{
hi = H

(−→
Di

)}
, hR = H

(−→
R

)
;

– proof of correct operation π .

Algorithm verify accepts to enter:

– field F , which contains the data;
– hash H : F∗ → F ;
– operation g;
– data hash images {hi} and the result hR;
– proof of the operation correctness π .

The result of the work verify is the decision as to whether the operation was
performed correctly. The operation is considered to have been correctly performed

if there are
{−→
D1,

−→
D2, . . . ,

−→
DT ,

−→
R

}
such that hi = H

(−→
Di

)
, hR = H

(−→
R

)
i

−→
R =

g
(−→
D1,

−→
D2, . . . ,

−→
DT

)
.

For perform and verify the following conditions must be met:

– completeness: if the operation is performed correctly, then the probability that the
verify algorithm will reject the proof is negligible;
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– correctness: if the operation is performed incorrectly, then the probability that the
verify algorithm will accept the proof is negligible;

– zero knowledge: the relying party cannot extract any information about the input D
from proof π ;

– efficiency: proof size π and complexity of execution verify should grow with
increasing input data D volume not faster than polylogarithmic.

The verified operations can be embedded in a Big Data processing system containing
confidential data. This will allow you to control the processing, transfer and storage of
data without disclosing the data itself.

To use the verified operations, the data processing system is represented as a root tree.
The leaves of the tree indicate sources of information, and all other nodes of the graph
are intermediate levels of the system that aggregate Big Data from various databases and
process them. The edges of the graph are logical channels for transferring data between
levels in the course of the considered business process. The root of the tree is the level of
the system responsible for user interaction. An example of a system is shown in Fig. 2.

Fig. 2. An example of a system view.

In this example, user requests go to the presentation layer. It uses a user database
to authenticate or authorize a user. If successful, the request is passed to the application
layer. This layer forms separate queries to the two underlying bases, and then, having
received the data, processes it and returns it to the presentation layer. At this level, the
result may be augmented with personal data from a user database or transformed and
then returned to the end user.

In addition, a special protected component - the integrity monitor - is added to
the system. It performs two functions: storing up-to-date hash images of data from all
databases in the system, and verifying evidence using an algorithm verify at the request
of users or other system components. Due to the small functional load, ensuring and
analyzing the security of the integrity monitor is not a difficult task (compared to the
operation of the entire system as a whole).
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All user requests to the Big Data system are divided into two classes. Read requests
involve transferring data from one or more databases up the tree to the root node and then
to the user. Data aggregation is carried out at the application level using Map-Reduce
technology or other solutions. Write requests result in more complex data transfers in
the system directed to one or more databases. Because of such a request, the data in the
databases and their hash images in the integrity monitor are updated.

To fulfill the user’s request, a diagram of the internal data flows in the system is built.
It is a directed subtree of the overall tree view of the system. Figure 3 shows two examples
of such subtrees. The example on the left shows the data flow when authenticating a user
and reading data from databases 1 and 2. The example on the right shows the data flow
when authenticating a user and updating records in database 2. In both cases, the schema
includes only internal data; obviously, when a query is executed, the data passed by the
user will also move in the system - from the root node to the leaves.

Fig. 3. Example of internal data flows in the system.

The user’s request initially goes to the root node of the system. Then each node to
which the request is sent executes it according to the following recursive algorithm:

1. The node transmits the user’s request to all related downstream nodes from which
it should receive data (according to the data flow scheme). Each node executes the
received request using the same algorithm.

2. The node executes its part of the request as a verifiable operation, using the data
supplied by the user (they are part of the request) and the data received in step 1.

3. If a node is connected to other nodes (not necessarily lower ones) that must receive
data from it (according to the data flow scheme), the node sends its result, a proof
of correctness, as well as hash images of all previous results and proofs of their
correctness to all such nodes. Prior results themselves are not communicated for
efficiency and confidentiality.

4. Otherwise (if the node is leaf), it passes all hash images of the results and proofs
to the integrity monitor. The monitor checks the evidence and returns the result.
If the read operation is correct, the root (single leaf) node returns the result to the
user and the security monitor’s evidence of correctness. If the write operation is
completed correctly, then the database (leaf node) changes its state, and the integrity
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monitor changes the hash image of the data stored in the database. If even one of
the transmitted evidence is incorrect, the Integrity Monitor determines the point of
failure and raises an alarm so that system administrators can immediately take the
necessary measures to neutralize the security threat.

Depending on the system requirements, the security monitor and the correctness
evidence it produces can be structured differently. Since the monitor checks the evidence
of the correctness of operations, it must know the details of their execution. If the
algorithms used in the system are secret, the security monitor must be implemented
entirely on the side of the system owner; in this case, it will be the trusted party for
the user. As evidence of the correctness of operations, such a monitor can sign a hash
image of the result. In such a system, the owner of the system does not protect the user
from deliberate deception, but the owner is protected from attacks aimed at violating the
integrity of the data.

If the algorithm of the system can be disclosed, a high degree of trust in the monitor
is not required. For example, the monitor can itself create a proof of the correctness of
the verification of all evidence and return it to the user for verification on his part. In
addition, since the monitor only works with hash images and proofs, it can publish this
data and return a link to it to the user so that he can verify for himself that each step is
performed correctly.

Finally, a fully public implementation of the monitor is possible, in which proof
checking is performed openly and in a distributed manner by independent users. Such
an implementation can be based, for example, on blockchain technology. The main
advantage is that the client does not need to verify anything, which means that the
requirements for its performance do not change when the verifiable operations and the
integrity monitor are introduced into the system.

In any case, the monitor controls the integrity of all data in the system, and hacking
it is a necessary, but sufficient condition for a security breach. Indeed, if an attacker
gains control only over a system node, then any data substitution will be detected by the
monitor. On the other hand, when a monitor is compromised, an attacker gains access
only to hash images of data and proofs of the correctness of operations, while the data
itself, processed by the system and returned to the user, remains safe.

5 Implementation of Verifiable Operations

The perform and verify algorithms are the key elements of the described system. Their
properties affect not only the level of security provided by the integrity monitor, but
also the speed and bandwidth of the entire system as a whole. At the moment, many
different zero-knowledge proof schemes have been developed that can be applied to
arbitrary computations, including operations on large amounts of data. Comparison of
various schemes is shown in Table 2. It is assumed that the operation is described by an
arithmetic scheme of N gates size.

The table shows that the zk-STARK scheme is the optimal choice. It fulfills the
requirement for efficiency and has several advantages.

First, zk-STARK is protected from quantum computer attacks, as its strength is
based solely on cryptographic hash functions. The threat of a quantum computer arose
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Table 2. Comparison of zero-knowledge proof schemes.

Scheme name Post-quantum Trusted
initialization

Publicly
verified

Complexity of
proof

Proof size Complexity
of
verification

Pinocchio/zk-SNARK
[21]

− + + O(N logN ) O(1) O(1)

Hyrax [22] − − + O(N logN ) O
(√

N
)

O
(√

N
)

Bulletproof [23] − − + O(N logN ) O(logN ) O(N logN )

zk-SNARK [24] + + − O(N ) O(1) O(1)

Scheme [25] + − + O(N logN ) O

(√
N log3N

)
O(N )

Ligero [26] + − + O(N logN ) O
(√

N
)

O(N )

zk-STARK [27] + − + O
(
N log2N

)
O

(
log2N

)
O

(
log2N

)

Aurora [28] + − + O(N logN ) O
(
log2N

)
O(N )

in connection with Shor’s algorithm [29]. Now, it is only hypothetical, since there is
no quantum computer powerful enough to run the algorithm. However, the threat is
becoming more urgent due to the advances of scientists and engineers in the field of
quantum computing.

Secondly, zk-STARKdoes not require trusted initialization, that is, the preparation of
certain general parameters for the creation and verification of evidence by a trusted party.
Due to the lack of trusted initialization, no trust is required between any participants in
the schema.

Third, zk-STARK is a publicly verifiable scheme. Any participant can check the
proof without the need to possess any secret key to compromise the security of the
scheme.

The peculiarity of the construction of the zk-SNARK scheme makes it especially
effective and convenient for applying to calculations consisting of numerous repetitions
of the same type of operations. Database operations usually have this structure: a large
amount of data, to each element of it is applied a simple transformation. Thus, zk-STARK
is a natural choice for verifiable operations on confidential databases.

6 Conclusion

Protecting the integrity of information in systems containing databases is important and
relevant. The main difficulty of integrity control lies in the fact that modern systems have
a complex, multilevel, heterogeneous structure, in which different parties can control
different nodes. Therefore, there aremanyways to violate the integrity of data at different
stages: storage, processing and transmission to the user, and from different attackers:
an external adversary, an internal intruder, or even the owner of a part of the system.
Realizing threats to data integrity can have serious consequences.

A verifiable operation approach can be used to monitor the integrity of the entire
system, regardless of its structure and business logic. It involves the introduction of an
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integrity monitor into the system, which will control the correctness of each operation
at each level and detect attempts to substitute data. At the same time, the integrity
monitor does not create additional opportunities for an attacker: hacking one monitor
is not enough to implement threats to integrity or confidentiality. The only drawback of
implementing a monitor is a decrease in system performance, because the system nodes
need to create proofs of the correctness of operations. Currently, the most efficient
and secure zero knowledge proof scheme that can be used, as the basis for verifiable
transactions is zk-STARK.
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Abstract. People these days are getting more and more digitized. Every
other person is using a smartphone and wearing smartwatches. These
days cell phones and wearable devices have been used in many differ-
ent ways. It keeps track of the location used for payment, keeps track
of health conditions, etc. These types of information are stored in the
database of an application. The applications can be Instant messaging
applications, health care applications, m-banking applications, etc. These
applications contain a lot of information about a person, from their basic
information to their activities. The information stored by these appli-
cations can be beneficial for forensic investigation. This paper analyzed
the popular healthcare application and recovered many artifacts like user
details, email address, food habits, user locations, timestamps, etc.

Keywords: Smartphone application · Android · Healthcare · Privacy

1 Introduction

mHealth - also known as Mobile Health, provides solutions to provide innovative
care access and deliverable models that promise better outcomes, with reduced
healthcare costs and patient safety practices. Mobile phones have evolved to be
powerful self-health monitoring tools. This evolution of smartphones is consid-
ered to have a greater impact on health care than immobile health facilities.
This led to the development of various Healthcare applications in the market
and wearable technologies that track not just our health and fitness concerns,
but treatments also [3,19,27].

The widespread use of mobile fitness/health applications generates an enor-
mous amount of data which is a catalyst for user data aggregation. These Mobile
health applications stores a large amount of sensitive personally identifiable
data [8,15]. These data can also be considered to poses an extensive threat to our
privacy [21]. But, for digital sleuths, such a rich source of user-data applications
c© Springer Nature Singapore Pte Ltd. 2022
I. You et al. (Eds.): MobiSec 2021, CCIS 1544, pp. 222–235, 2022.
https://doi.org/10.1007/978-981-16-9576-6_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9576-6_16&domain=pdf
http://orcid.org/0000-0002-2120-1296
http://orcid.org/0000-0003-3378-2945
http://orcid.org/0000-0003-2944-7896
https://doi.org/10.1007/978-981-16-9576-6_16


Forensic Analysis of Fitness Applications on Android 223

are a gem for digital evidence. In real scenarios, such healthcare applications data
has already helped in solving many forensic cases [23]. The work in this research
paper is entirely focused on the aggregation and analysis of forensic artifacts
retrieved from widely used mobile health and fitness applications [9,18,20].

The main aim of this study is to provide an outline for digital forensic analy-
sis while examining the Healthcare and Fitness Application on the Android-based
mobile device. There are five key steps to carry out Mobile Application Forensic
which are Identification, Preservation, Data Recovery, Analysis, and Presentation.

The first and the foremost important thing is to identify the device which can
be labeled as the most significant piece for the examination of the digital forensic.
After the identification step, Preservation is the second prioritized procedure
for digital forensics investigations, where every event or activity needs to be
documented without any alteration. If at extreme situation any alteration is
done or needed, it must be well justified in the document as well as in the
court. The document presented should be well formatted in a forensically sound
manner. This step is followed by Data recovery, where all the deleted, hidden,
or actual files are restored and pulled from the image file. This process can
be considered as essential as in if data cannot be retrieved from such deleted
sources, the investigation process enters a hold situation till then. Various tools
in the market guarantee data recovery but for the digital investigation authentic
application or mechanism should be used. Then comes the most important stage
i.e. Analysis, which lets the investigators conclude a firm statement about the
case. It is a procedure in digital forensics, where investigators extract the pieces
of evidence, process them, and interpret these pieces of evidence. The analyzing
of the data helps us to get the insights of the data which can barely be observed
just by looking at the data [7,10]. Lastly, Presentation of the computerized
crime scene investigation examinations where the criminology agents present
the computerized proof in court in a law worthy way [11,25].

The rest of this paper includes related work in Sect. 2. Section 3 describes the
methodology of how the artifacts were extracted. The experimental results and
observations are well-formatted in Sect. 4, which is then followed by the detailed
writings of proposed findings in Sect. 4. Lastly in Sect. 5, we conclude our work.

2 Related Work

Many researchers have been analyzing the Healthcare application to obtain dif-
ferent types of information [12]. Data science enthusiasts have also laid their
eyes on such analysis and take the help of the investigators to obtain the data
to carry out their research. Our contribution to this area is not limited to non-
volatile means of forensics but has a much wider scope since it is a common
framework that goes beyond borders allowing the retrieval of evidence from the
applications running on Android, leading operating systems.
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Wearable devices collect information about the behavior of the user [13,16].
This information is used as significant evidence for criminal investigations. The
challenges that are faced are practical, technical, and legal issues. The main focus
of this paper was to consider the usage of these healthcare devices for forensic
investigation.

As far as estimating actual work, [22] tried a Fitbit on 25 college understudies
playing out an assortment of exercises, for example, treadmill strolling, slant
strolling, running, and step venturing. This examination reasoned that the Fitbit
had “moderate” legitimacy in distinguishing exercises. Generally talking, the
Fitbit is capable to be utilized to distinguish specific sorts of activity, however,
it’s anything but valuable for exercises like climbing steps.

The Fitbit line of gadgets is a well-known brand of wearable trackers [26].
It explores what ancient rarities are produced by the new Fitbit Versa 2 by
researching what information is produced and put away on the cell phone appli-
cation segment of the new gadget. The ancient rarities found will be identified
with spaces of criminological interest that apply to a policeman or computerized
legal sciences specialist.

Table 1. HealthCare application and wearable device artifacts.

Application/Device Author OS Artifacts

Fitbit Sarah Mcnary [13] Android Email,friend’s full name, account

Almogbil [1] Android Creation date, height, weight

Fitbit Versa 2 Yung Han [26] Android Heart rate, GPS locations, Credit
card details

MyFitnessPal Azfar [4] Android Gender, DOB, Postcode, email
Weight, Height, Diary Password

Period Calendar Azfar [4] Android User Height, Weight, temperature,
period length and pill lists

RunKeeper Azfar [5] Android Geographical position during trip,
distance, location, time and duration

Samsung Gear 2 Baggili [6] Android Messages, health and fitness data
email, contacts, events, notifications

Apple Watch Nicole R [14] IOS Email,Call Logs,Contacts, Calendar
events, browser activity

Numerous person-to-person communication applications are coordinated into
new cell phones, in cases including social networks, measurable inspectors might
have the option to discover pertinent proof on a suspect’s cell phone [2,24]. A
legal assessment of the iPhone 3GS (utilizing a coherent securing) showed that
an information base identified with the Facebook application is put away on the
telephone’s memory. The data set stores information for every companion in the
rundown, including their names, ID numbers, and telephone number [6]. Two dif-
ferent indexes identified with the Twitter application were likewise found. These
indexes store data about Twitter account information, connections sent with
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tweets, client names, and tweets with the date and time esteem. A measurable
assessment of an Android telephone’s sensible picture showed that fundamental
Facebook companion data is stored in the contacts database (contacts.db) as the
gadget “synchronizes contact’s Facebook notices with the telephone directory”.
It likewise showed that the gadget stores Twitter passwords furthermore, Twitter
refreshes performed through the Twitter application in plain content. Scientific
examination papers on BlackBerry telephones and Windows cell phones, in any
case, didn’t specify finding or recuperating any information identified with the
utilization of person-to-person communication applications.

In 2015, [4] Azfar analyzed numerous popular free Android health care appli-
cations. His study stated that the majority of apps stores the sensitive and pri-
vate information of the user, from their basic details to timestamp information in
the application local database. Such information, once recovered, can be used to
reconstruct the user’s activities and timeline as well as the user’s whereabouts.

In the research paper [5], 30 famous Android correspondence applications
were analyzed, where a consistent extraction of the Android telephone pictures
was gathered utilizing XRY, a generally utilized portable scientific apparatus.
Different data of scientific interest, for example, contact records and sequence
of messages, were recuperating. Because of the discoveries, a two-dimensional
scientific classification of the measurable relics of the correspondence applications
is proposed, with the application classifications in a single measurement and the
classes of curios in the other measurement. At long last, the relics distinguished in
the investigation of the 30 correspondence applications are summed up utilizing
the scientific categorization. Normally, the proposed scientific classification and
the measurable discoveries in this paper will help criminological examinations
including Android correspondence.

Table 1 contains different artifacts obtained from various HealthCare Appli-
cations by the number of authors. The table is well structured to provide the
detail of the Application/Device used, Author of the research paper, OS used,
and list of artifacts.

3 Methodology

National Institute of Standards and Technology (NIST) categorizes any digital
forensics case into four main stages, i.e. identification, collection, organization,
and presentation. In the identification stage, identification of the incident or
the evidence is taken into account. The collection phase acquires evidentiary
data, then carves the data which is followed by limiting the amount of data by
discarding off any redundancy in the acquired data. In the organization phase,
the data obtained after cleaning is investigated and analyzed with the crime scene
to conclude solid results. Finally, the presentation stage deals with presenting
the insightful data which can be understood and interpreted by the jury easily.

In this research, Google Play Store was used to download different mobile
health and fitness applications like MyFitnessPal, FitBit, StepSetGo, etc. by
searching the following terms ‘Health’, ‘workouts’, ‘fitness, and ‘diet’. We took



226 R. Sinha et al.

a keen focus on the number of downloads for the application used to carry out
this experiment. All the six application used in this research is widely used by
the population.

Firstly, we aimed at setting up all the experimental environments which
included downloading the health applications onto a speculative aspects Android
device, completing the registration and signing in to generate user data through
regular daily usage, followed by the installation of digital forensic tools on the
workstation and setting up the network [17].

In the second phase, the tools that were installed were intensively used for
acquiring data from the hypothetical suspect’s device. To obtain deep insight
into data generated by the health and fitness applications, we even explored the
tables of the application database manually. This approach will guide the digital
investigators in triaging the structure of the different application data and then
validating their findings afterward.

Applications Considered

Considering that results may vary on different Android devices, we used Android
devices (Lenevo ZUK Z2) with Android OS versions for our testing. On the
Windows OS machine, we installed forensic tools for data acquisition. There
are six mobile applications that we installed on our android device, namely:
MapMyfitness, NoiseFit, Fitbit, MyFitnessPal, Nike, and StepSetGo.

Data Acquisition

After the creation and successfully registering the user accounts on the health-
care application. We completed the data acquisition process accounting for all
the fitness activities by using Android Studio. Android studio backs up specific
application data on the device and saves the extracted data to the workstation.
Later, these findings are thoroughly examined and insights are recorded as per
the crime needs demands.

Data Analysis

Investigators utilize Open Source Intelligence (OSINT) to gain insight into what
could be potentially retrieved from these healthcare applications, or identify the
suspect by examining the user-related data stored in a database. Manual analysis
is also carried out to make sure no useful information is missed out. DB browser
is used for data analysis for all the HealthCare applications. The database of
each application used is in SQLite format.

4 Results and Analysis

Extensive application artifacts were found on the devices. We found different
database files in different applications. There are individual experiments in each
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application. Each database file is described in the following section and struc-
tured with the different applications used, the file name, and the artifacts in
Table 2.

Fig. 1. MapMyFitness artifacts.

Table 2. Artifacts found in MapMyFitness.

Artifact Value Meaning

user id 191123248 Unique Identity of the user

birthdate 1995-12-31 Determines age

registration date 2021-01-29 Range of the stored user data

country IN Location of the user

total workout distance 14.777214794039727 Distance in km covered by user

gender Male Specify sex

postal code 342304 Street, City or State Address

4.1 MapMyFitnes Application

MapMyFitness is one of the most popular applications in the world of Health-
care. It uses GPS technology to provide the workout enthusiast the ability to
map, record, and track their day-to-day workouts. Also, this app is not limited to
this, users can access a searchable database of online training tools, local routes,
event listings, and much more. One can import their old profile workouts from
400 different compatible devices like Jawbone, Garmin, Polar, and Fitbit. This
application comes with the attractive feature of providing credits for all the calo-
ries you burn by just linking your MyFitnessPal account with MapMyFitness.
Once synced, you’ll be able to track all your calorie burn, workout stats, and
nutrition data within the same dashboard.

The path where the database of MapMyFitness is stored in /data/data/com.
ma-pmyfitness.android2/databases. After the forensic analysis of the database
MyFitnessPal, it is observed that the files are stockpiled in internal device mem-
ory and it is not accessible to the user.

By analyzing the database from MapMyFitness, various insightful informa-
tion about the users was observed by scrutinizing the different tables in the user
profile database as shown in Fig. 1 and some of the important artifacts are listed
in Table 2. MapMyFitness application has a file named com.amplitude.api which
is present in the location /data/data/com.Mapmyfitness.android/databases, had
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various information like Userid, Events, Event types, Timestamp, Device Info,
Gender, Country, Pin code, DOB, Age, Timezone, name, Registration date,
Timezone offset. Another file mmdk user.db contains information such as Name,
Username, Email, Location, City, Gender, DOB, Timezone which provides brief
details of the users. Also, workout related databases were present under the
database title uasdk workout.db and workout.db which keeps information like
Workout activity, Timezone, Timestamp, Timeoffset, Longitude, Latitude, Alti-
tude, Distance.

4.2 NoiseFit Application

NoiseFit is your one-stop for all the athletic, fitness, and health tracking needs.
One just needs to sync the Noise smartwatch to the NoiseFit app and you are
on the ride to unlock the full potential of your device.

This application can keep you connected with all the calls and SMS noti-
fications on your phone. NoiseFit keeps you productive and provides you with
diverse features to make life healthy and engaging. It also targets you to achieve
unique milestones by engaging you in weekly, bi-weekly themed activity chal-
lenges. It also monitors your heart rate 24 * 7, keeps track of your sleep quality,
provides guided breathing sessions, and monitors stress levels.

The path where the database of NoiseFit is stored in /data/data/com.
noisefit/databases. After the forensic analysis of the database NoiseFit, it is
observed that the files are stockpiled in internal device memory and it is not
accessible to the user.

Exploring the NoiseBit database, the RKStorage file provided useful forensic
information about the user, which were, Name, Profile Name, Profile Image,
Email, Mobile number. This information can help in forensic to a greater extent
because confidential artifacts like Profile Images, Phone numbers, Emails can
turn to be a boom for forensic analysis. Some of the important artifacts are
listed in Table 3.

Table 3. Artifacts found in NoiseFit.

Artifact Value Meaning

firebaseToken ezpJH9VhIGk...... Allowing authenticate users or devices

sleep goals 8 Goal set by user to sleep

first name Rahul Kumar First name of the user

last name Sinha Last name of the user

image url https://lh3.googleuser.......... Profile picture of the user

mobile 871*****695 Phone number of the user

email rahulkumarsinha95@gmail.com Email address of the user

step goals 10000 Step Goal set by the user
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4.3 FitBit Application

Fitbit is one of the world’s leading applications for health and fitness. It keeps
track of your activity, workouts, sleep, nutrition, and stress altogether. It pro-
vides free workouts, meditation tracks, nutrition programs, sleep tools, and more.
Information like the number of steps, distance, calories burned, floors climbed,
are monitored by this application. It also has innovative sleep tools which keep
the sleep score, bedtime reminders.

The path where the database of FitBit is stored in /data/data/com.fitbit.
Fitbit-Mobile/databases. After the forensic analysis of the database FitBit, it
is observed that the files are stockpiled in internal device memory and it is not
accessible to the user.

After a thorough investigation of the FitBit database, we found numerous
database files. Among all database file, the Fitbit-db file contains 19 tables, out of
which the profile table has various artifacts like Name, Email id, Gender, Height,
Timezone, Stride length running, Stride length walking, Profile Image, and Device
Information. This personal information can be very useful to carry out the foren-
sic and get detailed information about the users. The identity of the person can
easily be retrieved by sensitive data like Profile Image, Email id, etc.

Its production range includes activity trackers, smartwatches, wireless-
enabled wearable technology devices that measure data such as the number
of steps walked, heart rate, quality of sleep, steps climbed, and other personal
metrics involved in fitness. Some of the important artifacts are listed in Table 4.

Table 4. Artifacts found in FitBit application.

Artifact Value Meaning

FULL NAME Rahul Sinha Name of the user

DISPLAY NAME Rahul S. Display name of the
user

GENDER MALE Specify sex

STRIDE LENGTH RUNNING 121.1 Distance covered in
two steps while running

STRIDE LENGTH WALKING 72.7 Distance covered in
two steps while walking

PROFILE PHOTO LINK https://static0.........e 150.png User profile picture

Email rahulkumarsinha95@gmail.com Email address of the
user

4.4 MyFitnessPal

MyFitnessPal is an app to know more about yourself and helps you make empow-
ered choices every day. It has an engaged online community of 200 million mem-
bers that encourage and advise you to lose weight, get fit, and keep your nutrition
and calories on track. The benefits and attractive features of this application are
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that it has the biggest food database, fast & easy logging tools, calorie tracker,
macro tracker, nutrition insights, and many more.

The path where the database of MyFitnessPal is stored in /data/data/com.
My-FitnessPal.android/databases. After the forensic analysis of the database
MyFitnessPal, it is observed that the files are stockpiled in internal device mem-
ory and it is not accessible to the user.

The database is extracted from the internal memory of the device under the
file named myfitnesspal.db. This database has a total of 41 tables which includes
various user information, diet information, water intake, etc., also shown in
Fig. 2. The main tables which can be used for the forensic and provides insight-
ful details of the users were the user table, users properties table, and users
table. Some of the insightful features of the user are listed in Table 5. These
tables provide PII (Personal identifiable information) of the user like Username,
Email, DOB, Gender, Weight, Height, Image, etc. Additionally, it also provides
artifacts like Exercise entry, Foods info, Nutrient Info, Reminders, Timezone,
Water entry, Timestamp.

Fig. 2. MyFitnessPal artifacts
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4.5 StepSetGo

StepSetGo, as the name suggests, shows the steps you have walked today. The
main concept is simple, don’t waste your steps and get rewarded for them. It
shows varieties of information i.e. on which level you are at, the distance covered,
calories burnt today, and your total SSG Coin balance. Your fitness journey on
StepSetGo is mapped out by 5 levels. The more you walk, the more you upgrade
your level. You can challenge yourself with your friends by sharing details of your
profile and they can even track when you are being lazy or getting upgraded.

The path where the database of StepSetGo is stored in /data/data/com.
pepkit.s-sg/databases. After the forensic analysis of the database StepSetGo, it
is observed that the files are stockpiled in internal device memory and it is not
accessible to the user.

The database com.google.android.datatransport.events of the StepSetGo
contains sensitive information like Device Info, Fingerprint, Country, Timestamp
as shown in Fig. 3 and listed in Table 6 which can provide important details of
the user. Information like fingerprints especially can bring the whole data of
the user upfront. It also had another database named RKStorage.db which has
the basic user information artifacts i.e. Name, Username, DOB, Email, Gender,
Timezone, Total steps, weight, Height, Phone No, Profile status, Average Step
per day.

Table 5. Artifacts found in MyFitnessPal application.

Artifact Value Meaning

username rahulkumarsinha95 Unique identity of the user

birthdate 1995-12-31 Determine age

height 72.0 in. Height of the user

weight 94.999855 kg Weight of the user

last login 2021-02-25T08:51:06Z Last used

foods 3 Egg Omelet, samosa, roti food eaten by user

exercise Cricket (batting, bowling) Activity by the user

item type name Food entry, diary note, exercise
reminder, steps entry, etc.

Personal info

nutrient goals calories: values: 2660 Target set by user

email rahulkumarsinha95@gmail.com Email of the user

reminders Breakfast 10:13:00
Lunch 14:03:00
Dinner 20:05:00

Reminder set by the user
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4.6 Nike

Inspiring the athletes globally, Nike not only delivers innovative products but has
also spread their expertise in making the life of users digitally fit. It extensively
provides Nike Training Club App where various free workouts, yoga classes,
bodyweight workouts, while one stays at home.

The path where the database of Nike is stored in /data/data/com.nike.
ntc/databases. After the forensic analysis of the database Nike, it is observed
that the files are stockpiled in internal device memory and it is not accessible to
the user. The Artifacts found in Nike Application is shown in Table 7.

After extracting the database and analyzing all the tables in it, we obtained
various information related to users like their username, name, profile picture,
last seen, last modified. It also provides additional information about the Time-
zone and the device information (Table 8).

Fig. 3. StepSetGo artifacts

Table 6. Artifacts found in StepSetGo application.

Artifact Value Meaning

username rahulsinha002 Unique identity of the user

birthdate 1995-12-04 Determine age

name Rahul Kumar Sinha Full name of the user

gender Male Specify sex

height 182.92682926829266 Height of the user

weight 95kgs Weight of the user

profile image https://lh3.go0.........=s96-c Profile Picture of the user

steps total 367112 Total number of steps

avg steps per day 8741 Average number of steps

email rahulkumarsinha95@gmail.com Email address of the user

phone +91871****695 Phone number of the user

profile status Keep going Profile status
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Table 7. Artifacts found in nike application.

Artifact Value Meaning

screen name rahuls162442761 Unique name of the user

actor id 08d0bf3a-265c-4b27-851d-
227c4fc08d5c

Unique identity of the user

actor title Rahul Kumar Sinha Full name of the user

last seen time 2021-04-28T14:43:53.613Z Last used by user

inbox Welcome+ to+Nike+Training
Bringing+you+the+best+workouts

Message inbox

avatar ]https://www.nike.com/vc/profile/
null 100.jpg

Profile Picture of the user

Table 8. HealthCare applications artifacts

Application File name Artifacts

MapMyfitness com.amplitude.api Userid, Events, Event types, Timestamp, Device
Info, Gender, Country, Pin code, DOB, Age,
Timezone name, Registration date, Timezone
offset

mmdk user.db Name, Username, Email, Location, City, Gender,
DOB, Timezone

uasdk workout.db Workout activity, Timezone

workout.db Timestamp, Timeoffset, Longitude, Latitude,
Altitude, Distance

NoiseFit RKStorage.db Name, Profile Name, Profile Image, Email,
Mobile number

FitBit fitbit.db Name, Email id, Gender, Hight, Timezone, Stride
length running, Stride lenth walking, Profile
Image, Device Info

MyFitnesPal myfitnesspal.db Exercise entry, Foods info, Nutrient Info, Email
Reminders, Username, DOB, Gender, Weight,
Height, Image, Timezone, Water entry,
Timestamp

StepSetGo com.google.android.
datatransport.events

Device Information, Fingerprint, Country,
Timestamp

RKStorage.db Name, Username, DOB, Email, Gender,
Timezone, Total steps, weight, Height, Phone
Number, Profile status, Average Step per day

Nike singular-1.db Timezone, Device Information

ns feed2.db User detail, profile picture

ntc room.db User related info (last seen, last modified,
achievements)

https://www.nike.com/vc/profile/null_100.jpg
https://www.nike.com/vc/profile/null_100.jpg
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5 Conclusion

The objective of this study was to determine how much user data is generated
and retained by the application after registration and signing in to the applica-
tion, and whether this data could be used to retrieve the user’s PII and identify
their location or actions at any particular time. This paper aimed to focus on
analyzing the artifacts which were present in Healthcare applications on the
Android Device. This Research paper shows all the artifacts which are recovered
from 6 different categories of Healthcare applications. Findings are accurate at
the time of this research, but new releases of application may change the way
data are stored on the devices, as well as the type of data that can be forensically
recovered from the devices.

In future work, we will investigate various methods and tools to gain data
from the unrooted device without affecting the volatile memory and will also
analyze various techniques how to retrieve data from the unrooted device into
the rooted device (from where data acquisition is efficient and reliable.
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Abstract. It is difficult to be anonymous online with user activities
always under the scanner. Multiple identifiers and their combinatories
are used for user identification. While browsing, trackers keep a record
of artifacts such as OS version, screen resolution, and fonts enabled.
Browser fingerprinting tries to identify a user’s browser uniquely, with-
out using cookies or other stateful signatures. We propose a browser
fingerprint defender tool to anonymize user browsers. It creates captures
current user attributes and anonymizes them before sending a request to
the server. It also gives current browser fingerprint attributes.

Keywords: Privacy · User tracking · Anonymization · Browser
fingerprinting · Fingerprinting defender · Chrome extension

1 Introduction

The browser is becoming an important component of a user’s experience with
the internet as the web evolves and continues to be the medium of choice for pro-
viding software to users [10,23]. The systematic gathering of information about a
remote computing device for the purposes of authentication is known as browser
fingerprinting. A third party may obtain a “rich fingerprint” using a variety of
techniques. The availability of JavaScript or other client-side scripting languages,
the user-agent and accept headers, the HTML5 Canvas feature, and other vari-
ables are among them. Browser fingerprints can include data such as browser and
operating system type and version, active plugins, timezone, language, screen
resolution, and other active settings [6,22]. In web applications, user identity
usually necessitates the use of an authentication scheme, such as providing cre-
dentials such as a username, password, or code provided by a key. Identification
is also possible without clear detection using cookies or computer fingerprinting
[3,19,25]. According to Panopticlick, a browser fingerprinting research page, just
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1 in 133801.5 other browsers can have the same fingerprint as yours. Browser
fingerprinting, like all other tools, maybe exploited or misused.

A digital profile can be generated based on the data collected in order to
provide customized and tailored services. Many marketers, in particular, gather
information about users’ tastes, location, surfing habits, and so on [4,9]. by
using active or passive monitoring approaches without waiting for their users’
permission [4,24]. To recognize a device, websites send several queries via the
browser to the underlying environment to extract different device properties. The
extracted properties are then combined to create a unique id or fingerprint for the
browser [5,8]. Users often are unaware of the trackers’ requests and underlying
reasoning since the fingerprinting mechanism is inaccessible to them. Figure 1
shows the example of fingerprint attributes that are collected by a browser to
generate the fingerprint. In Upcoming solutions Various Deep learning based
methods can be applicable in such scenarios [2,13,18,21].

In this paper, we propose Fingerprint Defender, a chrome browser extension
to anonymize user artifacts for tracking. We have considered multiple attributes
and randomize them. The organization of the paper: In Sect. 2, we discuss exist-
ing works in literature on browser tracking. In Sect. 3, we discuss browser finger-
printing followed by proposed solution in Sect. 4. Section 5 evaluates the work
against existing tracking techniques and followed by conclusion in Sect. 6.

2 Related Works

A browser fingerprint is more than just a set of device-specific data [1,16]. It
accurately depicts the actual component array that runs a computer. Attackers
can identify potential security vulnerabilities by analyzing the content and cross-
referencing the list of installed components with a database like CVE (Common
Vulnerabilities and Exposures [16,20]). The first goal of a browser fingerprint is
to verify a user’s identity without them having to do something. At the beginning
of the Network’s growth, users could be easily distinguished by their machines’
IP addresses [12,17].

After a survey of existing research papers, we conclude that there are many
solutions for preventing fingerprinting but they all are temporary and single
problem solutions and don’t provide much security against advanced attacks [11,
26]. They did not work as supposed to do. The chrome browser is the most
vulnerable web browser that can be used to steal our browser fingerprint. We
found out a new browser known as Brave browser. It is safe and fasts than
another browser according to our research. It can prevent a user from tracking.
It can prevent a user from being tracked. After studying the brave browser we
find a method that how we can randomizing a browser fingerprint. We create an
extension that can help a user from being tracked. We created a chrome extension
because as we discussed in our previous sections chrome is the most vulnerable
web browser. We give it a name as “Fingerprint Defender”. The extension is
made for chrome browser so it is a chrome extension. This extension can change
the value of the attribute that can be used to generate a fingerprint so the tracker
can not generate any hash/fingerprint of the system.
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To create a browser extension you must know some basic programming lan-
guages like HTML, CSS, JavaScript, etc. We use these three languages for cre-
ating our extension. First of all, we created a simple extension that can run on
a browser and that can connect through a browser. Because this is the most
important thing to make your extension communicate with the browser. Then
we started writing code for fetching data from the browser. We can fetch many
attributes such as OS information, System information, Browser information.
After fetching the data we tried to display this information to the user. So we
modify our code from only data fetching to displaying all the information on
a user’s display. After displaying all the information we finally started working
on browser fingerprinting prevention. For this purpose, we thought to random-
ize the attributes that we fetch using our extension, but there was a problem
with that. If we randomize all attributes then it will affect the browser and the
browser will not work as supposed to do. So we create a list of attributes and
sort the list out that which attributes can be changed and which attributes can’t
be changed so that this process won’t affect the functionality of the browser. To
randomize we change the value of attributes when our browser shares the sys-
tem or browser information. For changing the value of an attribute we create a
list of false values but similar to the attribute. So when the browser shares the
details of our system our extension provides it the value we decided. It picked
any value randomly from the list. Using this method gives us a positive result.
After enabling our extension we check our browser fingerprint on many browser
fingerprint check websites and they all can not detect our fingerprint. They say
we have strong protection against browser fingerprinting. There are some Recent
attacks on browsers as discussed below.

– Spook.js − New side-channel attack can bypass Google Chrome’s
protections against Spectre-style exploits - A newly discovered side-
channel attack targeting Google Chrome can allow an attacker to overcome
the web browser’s security defenses to retrieve sensitive information using a
Spectre-style attack.

– Google supercharges Chrome’s phishing detection mechanism -
Google says the latest version of Chrome detects phishing scams 50 times
faster than its predecessor.

– Google to bolster Chrome privacy protections with HTTPS-First
Mode - UPDATED Chrome 94 will ship with a new feature, HTTPS-First
Mode, that attempts to upgrade all web page connections to HTTPS, Google
has announced.

3 Browser Fingerprinting

A browser fingerprint, also known as a system fingerprint or a browser finger-
print, is data obtained for the purpose of identifying a device. Websites use
browser fingerprinting to gather information about you. Scripts, which are col-
lections of instructions that tell your browser what to do, are needed for modern
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website functions. This fingerprint will then be used to track you down across
the internet and across various surfing sessions.

Fig. 1. An example of user attributes used for browser fingerprint

Browser fingerprinting is qualified as fully stateless, unlike other authenti-
cation strategies such as cookies that rely on a unique identifier (ID) directly
stored inside the browser. It does not leave any trace, as the storing of infor-
mation within the browser is not necessary. Another tool that could be used to
identify guests individually without focusing on standard cookies was computer
fingerprinting [16].

Lou Montulli invented the concept of cookies for preserving the state of the
session in the stateless HTTP protocol. Cookies have been adopted by both
browser vendors and developers because of their basic design and deployment.
The violation of their stateful character internet providers began using them for
third-party ads and web usage monitoring, creating public discomfort [15].

This paper mainly focuses on the prevention method of browser fingerprint-
ing. We create an extension that can prevent a user from being tracked by third
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parties or companies on the online platform. This extension is also used to dis-
play your system information. We collected attributes by using javascript. First,
we collect the attributes then we randomize some of the attributes. After that,
we check the fingerprint on various platforms and we create a comparative table
before and after enabling the extension.

4 Proposed Solution

In this section, we discuss browser extension, how to create it, and the required
files. In the second part, we explain how different websites gather data and
how we gathered or retrieved data for our extension. In the third section, we
describe what is randomisation and how we randomize the attributes that we
fetched from our extension. In the fourth section, we describe the working of
our chrome extension that is “Fingerprint Defender” that how it works. In the
fifth and last section, we show the result of our extension. We compare different
websites, before enabling the extension and after enabling the extension. We
check fingerprints on 3 different websites, Panopticlick, Am I Unique, Unique
Machine.

4.1 Browser Extensions

Extensions are small software programs that allow you to configure your brows-
ing experience and add features to the browser [14]. Browser plugins are typically
used to enhance a website’s functionality and functions. However, they can also
be used to disable unnecessary features and functions like pop-up ads and other
facets of a website’s core behavior that a user wants to disable. Users install
plugins to their browsers to customize the appearance of the browser. They’re
made with web technologies like HTML, CSS, and JavaScript, among others.
The extensions are zipped into an a.crx box, which the user must import and
update. The Chrome online store now has a Chrome extension. Extensions are
made up of a variety of materials that work together. When combined with
the advanced features of JavaScript and Cascading Style Sheets, HTML5 allows
developers to create feature-rich applications (CSS).

For creating our extension we required some files as listed below -

manifest.json: This is a JSON file in a website that informs the browser about
the website on the user’s laptop or desktop. Chrome needs a manifest in order to
display the Add to Home Screen prompt. The name, logos, and other information
about your website are provided by JSON to the browser. The manifest.json file
includes information such as the name of your website app, the icons it should
use, the start-URL it should use when it is first released, and several other
specifics (Fig. 2).
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Fig. 2. Extension files

background.js: Background scripts are the most secure parts of the Chrome
Extension environment when it comes to logging and connecting with the server
or API. Background scripts are dependent on the plugin because as long as it is
installed, the scripts can run in the background in a daemon-like manner.

Content scripts.js: Content scripts.js files are used to add functionality to a
website. Extensions add more Javascript on top of that. As long as we specify
them in the manifest, we can add as many extra files as we want. It’s useful for
communicating with a page’s DOM in every way.

dom.js: dom.js is a JavaScript file that is used to randomize the attributes.
DOMtegrity is a JavaScript-based platform that ensures the credibility of web
pages. This source code is embedded within the “script” tag and placed first on
the web page, before all other HTML tags.
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fetch-info.js: fetch-info.js is a JavaScript file. This is the main file used in our
extension. It is used to fetch the information from the user’s system. It has one
more feature we added to our extension that it can display the information of
the system to the user.

popup.html: A popup is the graphical user interface that appears when we
communicate with a plugin by clicking on its button. The only difference between
a website and a Chrome Extension popup is that an extension popup must be
tracked. The popup’s HTML, CSS, JS, and images can all be described. It works
in the same way as any other website.

4.2 User Artifact Collection

Since websites use scripts that run in the context of the browser, browser finger-
printing is possible. APIs are built-in program features in today’s web browsers
that can be used by website scripts to capture data. Fingerprinting scripts seem
to be identical to any other script running on a website, users have no way of
knowing that their personal information is being collected. These scripts gather
the information that can be used to create a “hash” or digital fingerprint. To con-
duct cross-site monitoring, many website owners and ad networks share browser
fingerprinting capabilities. That means they follow you around the web using
your online fingerprint and gather personal information about you, such as your
browsing history, shopping and news habits, and more. Figure 3 shows how two
websites share hashes to describe the same person. So that they can show them
advertises according to them.

We extract information from the user’s device using javascript in our exten-
sion. We fetched system information, IP information, URL information. We fetch
the system information using “fetch-info.js” and display the information on the
user device using the “popup.html” file.

4.3 Randomization

Firefox was the first major browser to solve this growing issue by introducing
an anti-fingerprinting feature that allows users to disable attempts to fingerprint
their browser. A couple of months later, Apple followed suit with a new solution,
requiring Safari to return similar values for certain fingerprinting data points,
such as fonts [7]. In order to protect the user’s privacy, the Brave browser is
working on a feature that will randomize its “fingerprint” any time a user visits
a website.

In Fingerprint defender we create a file “dom.js”. In dom.js we use
Math.random(), Element.prototype, Date.prototype, function(), etc. to ran-
domise the value. We create a list of attributes and then we replace the actual
attributes with our false attributes. For example- randomising a TimeZoneOff-
set we created a list like- [720, 660, 600, 570, 540, 480, 420, 360, 300, 240, 210,
180, 120, 60, 0, −60, −120, −180, −210, −240, −270, −300, −330, −345, −360,
−390, −420, −480, −510, −525, −540, −570, −600, −630, −660, −720, −765,
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Fig. 3. Two websites sharing their hashes

−780, −840]. Every time a user visits a website the extension change the value
of time zone offset. As like this we randomise the other attribute to prevent from
fingerprinting.

Fingerprint Defender is a chrome extension. We made this extension to stop
these kinds of frauds or activities. Tracker or attacker basically finds you by
calculating your browser fingerprint. This extension changes some values of
attributes that the attacker collects from the user device. It can protect your
anonymity online. The scrips that are used in this extension is worked as a
defender of your system. This extension is work only on chrome browser because
we made it for chrome browser only. Fingerprinting Defender has a privacy fea-
ture that makes it harder for sites to track you while you browse. It randomizes
and hides some attribute so that your fingerprint can not be generated.

Fingerprint Defender is used to checking your system information. It provides
the details of your system as Architecture, Model, Processor, Features, Free
Memory, Total Memory. Also IP Information such as IP, Latitude, Longitude,
City, Region, Country, Zip, and ISP. The URL Information as Active Tab, IP,
Latitude, Longitude, City, Country, Region, Zip, and ISP.

5 Result and Analysis

Online privacy is a spectrum: some sites collect and hold more information about
you than others. When you’re online, online privacy, also called internet privacy
or digital privacy, refers to how much of your health, financial, and browsing
information is kept confidential. This has become a growing concern (Fig. 4).
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Fig. 4. Fingerprint defender

We checked the performance of our extension on various platforms. It is
working fine on every platform. In Table 1 we showed the comparison between
Panopticlick1, AmIUnique2 and UniqueMachine3 websites. We checked the result
before enabling the extension and after enabling the extension. We put the result
in table1. Table 1 describes the results that we get on different platforms. The
table shows a list of attributes and on which platform what attribute is changed,
same or randomized. After getting these results we can say the extension is
randomizing user attributes and thus failing user tracking methods.

Table 1. Result after enable the extension on different websites

Attributes Panopticlick AmIUnique UniqueMachine

USER AGENT Same Same Same

HTTP ACCEPT HEADERS Same Same NA

BROWSER PLUGIN DETAILS Randomized NA Null

TIME ZONE OFFSET Changed NA NA

TIME ZONE Same NA Changed

SCREEN SIZE AND COLOR DEPTH Changed NA Changed

SYSTEM FONTS Randomized NA Changed

HASH OF CANVAS FINGERPRINT Randomized NA Changed

HASH OF WEBGL FINGERPRINT Randomized NA NA

WEBGL VENDOR and RENDERER Changed NA Same

LANGUAGE Same Same Same

PLATFORM Changed NA NA

AUDIOCONTEXT FINGERPRINT Randomized NA Changed

HARDWARE CONCURRENCY Same NA NA

DEVICE MEMORY (GB) Same NA NA

1 https://panopticlick.eff.org/.
2 https://amiunique.org/.
3 https://uniquemachine.org/.

https://panopticlick.eff.org/
https://amiunique.org/
https://uniquemachine.org/
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6 Conclusion

The rising threat of browser fingerprinting to privacy inspired the research pre-
sented in this paper. We looked at previous research on browser fingerprinting.
Browser fingerprinting, we found, posed a bigger risk of privacy than cookie
tracking since users have no direct control over it. We have also seen that it’s
being utilized more and more for online user monitoring, even when there’s no
persistent IP address or cookie. Fingerprint Defender is a free browser plugin
that identifies and, if desired, prevents data transfers that are likely to be used
for browser fingerprinting. The extension’s major goal was to make browser users
aware of the widespread usage of browser fingerprinting and to give them some
control over it.

Nothing is free in this online or digital world, whether it’s installing software,
using a company’s “free” email service (like Gmail), or using social media site.
Even visiting a website entails exchanging personal information. Over the last
few years, browser fingerprinting is increasing day by day. Every person in this
world is connected with a network and using one or more devices. Users can
be classified differently by website creators on occasion. The device has many
specifications. When a user visits a website then the browser shares the device
information with the server. That server can take advantage of the information.
They have a variety of motivations for doing so. Some companies want to classify
users for analytic purposes, such as to see how many other people have visited
or read a particular page on a website. If a website is able to recognize a visitor
personally, advertisements targeted to that person may be presented. For taking
device information web server used cookies earlier. But after some time people
come to know about it. They were aware of this so users tried to block cookies
from their web browser. So that tracker can not get their information. After that,
the attacker found a new technology that is known as browser fingerprinting.
Browser fingerprinting is a method that can’t be stopped by the user because
it does not save anything on that system. It only steals some information from
that system and generates or calculates a hash without the knowledge of the
user. Many methods can prevent you from browser fingerprint but partially they
can not prevent you fully. After reading and studying browser fingerprinting we
created an extension as discussed in the paper. We hope that the approach we’ve
covered will keep you safe from web browser fingerprinting.
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Abstract. Phishing scams have long been used to obtain sensitive infor-
mation via email. Recently, scammers have increasingly been using spear-
phishing and targeting corporate employees, this type of attack is called
Business Email Compromise (BEC-attacks). BEC-attacks problem is
highly relevant to mobile networks, as mobile users are much more vul-
nerable to such types of attacks than regular users. The main methods
of detecting BEC-attacks are considered and their comparative analy-
sis is made. It is demonstrated that the most promising approach for
detecting BEC-attacks is a complex analysis of email headers, content
analysis, and authors writing-style analysis with machine learning algo-
rithms. BEC-attacks detection method is proposed based on the above-
mentioned analysis and its decomposed functional model is presented.
A feature space includes writing-style features (words 3-grams); day of
the week and time of sending the email; email’s urgency features; email
headers features. To evaluate the BEC-attacks detection accuracy, the
experiments on datasets, containing emails in Russian and English, were
carried out. The experiments showed that the best accuracy is achieved
with word n-grams and LSVC with a feature scaling method for emails
in Russian and English.

Keywords: Business email compromise · Spear phishing · Machine
learning · Writing-style analysis

1 Introduction

Phishing scams and attacks aim to obtain confidential information via email.
Nowadays, scammers (in this article ‘scammers’, ‘attackers’, and ‘hackers’ are
understood as synonyms) use spear-phishing more often and target it on the
corporate user category. According to the Symantec report, the number of such
attacks increases continuously every year [1]. Recently, directed phishing email
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attacks on employees of enterprises, which are called ‘Business Email Compro-
mise’ (BEC) by the FBI, have become a substantial security threat. BEC scam-
mers also have started to realize attacks utilizing SMS messaging to direct their
targets [2].

According to the FBI, different companies have lost $ 12 billion after BEC-
attacks since 2013 [3]. For example, in August 2019, the subsidiary company
of the Toyota GROUP lost $ 37 million [4]. Well-known companies such as
Facebook and Google were also reported among victims of such attacks. In 2020
FBI reported that COVID-19-themed BEC-attacks and scams grow [5,6].

BEC-attacks are the group of email service attacks when the attacker imper-
sonates himself or herself as the company employee (for instance, as the Chief
Executive Officer, the Human Resources Manager, or the Finance Manager) and
creates a personal email for the victim. Classically, the purpose of this email is
to fraudulently force the employee to transfer the funds to the hacker’s accounts,
to send confidential information, or to follow the phishing link to pass the cre-
dentials to the hacker.

BEC-attacks lead to much greater direct financial losses than other common
cyber-attacks, including ransomware attacks [7]. The number of BEC incidents
is expected to increase in the future.

Most of the email service security systems are ineffective at BEC-attacks
detection. When analyzing an incoming email, the security systems commonly
use the attributes of two types: Malicious and bulk.

– Malicious, which are the attachments with the malware or the links to the
compromised website or the emails sent from the low reputation domain
[8–10].

– Bulk, when a single-format email is sent to a large number of recipients. In
this case, the parameters of the malicious emails are the same message texts,
the same sender’s email address, and the same duplicated URL in the email
text.

However, BEC-attacks provide emails that in most cases contain no such
specified attributes. The reason is that these emails are often sent from legitimate
accounts adapted for a particular recipient without any suspicious links. BEC-
attacks are highly rare compared to the total number of phishing attacks, and
this fact significantly affects the effectiveness of BEC-attack detection systems
under development.

None of the previous research provides methods for the BEC-attacks detec-
tion in Russian-language emails. Also, there are no studies on the BEC-attacks
detection based on the analysis of the author’s writing style of emails in Russian.

For BEC-attacks detection in emails in Russian and English, we propose
to use the analysis of the author’s writing style in combination with the use of
machine learning methods to detect the substitution of the author. The proposed
method combines several approaches: email service headers analysis, email text
content analysis for urgency detection, email text style analysis.
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2 Related Work

2.1 Previous Research

The increasing threat of BEC-attacks is widely known and is described in many
reports from IT companies, governments, and intelligence services. However,
there is a lack of current scientific research in the field of BEC-attack detection.

Generally, researchers today face limited access to real and valid email
datasets. In this regard, they have to use small or synthetic datasets.

The analysis of related works allowed us to identify the following main groups
of protection methods against BEC-attacks: organizational and managerial mea-
sures, email service header analysis, content analysis, security tools used for the
credentials compromising prevention, email text style analysis.

In the majority of companies, the protection method against attacks is to
apply organizational and managerial measures. These include the clear prescrib-
ing of the financial transfer procedures and its implementation, monitoring and
mandatory confirmation of requests received by email. Other security measures
are to involve email address management and control (for example, deleting
unused and outdated email accounts), to require periodic password change or
two-factor authentication usage. The limitation for this group of methods is a
low reliability as the staff often violate the additional restrictions. In [11] is
studied the users’ response to perceived phishing threat and the relationship to
their coping appraisal, it was found that perceived detection threat negatively
influenced detection efficacy and positively influenced anxiety. Moreover, the
duration of the email processing increases due to the formal activity. The texts
of BEC-emails usually require the urgent resolution of some issues. The conse-
quences of these issues are presented as rather serious, which forces employees
to act quickly without following the determined procedures.

Some systems analyze email service headers. These methods include the col-
lation of the sender’s email address and the company domain name, as well as the
comparison of the previous email addresses from the same sender. The statistics
of the received emails from particular users is collected. The company’s black-
list is checked for the specified sender address. This analysis allows detecting an
attempt of a similar email address registering or abnormal time email sending.
However, the use of only these methods does not guarantee BEC-attacks detec-
tion since the most of attacks are committed by email service compromising and
further imitating of the writing style and the behavioral characteristics of the
email address owner.

The context analyzers are implemented into the email security systems to
detect the BEC-attacks. One of the main features of the BEC-attacks is the use
of words and expressions in the email text and the title that expresses the need
to urgently perform actions related to the finances. In this regard, the text and
the title are analyzed to identify any signs of urgency, the presence of financial
details, and other typical attributes.

Only a small part of the systems analyzes the style of the email text to identify
the authorship by the methods of the linguistic identification. Each person has
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his or her text writing style, which contains the set of the most used words,
grammatical constructions, and other features, that make the texts unique. In
the case of BEC-attacks, the author of the scam email is another person, so the
author’s style differs from the text writing style of the owner of the compromised
account. Thus, the comparison of the style of a new incoming message with the
previous ones allows identifying the sender’s substitution.

The following is an overview of the key related works on targeted phishing
detection. However, only a few of them are specifically related to BEC-attacks.

In [12], the Email Profiler system was developed. The key idea of this work
is to build the author’s behavioral model based on incoming emails through
the email metadata and the stylometric information analysis to detect targeted
phishing. Twenty mailboxes were used to train the system. However, the authors
did not point out the exact rate of the threat detection accuracy, indicating an
approximate value of 0.98.

In [13], the Identity Manager system was created. It simulates employee
behavior and detects anomalies in outgoing emails to prevent employee cre-
dentials leakage. If an anomaly is detected, the system prompts the user to
reauthenticate using the two-factor authentication. The method suffers from a
relatively high level of false-positive rates (0.01–0.08).

The paper [14] describes the model that can detect emails where the recipi-
ent’s domain is forged. The model used the dataset of 92 mailboxes. The authors
base their model on the historical patterns of the senders’ correspondence. How-
ever, this method is unable to detect other types of BEC-attacks. The emails
with the domain substitution are a small part of the total number of the incom-
ing ones as such emails are usually stopped by the traditional built-in spam
filters.

The DAS system [15] uses machine learning (ML) methods to detect the
fact of account compromising. SMTP, NIDS, and LDAP logs data are analyzed.
However, this method cannot detect attacks in emails containing only plain text.
Also, the study is based on the dataset from only one company with 19 as the
total number of known attacks.

In [16], the BEC-Guard system was developed. It is supposed to detect BEC-
attacks in real-time. The system uses two classifiers: the service headers analysis
and the contextual search in the email text. The large set of data received from
Barracuda Networks users was used for training. This system analyzes data only
in English. Unlike BEC-Guard, in this work, we propose an approach that allows
analyzing emails both in English and Russian.

The Trend Micro expert system [17] implements the complex protection for
the email service using artificial intelligence and ML. The detection of the BEC-
attacks involves three stages: sender verification, text content analysis, and text
style analysis. More than seven thousand email characteristics are used for text
style analysis. However, this system does not support Russian.

The Kurematsua and co-authors’ research [18] shows the email text author
identification based on ML. The developed system is based on spam filtering
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methods. Unlike traditional systems, less than 100 first words of the email are
used for the analysis.

In [19], probable components are investigated to evaluate the possibility for
the BEC-attacks detection. The method was developed by cybersecurity experts
as a part of the Delphi method. According to the authors of the study, the
understanding of the human aspects affecting the detection of BEC-attacks can
help significantly reduce the risk of large financial losses for any company.

All the research on the detection of targeted phishing focuses on two main
issues: the search for an effective ML method and the formation of the feature
space that has the greatest distinguishing ability.

The majority of analyzed related works uses the following ML methods: Sup-
port Vector Machine (SVM), Kernel Density Estimation (KDE), Gaussian Mix-
ture Models (GMM), k Nearest Neighbor (KNN), Random Forest (RF), Logistic
Regression (LR), Decision Tree (DT), Naive Bayes classifier (NB).

The most promising way of protecting against the BEC-attacks is to analyze
the author’s email style in combination with the use of ML methods to detect
the author substitution. For the messages in English, these methods show an
accuracy of up to 0.982.

2.2 Methods of the Writing-Style Analyses

Nowadays, there is much research related to the analysis of the text style for the
author identification in various languages.

In [20] and [21], the methods for user identification based on the email anal-
ysis are investigated. The attributes divided into the following categories are
used for the identification: the characteristics of the entire text, the frequency
characteristics of the functional words, the word length distribution density, and
the emails specific characteristics. The authors concluded that the analysis of
the email-specific characteristics increases the accuracy of the sender identifica-
tion [22].

The authors of [23] investigate the possibility of the stylometry usage for the
authorship establishment among the users of various hacker Internet resources.
The emails where the author imitates someone else’s writing style are examined.
The authors of another work studied the duplicate accounts that included the
texts in English, German, and Russian [24]. It is shown that the use of a hybrid
method, which combines the stylometry and the specifics of the email or the
forum message, increases the accuracy of identification.

In [25], the authors used online texts from various sources like Enron emails,
eBay comments, Java forums, and CyberWatch chats as datasets. The research
reveals that with the increase in the authors’ number in a dataset the accuracy
of the SVM method used for the authorship identification decreases. A similar
idea is expressed in [26] and it proves that as the number of users increases, the
accuracy of the identification reduces.

The author of [27] investigates the majority of the existing techniques for
author identification. In [28] the author explains that it is possible to use the
n-grams based on Markov chains to solve the problem of author identification.
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In [29], the method of the linguistic identification of Internet users by ana-
lyzing short electronic messages is proposed. The key idea of this work is to
dynamically calculate the number of the most informative features for each set
of users. This approach increases the identification accuracy by an average of
0.04 and is effective for small datasets.

In [30], the identification accuracy of 0.98 was achieved. The proposed method
is based on the SVM and the following features: the frequency of the Russian
letters and the punctuation marks, the most frequent trigrams of characters, and
the most frequent words.

In [31], the methodology of identification based on the complex application
of the RF method and the Relief-f method (the method of informative features
selection) is proposed. The methodology allows identifying the Internet user by
analyzing electronic text messages up to 5000 characters long (in conditions of
the limited text length and the unbalanced training sample) with the accuracy
of 0.79 for a small number of texts, and 0.805 for a normal number of texts. The
best accuracy rate is achieved when the RF method is used. The final average
accuracy is 0.8 which is about 0.33 higher than the existing methods of short
text messages author identification in Russian.

In [32], the cross-site linguistic identification of online resources users based
on the short electronic messages received from several sources (sites, online com-
munication tools) was studied. The ability to identify the user of one Internet
resource by his/her messages in another Internet resource is considered. The n-
grams of words and characters are used as the attributes. The results of exper-
iments showed that the identification accuracy is 0.82 when the classifier was
trained on mixed data and 0.74 when the classifier is trained on the data from
different sources. It is concluded that it is possible to form a universal feature
space for messages received from various sources, and such a space provides a
sufficient accuracy rate of the linguistic identification.

Thus, the following promising directions can be singled out for the application
to the problem of BEC-attacks detection in emails in Russian among the methods
of linguistic identification: to use one of the following methods of ML: RF, SVM,
LR, NN and with the feature space that includes ngrams.

It is necessary to perform experiments to verify that writing-style analysis
can improve BEC-attacks detection accuracy and define what ML method and
what feature set could be used to achieve the best results.

3 Business Email Compromise Attacks Identifying
Approach for Texts in Russian

3.1 Feature Set

Each person has his or her writing style. For example, some people use certain
functional words (such as ‘however’, ‘although’, etc.) more often than others.
Also, the style can be expressed in the way of the dates writing and the con-
struction of the sentences.
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The attacker can analyze the correspondence and try to imitate the victim’s
writing style - to perform a so-called spoofing attack based on impersonalization.
It is considered to use the features, which are introduced into the text subcon-
sciously, in the methods of linguistic identification. It is quite difficult for the
attacker to take all the features inherent to the author of the victim’s emails
into consideration. Therefore, for example, the email signature cannot be used
as the feature of the BEC-attack.

To detect BEC-attacks in emails in Russian and English, it is proposed to
use the analysis of the email author’s style in combination with the use of ML
methods to detect the substitution of the author. The proposed method combines
several approaches: email service headers analysis, email text content analysis
for urgency detection, email text style analysis.

Thus, we suggest using the following feature space:

– Email linguistic features (character and words ngrams) – Flingua.
– The day of the week and the time of email sending. It is proved that the users

tend to send emails or to post publications at a certain time relative to the
day of the week – Ftime.

– Urgency features – Furg. It is the list of the world and phrases determining
the urgency (‘urgent’, ‘today’, ‘immediately’, ‘right now’).

– Email service headers features – Fheaders. This set includes the sender and
recipient fields, the subject, and other additional fields for the service headers.

Each user can be represented as the set of his or her emails ua = Ea =
{ea1, ..., eal}, where Ea is the set of emails for the email address ua, l – is the
number of emails in ua.

In turn, each email can be represented as eaj = (Flingua, Ftime, Furg,
Fheaders) = (faj1, ..., fajn), where eaj ∈ Ea, f – is a specific feature, n – is
the number of features.

Thus, each user is the set of the vector representations of his emails ua =
Ea = <(fa11, ..., fa1n), ..., (fal1, ..., faln)>.

3.2 BEC-Attack Detection Method

The proposed method is based on the three stages: collecting historical data,
training and BEC-attack detection.

Collecting historical data stage includes obtaining the historical set of emails.
Based on the received data, user profiles ua are formed and shown as the vector
representations of his or her emails. The recommended amount of emails per one
user is 5.

At the training stage, the models are trained based on the user profiles ua.
At BEC-attack detection stage a new incoming message (Emailx) is vector-

ized and then sent to the system modules as the input. After this, the email
service headers are analyzed, including the checking of the addresses included
in the allowed user list, the absence of the anomalies in sending time, the Lev-
enshtein distance is determined to detect the attempts to imitate the sender.
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Then, the text and the subject of the email are checked for the urgency features.
The trained models are used to check whether the sender’s writing styles match
the one he or she claims to be.

The flowchart of the proposed method is shown in Fig. 1.

Fig. 1. Flowchart of the proposed method

The email that is recognized as legal as the result of the detection process is
added to the historical set. Then, the retraining is performed based on the new
data.

AnalyseHeaders Stage: From and Reply-To headers of the Emailx are ana-
lyzed. If the entries do not match, the method classifies the message as suspicious.



256 A. Vorobeva et al.

Then, if Emailx is sent by the internal user it is checked for anomalies in
time and day of sending. For the external user Emailx is checked if the sender
is in the list of blocked users (blocked list).

If the sender’s email address (ux) is not in U, then it is proposed to find
edit distance (d) between the ux and all addresses in the list of legal users
(legal list). If distance d exceeds the threshold value of α, then it is considered
that an attempt to forge a legal address is detected. The ux is added to the
blocked list, and the method classifies Emailx as suspicious. If the distance d is
less than α, then the method returns F1 = 0.5.

The process returns the following: F1 = 1, if no violations were found in
headers, F1 = 0. If violations were found in headers and email should be marked
as suspicious, F1 = 0.5 if the sender of the email is not in the known users’ list
and most of the further analyses’ procedures are not possible to conduct.

AnalyseUrgency Stage: The next step is to analyze the email’s text and
subject to detect if it contains urgent features (Furg). The process returns F2 = 1
if there are signs of urgency in the letter. Otherwise, F2 = 0 is returned.

AnalyseAuthorship Stage: At this stage, it is detected if there are changes in
the author’s writing style of the user ux. Emailx body is vectorized in Featuresx
(Flingua), the model of the user ux is loaded.

The probability (ρ) of ux is the author of Emailx is estimated based on the
previous emails of ux. At this stage, the model trained with ML methods is used
to detect alterations in the author’s writing style.

If ρ ≥ β1, it is assumed that ux is the real author of Emailx (F3 is set to 1).
If β1 < ρ < β2, an insufficient degree of coincidence of the text styles is detected
(F3 = 0.5). Otherwise, it is considered that the authorship of the letter is not
confirmed and F3 is set to 0.

The decision-making process shown in Fig. 2 is based on the results obtained
during the above three stages.

The method notifies email’s recipient about a detected BEC-attack in one of
the following conditions:

– Violations were found in the email headers.
– The writing style of the email differs from previous emails of the sender and

the authorship is not confirmed.
– The email was sent by a new sender, and signs of urgency were found in the

text.
– The writing style of the email slightly differs from previous emails of the

sender and signs of urgency were found in the text. If BEC-attack is detected,
the email is placed in the quarantine folder and the system sends the noti-
fication to the administrator. Otherwise, the email is added to the database
and the authorship model is retrained.
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Fig. 2. Flowchart of making decision stage for deciding on the presence of a BEC-attack
in an email

4 Experiments and Results

4.1 Text Corpus and Datasets

To study the possibility of BEC-attacks detection with writing style analysis, we
have performed a series of experiments.

In experiments, we used the dataset, which contains emails in Russian and
English. Some of the emails contain signs of urgency. For each user, there are at
least two emails. The minimum text length of the email is 500 characters.

The dataset contains the following fields (including headers of emails): From:
information about the sender; To: recipient email address; Cc: recipients of the
copy of the email; Date: the date the email was sent; Subject: email subject;
Text: email body.

To emulate the BEC-attacks in the dataset, for each sender several emails of
another authorship were added and from one to two characters were replaced in
the sender’s email address and the message sending time was changed to imitate
spoofed and lookalike sender.

The dataset contains emails of two classes: originally written by the senders
and imitating the sender’s writing style.
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As a result, a dataset of 2308 email messages of 50 authors in Russian and
English was formed. Dataset contains from 2 to 232 emails for each user, for most
authors there are less than 25 letters. All email texts are of variable length.

The minimum email’s text length is 23 characters, the maximum is 23936,
the average length is 1943 characters. The text has not been corrected, the
vocabulary, spelling, and punctuation are original. In experiments, 70% of data
was used for training, and 30% for tests.

4.2 Experiments Description

The purpose of the experiments is to find an optimal ML method that is accurate
for BEC-attacks detection based on writing style analysis for emails in English
and Russian.

The accuracy (A) of BEC-attack detection refers to the proportion of the
detected emails containing the targeted phishing attacks (BEC-attacks). The
BEC-attack detection accuracy with the following ML methods was evaluated:
LR, KNN, DT (CART), SVM, NB, RF, Linear discriminant analysis (LDA),
Linear support vector machine (LSVC), Multilayer perceptron (MLP), Bagging
(BG), Extra trees (ET), AdaBoost (AB), Gradient boosting (GB).

Experimental results of the above ML methods and words and of characters
n-grams are displayed in Fig. 3a (for English) and in Fig. 3b (for Russian).

Fig. 3. Accuracy of BEC-attacks detection with selected ML methods and character
and word N-grams for emails in English and Russian

Several feature scaling methods were also studied:

– The standardization method normalizes the data so that the column mean is
0 and the standard deviation is 1.

– The scaling method by default normalizes data in the range [0; 1].
– The normalization method by default normalizes concerning the Euclidean

length of the feature vector.

Results are displayed in Fig. 4 (for English) and in Fig. 5 (for Russian).
Experiments demonstrated that the KNN, LDA, and SVM show rather low

accuracy with any method of features scaling both with characters and words
n-grams. Accuracy with words n-grams is higher than with characters n-grams.
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Fig. 4. Accuracy of BEC-attacks detection with selected ML methods and feature
scaling methods with character and word n-grams for emails in English

Fig. 5. Accuracy of BEC-attacks detection with selected ML methods and feature
scaling methods with character and word n-grams for emails in Russian

As a result of the experimental studies, we have selected the following most-
promising ML methods, which showed the highest accuracy both when using
n-grams of words and n-grams of characters for the emails English:

– GB with features standardization,
– GB with features standardization,
– DT with features standardization,
– MLP with features scaling.

The highest accuracy for a dataset in Russian is achieved with LSVC with
feature scaling (A = 0.84), but for emails in English accuracy is comparable
(A = 0.89).

For emails in English the best accuracy is 0.95, and it is achieved with the
AB without preliminary data preparation. This approach allows achieving 0.75
accuracy for the dataset in Russian.
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The purpose of the work was to find an optimal ML method that is accurate
for both languages. The analysis of the experimental results allowed us to choose
characters n-gram and LSVC with feature scaling as optimal for BEC-attacks
detection based on writing style analysis for emails in English and Russian.

5 Conclusion

Several classification methods (LR, LDA, KNN, CART, NB, SVM, MLP, RF,
etc.) and feature scaling methods were selected in the theoretical study as the
most promising for BEC-attacks detection based on the author’s writing style
analysis.

A series of experiments were performed to evaluate the accuracy of these
methods on dataset containing 2308 email messages of 50 authors in Russian
and in English.

The experiments showed that LSVC with feature scaling has better perfor-
mance than other approaches.

To detect BEC-attacks based on the text style analysis, it is suggested to
use the largest number of the features, since the use of the standard template
phrases in official emails implies the need to identify all the individual features
of the author of the email.

It was observed that LSVC with feature scaling is optimal for BEC-attacks
detection based on the writing style analysis for emails in English and Russian
(the features used were characters n-grams).

We have proposed the method for the BEC-attacks detection. It includes
three main stages: the analysis of the urgency features inherent to this type of
attack, the service headers, and the text analysis with LSVC with feature scaling
to detect author’s writing style alterations.

Future research will be focused on the study the influence of n-grams size
on the BEC-attacks detection accuracy and methods of lookalike sender’s email
address detection in combination with domain generation algorithm detection
techniques and domain registration information.

BEC-attacks detection is a challenging task as the volume of user-generated
information increases rapidly. Our further studies also will be concentrated on
technologies of Big Data analysis with Hadoop and Spark for high volumes of
emails [33,34]. Also approaches of efficient and parallelized data mining using in
mobile cloud systems will bee studied [35].
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Abstract. With the advent of the 5G network, the number of mobile
users has drastically increased. Consequently, the users are much more
susceptible to cyber-attacks such as mobile malware. In order to combat
mobile malware, recent studies have employed machine learning tech-
niques. This paper revisits existing research on machine learning-based
mobile malware detection in cybersecurity. Our study focuses on subjects
such as mobile system destruction and information leaks. We explore the
mobile malware detection techniques utilized in recent studies based on
the attack intentions such as (i) Server, (ii) Network, (iii) Client Soft-
ware, (iv) Client Hardware, and (v) User. We hope our study can provide
future research directions and a framework for a thorough evaluation.
Furthermore, we review and summarize security challenges related to
cybersecurity that can lead to improved and more practical research.

Keywords: Mobile malware · Machine learning · Mobile detection ·
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1 Introduction

Due to the popular demand and rapid growth of various mobile applications
for the smartphone, cyberattacks through the mobile application have posed
a severe threat [131]. Network providers, end-users, and app providers are con-
stantly plagued by mobile malware attacks, including phishing, repackaging, and
application updates. The mobile operating systems are vulnerable to cyberat-
tacks, and around 87% of all Android-operated smartphones are exposed to one
or more fatal vulnerabilities [133]. Mobile malware poses a severe security threat
to various applications such as education, telecommunications, hospitals, and
entertainment. In other words, mobile malware attacks intend to threaten cyber-
security in terms of confidentiality, integrity, and availability of data. Established
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attack groups are capable of penetrating and destroying the server, network,
client software, user, and client hardware on mobile devices.

In spite of the numerous research on mobile malware, cybersecurity is forced
to evolve to counter the cyber-attacks from cyber threat actors. The ever-
evolving cyberattacks may take place in various forms, which makes it difficult
for the defenders to identify the gap. For instance, some evaluations are limited
to certain malware, such as anomaly-based approaches, or some have failed to
reveal the most features needed to train the classifier [93]. The scalability issues
such as having limited computing and storage power to handle a large number
of malware samples require more attention [91].

Our goal is to reinvigorate research on these issues and to reorient the prac-
tical needs of cybersecurity domains. Therefore, we revisit previous literature
on machine learning-based mobile malware detection regarding unique require-
ments in cybersecurity domains. Our study makes the following contributions
through a thorough evaluation of current and future solutions:

– Our approach leverages past studies on mobile malware detection studies
that focus on evaluating data sets, detection techniques, means of attack,
and evaluation metrics for the system performance. We believe our study has
laid the foundation that may help future researchers and future thesis that
underpins a larger research project.

– To the best of our knowledge, we are one of the few studies that performed a
systematic literature review that will present insight and crucial foundation
for a foray into academic research.

– Furthermore, we were able to compare the supervised learning and unsuper-
vised learning based on the means of attack for mobile malware. By synthesiz-
ing the existing data, we believe we were able to provide relevant and insight
for future researchers.

The remainder of this paper is organized as follows. Section 2 describes the
essential background for mobile cybersecurity and machine learning, and mobile
malware. We describe relevant literature search methodologies, which are essen-
tial for readers to understand systematically accurate outlines of papers in
Sect. 3. In Sect. 4, we investigate and analyze a machine learning-based mobile
malware detection study. We conclude our paper with discussions for future work
in Sect. 5.

2 Background

2.1 Mobile Cybersecurity

According to CISA, cybersecurity is a technology that protects networks, devices,
and data from unauthorized access or criminal use and refers to practices that
ensure confidentiality, integrity, and availability of information [29]. Network
security vulnerabilities could lead to a malicious attacker breaking into the sys-
tem and spreading malware, posing a severe risk. To reinforce cybersecurity, the
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following best practices should first be followed to minimize the risk of cyber-
attacks. For instance, the individual SOC vendors and organizations keep their
software and systems up to date, running the latest antivirus software, using
strong passwords, changing default user names and passwords, implementing
multi-level authentication (MFA), installing firewalls, and suspecting unexpected
emails. Due to the rapid increase in mobile devices, the number of downloads
of applications that are applications for mobile devices is also increasing. This
application has become a means to cause personal information leakage or finan-
cial damage through junk mail or spam. In addition, attackers can exploit vul-
nerabilities in Bluetooth-enabled devices to access higher-level privacy channels.
Mobile malware is the leading malware of attacks through various mobile devices,
including file manipulation, information leakage, financial damage, and device
unavailability.

We summarize the method of dissemination of mobile malware in three ways
in terms of social engineering techniques [136]. Repackaging, a common technique
for distributing mobile malware, refers to users arbitrarily changing resources,
saving data, code, and distributing them by re-modulating them. The attacker
must select and obtain the application to repackage. The attacker will extract
and analyzes the source code of the application using tools such as unzip, dead,
dex2jar, and JDGUI and perform tasks to insert malware into parts of a partic-
ular application or disable security features. The attacker also signs the changed
source code to create a new forged application. An application update is a tech-
nique primarily used to disseminate malware while avoiding malware detection
[132]. Application update is a method of deploying logic that performs malicious
behavior as a terminal when an application is updated. The first application
to be installed has no malware to be detected, only update logic to be used to
acquire and install malware. Phishing is a method of stealing personal infor-
mation, such as a user’s name, password, credit card account, under the guise
of a trusted party, and malicious actors frequently attack social networking or
email, and MMS [113]. In particular, in mobile devices, a new fraud technique
called smishing is rampant, a combination of SMS and phishing, which refers
to a method of stealing financial information by sending SMS with malicious
app addresses in large quantities to encourage users to install malicious apps. In
addition to the three above, threats and attacks in mobile malware exist in var-
ious types: spam, spoofing, farming, vishing, data leakage, and denial-of-service
attacks.

2.2 Machine Learning

Definitions and Overview. Past studies on detecting mobile malware have
focused on signature-based detection, static analysis, dynamic analysis using
emulators and sandboxes, and action-based detection [20,36,118]. However,
while it is adequate to use existing studies to detect known malware, it is diffi-
cult to detect and respond immediately to variants or new malware. Therefore,
machine learning-based detection techniques for detecting and responding to
strains or new malware are being studied.
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Samuel is credited for coining the term “machine learning” with his research
about machine learning using the game of checkers in 1966 [119]. Machine learn-
ing is a methodology that examines the conditions between the input and output
values to derive the output value when the next input value is received. It is a
method of finding features by learning various normal and malicious applications
and detecting mobile malware based on it. Machine learning can be classified as
supervised learning, unsupervised learning, and reinforcement learning. Super-
vised learning is mainly used for classification and regression and learns from
input and output values [108]. Unsupervised learning is used for clustering and
compression and is learned only with input values [46]. Reinforcement learning is
a learning method for obtaining maximum rewards through agent-environment
interactions based on behavioral psychology [72]. Machine learning-based mal-
ware detection mainly uses supervised and unsupervised learning, and many
studies determine whether applications are normal, abnormal, or classified mal-
ware. The following describes the characteristics of machine learning algorithms
for detecting mobile malware [151].

There are problems, whether it is a classification, regression, or clustering,
that we need to identify. In addition, sample data should be collected and ana-
lyzed because collected data should be representative. Then we process the opti-
mized data considering the limitations and potential errors of the sample data.
The features are extracted after data processing, and the training process is con-
ducted by applying algorithmic models according to the data and problems to
be solved. At this time, the model parameters are obtained using the training
data. We then use test data to evaluate the model in terms of accuracy, training
speed, reliability, generalization, and judge the optimized model. In addition, we
evaluate machine learning methods by predicting results and solving real-world
problems using new data sets. Figure 1 depicts the steps and approaches for
detecting mobile malware based on machine learning.

Algorithms of Supervised Learning. Support Vector Machine (SVM) is an
algorithm that can be applied to linear and nonlinear classification in a way
that classifies data thoughtfully into a high-dimensional feature space [97]. It is
a model that defines baselines for classification and is mainly used for data classi-
fication, such as pattern recognition and data analysis. When a new unclassified
value appears, the classification identifies which side of its boundary belongs. In
other words, we categorize the data by categorizing the data to measure the dis-
tance between categories, obtain the central position value, and then calculate
the hyperplane to judge the boundaries.

K-Nearest Neighbor (KNN) predicts new data with information from the
nearest k of existing data by finding the nearest k labeled samples [103]. It is an
algorithm that finds the k elements closest to the input data within a specific
space and classifies them into more matching groups.
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Fig. 1. Algorithms used for mobile malware detection

Decision Tree (DT) is one of the possible supervised learning models for both
classification and regression, a methodology used to analyze data to classify
and predict patterns present between classification and regression [18,115]. It
undergoes a series of decision-making processes by diverging from the top node
to the bottom node and causing the heterogeneity between the nodes to increase.
We classify samples and regress a binary division into classification, continuation,
or numerical types through this process.

Naive Bayesian (NB) is a supervised learning algorithm based on Bayes’
theorem used for classification learning by multiplying prior probability infor-
mation by the value of “Likelihood Function” measured through observation
[34,76]. However, this algorithm cannot be used if each probability violates the
assumption that it is independent. The algorithm is a widely used classification
technique, including spam mail filters, text classification, and sentiment analysis
[12].

Algorithms of Unsupervised Learning. K-means Clustering Algorithm, one
of the clustering models of unsupervised learning, is an algorithm that groups
the given data into k clusters [45]. It is a method that minimizes the variance
of distance differences with each cluster. “K” refers to the number of groups or
clusters to be grouped from a given data. “Means” refers to the average distance
between the center of each cluster and the data.
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Classification Performance Evaluation Indicators. The predictive power
of classifiers with machine learning algorithms capable of performing classifica-
tion should be verified and evaluated. To evaluate the model’s performance, the
data are separated into a learning set and an evaluation set before generating the
model, creating a model as a learning set, and verifying the model’s accuracy as
an evaluation set. Machine learning model and pattern classification performance
evaluation metrics include Precision, Recall, Accuracy, and F1-score. “Confusion
Matrix” is a table for comparing predicted and actual values to measure Pre-
diction performance through Training [127]. In other words, evaluation metrics
evaluate the relationship between the answers presented by the model and the
actual answers as elements and can be defined in four cases.

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1 = 2 × (Precision×Recall)
(Precision + Recall)

(4)

In order to evaluate the performance of machine learning models, we need to
separate the data into learning sets and evaluation sets before generating them,
creating a model as a learning set, and verifying the Accuracy of the machine
learning model as an evaluation set. There are four performance evaluation met-
rics for machine learning models: Accuracy, Precision, Recall, and F1 Score.
Accuracy is defined by Eq. (1). It means the percentage of correct predictions
for the test data. It can be calculated easily by dividing the number of correct
predictions by the number of total predictions. However, problems arise due to
Accuracy Paradox’ for predictive analysis. Therefore, it can be checked by Pre-
cision, Recall indicators that evaluate whether the “Negative” ratio of real data
provides the proper classification of situations that will occur with sparse possi-
bilities. Precision is defined by Eq. (2). It is the number of correct positive results
divided by the number of positive results predicted by the classifier. Precision is
also known as Positive Predictive Value (PPV). The Recall is defined by Eq. (3),
which is the number of correct positive results divided by the number of all rele-
vant samples. The Recall is also known as True Positive Rate (TPR). Recall and
Precision are indicators of opposite concepts. The Accuracy of the model can be
supplemented by checking the F1 Score, the Harmonic Mean of Precision, and
Recall. The F1 Score is defined by Eq. (4). The reason for harmonic means is to
understand the model’s performance by balancing both indicators when either
of the Precision and Recall indicators is low to near zero.



A Systematic Literature Review on the Mobile Malware Detection Methods 269

3 Systematic Literature Collection

Our study followed the systematic methodology to investigate relevant works
that address subjects pertaining to Detection and Machine Learning (ML).
According to IEEE Xplore, the first mobile malware papers appeared in 2004
[50]. Our study used four databases: Digital Bibliography & Library Project
(DBLP), ACM Digital Library, IEEE Xplore, and Google Scholar (allintitle
query). We independently searched each database for six queries: “Mobile,
Machine Learning (ML)”, “Mobile, Malware”, “Mobile, Detection”, “Android,
Machine Learning (ML)”, “Android, Malware,” and “Android, Detection”.
There were 236, 171, 1736, 110, 687, and 642 in the DBLP (in query order).
The results of re-extracting only with papers published in journals without pro-
ceeding papers were 105, 51, 397, 41, 229, and 205. In the ACM Digital Library,
there were 72, 36, 202, 18, 91, and 95 in query order. After re-extracting only
the papers published in the journal except for proceeding papers, there were 8,
3, 38, 1, 5, and 3. In the IEEE Xplore, there were 151, 78, 620, 78, 364, and 388.
In addition, except for the proceeding paper, the results were re-extracted to 29,
13, 92, 8, 55, and 47. Our research papers found in Google Scholar were excluded
because of duplication with papers found in other DB. We focused on the papers
related to ’machine learning-based mobile malware detection. For this paper, we
mainly focus on research published between the years from 2016 to 2020. We
cover papers appearing up to April 2021 and any pre-2016 paper that is highly
cited or appeared in a major cybersecurity venue. We also cover general mobile
malware surveys appearing up to 2021. A total of 126 papers were selected based
on prominent papers related to other topics to analyze the literature from 2016
to 2021. Among the selected papers, we have not considered anything that is
not relevant to the topic of this work by classifying it as a non-evaluation scope.
Table 1 expressed the number of searches per DB according to each query. Each
DB consists of 3 rows, the first row is the initial search result, and the second
row is the number of papers selected only for articles published in journals. The
last row lists the number of articles finally analyzed in our article.

Identifying candidate studies is part of the first stages of the systematic
review. A Digital library provides a collection of literature stored electroni-
cally. In our study, we employed four databases: DBLP, ACM Digital Library,
IEEE Xplore, and Google Scholar. The Digital Bibliography and Library Project
(DBLP) provides an index of peer-reviewed publications in only computer sci-
ence. The DBLP provides the trends of the publication scenario. The Association
for Computing Machinery (ACM) Digital Library is well known for the Turing
award, and the digital library primarily focuses on studies pertaining to the
fields in computer science. The Institute of Electrical and Electronics Engineers
(IEEE) Xplore provides access to its technical literature in electrical engineering,
computer science, and electronics [48]. We excluded the digital library such as
the Web of Science or Scopus to intensively analyze papers on computer science
[61]. Google Scholar is the largest database of scholarly documents and accom-
modates approximately 100 million documents [60]. We used various keywords to
yield the most inclusive results. However, duplicated results were found between
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Table 1. Mobile malware dataset

Mobile,
Machine-
Learning

Mobile,
Malware

Mobile,
Detection

Android,
Machine
Learning

Android,
Malware

Android,
Detection

Digital Bibliography &
Library Project

236 171 1736 110 687 642

105 51 397 41 229 205

8 20 0 20 31 34

ACM Digital Library 72 36 202 18 91 95

8 3 38 1 5 3

0 0 0 0 3 0

IEEE Xplore 151 78 620 78 364 388

29 13 92 8 55 47

0 0 0 3 3 4

Google Scholar 576 307 2670 279 1450 1530

404 217 1970 169 930 933

0 0 0 0 0 0

the different databases. A substantial amount of studies were duplicated from the
Google Scholar database. As such, we removed the results during the screening
process. We screened for studies that focused on the malware detection method
that employed machine learning for the mobile environment. Furthermore, we
removed publications that were non-peer-reviewed (Fig. 2).

We selected literature that focuses solely on detecting mobile malware
through machine learning techniques and mobile malware classifier. For a
comprehensive understanding of mobile malware, we also benefited from the
real mobile malware samples. For this purpose, we collected six datasets: (i)
MalGenome, (ii) Drebin, (iii) M0Droid, (iv) CICMalDroid 2020, (v) AndroZoo,
and (vi) Android Malware Dataset. Drebin uses a known program to learn detec-
tion models based on the concept of static analysis. Therefore, it is essential to
evaluate the number of samples in a family known to detect this family reli-
ably. Furthermore, the presence of obfuscated or dynamically loaded malware
on mobile devices cannot be ruled out.

MalGenome is a dataset that consists of 1,260 Android malware samples, as
illustrated in Table 2. Zhou et al. [153] collected 1260 Android malware sam-
ples from 49 different families and systematically collected them from various
aspects as characteristics of installation methods, activation mechanisms, and
delivered malicious payloads. They perform a timeline analysis of findings based
on collected malware samples and characterize them based on detailed behavior
analysis, including installation, activation, and payload.

DREBIN is a lightweight method that can automatically infer detection pat-
terns and identify malware directly from smartphones. This methodology does
a comprehensive static analysis to extract feature sets from various sources and
analyze them in expressive vector space [13]. This process first statically exam-
ines the Android application and extract feature sets from the manifest and dex
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Table 2. Mobile malware dataset

Dataset Date Sample Size Malware

Family

References

MalGenome [153] 2011 1,260 malware 49 [2,5,11,16,17,19,28,35,38,43,55,

81,92,104,120,130,135,141,146,

147,158,159]

Drebin [13] 2012 5,560 malware 179 [10,11,14–17,22,25,27,31,32,38–

40,47,65,69,80,82,89,90,98,110,

116,123,124,126,128–

130,138,140–

142,146,147,154,159–161]

M0Droid [86] 2015 1,530 malware 153 [85,109]

CICMalDroid 2017 [68] 2017 10,854 malware 42 [3,145]

CICMalDroid 2020 [117] 2020 17,341 malware 191 –

AndroZoo [59] 2016 3,182,590 malware above

3,000

[4,23,39,65,66,70,74,77,94,101,

104,124]

AMD [145] 2017 24,650 malware 71 [16,22,37,69,74,82,96,105,106,

128,129]

Fig. 2. PRISMA flow diagram of study

code of the application. Then they geometrically analyze the patterns and com-
binations of the features by matching the extracted feature sets to a joint vector
space. This method uses Support Vector Machine (SVM) techniques to iden-
tify malware by embedding a learning-based detection feature set. It should be
noted here that features contributing to malicious applications can be identified,
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and the detection process can be presented to users. DREBIN is a dataset that
consists of 5,560 malware samples, as illustrated in Table 2.

We can distinguish the corresponding malware by classifying a dataset con-
sisting of multiple malware families based on the characteristics of the mani-
fest file called AndroidManifest.xml. Table 3 matches Features and Feature Sets
of major malware families, namely FakeInstaller, GoldDream, GingerMaster,
and DroidKungFu [13]. All Android applications must include AndroidMani-
fest.xml which provides data supporting the installation and later execution of
the android application. The information and data stored in this file can be
efficiently retrieved on the device using the Android Asset Packaging Tool that
enables us to extract the sets as depicted in Table 3.

M0Droid is an Android anti-malware solution that analyzes system calls from
Android applications on servers and generates signatures that are pushed to
user devices for threat detection [86]. Mobile malware detection model M0Droid
uses behavioral attributes such as file read requests or network access to gen-
erate unique app signatures and uses signature normalization techniques. They
proposed a solution to analyze and detect malware through behavior analysis

Table 3. Mobile malware dataset and feature

Malware Family Feature s Feature Set

FakeInstaller [114] sendSMS S7 Suspicious API Call

SEND SMS S2 Requested permissions

android.hardware.telephony S1 Hardware components

sendTextMessage S5 Restricted API calls

READ PHONE STATE S2 Requested permissions

DroidKungFu [54] SIG STR S4 Filtered intents

system/bin/su S7 Suspicious API calls

BATTERY CHANGED ACTION S4 Filtered intents

READ PHONE STATE S2 Requested permissions

getSubscriberId S7 Suspicious API calls

GoldDream [53] sendSMS S7 Suspicious API calls

lebar.gicp.net S8 Network addresses

DELETE PACKAGES S2 Requested permission

android.provider.Telephony.SMS
RECEIVED

S4 Filtered intents

getSubscriberId S7 Suspicious API calls

GingerMaster [52] USER PRESENT S4 Filtered intents

getSubscriberId S7 Suspicious API calls

READ PHONE STATE S2 Requested permissions

system/bin/su S7 Suspicious API calls

HttpPost S7 Suspicious API calls



A Systematic Literature Review on the Mobile Malware Detection Methods 273

and pattern recognition techniques with two categories of samples: malware and
goodware datasets. M0Droid contains 1,530 malware samples and 49 malware
family as illustrated in Table 2.

CICMalDroid 2020 contains a sample of 17,341 data for five Android appli-
cations, Adware, Banking, SMS, Riskware, and Benign, consisting of static and
dynamic features as illustrated in Table 2. Collecting this data, Mahdavifar et al.
[117] propose an effective and efficient Android malware category classification
system based on semi-supervised deep neural networks. Although it is a small
number of labeled training samples, it can solve cost problems, efficiently spec-
ify categories of malware to help prioritize mitigation techniques. CICMalDroid
2017 contains a sample of 10,854, which contains 4,354 malware and 6,500 benign
[68]. This data is collected from the Google play market published in 2015, 2016,
and 2017.

AndroZoo dataset contains more than 3,182,590 unique Android applications
and adds up to 20TB, or more [59], as illustrated in Table 2. This data demon-
strates the importance of methodological problems and detection time when
evaluating machine learning-based malware detectors’ performance and detects
privacy leakage [59]. The Android dataset was collected from several sources,
including the official Google Play Application Market, and currently includes
15,164,916 APKs. In addition, each APK was analyzed by different anti-virus
products to identify applications detected as malware.

AMD datasets were generated in 2016 with many malicious code samples.
AMD datasets are a dataset that categorizes large datasets, including 24,650
malware app samples, into 135 variants belonging to 71 malware families [145] as
depicted in Table 2. This datasets groups malware samples with the same family
of names and analyze each family by classifying them into different variants
using custom clustering. AMD data set performs a systematic and in-depth
manual analysis of various malware samples to obtain behavioral information
about malware.

3.1 Mobile Malware Detection Techniques

Techniques of Mobile Malware Detection. Means of mobile malware
attacks consist of servers (hosts), networks, client software, client hardware, and
users. The server’s responsibility is to identify malicious behavior by compar-
ing the behavior of newly installed applications with known traffic patterns.
It is accomplished by aggregating reported data from various mobile devices
and deriving a collaborative model representing the common traffic patterns
of many users for each application. Alternatively, we identify malicious behav-
ior with local models that detect by analyzing the deviation of traffic patterns
in installed applications [1]. Server and host-based intrusion detection systems
reside and monitor a single host system, collecting and analyzing events such
as file systems and system calls. Malware activities that have carried out net-
work overload attacks affect regular network behavior patterns, so the activity
of mobile malware can be detected by monitoring the network behavior of appli-
cations. Therefore, monitoring and analyzing traffic patterns in network-active



274 Y. Kim et al.

applications is essential for developing practical solutions to prevent network
overload. Network-based intrusion detection systems collect and analyze traffic
volumes, IP addresses, service ports, and forms of a protocol to detect intru-
sion attempts. Client software’s responsibility is to monitor applications already
installed and running on mobile devices, teach user-specific local models, and
detect deviations from observed normal behavior. Furthermore, the client soft-
ware learns a local model to determine indicators such as changes in users’
behavior and updates resulting from new versions or malicious attacks to detect
changes in the traffic patterns of applications.

Mobile malware detection techniques are classified as static detection,
dynamic detection, and hybrid detection. Static [118], dynamic [36], and hybrid
[20] detection analysis are used to extract model training features [159]. Static
detection analysis is a technique for observing malware malicious patterns with-
out the execution of applications [118]. Therefore, it is advantageous considering
the rapidly growing number of mobile applications due to the advantages of less
analysis time and cost compared to other detection techniques. Standard fea-
tures of static analysis are privileges and API calls. Privileges and API calls are
extracted as Android Manifest.xml and are effective sources for malware detec-
tion rates. However, static detection analysis is challenging for applications with
code obfuscation techniques. One of the techniques for avoiding static analysis
is update attacks. When malicious applications are installed on mobile devices
and applications are updated, malware is installed and installed as part of the
update. On the other hand, dynamic detection analysis is a method of check-
ing the dynamic behavior of malware by running real-world applications, which
makes it advantageous to extract features and signatures of malware features
of malware. In other words, dynamic detection analysis has the advantage of
effectively analyzing malware where code obfuscation has been performed over
static detection analysis.

Hybrid detection refers to a technique that combines static and dynamic
detection to detect malware [20]. In other words, hybrid detection analysis is a
methodology that combines static and dynamic features collected by analyzing
applications and extracting information while they are running. This detection
analysis methodology can increase the accuracy of detection rates.

4 Mobile Malware Attacks Analysis

We conducted a systematic literature review on machine learning-based mobile
malware detection. We investigated a total of 126 machine learning-based mobile
malware detection literature and conducted a frequency survey of the most fre-
quently mentioned words, as depicted in Fig. 3. The most frequently mentioned
word is “Malware”, mentioned 12,053 times in 126 papers. The second most fre-
quently mentioned word is “Android”, mentioned 8,250 times in 126 papers. The
third most frequently mentioned word is “Detection”, which has been mentioned
7,635. The fourth and fifth most frequently mentioned word is “Feature”, which
has been mentioned 10,385 times. Therefore, the word “Feature” is considered
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Fig. 3. Distribution of the papers based on mobile malware detection

to be the second most frequently mentioned word than “Android” and “Detec-
tion”. The following most frequently mentioned words are “Data”, “System”,
“Malicious”, “Analysis”, and “Learning”. The 11th and 12th most frequently
mentioned “Application” have been mentioned 6,705 times, the most frequently
mentioned word after “Detection”. In our analysis, we list the top 5 words in
order; “Malware”, “Feature”, “Android”, “Detection”, “Application” are queries
we used to collect literature.

We categorized and analyzed the literature related to machine learning-based
mobile malware detection by year, as illustrated in Fig. 4. As a result of our
intensive investigation of the literature from 2016 to 2021, we categorized it
by year: 9 papers in 2021, 30 papers in 2020, 31 papers in 2019, 27 papers
in 2018, 22 papers in 2017, and 7 papers in 2016. The literature related to our
study increased significantly between 2016 and 2017. Also, the number of related
literature has increased over the years. The year 2021 is relatively small because
it was only surveyed in the first quarter, and it is expected to increase further
than 2020. In other words, we confirm that machine learning is in the spotlight
among the methodologies for detecting mobile malware, and this is an area that
needs to be studied in the future.

According to the results from the Client Software’s annual analysis, approx-
imately the same percentage of studies were conducted from 2017 to 2020. The
number of papers published in the journal by year in the means of mobile mal-
ware attacks is depicted in Fig. 5. Furthermore, we confirm that the Client Hard-
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Fig. 4. Number of papers related to mobile malware detection based machine learning
by year

Fig. 5. The number of papers related to means of mobile malware attack

Fig. 6. The algorithms used for mobile malware detection

ware and Network disciplines have continued to do almost the same percentage
of research from 2017 to 2020. On the other hand, studies conducted on the
server and user show that they have relatively little preference.

We classified the detection method into supervised learning or unsupervised
learning, as illustrated in Table 4 and Fig. 6. The mobile malware attacks can
be divided into four methods: (i) Server, (ii) Network, (iii) Client Software,
and (iv) Client Hardware. A total of six studies utilized unsupervised learning
[8,22,111,124,147,152], overwhelmingly higher utilization of supervised learning
than utilization of unsupervised learning. There are three out of 126 papers that
studied both unsupervised learning and supervised learning [22,147,152].

We found that the Client Software and Client Hardware have a relatively
higher percentage of studies than server and network. While we were not able
to find many studies based on supervised learning that focused on the Server
and Network attacks, we were able to identify the studies that focused on
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Table 4. Classification of the supervised and unsupervised learning by means of mobile
malware attack

Means of Attack Supervised Unsupervised

Server [75,107] –

Network [3,9,27,33,63,64,70,88,92,100,107,112,121,
125,137,140,145,148,149]

–

Client Software [2,4,5,7,8,10,11,16,17,19,21–
23,26,28,31,32,35,38–
44,47,49,55,57,58,62,65–
67,69,71,73,74,78,79,81–
83,85,87,89,92,94,98,99,102,104–
106,109,110,116,120,122,123,126,128–
130,134,135,138,139,141,142,144,146,147,
150,152,154–166]

[8,22,147,152]

Client Hardware [6,14,15,24,25,30,37,51,56,77,80,84,90,95,
96,101,143]

[111,124]

the Client Software and Client Hardware. Chen et al. [27] proposed a new S-
IDGC model that allows users to fairly compare different types of classifiers by
designing a comparative benchmark prototype system that integrates different
types of machine learning classifiers for Android malicious traffic detection. This
model refers to imbalance classification methods, including Synthetic Minority
Oversampling Technique (SMOTE), SVM, SVM Cost-Sensitive (SVMCS), and
C4.5 Cost-Sensitive (C4.5CS) methods. This model allows users to compare the
detection performance of different classification algorithms on the same data set
with the performance of a specific classification algorithm on different data sets.
This study aimed to evaluate the intrusion detection system (IDS) performance
using five classifiers such as J48, DB, MLP, KNN, and RF [92]. The study assessed
both the MalGenome and private dataset and found that the BN, RD each scored
99.7% and 93.03% for the true-positive rate (TPR). Egitmen et al. [37] approached
Android software with artificially generated text to classify modern Android mal-
ware but applied a skip-gram technique configured for NLP to extract useful fea-
tures. This study also demonstrated that the NLP-based static analysis approach
to application source code has promising results. In conclusion, accuracy scored
95.64% without threatening system stability while running the target application.
While we were not able to find any study that utilized unsupervised learning that
focused on the Server and Network attacks, we were able to identify the studies
that focused on the client software [8,22,147,152] and Client Hardware [111,124].
Amamra et al. [8] improved abnormal-based detection technology by examining
two factors that cause low accuracy of detection technology. This paper extracts
the main behavior of the application using the system called filtering & abstrac-
tion process and characterizes benign behavior using a machine learning classifier.
This paper also confirmed that the filtering and abstraction process had a posi-
tive impact on the performance of the SVM and K-means models. Xu et al. [152]
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applied feature weights based on IG and PSO methods to measure the importance
of features for machine learning classification. The proposed strategy achieved the
highest accuracy in the machine learning model by increasing cluster diversity.
Wu et al. [147] decomposed Android apps into manifest files, Dalvik code files,
and basic library files to detect maliciousness and identify their families to ana-
lyze and classify Android malware applications efficiently. Therefore, MVIDroid
obtained an F1 score of 0.99 and an F1 score of 0.948 in multiple classifications.
Cai et al. [22] proposed an Android malware detection technique called JOWM-
Droid, which is a static analysis based on feature weights and joint optimization
of weight mapping and classifier parameters. Sharma et al. [124] compared the
results between multiple datasets to find the least malicious samples and datasets
detected by antivirus software. This study found that in the case of malicious data
set samples, antivirus software detected AndRadar samples the least often. We fig-
ured out that the ratio of research on Client Software such as applications is over-
whelmingly high among the means of mobile malware attacks. While the major-
ity of the machine learning-based classifications provide a binary label for mobile
users and app security analysts, there has been little to no study that examines
the malicious behaviors for mobile applications. As such, XMAL was proposed
to classify malware with high accuracy [146]. RevealDroid, a machine learning-
based malware detection method, analyzed RevealDroid, a dataset that consists
of 54,000 malicious and benign apps [41]. The detection method utilized various
features such as the Android API usage, reflection-based features, and features
from native binaries of apps.

A review of the systematic literature on mobile malware detection from the
security perspective revealed three limitations for future contribution as follows:
Limited dataset, Zero-day attack, Evaluation algorithms. There is a lack of good
quality or a dearth of diversity in the dataset used for the analysis of mobile mal-
ware detection. Wang et al. [140] proposed C4.5, a machine learning algorithm to
identify Android Malware, to achieve better detection rates in comparison to other
detection approaches. The study also utilized the Drebin dataset and analyzed
8,312 bening apps and 5,560 malware samples. However, his paper has a limita-
tion in that the number of training data is small, and there are many unexamined
features by analyzing only 6 TCP Flow characteristics and 4 HTTP request char-
acteristics. We need to design methods that can detect zero-day attacks, which
are not just the ones seen in the past. By analyzing the system calls of mobile
applications called for a 1s time with a host-based approach to detect mobile bot-
nets and using induction machine learning models, Costa et al. [30] achieved high
performance across different metrics. In addition, this study found that reducing
the features of dimensionality of the problem from 133 to 19 did not have a signifi-
cant negative impact on performance. However, this study requires new challenges
to identify mobile botnets in real-time and more diverse scenarios using multi-
ple mobile devices. Sharma et al. [124] did not present a specific mechanism for
detecting types of Android malware that antivirus software could not detect. The
choice of algorithms is very important in detecting mobile malware. Mahindru et
al. [75] examined the privilege-induced risk initiated by granting unnecessary priv-
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ileges to these Android applications and utilized the Least Square Support Vector
(LSSVM) Machine learning approach linked through three unique kernel features:
linear, radial basis, and polynomial. However, the malware detection model pro-
posed in his paper had a limitation in detecting only whether an application is mal-
ware or benign. Rasheed et al. [107] tested SMO, Random Tree, J48, Näıve Bayes,
and LMT algorithms as following the best result to classify the botnet attack was
85%. However, his paper needs to improve algorithm classification by adding new
sub-algorithms to machine learning. Cai et al. [22] did not consider the correlation
between features. Therefore, it can be necessary to build joint features to improve
the detection accuracy of malware in Android applications.

5 Conclusions

In this paper, we examine the literature pertaining to machine learning-based
mobile malware detection in cybersecurity. Our study focuses on subjects such
as mobile system destruction and information leaks. We explore the mobile mal-
ware detection techniques utilized in recent studies based on the attack intentions
such as (i) Server, (ii) Network, (iii) Client Software, (iv) Client Hardware, and
(v) User. We hope our study can provide future research directions and a frame-
work for a thorough evaluation. We identified several points of view for future
research. Our review can be utilized for future research evaluations on these
topics. Furthermore, we review and summarize security challenges related to
cybersecurity that can lead to improved and more practical planning. We aimed
to reinvigorate research on these issues and to reorient the practical needs of
cybersecurity domains. We performed a comprehensive examination of the pre-
vious literature on machine learning-based mobile malware detection in terms of
unique requirements in cybersecurity domains.

To the best of our knowledge, a comprehensive evaluation of the adequacy
of previous work on machine learning-based mobile malware detection from a
cybersecurity perspective has not been performed before. We believe the com-
prehensive evaluation from our work can help provide a foundation for future
researchers to help underpin larger research projects. We were able to compare
the supervised learning and unsupervised learning detection methods for mobile
malware. By synthesizing the existing data, we believe we were able to provide
relevant and insight for future researchers.
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Abstract. Apple CarPlay is a system that puts some features of your
iPhone or iPad onto the infotainment screen of a CarPlay-equipped vehi-
cle, allowing drivers to use those features when driving. Using Apple
CarPlay, drivers can get turn-by-turn directions, make calls, send and
receive text messages, and listen to music. In this paper, we conduct an
actual driving test by connecting an iPhone to a vehicle that supports
Apple CarPlay. After driving, we acquire and analyze the CarPlay data
recorded on the iPhone in detail. Through the analysis of the collected
data, it is possible identify iPhone connection time, the driving desti-
nation, the GPS coordinates and speeds of the vehicle during driving,
etc. We can accurately reconstruct travelled routes of the vehicle using
the identified information. Our approach and results of collecting and
analyzing the CarPlay data can be used for vehicle forensics.

Keywords: Apple Carplay · Digital evidence · Vehicle forensics ·
Driving route

1 Introduction

The adoption of smart or autonomous vehicles connected to the Internet is
increasing, and the vehicles communicate with other vehicles, telematics infras-
tructure, and mobile devices. Therefore, smart vehicles are now becoming a
platform that provides a variety of mobility services by interacting with several
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types of mobile devices. For example, a smart vehicle can be connected to a
smartphone, and drivers can use the services or functions such as phone calls,
SMS, SNS, and voice guidance and navigation provided by vehicle assistant
applications of the smartphone during driving of their vehicle. Representative
examples of the vehicle assistant applications are Apple CarPlay and Android
Auto [1,6,12] Using Apple CarPlay and Android Auto, users can connect their
mobile phone to an In-Vehicle Infotainment System (IVIS) to perform various
tasks provided by the original equipment manufacturers(OEMs) [6,12].

Apple CarPlay was introduced in 2014 as a way to integrate the iPhone
and a vehicle’s dashboard. For instance, after connecting an iPhone to the vehi-
cle with CarPlay support, users can get turn-by-turn directions, make phone
calls, send and receive text messages, and listen to music while driving. Most of
CarPlay’s features can be accessed using Siri which is Apple’s digital assistant.
Using CarPlay and digital car keys, you can even unlock and start your vehicle
with iPhone. In iOS 13 or above versions, you can also use the dashboard to
take control of your HomeKit accessories, such as door openers.

As smart vehicles communicate with various other devices and mobile apps
which generate, transmit or store digital data, we can collect a large amount
of digital evidence related to the vehicle’s activity from the infotainment sys-
tems, smartphones and their apps [1,3,5,7,9,11]. As a result, vehicles and mobile
devices connected to the vehicles have been becoming a growing source of digital
evidence in car accidents and criminal investigation. The digital evidence related
to a driver’s activities can be not only stored in the vehicle but also transmitted
to vehicle assistant apps including Apple CarPlay [1].

According to the article of CNBC titled as ‘Apple’s massive success with
CarPlay paves the way for automotive ambitions’ on May 29 2021, over 80%
of new cars sold in the United States support CarPlay. As CarPlay-equipped
vehicles become common in our daily life, vehicle-related incident or accident
information is stored in CarPlay’s space of iOS. Thus, some researchers have
started to look into forensic of Apple CarPlay [1,3,5].

In this paper, we deal with the acquisition and analysis of digital evidence
from iOS CarPlay for digital forensic purpose. This work is an extension of the
previous studies [3,5]. We connect Apple CarPlay to the car Hyundai Palisade via
a universal serial bus (USB) and drive the car according to a designed scenario.
After driving, we collect and analyze the vehicle-related artifacts remaining in
the iPhone. The meaningful data we obtained are the vehicle model, the name
of the vehicle’s Bluetooth device connected to the iPhone, USB connection and
disconnection time, GPS coordinates and speeds that the vehicle moved while
driving, call and text records, recent Siri conversation, etc. Especially, we can
accurately reconstruct travelled routes of the vehicle by analyzing the obtained
data. This information can be used as basic data for vehicle forensics.

This paper is organized as follows. Section 2 summarizes related work.
Section 3 presents our approach to digital forensics of Apple CarPlay app.
Section 4 compares our findings with some existing studies and discusses research
limitations. Finally, we give the concluding remarks and present possible future
work in Sect. 5.
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2 Related Work

CarPlay connected to a certain vehicle can be an important source for ana-
lyzing the navigation information (travelled routes, visited destinations, etc.),
phone call, text messaging, social network activity, and so on. Therefore, some
researchers have started to conduct digital forensic studies on Apple CarPlay of
iPhone [1,3,5], where CarPlay is connected to a vehicle and provides convenient
functions to drivers.

Hick [5] forensically analyzed Apple CarPlay connected to Nissan in 2019.
Edwards and Mahalik [3] extended the analysis of [5] by connecting Jailbroken
iPhone X, 12.1.1 to Audi S3. They could investigate the layout of apps on the
CarPlay’s home screen, the name of the paired vehicles, the commu- nication
with the Siri voice control, short message services, stored coordinates, etc. They
also extracted an event log which showed the data such as new vehicle pairings
or instructions for the music player.

Ebbers et al. [1] performed the digital forensic analysis of ten vehicle assistant
apps of eight car manufacturers. The vehicle assistant apps tested in their study
were myAudi, My BMW, FordPass, Mercedes me Adapter, myOpel, OnStar
Europe, DriveMii, Seat Connect, Tesla and We Connect Go. They used an iPhone
6s with iOS 13. They reconstructed the driver’s activities using the data stored
on the smartphones and in the manufacturer’s backend. They reconstructed trips
and refueling process, determined parking positions and duration, and tracked
the locking and unlocking of the vehicle.

Kopencova and Rak [7] have pointed out that it is not easy to use digital
data obtained from vehicles and the devices worked with the vehicles because
in-vehicle data with different formats are stored in different devices. In addition,
both the vehicles’ data and the tools to analyze it are generally not standardized.

3 Digital Forensics of Apple Carplay App

3.1 Experiment Environment

We conducted the experiment using the Hyundai Palisade 2019 model with link-
age functionality with Apple CarPlay and the iPhone 7 Plus model with iOS 13.3
version and CarPlay app installed. Jailbreaking was applied to fully access the
entire iPhone file system. We connect CarPlay to the display of the car’s IVIS
through a USB interface. The computer used for data acquisition and analysis
has the specifications of CPU i5/i7, 16 GB RAM, and 256 GB SSD, and the
Windows 10 (H2002) operating system was installed.

3.2 Data/Event Generation Using a Scenario

We construct a scenario of driving a vehicle and generating various events using
the CarPlay-based interface for the experiment. While generating several events
in chronological order, we check where and how the data generated for each
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Fig. 1. Snapshot showing the experiment environment

event is stored on the connected iPhone. The events included in the scenario are
connecting CarPlay to a vehicle, driving to a specific destination, making phone
calls, sending text messages, Bluetooth pairing, voice command, etc.

In our scenario, a driver connected a vehicle to the iPhone and drove to
the destination. A driver made phone calls and sent text messages by voice
commands while driving. Information related to generated events were stored on
the iPhone. The artifacts include event-related time information, vehicle speed,
and voice commands, etc. These main artifacts were collected and analyzed. All
process of following the scenario were recorded with a mobile phone camera. The
recorded video was used to verify the correctness of acquired artifacts such as
reconstructed paths in Sect. 3.4.

3.3 Apple Carplay Data Acqusition

We accumulate data based on the scenario and then collect Apple Carplay data.
In the case of iPhone mobile forensic, to easily collect more data, it is necessary
to jailbreak the iPhone [17,18]. Comparing the amount of data collected before
and after jailbreaking in our experiment, we found that a larger amount of
data was collected after jailbreaking. First, according to the manual provided
by the Checkra1n jailbreaking tool, we entered the recovery mode and installed
Checkra1n [16] on the target iPhone 7 plus model. If successful, you can see that
the checkra1n app is installed on the home screen.

We connect the jailbroken iPhone to the local computer and extract the data
using Final Data’s FINAL Mobile Forensics tool [4]. When you launch the FINAL
Mobile Forensics tool, you can see three menus: “Evidence Acquisition”, “Open
Image file”, and “Import Case”. For data collection, we select the “Evidence
Acquisition” menu, select a platform and model, and “Logical Acquisition” as
the acquisition method. Logical acquisition refers to a process that provides
access to the filesystem and is usually performed by connecting a mobile device
and a workstation with a wired or wireless connection [13,14]. Figure 2 shows
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the three menus that appear when the FINAL Mobile Forensics tool is executed,
the execution screen that performs Logical Acquisition, and the .mef file created
in the directory.

Fig. 2. Screenshot of FINAL mobile forensics tool execution

When the evidence acquisition step is completed, a file with the .mef exten-
sion is created. We, then, select the “Open Image File” menu on the initial screen
of the Final Mobile Forensics tool to perform filesystem and record analysis for
the .mef file. When the record analysis is completed, the “Workspace” subdirec-
tory is created and a file with the .fmc extension is created. Finally, the file with
the .fmc extension is loaded through “Import Case” menu and a case is created
to check whether data extraction is performed correctly.

3.4 Apple Carplay Data Analysis

This section describes the analysis of the acquired data. First, we analyzed the
data extracted from the case created through the “Import Case” menu in the
previous section. This section describes the analysis of the collected data. First,
we analyzed the data extracted from the case created through the “Import Case”
menu in the previous section. And then, the iPhone DB data is extracted through
SQL query and analyzed by DB4S (DB Browser for SQLite) and APOLLO mod-
ule [2,15], and the data for driving route reconstruction is filtered. After per-
forming the analysis in this way, the analysis results are explained and organized.

We check the files where data is stored, such as .plist and db files that exist
in the created case. For files with .plist extension, we check the data using Plist
Viewer. For each DB file, we check the table configuration, table column config-
uration, and stored data through DB4S, and extract the necessary data value
using the SQL query statement of the APOLLO module. Figure 3 shows an
example of extracting a specific column of a table using a SQL query when
ZSTREAMNAME is “/carplay/isConnected” in the KnowledgeC.db file.
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Fig. 3. Analysis of KnowledgeC.db file using SQL query statement

The data were analyzed using the analysis methods described above, Table 1
shows the major files and paths related to Apple CarPlay. There are three files in
/var/mobile/Library/Preferences. com.apple.carplay.plist stores the information
of the connected vehicle, com.apple.celestial.plist stores the Bluetooth informa-
tion of the connected vehicle, and com.apple.carplayApp.plist stores information
about the last time when an app was executed.

Table 1. Important folders and files for Apple CarPlay forensics

Path (Folder) Files Description

Preferences/

com.apple.carplay.plist

com.apple.celestial.plist

com.apple.carplayApp.plist

Vehicles name,

Name of Bluetooth on vehicle,

Last time an app was executed

CoreDuet/Knowledge/ KnowledgeC.db
Input/output audio info

Connection/Disconnection time to CarPlay(USB)

CoreDuet/People/ interactionC.db SMS and call logs on iPhone

Caches/com.apple.routined Cache.sqlite Geographic coordinates and speeds(m/s) over time

AggregateDictionary/ ADDataStore.sqlitedb Number of vehicles connected to iPhone

SMS/ sms.db Messages saved as text

Assistant/ PreviousConversation.plist Recent conversations with Siri

/var/mobile/Library/

Springboard/ CarDisPlayIconState.plist Layout of apps on vehicles dashboard

Cache.plist Last time to connect/disconnect USB to vehicle

/var/root/ Caches/locationd/
Cache encryptedC.db

Information related to behaviors such as boarding a

vehicle, driving/stopping a vehicle, etc.
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KnowledgeC.db exists in /var/mobile/Library/CoreDuet/Knowledge.
KnowledgeC.db is a SQLite file that tracks lots of different activity on the device
ranging from Bluetooth connections to which speaker is in use and what it is
playing at any given time. The database is made up of several tables. Among
them, ZOBJECT is the key table that has a number of columns. The ZEND-
DATE and ZSTARTDATE columns of the ZOBJECT table record the most
recent USB connection/disconnection time. If the value of the ZVALUEDOU-
BLE column is 1.0, it means a disconnected state, and if 0.0, it means a connected
state. In our experiments, the value of ‘/carplay/isConnected’ is stored in the
ZSTREAMNAME field regardless of a USB connection/disconnection.

The Cache.sqlite file in the /var/mobile/Library/Caches/com.apple.routined
folder contains a detailed history of coordinates and speeds of the iPhone where it
was. Therefore, if the contents of Cache.sqlite are processed using the APOLLO’s
SQL statement, we get TIMESTAMP indicating time information in seconds,
COORDINATES recording location coordinates, and SPEED (KMP/H) infor-
mation. As shown in Fig. 4, if you write a SQL statement and modify the
attribute value, you can separately extract meaningful data and use them for
path reconstruction.

Fig. 4. Extracting attribute values required for path reconstruction using SQL query
statements

This information is collected into a csv file and read into Google Maps, we can
reconstruct the travelled route of the vehicle. The comparison of the travel route
reconstructed in this way with the actual travel route is shown in Fig. 5. However,
data is stored in Cache.sqlite even when CarPlay is not connected to the vehicle.
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By extracting the CarPlay connection time information from the KnowledgeC.db
file, only the corresponding data in Cache.sqlite can be extracted. To verify that
the path was correctly reconstructed, the reconstructed path was verified by
using the video recorded during data generation.

Fig. 5. Comparison of actual travel route and route reconstruction results

The ADDataStore.sqlitedb file in the /var/mobile/Library/AggregateDiction
ary folder indicates the number of vehicles connected to the corresponding
iPhone. The value corresponding to the com.apple.CarPlay.VehicleCount key
of ADDataStore.sqlitedb indicates the number of connected vehicles.

The Cache.plist file located in the /var/root/Library/Caches/locationd folder
stores vehicle information, the last time the vehicle and mobile phone were con-
nected via USB, and the time when the vehicle and Bluetooth connection were
disconnected. Apple CarPlay automatically connects to Bluetooth when con-
nected via a USB. Usually, unless the Bluetooth connection is intentionally dis-
connected, it is disconnected when the vehicle stops engine.

The Cache encryptedC.db file is in the /var/root/Library/Caches/location
folder like the Cache.plist file. This file stores data that can confirm whether the
vehicle is moving and whether the driver has been in the vehicle without con-
necting the iPhone to the vehicle. Table 2 summarizes the data identified in the
Cache encryptedC.db file. ‘Start time’ means the time the data was recorded,
and ‘Type’ is determined by the ordered pair of ‘isVehicular’ and ‘isMoving’
attributes. When the (isVehicular, isMoving) pair is (0,1), it is recorded as 16,
(1,0) as 256, and (1,1) as 4096. ‘isVehicular’ is an attribute indicating whether
to board or not, and 1 means boarding and 0 means getting off. The ‘isMoving’
attribute indicates whether the vehicle is stopped or driven, 1 indicates driving,
and 0 indicates stopping. ’vehicleExitState’ means whether the driver or passen-
ger gets off. Based on the video captured during the data acquistion process, at
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4:09:10 PM, the driver stopped the vehicle and waited for a signal. If we check
the table, we can confirm that the driver is in the car and the car stopped. After
a while, at 4:10:23 pm, we can confirm that the data in the table and the driver’s
behavior match.

Table 2. The recorded data of Cache encryptedC.db file

Start time Type Confidence isVehicular isMoving vehicleExitState

4:09:10pm 256 3 1 0 0

4:10:23pm 4096 3 1 1 0

The sms.db file in the /var/mobile/Library/SMS folder records text
messages, PreviousConversation.plist in /var/mobile/Library/Assistant records
voice commands using Siri functions, /var/mobile/Library/CoreDuet/People. In
the ZINTERACTIONS table of the interactionC.db file, the called phone num-
ber, call time, and message transmission information are stored.

4 Discussions and Limitations

After connecting Apple CarPlay to the car Palisade via a USB and driving the
car, we have collected and analyzed various type of digital data stored in iPhone
worked with the car. In the experiment, we could acquire the interesting infor-
mation such as event timestamps, iPhone connection and disconnection, the GPS
coordinates and speeds of the car created during driving, and so on. Figure 6 shows
the timestamps, and the coordinates and speeds of the vehicle which have been
stored in iPhone during driving. The path and name of the table shown Fig. 6
are private/var/mobile/Library/Caches/com.apple.routined/Cache.sqlite/ ZRT-
CLLOCATIONMO. It is possible to accurately reconstruct the travelled routes
using the information in the table (please refer to Fig. 5).

Note that the information of the table can be created on an iPhone itself
even when the iPhone is not connected to a vehicle. For confirming that the
information was the actual coordinates and speeds of the vehicle connected to
the iPhone. We must identify the time when the iPhone was connected to the
vehicle using the data in knowledgeC.db or Cache.plist of Table 1.

Edwards and Mahalik [3] have also showed a table information of Fig. 7,
which is similar to that of the ZRTCLLOCATIONMO table of Fig. 6. The file
name and the database name are different. These differences may be due to
the different iPhone versions and vehicles used in the experiment. They did not
describe how to reconstruct travelled routes in their study [3].

According to the study of Ebbers et al. [1], the scope of the data stored on the
smartphone communicating with a vehicle strongly depends on the equipment
of the vehicle. Among the ten vehicle assistant apps, Mercedes me Adapter and
We Connect Go apps provide extensive data. The Mercedes me Adapter app
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Fig. 6. ZRTCLLOCATIONMO table of Cache.sqlite in our work

Fig. 7. Location DBs and knowledgeC.db in [3]

provides the largest amount forensic data such as drive log, recent location,
parking, refueling, user info, car info, and logout. In the myAudi app, they could
not obtain the following data: recent location, parking, user info, car info, logout,
and uninstall info. The my BMW app does not store any relevant data on the
file system.

The Mercedes me Adapter app was started up by plugging a vehicle adapter
into the vehicle’s On-Board Diagnostic (OBD) interface not a USB [1]. The
adapter interacted with the iPhone via a Bluetooth connection. The database
DriverLogbook.sqlite stored the records of the driver logbook. The trips with
start and destination addresses were linked to data records from the ZDLCORE-
DATRACKPOINTS table, which stored the vehicle location every ten seconds.
The adapter or VW DataPlug must be plugged into OBD interface and commu-
nicate via a Bluetooth connection. Then, the apps offer trip lists or trip logs [1].
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Table 3. Comparison of our work and previous related studies

Vehicles/Apps Data acquisition method Important path Key digital data

Hick [5] Nissan/CarPlay

Mobile Device Model

: Nexus 5X(Android 8)

Rooting by TWRP and Magisk

Access ’/data’ partition

for acquisition

.../var/mobile/Library/

.../var/root/Library/

Device connections/disconnections, Name of the vehicles paired with

iPhone, Layout of the home screen, Most recently used apps, Siri usage

(Conversation with Siri, iMessage, Inquiry/Response), Contacts list,

Bluetooth MAC address for vehicle, Cached Locations with GPS

coordinates being where driver parked, etc.

Edwards &

Mahalik [3]
Audi S3/CarPlay

Mobile Device Model

: iPhone X(iOS 12.1.1)

: Samsung smartphone

Jailbreaking iPhone X

Rooting Samsung smartphone

.../var/mobile/Library/

Device connections/disconnections, Name of the vehicles paired with

iPhone, Layout of the home screen, Siri usage (messages), SMS chats,

Audio input/output, App usage in vehicle, Driving information

(location DBs, etc.), Cached Locations with GPS coordinates and

speeds of vehicle, etc.

Ebbers [1]

Audi/myAudi,

Mercedes/Mercedes

me Adapter,

Tesla/Tesla, etc.

Mobile Device Model

: iPhone 6S(iOS 13)

: Xiaomi Redmi Note 4(Android 7)

Jailbreaking by Checkra1n

Acquisition by iPhone RootFS tool

Installing TWRP for acquisition

.../var/mobile/Containers/

Data/Application/<UUID>/.

Drive log, Recent location, Parking, Refueling, User info, Car info,

Logout.

(Note that different apps provide different types and amounts of

available data.)

Our work Palisade/CarPlay

Mobile Device Model

: iPhone 7 Plus(iOS 13.3)

Jailbreaking by Checkra1n

Acquisition by Final Mobile

Forensics tool

.../var/mobile/Library/

.../var/root/Library/

Device connections/disconnections, Name of vehicles, Bluetooth

MAC address for vehicle, USB connection time, Layout of the home

screen, Most recently used apps, Siri usage (conversation with Siri),

Audio input/output, Cached Locations with GPS coordinates and

speeds of vehicle, Call logs, SMS chats, etc.

Our study focuses on only Apple CarPlay communicated with the Hyundai
Palisade. We did not deal with other smartphone apps for vehicles such as
Android Auto, neither in-vehicle infotainment (IVI) systems.

5 Conclusion

In this paper, we connected iOS CarPlay to the vehicle Palisade, generated
various events based on a scenario while driving, and then analyzed CarPlay-
related data stored in the iPhone. As a result of the analysis, it was possible to
grasp the time that CarPlay was connected to the vehicle, the name of Bluetooth
on the vehicle, the driving speeds, GPS locations, timestamps, etc. In addition,
we analyzed what kinds of searches were conducted using Siri. By merging the
analyzed data and composing them based on a timeline, it was possible to acquire
information that could be used for vehicle forensics.

In the future, we plan to conduct research on collecting and analyzing data
stored in the vehicle when the vehicle is connected to a smartphone and driven.
We will then compare the data in the vehicle with those in the smartphone.
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Abstract. A consequence of the widespread use of mobile devices is the
emergence of a threat to information security. One of the reasons for this
lies in the vulnerabilities of device interaction interfaces. This area is quite
new, so it is not well investigated. The aim of this investigation is to clas-
sify and analyze vulnerabilities of infrastructure interfaces. As a part of
the results the general classification model is proposed in an analytical
form. This model allows one to map vulnerabilities to the interface classes.
Interfaces are separated based on infrastructure components they provide
interaction between. Additionally, the interactions themselves are sepa-
rated into subclasses. The categorical division apparatus is used for clas-
sification with 64 classes. The relationship between the infrastructure of
mobile devices and the vulnerabilities of its interfaces is analysed. An
experiment was carried out for a typical scenario of finding the owner of
devices in the infrastructure of mobile devices. The experiment showed the
efficiency of the proposed model and made it possible to make a number
of predictions regarding potential vulnerabilities in the future.

Keywords: Mobile devices · Information security · Interaction ·
Interface · Model · Categorical division

1 Introduction

One of the most important indicator of the development of modern society is its
almost complete transition to information technology. The high mobility of such
technologies further enhances the quality of life of people. Providing mobility
requires a lot of technical support from assistive devices, both working in con-
junction with each other and requiring human support. Thus, we can talk about
the need to create a whole Mobile Device Infrastructure (hereinafter – MDI).
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Nevertheless, one of the challenges arising in this case is the appearance in the
created technologies and devices that implement them such entities as vulnera-
bilities, leading to information security breaches [15]. As a result, in a number
of cases this is the cause not only of economic damage or political defeat, but
even of human losses [13]. The latter is especially important for areas directly
related to the life of people.

The devices that ensure the functioning of the main subsystems of the MDI
can be considered standard and well studied from the security standpoint (for
example, there are extensive databases of vulnerabilities for operating systems,
telecommunication equipment, network protocols, etc. [1,19]). However, such a
bottleneck as the interfaces of interaction between the elements of the MDI,
at the moment, are practically ignored. By interfaces, we mean not an abstract
entity that means the separation of two environments, but a real part of the MDI
infrastructure, which ensures the exchange of data between two elements [12,
26]. As a result, there is not enough information about the vulnerabilities of
such interfaces, which calls into question both the security of existing interface
tools and does not allow paying due attention to this in the ones that are still
being developed. Thus, the problem of searching for vulnerabilities of interfaces
applicable to MDI is especially urgent. The first step towards its solution can
be an analysis of the subject area and the creation of a model for classifying
interface vulnerabilities, which is what the current research is devoted to. In the
features of such a model, it is necessary to indicate that it is suitable not only
for searching for already known vulnerabilities (i.e. existing in practice), but also
allows predicting those that have not yet been discovered (assumed in theory).

Novelty of the paper lies in the suggested solution assuming the inclusion in
the classification model of the requirement of “necessity and sufficiency”, which
is mean that any, even hypothetical, vulnerability is guaranteed to be attributed
to one and only one class. Also, the presented model includes the classification
of a variability by the possibility of its expansion and detailing by adding new
pairs of categorical separation.

The paper has the following structure. Section 2 provides an overview of the
work on methods and models for classifying MDI interfaces and vulnerabilities.
Section 3 builds a model for classifying MDI vulnerabilities. Section 4 makes an
experiment on the application of the classification model. Section 5 discusses the
disadvantages of the proposed paths and solutions. Section 6 summarizes the
main findings of the current investigation, as well as describes ways of its future
development.

2 Related Work

Let us consider state of the art in the area of methods and models for classifica-
tion of MDI interfaces and their vulnerabilities in terms of their application and
problem solved.
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In [24] an adaptive model for detection of vulnerabilities in the interfaces
of unmanned vehicles is proposed. The detection process is based on dynamic
assessment of information states of resources. The input data represents network
traffic that is distributed between the following states: normal state, denial of
service, unauthorized access from a remote computer, unauthorized access to
privileged user rights, scanning ports to identify vulnerabilities in the system.

In [18] a new class of access control vulnerabilities in GUI-based applications
is introduced. Such vulnerabilities can arise through misuse of widget attributes.
The classification of vulnerabilities is as follows: (1) unauthorized information
disclosure; (2) unauthorized information modification and (3) unauthorized call-
back execution. Moreover, authors implemented a technique to analyze applica-
tions and discovered exploitable security-relevant bugs in user interfaces.

In [17] a method for detecting vulnerabilities of unmanned vehicle interfaces is
proposed. Interfaces are divided into the following types: vehicle to device, vehi-
cle to infrastructure, vehicle to pedestrian and vehicle to vehicle. This method
is based on continuous discretization of values of unmanned vehicle resources,
which include: communication channel, processor, memory. For each of these
resources, changes in the degree of resource load and the speed of such changes
are evaluated.

In [3] an approach for detection of vulnerabilities in interfaces of unmanned
vehicles is proposed. The proposed approach is based on the statistical dis-
tance estimation between the probability distributions of a random variable.
The Jensen-Shannon information criterion is used as an evaluation criterion.
The vulnerability detection is performed on the basis of processing the values of
resources state of unmanned vehicles.

In [25] a new classification for side-channel attacks is considered. The classifi-
cation divides side-channel attacks into passive and active. In turn, both passive
and active attacks are divided into physical and logical. Passive and active phys-
ical attacks are divided into local, vicinity and remote. The same classification
is made for active physical and logical attacks – they both are also divided into
local, vicinity and remote.

In [21] a comprehensive review of the state-of-the art in the area of vulner-
abilities detection in embedded systems and firmware images is proposed. The
analyzed techniques are divided into static analysis, dynamic analysis, symbolic
execution, and hybrid approaches. Techniques were compared both quantitative
and qualitative. For example, vulnerability detection techniques are applied to
embedded systems in 37% of cases, firmware – 21% and binaries – 42%. As unre-
solved issues of the vulnerability detection the following are mentioned: detection
of unknown vulnerabilities, detection of runtime vulnerabilities, identification of
inline functions, scalability and lack of semantic insights.

In [9] the process of static analysis on code property graphs is presented.
Such graph combines abstract syntax tree, control flow graph, and program
dependence graph.There were analyzed different checkers of vulnerabilities, and
extracted most commonly used operations as a set of interfaces. After that, the
implementation based on the obtained set of interfaces was evaluated on the
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Linux kernel source code. Experimental results showed that proposed interfaces
can express most vulnerabilities correctly.

In [20] a systematic review of threats and vulnerabilities in embedded systems
is conducted. Moreover, authors presented an attack taxonomy for embedded sys-
tems. Attacks are divided based on precondition, attack method, vulnerability,
target and effect. Preconditions are divided into unknown, miscellaneous, direct
physical, physical proximate, Internet facing and local/remote access. Attack
methods are divided into unknown, normal use, malware, reversing, eavesdrop-
ping/sniffing, control hijacking and injection. Vulnerabilities are divided into
unknown, insecure configuration, improper use of cryptography, weak access
control/authentication, web and programming errors. Targets are divided into
protocol, device, application, operating system/firmware and hardware. Effects
are divided into unknown, miscellaneous, degraded levels of protection, financial
loss, illegitimate access, information leakage, integrity violation, code execution
and denial of service.

In [16] vulnerability research in the area of critical infrastructure security is
described. This research is focused on the software for Human-Machine Interfaces
that is used on control panels of workstations. The results of this research were
used to improve the security of Industrial Control Systems and Supervisory
Control and Data Acquisition Systems. Authors taxonomy allows to distinguish
vulnerabilities that occur due to design flaws and programming errors, require
internal or external attack vector, by difficulty of exploitation, patch status and
mitigation effectiveness.

In [28] an overview of existing attacks on virtual and augmented reality
interfaces of security systems is provided. Vulnerabilities are divided into vul-
nerabilities of reality, virtuality and mixed reality. Virtuality vulnerabilities are
divided into input, output, data processing and storage. Reality vulnerabilities
are divided into sense organs, psyche and perception as well as data transfer.
Mixed reality contains vulnerabilities of the intersection of virtual and real envi-
ronments.

In [2] an exhaustive framework for cyber security threat classifications in
mobile devices and applications is proposed. This framework included the classi-
fication and principles of cyber threats. Authors propose using this framework to
systematically identify cyber security threats and show their potential impacts.
It is assumed that such actions will help to draw the mobile users’ attention to
those threats, and enable them to take protective actions as appropriate.

In [6] the state-of-the-art in the area of hybrid BCI was systematically
reviewed and analyzed. As a result, authors developed a systematic taxonomy
for classifying the types of hybrid brain-computer interfaces (BCIs) with multi-
ple taxonomic criteria. As a categorization criteria, authors used: (1) diversity of
input signal, (2) stimulus modality, (3) signal signature, (4) role of operation and
(5) mode of operation. Input signals are divided into homogeneous and hetero-
geneous. Stimulus modality is divided into visual, tactile, auditory and operant.
Signal signature is divided into steady-state, event-related, motion-onset, sensor-
motor rhythm, mental speech and m-rhythm. Role of operation is divided into
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sequential-selector, sequential-switch and simultaneous. Mode of operation is
divided into synchronous and asynchronous.

In [8] authors present a unified taxonomy of external human machine inter-
faces (eHMI) in automated vehicles. This taxonomy is developed for a systematic
comparison of the eHMI across 18 dimensions, covering their physical charac-
teristics and communication aspects from the perspective of human factors and
human-machine interaction. For example, authors divided eHMI in accordance
with vehicle type, communication modality, nature of message, HMI placement,
communication strategy, communication resolution, implementation complexity,
etc.

The analysis showed that the problem of a unified classification of interfaces
of complex information systems still remains not fully solved. Moreover, infor-
mation security aspects are usually not taken into account. Existing approaches
are solving specific tasks and not applicable for classification and analysis of
vulnerabilities in interfaces of infrastructure of mobile devices. The proposed
approach is based on the vulnerability model that is presented in the following
section.

3 Developed Model

Let’s analyze the subject area and build an appropriate model, in terms of which
it will be possible to define a method for searching for vulnerabilities in MDI.

Proceeding from the fact that there is no uniform classification of interface
vulnerabilities, it is advisable to propose our own, based on the following prin-
ciple. First, since each interface is a part of the MDI that provides information
exchange, the vulnerabilities of the interface represent some weakness that leads
to violations of such exchange. Therefore, the vulnerability is inextricably linked
with the firmware that implements the interface, and therefore the classification
of vulnerabilities can be compared with the classification of interfaces. Secondly,
the MDI subsystems have certain goals (due to the general concept of mobil-
ity and personalization of services during the globalization of exchange), and,
therefore, its interfaces solve some specialized tasks for the exchange of informa-
tion between previously known infrastructure components. Thus, it is possible
to classify the interfaces based on their associated MDI components. As a con-
sequence, the classification of interfaces will also affect the classification of their
vulnerabilities. Thirdly, the interaction can hypothetically (since not only at the
present moment, but also in the future) occur between any pair of components
(thereby obtaining the topology of a fully connected graph), which leads to the
existence of the same number of interfaces and their classes. Fourthly, the fea-
tures of information exchange are associated not only with the final components,
but also with the data transfer mechanism, which will add another “sub-level”
of classification. And, fifthly, since the implementation of interfaces is some rel-
atively standard software and hardware solutions (user input / output devices,
exchange with surrounding devices, network exchange with infrastructure, etc.),
which themselves have already known vulnerabilities, then with each a certain
group of vulnerabilities can be associated with an interface class.



306 K. Izrailov et al.

In this case, MDI refers to the structure of ensuring the functioning of devices
moving in space, as well as other participants to whom these devices provide
services.

3.1 Use Case

As an explanation of this infrastructure, we describe an example of the following
scenario of its functioning, which will be used below.

A man-athlete makes a morning jog in the park. He has a mobile phone,
sports bracelet and wireless headphones with him. The bracelet monitors the
athlete’s heart rate and transmits this information via Bluetooth to the ath-
lete’s mobile phone. The mobile phone tracks the coordinates of the athlete
using its own GPS tracker and builds a route that transmits via GPRS to the
athlete’s personal account. The bracelet informs the person of the arrival of a
call with the help of vibration, to answer which it is necessary to touch it. The
headphones are connected to the phone via Bluetooth and play a music track.
The athlete controls the sound volume by touching the headphones. Also, the
choice of the track they do through the touch screen of the phone. To improve
the quality of the Internet connection and improve the positioning of the phone,
Wi-Fi towers with free access are provided in the park. And since both cellu-
lar, Wi-Fi and other supporting equipment are technically complex, it requires
constant checking, tuning and repair – by the maintenance personnel (engineer)
from the special services. Thus, in such a fairly simple scenario, the following
MDI participants are present: mobile device owner, support engineer, mobile
phone, wireless headphones, smart bracelet, mobile tower, GPS satellite or sig-
nal booster, wireless local area network (Wi-Fi) tower. At the same time, the
following interactions are possible, provided by qualitatively different interfaces:
GPS, GPRS, Wi-Fi, Bluetooth, physical presses, photoplethysmography (change
in human heart rate), touch presses, vibration, graphic screen, physical and pro-
gram access (to the software of stationary communication devices). And each of
these interfaces can have vulnerabilities, for example, the headphones can con-
nect to someone else’s phone, the phone can determine the wrong coordinates,
or the bracelet will not make it possible to answer an important call.

Summarizing the above, the idea of the model consists of classes of vulnera-
bilities that are identical to the classes of the interfaces containing them, which
are determined by the classes of MDI components they bind and the purpose of
the transmitted data. Each such class (vulnerability or interface) contains a spe-
cific and previously known set of vulnerabilities; for example, in NVD (National
Vulnerability Database), CVE (Common Vulnerabilities and Exposures), etc.

The predictive features of the proposed model are that only when designing
a certain interface it will be possible to determine its class and predict possible
actual vulnerabilities, the prevention of which will be carried out at early stages
– when creating a conceptual model of a device or its architecture.

Let us describe in more detail the main elements of the model, created taking
into account the above principles.
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3.2 Components and Their Interactions

One of the main criteria for any correct classification is compliance with the
requirements for the necessity and sufficiency of division. First, that any element
must be assigned to no more than one class. Second, that for any element there
is at least one class. Thus, the simultaneous fulfillment of the conditions will
allow to unambiguously classify all the elements.

A workable approach used for this is the use of the apparatus of categorical
division by isolating pairs of categories that are antagonists (in a philosophical
sense), and then combining them [11]. As a result, the entire set of elements will
be split on opposite sides of the conditional start of the middle.

Let us further distinguish categorical pairs using the key features of the
MDI, which will allow us to divide the latter into a set of equivalent classes of
components. At the same time, in addition to the requirements for the necessity
and sufficiency of division, the size of the classes should not differ significantly.
Otherwise (for example, if elements are missing in one of the classes) it may be
useless. For example, dividing MDI according to the pair Expert vs Intellectual
is likely to be effective, since the level of intellectualization of its components
is more or less close. As a result, the elements are likely to fall into one of the
classes, or the division will be too subjective.

It is on the basis of the above considerations that the subsequent selection
of pairs of categories should be based on the key features of the MDI, which
have internal interaction and confrontation. Each pair of categories will divide
the components into 2 qualitatively different subsets. Thus, the category in this
case is identical to one of the classes in the binary classification.

The first feature is that MDI provides services to a specific user. Thus, the
1st pair of the MDI component classifier will consist of the following antago-
nist categories: 1) The category “Human” (CCH), corresponding to a subset of
human components that have consciousness and are able to set a goal to solve
it; 2) The category “Machine” (CCM ), corresponding to a subset of automatic
components that are not conscious and cannot set a goal.

Thus, all components of the MDI can be classified into those in which the
functioning is based on humans or automata.

The second feature is that there are moving elements within the MDI. Thus,
the 2nd pair of the MDI component classifier will consist of the following antag-
onist categories: 1) Category “Static” (CCS), corresponding to a subset of static
components that are stationary in the infrastructure; 2) Category “Dynamic”
(CCD), corresponding to a subset of dynamic components moving in the infras-
tructure.

Thus, all components of the MDI can be reclassified as those that are sta-
tionary or moving.

Each categorical division is a classification of all MDI components into 2
classes according to qualitatively different characteristics. The use of all 2 indi-
cated divisions into categorical pairs at once will allow to single out 22 = 4
classes. Each of these classes will be defined by a combination of one of the
elements of each category pair. Let’s give an interpretation of each class (with
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an example from the script above), denoting them with the symbol “C” and a
subscript in the form of a sequence of the first letters of the categories that form
them:

1. CHS – stationary people, for example, a service for maintaining GPS towers;
2. CHD – people on the move, for example, the owner of mobile devices;
3. CMS – fixed automatic devices, for example, Wi-Fi-point;
4. CMD – moving automatic devices, for example, a mobile phone or a bracelet.

An important feature of these classes is the difference in their goal-
orientation, since pairs of categories were selected based on the features that
reflect the MDI. As a result, different interactions are possible between all classes
of components, having certain directions and type [4] of data transfer. In this
case, the interaction of the components of each class with the components of the
same class is possible, since the task-oriented modules included in its composi-
tion (as opposed to the goal-orientedness of the entire component) can transfer
data to each other.

In a formalized form, the division of MDI into components (componenti
from the set Components) and their classes (ClassComponent

i from composition
8, identified earlier) can be written as follows:

⎧
⎨

⎩

Components =
⋃

i=1..4 componenti;
∀i = 1..4|componenti ↔ ClassComponent

i ;
∀i = 1..4|ClassComponent

i ≡ {CHS , CHD, CMS , CMD}.
(1)

Thus, each component has its own class and vice versa.
These 4 fully connected component classes form 4× 4 = 16 options for inter-

action between classes (ordered < componenti|componentj > pairs from the
Components set) associated with the corresponding ClassComponent

k classes from
a set of 16 classes), which can be written in a formalized form as follows:

⎧
⎨

⎩

Interactions =
⋃

i=1..4,j=1..4 < componenti|componentj >;
∀i = 1..4, j = 1..4, k = 1..16|

< componenti|componentj >↔ ClassInteractionk .
(2)

Thus, with every interaction between the two components, < componenti|
componentj > associated class ClassComponent

k and vice versa. Each interaction
is provided with a set of dedicated interfaces.

Let’s consider the possibilities of each of the interactions between the compo-
nents based on the characteristics of the MDI. The first feature is that MDI is not
only a source of private goods (i.e. paid, such as mobile communications), but
also public (i.e. free, such as GPS signals from satellites). To prevent the free use
of commercial services, it is obvious that access restriction mechanisms should be
applied. Mechanisms can be built, for example, based on AAA (Authentication,
Authorization, Accounting) processes. Or, in the case of physical protection, on
the fingerprint on the phone. Thus, the 1st pair of the classifier of interactions
of MDI components from the position “availability” (the designation of the a
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index below) will consist of the following categories-antagonists: 1) The “Open”
accessibility category (CIO), corresponding to a subset of interactions open to
the free exchange of information; 2) The category “Close” of accessibility (CIC),
corresponding to a subset of interactions closed for free exchange of information.

Thus, all interactions between MDI components can be reclassified as those
that allow free exchange of information access or are closed and require additional
checks.

The second feature is that MDI follows the concept of cyber-physical systems
and, therefore, allows combining the functionality of the physical and informa-
tion world. This also affects the components of the MDI, especially in terms of
their interactions and interfaces [27]. Thus, some of the interactions are trans-
mitted during local (i.e. physical) contact; for example, pressing keys or phone
sensors. Some of the interactions are transmitted during remote (i.e. logical) con-
tact; for example, voice jitter or receiving network packets. Remote interactions
are obtained after converting external physical interactions to local digital ones,
for example, by analog-to-digital conversion. Thus, the 2nd pair of the classifier
of interactions of MDI components from the position of “contiguity” (denota-
tion of the c index below) will consist of the following categories-antagonists:
1) The category “Locality” of materiality (CIL), corresponding to a subset of
interactions that physically process information; 2) The category “Remote” of
materiality (CIR), corresponding to a subset of interactions that logically pro-
cess information.

Thus, all interactions of the MDI components can be reclassified into those
that physically provide the exchange of information or translate it into logical
flows.

Similar to the combination of categorical pairs for component classes, there
are 4 combinations of interaction classes. Let’s give an interpretation of each
class (with an example from the script above), denoting them with the symbol
“I” and a subscript in the form of a sequence of the first letters of the categories
that form them:

1. CIOL – opening local interaction, for example, turning on the phone by press-
ing a button;

2. CIOR – open remote interactions, for example, phone access to the Internet
through a free Wi-Fi hotspot;

3. CICL – private local interactions, for example, logging into the phone using
a personalized fingerprint;

4. CICR – closed remote interactions, for example, the transfer of information
by the bracelet to the phone only after “pairing” using a password.

This consideration of interactions from the standpoint of accessibility and
proximity will increase the detailed classification of interactions between com-
ponents by 22 = 4 times (i.e., bring their number to 16 × 4 = 64).

For convenience, we write the resulting subclassification of interactions in the
following form:

∀i = 1..4|SubclassInteractioni ≡ {COL, COR, CCL, CCR} (3)
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All new oriented interactions (< componenti|componentj >a,m from the set
InteractionsOverral) and their classes (ClassInteractionOverral

k from the set of
64 classes) can be written in a formalized form as follows:

⎧
⎪⎪⎨

⎪⎪⎩

InteractionsOverral =⋃
i=1..8,j=1..8,a∈{CIO,CIA},c∈{CIL,CIR} < componenti|componentj >a,c;

∀i = 1..8, j = 1..8, a ∈ {CIO, CIC}, c ∈ {CIL, CIR}, k = 1..64|
< componenti, componentj >a,c↔ ClassInteractionOverral

k .

(4)

Thus, for every interaction with a certain accessibility and materiality
between two components < componenti, componentj >a,c, there is associated
its own class ClassInteractionOverral

k and vice versa.

3.3 Interfaces and Their Vulnerabilities

As it was said initially, the interface is a means of providing information exchange
between the elements of the system (in this case, MDI). Proceeding from the fact
that all classes of interactions between the components of the MDI are qualita-
tively different (since the process of obtaining them is based on the apparatus of
categorical division), then the same different classes of interfaces are responsible
for the process of information exchange. Otherwise, one interface would contain
too heterogeneous functionality and it would be logical to divide it into several; it
itself would in this case be a “complex interface”. For example, although a mobile
phone looks monolithic with a single interface functionality, it logically consists
of several interfaces: physically pressed buttons, logical modules for processing
GPS signals, etc. interface, which allows you to link their classes as well.

In a formalized form, the division of interfaces (interfacei from the set
Interfaces) of MDI into classes (ClassInterfacek from a set of 64 classes) can
be written as follows:

{
Interfaces =

⋃
i=1..64 interfacei;

∀i = 1..64|interfacei ↔ ClassInterfacei ↔ ClassInteractionOverral
i .

(5)

Thus, each interface interfacei has its own class, ClassInterfacei , asso-
ciated with an interaction class with a certain availability and materiality
ClassInteractionOverral

i and vice versa.
Since the interface is actually a software and hardware solution – an “inter-

face tool” that implements some information exchange through itself, errors in
such an exchange can occur solely due to vulnerabilities in the tool (naturally,
relying on the fact that the data created by the MDI components themselves are
absolutely correct ). Therefore, each interface can have a set of vulnerabilities
associated with it. And since modern software is built on basic sets of modules
(for example, program libraries) and vulnerabilities are located in them, the same
vulnerability can be present in different classes of interfaces. This statement is
legitimate, since interface classes solve the problem of exchanging qualitatively
different information, for which, in most cases, specialized design patterns, algo-
rithms and data sets are used, which contain certain vulnerabilities.
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In a formalized form, vulnerabilities (vulnerabilityi from the V ulnerabilities
set) located in the interface modules (modulej from the Modules set) can be
written as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

V ulnerabilities =
⋃

i vulnerabilityi;
Modules =

⋃
j modulej ;

{vl}m → modulem;
{bm}n → interfacen;

∀l ≥ 1,m ≥ 1, x ≥ 1, n = 1..64, y = 1..ymax, ymax < 64|
CInterface

n → {modulem}n → {{vulnerabilityl}m}n ≡
{vulnerabilityx}y → ClassV ulnerability

y .

(6)

Thus, each interface of a certain class CInterface
n is implemented by a subset

of firmware modules {modulem}n, each of which contains a subset of vulnera-
bilities {vulnerabilityl}m; the subset of all vulnerabilities {vulnerabilityx}y of
a particular interface corresponds to the class ClassV ulnerability

y . In this case,
ClassV ulnerability

y is the main result for which a classification model is built
and used. At the same time, since different interfaces can be implemented by
the same modules potentially containing the same vulnerabilities, then the sets
of vulnerabilities of two interfaces can not only overlap, but also coincide and,
therefore, the number of interface vulnerability classes should be no more than
the number of interface classes (n = 1..64 vs y = 1..ymax, ymax < 128).

3.4 Analytical Scheme

The sought-for model of classification of vulnerabilities MDI (Model) in a for-
malized form can be written as follows:

Model ≡< Components, Interactions,
InteractionsOverral, Interfaces,Modules, V ulnerabilities > .

(7)

Thus, the model includes all previously introduced sets – Components com-
ponents, Interactions interactions, InteractionsOverral availability and mate-
riality interactions, Interfaces, Modules modules and V ulnerabilities vulner-
abilities.

In graphical form, the generalized model has the following analytical scheme
(see Fig. 1).

Let us introduce the operation of searching for MDI vulnerabilities –
Detection(), which, using this model and the features of the Features inter-
face, allows us to determine the classes of vulnerabilities and may underlie the
future method:
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MDI {componenti}

{СlassComponent
i}

< componenti | componentj >

{СlassInteraction
k}

< componenti | componentj >a,c

{СlassInteractionOverrall
k}

{interfacen}

{СlassInterface
n}

{vulnerabilityz} {modulek}

{СVulnerability
y}

СHS, CHD, 
СMS, CMD

{ 16 elem. }

{ 64 elem. }

{ 64 elem. }

{ less 64 elem. }

Fig. 1. Scheme of the generalized model for classification of MDI vulnerabilities

⎧
⎪⎪⎨

⎪⎪⎩

{vulnerabilityz}′ = Detection(Model, Features);
Features =

⋃
j featurej ;

Detect := Feature → ClassInterfacen → {modulem}n →
{{vulnerabilityl}m}n → {vulnerabilityx}y ≡ {vulnerabilityz}′.

(8)

Thus, the operation of searching for vulnerabilities Detection() as argu-
ments takes the model Model and the attributes of the Features interface,
by which the interface class ClassInterfacen is then determined, according to
the composition of the modules {modulesm}n of which, as well as their vul-
nerabilities {{vulnerabilityl}m}n, and the sought set of vulnerabilities of the
{vulnerabilityz}′ interface is calculated.

For the operation of the search for vulnerabilities, the signs of interfaces
and the method of obtaining the interface class itself from them remain an open
question, however, this issue goes beyond the scope of the subject area considered
in the current paper, and an attempt to solve it will be undertaken by the authors
in the continuation of the investigation.

4 Experiment

To show the performance of the proposed model, we will conduct an experiment
to search for vulnerabilities in the interfaces of the MFA elements.

As the initial data for the experiment, we will take the example of the scenario
with the athlete in the park discussed earlier.
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4.1 Process Description

According to the introduced classification, elements from the example scenario
(described earlier) can be attributed to the following classes of MDI components:

1. Components of class CHS – support engineer;
2. Components of class CHD – owner of mobile devices;
3. CMS class components – mobile tower, GPS satellite or signal booster, wire-

less local area network (Wi-Fi) tower;
4. Components of class CMD – mobile phone, wireless headphones, smart

bracelet.

In theory, interactions are possible between all classes of components. Taking
into account the introduced division of interactions into 2 categorical pairs, their
number in the limit will be equal to 64. Each interaction will be provided with
its own interface with its own vulnerabilities. In a real scenario, the number of
interaction classes can be much less.

Here are the possible interactions of a certain MDI participant with the rest
of the participants from the example scenario. To describe the interaction, we use
the following formal notation (for simplicity, omitting the C symbol for classes):

⎧
⎪⎪⎨

⎪⎪⎩

ClassComponent
i → ClassComponent

j ≈ SubclassInteractionk ;
i ∈ {HS,HD,MS,MD};
j ∈ {HS,HD,MS,MD};
k ∈ {OL,OR,CL,CR}.

(9)

literally reads as “a component of class Ci interacts with a component of class
Cj by way of Ck”.

4.2 Results

Let’s take the owner of mobile devices as an example of a participant. Then all
its interactions with other participants can be represented as shown in Table 1.
For simplicity, we will consider only interactions emanating from the owner, we
will omit interactions from other participants to the owner.

Alternatively, consider the interactions of a mobile device, a smart bracelet,
with other participants (see Table 2).

As can be clearly seen, even for such a fairly simple scenario of finding a
person in the MDI, there is a huge number of possible directed interactions from
both person and mobile device. Constructing a general diagram of all possible
interactions (e.g. in the form of a graph) is a solvable task, since the current
investigation proposes the approach for this. The construction of such a scheme
is purely technical and goes beyond the current scientific (and, to a greater
extent, methodological) research.

Each of these interactions (see Tables 1 and 2, column “Interaction Record”)
is provided by one of 64 unique interfaces of its own. Each such interface can
hypothetically have its own vulnerabilities. So, the interaction between mobile
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Table 1. Interactions of the owner of mobile devices with the rest of the participants

Second participant Description of interaction Interaction recording

Owner of mobile
devices

Absent

Support engineer Absent

Mobile phone 1. pressing the button
2. talk transfer or voice
input
3. fingerprint login

1. ClassComponent
HD → ClassComponent

MD
≈ SubclassInteraction

OL

2. ClassComponent
HD → ClassComponent

MD
≈ SubclassInteraction

OR

3. ClassComponent
HD → ClassComponent

MD
≈ SubclassInteraction

CL

Wireless
headphones

Control by pressing the
button

1. ClassComponent
HD → ClassComponent

MD
≈ SubclassInteraction

OL

Smart bracelet 1. control by pressing
the sensor
2. determining the
optical density of the
tissue

1. ClassComponent
HD → ClassComponent

MD
≈ SubclassInteraction

OL

2. ClassComponent
HD → ClassComponent

MD
≈ SubclassInteraction

OL

Mobile tower Absent

GPS satellite or
signal booster

Absent

Wireless local area
network
tower (Wi-Fi)

Absent

Table 2. Interactions of the smart bracelet with the rest of the participants

Second participant Description of interaction Interaction recording

Owner of mobile
devices

Vibration transmission 1. ClassComponent
MD → ClassComponent

HD
≈ SubclassInteraction

OL

Support engineer Absent

Mobile phone Send heart rate data 1. ClassComponent
MD → ClassComponent

MD
≈ SubclassInteraction

CR

Wireless
headphones

Bluetooth control
(optional)

1. ClassComponent
MD → ClassComponent

MD
≈ SubclassInteraction

CR

Smart bracelet Absent

Mobile tower Data transmission over the
Internet (optional)

1. ClassComponent
MD → ClassComponent

MS
≈ SubclassInteraction

CR

GPS satellite or
signal booster

Absent

Wireless local area
network
tower (Wi-Fi)

Absent

devices after “pairing” with the use of a password sounds like “a component of
the class CMD interacts with a component of the class CMD by way of CCR”. A
vulnerability in the interface associated with the interaction of this class may be
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the absence or incorrect operation of the AAA security mechanism. As a result,
all MDI participants supporting this interface can automatically have this class
of vulnerability.

5 Discussion

Analysis of the experimental results allows us to draw the following conclu-
sion. First, the application of the vulnerability classification for the example of
the MDI scenario showed the efficiency of the proposed model. Secondly, the
obtained classes can be considered correct, since for two MDI components (the
owner of mobile devices and a smart bracelet), all their interactions were isolated
and reclassified. At the same time, the obtained detailing, on the one hand, can
be considered necessary (interactions are clearly related to one class), and on
the other hand, sufficient (for each interaction, at least one class was found).
Third, the model has rich predictive capabilities. So, the absence of interactions
in Tables 1 and 2 may mean that they will appear in the future. For example,
the connection of one smart bracelet with another via Bluetooth (which at the
moment, if it exists, is not very common) will allow it to convey the danger of the
owner’s health, thereby attracting attention and possibly saving his life. At the
same time, such interaction should be carried out without asking for a password
(i.e. remotely and openly). In this case, its record form will be as follows:

ClassComponent
MD → ClassComponent

MD ≈ SubclassInteractionCR . (10)

And, fourthly, if new devices appear, even before their direct implementation
and implementation in MDI, it will be possible to predict possible vulnerabilities
in their interfaces. Thus, it will be possible to immediately prevent security
problems. This is done by defining an interface class and examining its inherent
vulnerabilities.

Let’s compare the obtained solution with analogues.
In [23], it is proposed to use a context-sensitive classification of vulnerabili-

ties. The approach is based on machine learning and uses a textual description of
vulnerabilities. The classification model proposed in the current article is more
versatile. Our proposed model can be the methodological basis for any machine
learning-based solutions.

Paper [22] is close to Work [23] in terms of applying machine learning for
classification, although it analyzes the source code and aims to classify commits
security. Likewise, our model can be applied to solutions related to security
commits.

In [10], the classification of vulnerabilities is based on term frequency-inverse
document frequency and deep neural network. The classification efficiency was
assessed using records in the National Vulnerability Database. However, this
database does not clearly enough allow us to distinguish vulnerabilities associ-
ated with interfaces. Thus, our model in the case of interfaces will be more in
demand.
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Paper [5] is devoted to the automatic classification of vulnerabilities in rela-
tion to the Internet of Things. However, unlike our model, the classification of
interface vulnerabilities still remains unaffected.

In [14], an attempt is made to predict new vulnerabilities by analyzing his-
torical data in the National Vulnerability Database. For this, machine learning
is used in terms of regression models. Our model differs from the one proposed
in this paper in that the prediction is more objective and sometimes accurate.
This follows from the fact that vulnerabilities are determined by combinations
of categorical pairs that do not depend on the previous experience of experts.

Summing up the comparison of our proposed model with analogs, we can say
that although it is oriented for the classification of interfaces, it nevertheless has
the potential for wider application for classification. However, this will require
the creation of an appropriate model-based classification method.

Despite the obvious, both theoretical and practical significance of the inves-
tigation, the results themselves and the process of obtaining them have certain
disadvantages.

Chapter 2 does not cover all the work that exists in the scientific field. How-
ever, the purpose of the review was to show possible approaches to the clas-
sification of MDI interfaces and their vulnerabilities, assessing their inherent
advantages and disadvantages. Also, the general lack of research on this issue is
clearly visible.

In Chap. 3, although the apparatus of categorical division is strict, neverthe-
less, categorical pairs were chosen subjectively. However, their choice was due to
the author’s rich experience, and their success was supported by the experiment
on the example of the MDI script.

Chapter 3 just mentions the method for vulnerability searching, but its algo-
rithm is not provided. However, the aim of the current investigation was to
develop a classification model. The method of vulnerability searching in MDI
interfaces will be a logical continuation of the investigation.

In Chap. 4, the experiment was performed on only two of the 8 elements of
the sample scenario. However, even such a minimal amount of experiment shows
both the performance of the model and its theoretical and practical significance.
The authors plan to construct a complete scheme of interactions between MDI
participants with full-fledged forecasting of the vulnerabilities of their interfaces
in future works with a more practical focus.

Thus, despite a number of shortcomings (the main one of which is the low
formalization of decisions), they all have ways to be eliminated.

6 Conclusion

In the interests of the first step in solving the problem of searching for vulnera-
bilities of MDI interfaces, a review of existing solutions for the classification of
interfaces and their vulnerabilities was made. Based on the analysis, a formal-
ization of the model for classifying the vulnerabilities of the MDI components
was proposed, the novelty of which is the first established formal relationship
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between the MDI, its components, their interactions, interfaces, modules that
implement the functionality of the interfaces, and the vulnerabilities of the latter.
So, all MDI was divided into 4 classes of components. The interaction between
the components was also divided into 4 classes. Thus, in general, all interactions
between all components in the MDI were divided into 64 classes. Each such class
is provided with the same number of interfaces, each of which can contain a cer-
tain set of modules with vulnerabilities. A feature of the classification obtained
is the satisfaction of the requirements of the necessity and sufficiency of classes,
which is justified by the correct application of the scientific and methodological
apparatus of categorical division. It is assumed that using the proposed approach
it will be possible to enhance the security of existing and developing devices [7].

The authors see the continuation of the investigation as follows. First, on
the basis of the model, it is necessary to create a prototype of a software tool
for classifying interfaces, which has low values of errors of I and II types, high
efficiency and does not require a high level of training from an expert user. Sec-
ondly, using the presented model and prototype, it will be possible to synthesize
the very method of searching for vulnerabilities in the MDI interfaces, thereby
proposing a solution to the initially posed challenge. And, thirdly, it will be nec-
essary to assess the search for vulnerabilities using the created method, which
will be the basis for confirming the success of the entire investigation.
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Abstract. With the vigorous development of mobile Internet technol-
ogy, real-time streaming media applications such as mobile short video
and network live broadcast are becoming more and more popular. As a
result, people have higher demand for the transmission rate and service
quality of streaming media applications. However, the existing single-
path transmission network can not meet the needs of people well. Many
researches show that it is an effective measure to improve the transmis-
sion performance of network by using multipath transmission protocol.
At present, MPTCP and SCTP are two multipath transmission protocols
which are widely studied in the academic circle. Even so, the multipath
transmission network based on multipath transmission protocol will also
be attacked by LDDoS attacks and other network attacks, which will seri-
ously affect the robustness of the transmission system and users’ stream-
ing media application experience. Therefore, through the use of NS2 sim-
ulation software, this paper mainly studies the performance of MPTCP
and SCTP protocols against the LDDoS attack, compares the robustness
of the two protocols against LDDoS attacks, enriches the research related
to network security of multipath transmission system, and improves the
defense ability of multipath transmission system against LDDoS attacks.

Keywords: Multipath TCP · SCTP · Low-rate DDoS · Robustness

1 Introduction

According to the 47th “Statistical Report on Internet Development in China” [1]
officially released by China Internet Network Information Center (CNNIC) on
February 3, 2021, by December 2020, the number of Internet users in China
had reached 989 million, among which the number of mobile Internet users had
reached 986 million, and the percentage of Internet users using mobile phones
was as high as 99.7%. The report also showed that the number of online video
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users (including short videos) and live streaming users accounted for 93.7% and
62.4% of China’s total Internet users, respectively. These data show that people
have a growing demand for personalized streaming media applications, such as
mobile short video and network live broadcast, which have higher requirements
for traffic and network transmission performance. Therefore, it is particularly
important to improve the transmission rate and service quality of streaming
media applications.

Both the commonly used TCP and UDP protocols are single-path transmis-
sion protocols, which can no longer well meet users’ requirements for high-speed
transmission of streaming media applications [2]. With the large-scale applica-
tion of multi-host terminal devices, the realization of parallel multipath trans-
mission has been widely concerned and discussed. Stream Control Transmission
Protocol (SCTP) [3] and Multipath TCP (MPTCP) [4] are the two most classic
multi-path Transmission protocols. Figure 1 shows a simple example of parallel
multiplexing in the streaming media application, where a multi-hosted terminal
device is simultaneously communicating data with the streaming media server
through two paths (Path A and Path B). This can improve the transmission
performance of streaming media applications and meet the needs of users for
personalized streaming media services. At present, the research on the multi-
path transmission protocol in current academic circles mainly focuses on data
scheduling algorithm optimization [5–7], energy consumption optimization [8–
11], fairness problem [12–14] and congestion control mechanism [15–17], etc.
Research on MPTCP and SCTP protocols supporting multiple parallel trans-
mission is the future trend.

Streaming media server

Radio tower

Path A

Path B Wireless

Multi-homed terminal 
equipment

Router

Router

Fig. 1. The schematic diagram of the multiple parallel transmission of streaming media
applications.

Although multipath transmission protocols can realize the efficient transmis-
sion of streaming media applications, it is also vulnerable to network attacks. In
recent years, the network attack presents the rapid development trend [18,19].
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Among them, the Low-rate Distributed Denial of Service (LDDoS) attack is
one of the fastest developing attack types at present due to its low transmis-
sion rate and strong invisibility [20]. LDDoS attacks send a short attack data
stream to the target at a low rate, which causes the transmission system to be
in a state of timeout retransmission all the time and unable to respond to the
normal request of legitimate users, so that the robustness of the transmission
system decreases. As mentioned above, researches on network security related
issues of multipath transport protocols [21–23] are relatively lacking. However,
in a multipath transmission system, if one of the paths is attacked by LDDoS,
the performance degradation of this path will cause asymmetry between paths
and form a heterogeneous network [24], which will seriously affect the robustness
of the multipath transmission system.

According to the current research situation, this paper mainly studies the
performance of MPTCP and SCTP against LDDoS attacks, and compares the
robustness of the two protocols against LDDoS attacks. By using NS2 (Network
Simulator Version 2) simulation software [25], we respectively examine changes
in the throughput, delay and jitter rate performances of MPTCP and SCTP
transmission systems against LDDoS attacks. By comparing and analyzing the
three kinds of performance, the robustness of multipath transmission system
against LDDoS attack is obtained. The research conclusions of the paper enrich
the research on network security of multipath transmission system and provide
a new idea for multipath transmission system to defend against LDDoS attacks.

The remainder of this paper is structured as follows. The second part is the
experimental design and analysis, which is divided into experimental design and
experimental analysis. The parameter setting of the network topology structure
and the performance comparison and analysis of the multipath transmission
system are introduced in detail, and the experimental conclusion is finally drawn.
The third part is the summary and outlook.

2 Experimental Design and Analysis

2.1 Experimental Design

In the experimental design stage, we used NS2 simulation software to design
the basic network topology of a multipath transmission system, as shown in
Fig. 2. In this multipath transmission system, the multi-hosted terminal device
(Receiver) can communicate with its corresponding streaming media server
(Sender) through three links (Path A, Path B and Path C). Three normal data
streams are sent from the sending end on their respective transmission paths
and forwarded by the router to the receiving end. The entire transmission sys-
tem adopts the DropTail path management algorithm. The bandwidth between
the sender and the router, between the router and the router, and between the
router and the receiver is set to 5 Mb, and the transfer delay time is set to 25 ms.
Normal data stream starts to send in 0 s and stops to send in 60 s.
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Fig. 2. The network simulation topology of the multipath transmission system under
LDDoS attacks.

We set five edge nodes (Attack 0, · · · , Attack 4) is connected to router R0,
simulating that five dummy machines are carrying out LDDoS attacks on router
R0. In addition, we set up five edge nodes (Null 0, · · · , Null 4) is connected to
router R1 to receive incoming attack streams. The bandwidth between the edge
node and the corresponding router is set to 1 Mb, and the transfer delay time
is set to 25 ms. LDDoS uses the CBR type of attack data streams, which has
a fixed transmission rate. LDDoS attack data stream starts to send in 1 s and
stops to send in 60 s.

In order to make LDDoS attacks achieve the best attack effect, we adjust
the three basic parameters of the LDDoS attack (attack period, attack duration
and attack rate). The optimal attack effect can make the normal data flow
continue in the timeout retransmission stage, and the congestion window size
(cwnd) is always the initial value [26]. Finally, we set the attack cycle of LDDoS
attacks as 100 ms, the attack duration as 100 ms, and the attack rate as 1 Mbps.
Figure 3 shows the changes of the cwnd of the transmission system under LDDoS
attacks. As can be seen from the figure, the initial value of the cwnd is 1, and
the cwnd gradually increases as the packets are continuously sent successfully.
However, after the LDDoS attack, the cwnd drops sharply to 1. Although the
cwnd fluctuates slightly in a period of about 25 s to 35 s, the size of the cwnd is
always 1 after that, so as to achieve the best attack effect.
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Fig. 3. The changes of congestion window size under LDDoS attacks.

2.2 Experiment Analysis

In the part of experimental analysis, we test the throughput, delay and jit-
ter performances of MPTCP and SCTP transmission systems against LDDoS
attacks by using NS2 simulation software. At the same time, the three network
performance indexes are compared and analyzed, so as to comprehensively eval-
uate the transmission performance of multipath transport protocols (MPTCP
and SCTP) under LDDoS attacks. Thus, it can indirectly obtain the robust-
ness comparison between MPTCP transmission system and SCTP transmission
system under LDDoS attacks of the same intensity [27]. The three network per-
formance indexes can be integrated to evaluate the transmission performance of
the multipath transmission system and provide a reliable theoretical basis for
the experimental conclusion.

Throughput Performance Comparison. Figure 4, 5 respectively show the
throughput performance of MPTCP transmission system and SCTP transmis-
sion system under LDDoS attacks. As can be seen from Fig. 4, with the continu-
ous transmission of TCP packets, the throughput of MPTCP transmission sys-
tem is generally in a state of slow growth, reaching a maximum of 296.98 Mbps
at about 19.5 s. Due to repeated LDDoS attacks, it immediately dropped to
8.93 Mbps after reaching the maximum. After the LDDoS attack reached its
optimum at about 35 s, the throughput fluctuated slightly around 9 Mbps. As
can be seen from Fig. 5, with the continuous successful sending of SCTP pack-
ets, the throughput of the SCTP transmission system showed an obvious upward
trend, and then fluctuated around 10 Mbps.

Through comparative analysis, it is found that the throughput fluctuation
range of SCTP transmission system is less than that of MPTCP transmission
system. This is due to the multi-stream nature of SCTP, and there is relative
independence between “streams” and “streams”, while strict and orderly data
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Fig. 4. The MPTCP’ s throughput performance under LDDoS attacks.
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Fig. 5. The SCTP’ s throughput performance under LDDoS attacks.

are maintained within “streams” [28]. When the data packets sent in the SCTP
transmission system are out of order due to LDDoS attacks, the multi-stream
feature can ensure that the data packets can be delivered to the user as long as
the data in a certain “stream” arrives in an orderly manner, even in the case of
out-of-order between different “streams”. This ensures stable throughput per-
formance to a certain extent, whereas transport systems based on the standard
MPTCP must deliver packets to the user in an orderly manner. In the MPTCP
transmission system, if the data packet of DSN (Data Sequence Number) i+1
has reached the buffer, and the data packet of DSN i has not reached the receiv-
ing end due to LDDoS attacks, then the data packet of DSN i+1 cannot be
submitted to the next layer, resulting in low throughput. However, the average
throughput of the MPTCP transmission system is better than that of the SCTP
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transmission system, which also shows that the overall throughput performance
of the MPTCP transmission system is better to a certain extent.

End-to-end Delay Performance Comparison. Figure 6, 7 respectively show
the end-to-end delay performance of MPTCP transmission system and SCTP
transmission system under LDDoS attacks. As can be seen from Fig. 6, there were
two large time delay fluctuations in the MPTCP transmission system during the
experimental simulation running time. The first time was at the beginning of
the attack of LDDoS attacks, and the second time was within the time interval
of about 25 s to 35 s. After LDDoS attacks reached the optimal attack, the delay
remained stable at 0.08 s. As can be seen from Fig. 7, the delay of SCTP trans-
mission system is always in a state of constant fluctuation, with a maximum
value of 0.0274 s.
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Fig. 6. The MPTCP’ s delay performance under LDDoS attacks.
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Fig. 7. The SCTP’ s delay performance under LDDoS attacks.
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Jitter Rate Performance Comparison. Figure 8, 9 respectively show the jit-
ter performance of MPTCP transmission system and SCTP transmission system
under LDDoS attacks. As shown in Fig. 8, the jitter rate of MPTCP transmission
system is always around 0 s, and even when LDDoS attacks reach the optimal
attack effect, it fails to have a significant impact on its jitter rate. As shown
in Fig. 9, when the SCTP transmission system was attacked by LDDoS attacks
at 1 s, it was obvious that the jitter rate changed significantly around 1 s, and
the maximum value could reach about 0.32 s. As the attack time increases, the
variation range of jitter rate becomes smaller after about 20 s.
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Fig. 8. The MPTCP’ s jitter performance under LDDoS attacks.
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Fig. 9. The SCTP’ s jitter performance under LDDoS attacks.

Through the comparison and analysis of the delay and jitter rate perfor-
mance, it is found that the SCTP transmission system has a low delay, but com-
pared with the MPTCP transmission system, it is always in a state of frequent
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fluctuation. This is caused by the congestion control mechanism of the SCTP.
Although the multi-host feature of SCTP enables data transmission through
multiple links between multi-host devices, the standard SCTP only selects one
path as the primary path to realize data transmission, and the other paths as
standby paths for data retransmission [29]. When SCTP remotely detects that
the main path has failed due to LDDoS attacks, it will select one of the alter-
nate paths as the new main path for data transmission. Frequent switching of
the main path will undoubtedly cause considerable delay jitter variation. In con-
trast, MPTCP can simultaneously use multiple interfaces of multi-host devices,
and use multiple links to send data at the same time to achieve reliable multi-
path parallel transmission. When one of the paths fails due to LDDoS attacks,
the packet being transmitted on the path can not reach the receiving end nor-
mally. After reaching the maximum number of retransmission, the packet can
be switched to the other path with good performance for retransmission.

In this experiment, we compared and analyzed the throughput, delay and jit-
ter performance of MPTCP and SCTP transmission systems, so as to obtain the
robustness analysis of MPTCP and SCTP transmission systems against LDDoS
attacks. To sum up, in terms of throughput performance, the throughput of the
SCTP transmission system is relatively stable, but the average throughput is
lower than that of the MPTCP transmission system. In terms of delay perfor-
mance, the SCTP transmission system is always in a state of frequent fluctuation,
while the MPTCP transmission system only fluctuates to a certain extent in the
two time periods just after being attacked by LDDoS and before reaching the
optimal attack. In terms of jitter rate performance, compared with the MPTCP
transmission system, the jitter rate of the SCTP transmission system changes
greatly.

3 Summary and Outlook

Based on NS2 simulation software, this paper builds MPTCP and SCTP multi-
path transmission systems respectively, and simulates the transmission system
under LDDoS attacks. Secondly, we evaluate the transmission performance of
the two transmission systems by calculating their throughput, delay and jitter
performance. At the same time, the performance of the transmission system can
directly reflect the robustness of the transmission system.

Through comparison and analysis, we find that MPTCP and SCTP multi-
path transmission systems have their own scheduling algorithms and congestion
control mechanisms, and have their own good performance in network perfor-
mance indicators such as throughput and delay performance. But in general,
the stability of the MPTCP transmission system against LDDoS attack is bet-
ter than that of the SCTP transmission system. If the stability performance
is poor, the transmission speed of streaming media applications will decrease,
which will seriously affect the robustness of the transmission system, and then
affect the quality of user experience. In addition, the MPTCP can maintain fair-
ness for single-path TCP connections and can be well compatible with existing
network devices [30].
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In our future research work, we will improve the data scheduling algo-
rithm [31] and congestion control mechanism of the MPTCP to further improve
the robustness of MPTCP transmission system against LDDoS attacks. At the
same time, we try to realize the identification and detection of the LDDoS attack
in the MPTCP transmission system using machine learning and depth learn-
ing [32–34]. The research conclusions of this paper enrich the cross research
of multipath transmission system and LDDoS attacks, put forward a new idea
for the improvement and application of multipath transmission protocols, and
improve the defense ability of multipath transmission system against LDDoS
attacks.
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Abstract. The massively connected 5G IoT scene brings new challenges
to identity authentication. Existing identity authentication methods have
problems such as high time delay and poor efficiency when mass access is
performed, and it is difficult to meet the situation of the rapid increase in
the number of users. In this paper, we proposed a blockchain-based user
identity authentication method for 5G IoT scenarios. This method builds
the mapping relationship between user attributes and identity, and uti-
lizes blockchain technology to realize the authentication requirements of
mass users in 5G scenarios. In addition, we also deployed a prototype
system to verify the performance of the proposed method. Experimental
results show that the identity authentication method proposed in this
paper has significant advantages in delay and processing efficiency com-
pared with traditional centralized authentication methods and common
distributed authentication methods.

Keywords: Blockchain · Registration · Authentication · Internet of
things

1 Introduction

The rapid development of 5G technology has made the Internet of Everything a
reality, and improving the security of the Internet of Things (IoT) that supports
massive connections has gradually become a research hotspot [3]. The identity
authentication technology can prevent the malicious access of illegal users and
improve the security of the network by identifying the user’s identity. How-
ever, with the rapid growth of IoT devices, the existing identity authentication
methods are increasingly difficult to meet the identity authentication requests of
massive devices [4]. Therefore, it is urgent to find a user identity authentication
method suitable for the scenario of mass access.

With the rise of Blockchain, it has become a trend to use blockchain tech-
nology to construct new user authentication methods [8,9,13]. On the one hand,
a distributed trusted identity authentication platform can be built by stor-
ing the user’s identity credentials in the blockchain with the immutable fea-
ture of the blockchain. On the other hand, using the traceability feature of the
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blockchain, by storing the identity authentication information on the chain, the
user’s identity can be traced to achieve rapid cross-domain authentication. How-
ever, due to the complex access devices and massive access users in IoT, the
existing blockchain-based identity authentication methods still have shortcom-
ings in terms of authentication delay and response efficiency. Therefore, it is
particularly important to find a blockchain-based user identity authentication
method in IoT.

Thus, in this paper, based on the Extensible Authentication Protocol (EAP)
framework, an identity authentication method based on blockchain is proposed
by using the smart contract. The authentication method uses user identification
to characterize user identities, realizes mass user identity authentication based
on user attributes, and meets the rapid authentication requirements of massive
users in IoT.

The rest of the paper is organized as follows. In Sect. 2, we review the related
works about authentication methods. In Sect. 3, we introduce the user model and
the authentication entities in the proposed authentication method. In Sect. 4, we
put forward the user identity registration method and authentication method.
Then we analyze the proposed authentication method from the aspects of Safety
and efficiency in Sect. 5. In Sect. 6, we evaluate the performance of the proposed
method in the prototype system. Finally, In Sect. 7, we summarize the paper.

2 Related Work

With the development of blockchain technology, the features of blockchain,
such as non-tampering, distributed storage, and traceability, can meet the secu-
rity access requirements of mobile application scenarios of IoT devices [10,16].
Therefore, more and more scholars have carried out research on how to build a
blockchain-based identity authentication method.

Shen et al. [14] proposed a blockchain-based cross-domain identity manage-
ment mechanism. The authenticated device will remain anonymous and com-
municate securely through key negotiation. This solution realizes the estab-
lishment of trust between different areas of the alliance blockchain, as well
as key storage and privacy protection. Danish et al. [5] proposed a blockchain
authentication mechanism for ultra-long-distance spread spectrum communica-
tion (LoRaWLAN). The solution uses the blockchain as an independent network
to work simultaneously with LoRaWLAN, and uses smart contracts to realize
verification information and device information storage in LoRa terminal devices
to achieve the purpose of device identity verification. Mohanta et al. [11] pro-
posed a distributed authentication scheme for IoT devices based on Ethereum.
This scheme mainly uses smart contracts to store user IDs and their associated
wallet addresses and uses blockchain to solve the single point of failure of a sin-
gle server. Ourad et al. [12] use Ethereum and smart contracts to authenticate
devices. Users provide device authentication information to the smart contract.
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The smart contract distributes the authentication credentials to the device and
the user and then completes the device authentication. The blockchain in this
solution is responsible for the management and distribution of credential gener-
ation.

The above-mentioned blockchain-based user identity authentication schemes
mostly revolve around how to use the blockchain to provide services such as
the storage and management of identity authentication credentials, and how
to use the distributed nature of the blockchain to prevent a single point of
failure. However, the above authentication method is difficult to apply in the
IoT scenario with a large number of users. Therefore, there is an urgent need to
find a new identity authentication method based on blockchain technology that
is suitable for mass connection of the IoT.

3 User Model and Authentication Entities

In this section, we mainly focus on the user model and authentication entity
involved in the proposed authentication method.

3.1 User Model

Before introducing the authentication method in a massively connected IoT sce-
nario, the user model in the IoT needs to be defined first. Different from tradi-
tional Internet users, IoT users have the characteristics of a large number and
multiple types, so the proposed user model needs to be able to fully characterize
the characteristics of IoT users. In this subsection, we define the user model from
the perspective of user attributes, and characterize the user model as follows:

User = {Uid, Uattri} (1)

The user model is composed of Uid and Uattri. Uid is the name of the IoT
user. In the proposed authentication method, we use Uid to distinguish a large
number of users in a fine-grained manner; Uattri is a set that characterizes user
attributes, which can be composed of sub-attributes that characterize users’ spe-
cific attributes, such as user groups, user roles, and user permissions. In the pro-
posed authentication method, the rapid identity authentication of a large number
of users with the same attributes can be realized through the user attribute set
Uattri.

3.2 Authentication Entities

To better understand the proposed blockchain-based user identity authentication
method, we briefly introduce the three entities involved in the authentication
method. In this section, we will introduce the three entities involved in the
proposed authentication method: User, Gateway, and Blockchain.



338 Z. Tu et al.

User: Considering the diversity of devices and users in IoT, we use a uni-
fied user entity to represent users and devices that require identity registra-
tion/authentication. This user entity can be represented by the user model pro-
posed above and can send and receive information messages to the gateway
during the user identity registration/authentication phase.

Gateway: In the blockchain-based identity authentication method proposed
in this paper, the gateway entity acts as the identity authentication device and
responds to the registration/authentication request sent by the user entity. Dif-
ferent from the traditional centralized identity authentication method, the dis-
tributed identity authentication method is adopted in this paper. By deploying
the same blockchain between distributed gateway entities, distributed mass user
identity authentication is realized.

Blockchain: Blockchain entities act as trusted authentication centers in
the proposed authentication methods by storing user authentication records
or providing user authentication credentials. After receiving registration/
authentication request, the gateway entity authenticates the user’s identity by
calling a third-party interface or smart contract to obtain the identity credentials
stored on the blockchain. Gateway entity and blockchain entity can be deployed
on the same device or different devices. In the following section, in order to
better describe the interaction of gateway entity and blockchain entity, we rep-
resent them separately. The gateway entity realizes user identity registration/
authentication by calling relevant functions of the smart contract in the
blockchain entity.

4 Registration and Authentication Method

In order to improve the authentication rate and efficiency of the IoT users, in
this paper, we use distributed blockchain technology to propose a user identity
authentication method based on blockchain. Based on the Extensible Authen-
tication Protocol (EAP) framework, we have endowed the blockchain network
with the functions of a traditional authentication server and adopted the authen-
tication method similar to EAP-MD5 to realize user identity authentication. In
addition, in order to make the proposed authentication method applicable to
the IoT scenario of mass connection, we construct the mapping relationship
between attributes and identifiers, and realized rapid authentication of massive
users based on user attributes.

Although the devices and users in IoT are complex and diverse, due to the
existence of a large number of the same sensor devices in IoT, the devices
and users of the IoT can be classified by using the user attributes proposed
above, which is the basis of the massive user registration and authentication
method proposed in this paper. Next, we will introduce our proposed user iden-
tity authentication method based on blockchain from two aspects: registration
method and authentication method.
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Fig. 1. Blockchain-based user identity registration method

4.1 Registration Method

When an IoT user (or device) accesses the network for the first time, it is nec-
essary to register with a trusted distributed user identity authentication center
(gateway). The user (device) sends the information such as user attributes and
passwords to the gateway through encrypted packets. Then the gateway invokes
a smart contract to store the user information in the blockchain. This section
describes the process of user identity registration between user entities, gateway
entities, and blockchain entities.

Figure 1 shows the user identity registration method proposed in this paper,
which consists of three entities: user, gateway, and blockchain. The registra-
tion message is exchanged between the user and the gateway in the form of a
packet, and the registration message is exchanged between the gateway and the
blockchain entity by calling the smart contract function.

(1) First of all, User sends a registration request (RR) message to gateway,
including (Uid, Upk, N1, r/a), to indicate the beginning of the user iden-
tity registration. Uid represents the user name, Upk represents the user’s
public key, and N1 is a random number selected by the User. r/a is the
registration/authentication information flag, which is used to distinguish
between registration messages and authentication messages. In the regis-
tration phase, r/a is set to 0, indicating that the message is a user identity
registration message.

(2) When the Gateway receives the RR message, it can extract the user’s pub-
lic key Upk from it. Then, a registration request response (RR-Response)
message is sent to the User, including Gid, Uid, Gpk, N1, N2 and r/a,
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Algorithm 1. Parameters and function definitions in the user registration smart
contract.
parameters:

uuiduser: User identity;
uuidattri: User identity;
Upasswd: User password;
Uattri: User attribute set;
Reg time: User registration time.

Function: verifyAttriUUID(uuidattri)
// check whether users with the same attribute set have been registered on the
blockchain.

Function: Register(uuiduser, uuidattri, Upasswd, Uattri, Reg time)
// record the user identity, user attribute identity, user password, user attribute set
and registration time in the user registration record, which is stored in the blockchain.

where RR-Response message = (Gid, Uid, Gpk, N1, N2, r/a)Upk
. Gid repre-

sents the gateway name, Gpk represents the gateway’s public key, and N1

is a random number selected by the Gateway. (A)k represens the message
A is encrypetd using the key k.

(3) After receiving the RR-Response message, the user decrypts it with his
private key Usk. The trusted identity of the gateway is verified by judging
the gateway name Gid and the random number N1 in the message. If
the gateway identity is trusted, a user identity registration (UIR) message
encrypted with the gateway’s public key Gpk is sent to the gateway. The
user identity registration message contains the user name Uid, the gateway
name Gid, the user attribute set Uattri, user password Upasswd, random
number N2 and the newly generated random number N3. UIR message =
(Gid, Uid, Uattri, Upasswd, N2, N3)Gpk

.
(4) The gateway receives the UIR message, decrypts it with its private key

Gsk, and verifies the validity of the registration message by the random
number N2, user name Uid and gateway name Gid. Then, the gateway maps
the user name Uid and user attribute set Uattri in the UIR message into a
user identity uuiduser that represents the user’s identity. Besides, in order
to achieve mass user registration, the gateway maps the user attribute
set Uattri to the attribute identity uuidattri. For the mapping relationship
mentioned above, we take uuidattri as an example. uuidattri = f(Uattri),
f represents the mapping function.

(5) The gateway calls the function in the user registration smart contract to
register the user’s identity in the blockchain entity.

(5-1) Call the verifyAttriUUID function in the smart contract to verify that
a user with the same attribute identifier has been registered on the
blockchain. If the result is True, it indicates that another user with the
same attributes has already registered. This user does not need to register
again and jumps to step (6). If the result returned is False, it indicates
that the user has not registered the user identity in the blockchain, then
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proceed to steps (5-2). The function verifyAttriUUID is shown as the
pseudocode 1.

(5-2) The gateway calls the Register function in the smart contract to store the
user identity uuiduser, user attributes identity uuidattri, and user pass-
word Upasswd in the blockchain. The function Register is shown as the
pseudocode 1.

(6) Blockchain entities generate new transactions that contain user informa-
tion, and synchronously the new blocks after mining operations. After the
user’s identity is successfully registered on the chain, the blockchain entity
returns the user’s registration result information regResult to the gateway.

(7) After receiving the registration result information regResult, the gateway
sends the user identity registration Response (UIR-Response) message,
including (gateway name Gid, user name Uid, random number N3 and
regResult). UIR-Response message = (Gid, Uid, N3, regResult)Upk

.
(8) The user decrypts the UIR-response message with the user’s private key

Usk and verifies the correctness of the message by verifying the random
number N3, the gateway name Gid and the user name Uid. After successful
message validation, user identity registration is completed.

4.2 Authentication Method

To ensure the validity of the user identity, user identity authentication is required
after the user identity registration. In the user identity authentication stage,
users only need to send their own attribute set and other information to the
access gateway, and the access gateway will authenticate users according to the
user attribute set and the user information stored in the blockchain by invoking
the smart contract.

The process of the user authentication method based on the blockchain pro-
posed in this paper is shown in Fig. 2. The interaction process between the three
entities is consistent with the registration phase, that is, the user and the gate-
way interact through data messages, and the gateway and the blockchain use
smart contracts for information interaction.

(1-2) Except for the difference in the flag r/a, the message content in the
authentication phase is the same as the message content in the registra-
tion phase, so it will not be explained here. In order to better distinguish
between user authentication messages and user registration messages, we
use AR to represent user authentication request messages, where the flag
r/a is set to 1.

(3) After receiving the authentication request response (AR-Response) mes-
sage, the user sends a user identity authentication (UIA) message to
the gateway, including (Gid, Uid, Uattri, N2, N3). UIA message =
(Gid, Uid, Uattri, N2, N3)Gpk

. N2 and N3 represent the received and newly
generated random numbers, respectively.

(4) Step 4 is the same as step 4 of the registration process, that is, the
uuiduser and uuidattri are respectively mapped.
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Fig. 2. Blockchain-based user identity authentication method

(5) The gateway calls verifyAuthAttriUUID and verifyAuthUserUUID
functions in the authentication smart contract to query whether
there is an authentication record with the same uuiduser or
uuidattri in the blockchain. The function verifyAuthAttriUUID and
verifyAuthUserUUID is shown as the pseudocode 2.

(5-1) If there are authentication records with the same uuiduser or uuidattri,
the blockchain entity returns the authentication success message
authResult to the gateway entity. The next step is (10).

(5-2) If the records with the same uuiduser and uuidattri cannot be
found in the authentication record, the gateway calls the functions
verifyRegUserUUID and verifyRegAttriUUID in the smart con-
tract to query the blockchain entity for the existence of the regis-
tration record with the same uuiduser and uuidattri. The function
verifyRegAttriUUID and verifyRegUserUUID is shown as the pseu-
docode 2.
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Algorithm 2. Parameters and function definitions in the user authentication
smart contract.
parameters:

uuiduser: User identity;
uuidattri: User attribute identity;
authReslut: User authentication result;
Auth time: User authentication time.

Function: verifyAuthAttriUUID(uuidattri)
// Check whether the authentication records of users with the same user attribute
set are stored in the blockchain.

Function: verifyAuthUserUUID(uuiduser)
// Check whether the user authentication records is stored in the blockchain.

Function: verifyRegAttriUUID(uuidattri)
// Check whether the registration records of users with the same user attribute set
are stored in the blockchain.

Function: verifyRegUserUUID(uuiduser)
// Check whether the user registration records is stored in the blockchain.

Function: getPrevHash()
// Obtain the latest block hash value of the previous block.

Function: getPasswd(uuiduser)
// Obtain the user password with the same user ID stored in the blockchain.

Function: getAttri(uuidattri)
// Obtain the user attribute set with the same user attribute identifier stored in the
blockchain.

Function: authRecord(uuiduser, uuidattri, authReslut, Auth time)
// record the user identity, user attribute identity, user authentication result and
authentication time in the user authenticationn record, which is stored in the
blockchain.

(5-2.1) If there are registration records with the same uuiduser and uuidattri on
the blockchain, it indicates that the user has completed identity regis-
tration on the blockchain. The next step for identity authentication is
(6-1).

(5-2.2) If the registration record with the same uuidattri can be found in the
registration record, but the registration record with the same uuiduser
cannot be found, it indicates that there are users with the same attribute
in the blockchain who have completed the registration, while the current
user has not completed the identity registration. In order to quickly
implement user authentication, we adopt the authentication process of
steps (6-2) for such users.

(5-2.3) If neither uuiduser nor uuidattri is found in the registration record, the
blockchain entity returns the authentication message AuthResult to the
gateway that the user’s identity requires registration.

(6) The gateway calls the getPrevHash function in the authentication smart
contract to obtain the hash value hash of the previous block in order to
generate an MD5 challenge message.
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(6-1) The gateway calls the getPasswd function in the authentication smart
contract to obtain the password Upasswd with the same uuiduser in the
registration record, and generate MD5-challenge message md5. md5 =
g(hash, Upasswd), g represents the MD5 challenge function. In addition,
the label label representing the type of user authentication is generated,
and the label is set to u.

(6-2) The gateway calls the getAttri function in the authentication smart
contract to obtain user attributes set Uattri with the same uuidattri
in the registration record, and generate MD5-challenge message md5.
md5 = g(hash, Uattri). In addition, the label label representing the type
of user authentication is generated, and the label is set to a.

(7) The gateway sends the user an user identity authentication response
(UIA-Response) message, which contains (Gid, Uid, hash, label, N3, N4).
UIA-Response message = Gid, Uid, hash, label,N3, N4)Upk

.
(8) After the user receives the UIA-response message, it decrypts it with its

own secret key Usk and queries the label value in the message.
(8-1) If label is u, user generates the MD5 challenge message Umd5 based on the

user password Upasswd and the hash value hash received and then sends
the MD5 challenge response (MD5-Response) message to the gateway.
MD5-Response message = (Gid, Uid, Umd5, label,N4, N5)Gpk

. N5 is the
random number newly generated by the user. Umd5 = g(hash, Upasswd).

(8-2) If label is a, user generates the MD5 challenge message Umd5 based
on the user attributes set Uattri and the hash value hash received and
then sends the MD5 challenge response (MD5-Response) message to the
gateway. MD5-Response message = (Gid, Uid, Umd5, label,N4, N5)Gpk

.
Umd5 = g(hash, Uattri).

(9) After receiving the MD5-response message, the gateway decrypts it with
its private key Gsk, and compares the Umd5 in the message with the
md5 value generated by step (6). If the two values are equal, the user
authentication is successful, and the authentication result authResult
message is set to success. If the two values are not equal, it indicates
that the user authentication has failed, and the authentication result
authResult message is set to failed.

(10) Gateway sends identity authentication result (IAR)
message, which contains (Gid, Uid, authResult, N5). IAR message =
(Gid, Uid, authResult,N5)Upk

.
(11) Subsequently, gateway calls the authRecord function in the authenti-

cation smart contract to store the successfully authenticated user ID
uuiduser, attribute ID uuidattri, and authentication result authResult on
the blockchain. It should be noted that only the authentication record of
the user whose call verifyAuthAttriUUID function returns False will
be stored on the chain.
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5 Authentication Method Analysis

In this section, we analyze the proposed user identity authentication method
from two aspects of security and efficiency.

5.1 Security Analysis

The method proposed in this paper guarantees the security of user registra-
tion/authentication in the following aspects: First, in the User-Gateway inter-
action process, the transmitted message is encrypted by asymmetric encryption
to prevent the information from being stolen by malicious users. Secondly, the
verification of random number and the identity information of the client and
gateway is introduced into the message load information to ensure the legiti-
macy of the identity of both parties. In addition, using blockchain technology
to build a distributed trusted user identity registration/authentication platform
can effectively avoid the problem of a single point of failure. At the same time,
the smart contract is used to improve the registration/authentication protocol
process, and the immutable property is used to ensure the reliability of the
registration/authentication process of the gateway entity and blockchain entity.
Finally, the matching mapping relationship among user identity, attribute infor-
mation and identity is built in the gateway node to realize the isolation between
the user identity information on the access side and the information stored in
the blockchain, to ensure the security of user identity information.

5.2 Efficiency Analysis

In this section, we analyze the authentication efficiency of the proposed authen-
tication method. To analyze the efficiency of qualitative of registration and
authentication, we first define the time spent in each part of the registra-
tion/Authentication process as shown in Fig. 1 and Fig. 2. In the method pro-
posed in this paper, we define the encryption and decryption time as T1 and T2,
respectively. The identity mapping time is defined as T3, and the time taken to
generate the md5 challenge massage is defined as T4. To uniformly describe the
response time of the smart contract, we define the time spent calling the smart
contract function (such as verifyRegAttriUUID) to verify the data stored in
the blockchain as T5, and the time spent calling the smart contract function
(such as getPasswd) to obtain the data stored in the blockchain as T6. The time
spent for user identity registration and recording authentication user information
in the blockchain is defined as T7 and T8 respectively.

With the above-mentioned time definition, we can qualitatively express the
time spent on user registration and user authentication. For a single user, as
shown in Fig. 1, the time Trs it takes to register the user identity for the first
time can be expressed as Trs = 3T1 + 3T2 + 2T3 + T5 + T7, and the time Tra it
takes to register a single user with the same attribute set can be expressed as
Tra = 3T1 + 3T2 + 2T3 + T5. In the user identity authentication phase, the time
Tas spent on user authentication for the first authentication as shown in Fig. 2
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can be expressed as Tas = 5T1 + 5T2 + 2T3 + 2T4 + 4T5 + 2T6 +T8, and the time
Taa spent on re-authenticating users or users with the same attributes set can
be expressed as Taa = 3T1 + 3T2 + 2T3 + 2T5. For users with the same attribute
set, in terms of user authentication and registration time, the method proposed
in this paper can save T7 and 2T1 + 2T2 + 2T4 + 2T5 + 2T6 + T8 time compared
with other blockchain-based user registration and authentication methods.

In a massively connected IoT scenario, it is assumed that there are N users
and M users who need identity registration and identity authentication. Among
the N users who need identity registration, n1 users perform identity registra-
tion for the first time, and n2 users have the same attribute set as the users in
the registration records stored in the blockchain; Similarly, among the M iden-
tity authentication users, m1 users perform identity authentication for the first
time, and m2 users have the same attribute set as the users of the authentication
records stored in the blockchain. The time spent on registration and authenti-
cation of a large number of users can be expressed as n1 ∗ Trs + n2 ∗ Tra and
m1 ∗ Tas + m2 ∗ Taa, respectively. Compared with other blockchain-based user
registration and authentication methods, the method proposed in this article
can save n2 ∗ T7 and m2 ∗ (2T1 + 2T2 + 2T4 + 2T5 + 2T6 + T8) time respectively
in the scenario of massive user registration and authentication.

6 Experimental Results

In this section, we verify the performance of the proposed user registration
method and user authentication method. First, we introduced the experimental
test environment built. Subsequently, we evaluated the performance of the user
registration/authentication method proposed in this paper.

6.1 Experimental Environment

We built a prototype system to verify the performance of the proposed
blockchain-based authentication method. The prototype system runs in an ESXi-
based server management cluster, which contains a total of 8 blockchain nodes
and 4 user nodes. These 12 nodes are equipped with a Linux-based Ubuntu
18.04 system at the same time and are allocated 40G of hard disk space and
8G of operating space. Among the 8 blockchain nodes, we built a go language
compilation environment and used the Ethereum [6] Geth v1.10.1 client to build
an Ethereum private chain based on the POW [7] consensus mechanism. The
4 user nodes are directly connected to the blockchain node as the user entity
that initiates authentication/registration. The blockchain node serves as a gate-
way entity for user request analysis, and as a blockchain entity to complete user
authentication/registration.

In the user node, we deployed a user registration/authentication communica-
tion script written in Python language to send a user registration/authentication
request to the gateway; Similarly, we deploy server-side communication scripts
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(a) Time spent on registration of all users (b) Time spent for single user registration

Fig. 3. Time spent in the user registration phase

on blockchain nodes to parse responses to received user requests. In addition,
we deployed a user registration/authentication smart contract based on the
Solidity [15] language on the blockchain. In the blockchain node, we use the
web3.py [1] library to realize the communication between the server script, the
Ethereum blockchain, and the smart contract.

6.2 Performance Evaluation

We first verify the performance of the proposed user registration method. We
compared the performance of the registration methods proposed by 8, 40, 100,
200, 500, and 1000 users. In addition, we also compared the impact of the pro-
portion a of users who registered for the first time on the proposed registration
method. We verified the performance of the user identity registration method
under the proportion of 100%, 75%, 50%, 25%, and 0% of the first registered
users. It should be noted that when the users are all registered users for the first
time, this scenario can be regarded as the same as the common blockchain-based
user authentication method. When the proportion of users registered for the first
time is 0%, it can be regarded as a user re-registration or a user registration sce-
nario with the same attribute set. The time spent on registration for different
users and different proportions of first-time users is shown in Fig. 3. To reduce
the error generated by external factors, we evaluated each scene 10 times and
took the average of the 10 evaluations for graph display.

Figure 3(a) shows the total time it takes for all users to register under different
numbers of users and different proportions of users who register for the first time.
Figure 3(b) shows the average registration time of a single user under the premise
of the different number of users and different proportions a. It can be seen from
Fig. 3(b) that with the increase in the number of users, the registration time
of a single user will also increase. And with the increase of the proportion of
first-time registered users, the growth of the single user registration time will be
more obvious. This is because the increase in the number of users will lead to
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(a) Time spent on authentication of all
users

(b) Time spent for single user authentica-
tion

Fig. 4. Time spent in the user authentication phase

an increase in the load on the blockchain nodes, which in turn will lead to an
increase in the time it takes to parse the user registration request. On the other
hand, when the proportion of first-time registered users is relatively high, the
increase in user registration time will be more obvious. This is because when a
user is registered for the first time, the blockchain node needs to call a smart
contract to store the user registration information in the blockchain. The higher
the proportion of users who need to register for the first time, the more user
registration information the blockchain node needs to store in the blockchain,
so the user registration time will significantly increase. In addition, it can be
seen from Fig. 3(a) that the method proposed in this paper is well applicable to
the IoT scenario of mass users. In the IoT, because there are a large number of
IoT devices with the same attributes, the method proposed in this article only
needs to register users with the same attribute set on the blockchain and does
not need to store identity registration information again, which greatly shortens
the registration time.

Secondly, we compare and analyze the performance of the proposed user
authentication methods. To avoid the impact of user registration on the user
authentication phase, we assume that all users have completed their identity
registration on the blockchain. Similar to the user registration performance eval-
uation, we also compared the time spent on user authentication when the num-
ber of users is 8, 40, 100, 200, 500, and 1,000. In addition, we also compared
the influence of the proportion b of re-authenticated users (or the proportion
of users with the same attribute set) on user authentication. We compared the
time required for user authentication when the proportion of re-authenticated
users (or the proportion of users with the same attribute set) were 100%, 75%,
50%, 25%, and 0% respectively. It should be noted that when the proportion of
re-authenticated users (the proportion of users with the same attribute set) is
0%, the method proposed in this article is the same as the common blockchain-
based user authentication method. In addition, we also built a RADIUS-based
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centralized user authentication server in the prototype system to compare the
differences between distributed authentication methods and centralized EAP-
MD5 authentication methods. Figure 4 shows the time spent on authentication
with different numbers of users and different user proportions. Figure 4(a) shows
the total time it takes for all users to authenticate under different numbers of
users and different proportions b of re-authenticated users (users with the same
attribute set). Figure 4(b) shows the average authentication time of a single user
under the premise of different numbers of users and different proportions b.

It can be seen from Fig. 4(b) that the authentication time of a user increases
with the increase in the number of users. In this experiment, the blockchain
node is used as a user authentication response node, and its load will increase
as the number of users increases, which will affect the analysis of user authenti-
cation requests. Therefore, compared with the case of a small number of users,
the authentication time of a user with a large number of users will increase
significantly. In addition, as shown in Fig. 4(a), the user’s authentication delay
is negatively related to the proportion of re-authenticated users (or the pro-
portion of users with the same attribute set). The higher the proportion of
re-authenticated users (or users with the same attribute set) in the total users,
the lower the user authentication delay. This is because, in the user authentica-
tion process, the blockchain node needs to store the authentication record of the
first authenticated user on the chain, while the re-authenticated user (or user
with the same attribute set) queries the historical authentication record stored
in the blockchain, Blockchain nodes do not need to perform redundant mining
operations, which greatly shortens the authentication time.

In addition, we also compared the time delay of the proposed authentication
method and the centralized EAP-MD5 [2] user authentication method. In the
centralized user authentication method, we deploy the RADIUS server in another
domain, and set the cross-domain link delay to 500ms. In the blockchain-based
user authentication method proposed in this paper, when the proportion of re-
authenticated users (users with the same attribute set) is 100%, the authentica-
tion delay of the proposed methods is lower than the centralized cross-domain
user authentication method as shown in Fig. 4(b). However, when the propor-
tion of re-authenticated users (or users with the same attribute set) is low,
the authentication efficiency is lower than the centralized user authentication
method. This is because the constructed blockchain network uses a consensus
algorithm based on POW, and blockchain nodes need to mine new blocks to
store user authentication information in the blockchain. Therefore, the greater
the number of newly authenticated users, the greater the number of blocks that
blockchain nodes need to mine, and the time it takes to mine blocks will also
increase. However, it should be noted that the performance of blockchain nodes
also affects the mining time of the block to a certain extent, which in turn affects
the user authentication time.
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7 Conclusion

In this paper, we proposed a user identity authentication method based on
blockchain. This method uses blockchain to build a credible distributed user
authentication platform, and by constructing a mapping relationship between
user attributes and attribute identifiers, the rapid identity registration and
authentication process of massive user connections in the IoT scene is realized.

In addition, we built a prototype system to verify the performance of the
proposed method. The experimental results show that the user identity registra-
tion/authentication method proposed in this paper is superior to the common
distributed blockchain-based authentication methods in terms of authentication
speed and authentication efficiency. In particular, compared to the centralized
authentication method, the proposed method also has better performance advan-
tages in terms of authentication time and authentication efficiency.
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Abstract. 6G-oriented network intelligence needs the support of knowl-
edge from inside and outside the network. CAPEC and CWE are net-
work security databases targeting attack patterns and weaknesses respec-
tively, which are relatively complete knowledge from outside the network.
Constructing the important entities and relationships in CAPEC and
CWE as knowledge graphs is conducive to comprehensively grasping the
strategies and behaviors of certain attacks, thus providing a supplement
for network internal knowledge and guidance for attack prediction and
network situational awareness. Therefore, this paper analyzes the con-
tent and organizational structure of CAPEC and CWE, and proposes
a method to construct cyber-attack knowledge graph based on CAPEC
and CWE, which is implemented in the graph database Neo4j. This
paper also introduces the application of the knowledge graph in DDoS
flood attack and multi-stage attack.

Keywords: Knowledge graph · Internet security · CAPEC · CWE

1 Introduction

The sixth generation (6G) mobile network will further integrate Information
Technology (IT), Communication Technology (CT) and Data Technology (DT)
to achieve endogenous intelligence and security [1]. Ubiquity of intelligence is an
important feature of 6G network. Artificial intelligence technology has emerged
as a new way to design and optimize 6G networks [2]. In the future, Artificial
Intelligence technologies, including machine learning and deep learning, will be
widely used in the network. These methods need to mine the required knowledge
from a large number of complex data to provide decision support. These meth-
ods usually model the network as a black box, and provide decision support by
extracting features and discovering knowledge from a large number of complex
data. Therefore, these methods rely on comprehensive and sufficient data, and
the organization and utilization of complex data is the foundation to realize intel-
ligent network. In terms of network security, different from passive interception
in the past, we expect 6G network to realize intelligent prediction and detection
of malicious network behaviors, and to be able to respond automatically. There-
fore, we need to make full use of network security data and knowledge from both
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inside and outside the network. The knowledge from the inside of the network
refers to the knowledge obtained from the analysis of network infrastructure or
traffic data through artificial intelligence, which reflects the characteristics of
the real network. The knowledge from outside the network is the technology or
experience summarized by experts or organizations according to previous net-
work security incidents, such as the vulnerabilities used by certain attacks, the
steps implemented and mitigation measures, etc. CAPEC and CWE are the rep-
resentatives of them. CAPEC describes the prerequisites, technical requirements
and mitigation measures of common attack modes [3], while CWE describes the
common vulnerabilities of software and hardware in the network [4]. The knowl-
edge and conclusions summarized by the external knowledge base can be used
as a supplement to the network internal security knowledge, and provide high-
level basis and guidance for the prediction and detection of network malicious
behaviors and the perception of network situation. However, both CAPEC and
CWE are described in text format, which makes it difficult for these informa-
tion to be directly used in the detection and mitigation of network malicious
behavior. In order to facilitate the retrieval and utilization of useful information
in CAPEC and CWE, this paper considers using knowledge graph to reorga-
nize the structure of the two. As an important branch of artificial intelligence,
knowledge graph can represent data as an “entity-relation-entity” structure, help
understand big data, or use graph algorithm to analyze the deep correlation of
data to provide decision support [5]. Therefore, in order to construct network
attack behavior knowledge graph, this paper considers to use knowledge graph
to reorganize important entities and relationships in CAPEC and CWE, which
can help obtain a comprehensive description of a certain attack in the process
of attack prediction, detection and mitigation and supplement the knowledge of
network internal security.

The network security knowledge from external data sources and the network
security knowledge extracted from network infrastructure data complement each
other, which can better describe the network state and network attack scenarios,
and is of great significance to attack prediction, intrusion detection and net-
work situation awareness. The interaction between the cypher-attack behavior
knowledge graph proposed in this paper and network internal security knowledge
is shown in Fig. 1. Network Traffic Features Knowledge Graph is a knowledge
graph which is extracted from normal traffic and abnormal traffic by artificial
intelligence and reflects the features of different kinds of traffic. The Network
Entity Connecting Knowledge Graph consists of hardware and software entities
in a real network and their connections. As external knowledge, the knowledge
graph of network attack behavior can supplement the characteristics of attack
traffic extracted from the network traffic, help to find the vulnerabilities of soft-
ware and hardware in the network, and provide mitigation measures for attacks
or vulnerabilities.

The content structure of this paper is as follows: The second section discusses
the related work. The third section introduces the organizational structure and
relationships of CAPEC and CWE. In the fourth section, the structure and
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implementation of the knowledge graph of network attack behavior based on
CAPEC and CWE are introduced in detail, and the application of the knowledge
graph of network attack behavior is introduced with the example of DDoS flood
attack. The fifth section summarizes the whole work and puts forward some
suggestions for the future work.

Fig. 1. Interactions between external and internal knowledge

2 Related Work

With the enrichment of communication scenarios, security problems in networks
will become more diverse. [6] classified security problems and attacks in 5G net-
works according to protocols. In order to effectively identify attacks in networks,
we need to conduct more comprehensive analysis of attacks and introduce new
methods. [7] proposes a hybrid model to analyze 27 distinct DDoS attack events
that occurred in 2016 and reveals several motives underlying DDoS attacks.

In terms of creating the network security knowledge graph. [8] puts forward
a method to construct the network security knowledge graph. This paper first
constructs the ontology in the field of network security, and then describes the
Entity extraction and rule-based knowledge reasoning methods based on Named
Entity Recognizer (NER). [9] using Malware After Action Reports (AARs) as the
data source, NER was also used to extract entities and neural network was used
to predict the relationship between entities. The role of this knowledge graph is
to provide useful information in AARs to security engineers and reduce the time
of manual inspection of Reports. [10]specifically studied the improved method
of relationship extraction in the process of creating network security knowl-
edge map, and used deep learning method to extract the possible relationships



Cyber-Attack Behavior Knowledge Graph 355

between entities, so as to ensure the accuracy and integrity of the relationships
between entities. [11] proposed the framework of creating Knowledge Graph of
Threat Actor, built network security ontology around Threat Actor, and also
extracted entities from text data by improving NER. In the creation of the net-
work security knowledge graph, the above paper constructs the network security
domain ontology from different perspectives such as assets, attacks and attack-
ers, focusing on the method of entity identification and relationship extraction
in the text.

CAPEC and CWE, as complete public databases in the field of network
security, have been widely applied in the field of network security. [12] proposed
a systematic attack pattern modeling method to analyze the attack strategies
of 102 attack modes in CAPEC from the perspective of attackers. This method
can effectively identify multi-level attacks. [13] designed a tool for generating
random attack sequences and security events based on CAPEC, which can be
used for security system testing. [14] based on the hierarchical correlation of
vulnerabilities in CWE, PageRank algorithm was used to calculate the severity
score of each vulnerability to evaluate the vulnerability, so as to improve the
accuracy of vulnerability evaluation. In addition, there is a mapping relationship
between the ontology in the network security knowledge graph and the attacks
and weaknesses in CAPEC and CWE in some studies. CAPEC and CWE are
important data sources of network security ontology [15–17].

In addition, in order to deal with new attack modes and complex attacks,
researchers have proposed the kill chain model, ATT&CK and other models
to describe multi-stage attacks. The Kill chain model is a model based on the
life cycle of an attack, consisting of seven phases in which an attacker typically
executes an attack [18]. ATT&CK is based on the real-world attacker’s tactical
and technical knowledge base and provides a more fine-grained description of the
tactics, techniques, and processes at each stage of an attack than the kill chain
model [19]. These models describe the attack process from the attacker’s point
of view and provide guidance for the detection of attacks in each stage. However,
the corresponding knowledge is needed to provide guidance for specific attack
scenarios. The attack patterns listed in CAPEC correspond to the kill chain
model and specific attack techniques in ATT&CK, and the weaknesses listed in
CWE correspond to vulnerabilities exploited by attackers during the invasion
phase. Therefore, CAPEC and CWE need to provide intellectual intelligence to
attack models in an efficient way.

It can be seen that CAPEC and CWE play an important role in attack and
vulnerability analysis, network security ontology, knowledge graph construction
and attack model intelligence source. This paper mainly studies the construction
of network security knowledge graph by using CAPEC and CWE.
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3 Structures of CAPEC and CWE

3.1 CAPEC

Since the initial version of CAPEC was released in 2007, it currently contains
541 attack patterns [3]. Each attack pattern includes how the attack is designed,
executed and mitigated, which is stored in a hierarchical structure. However,
these attack patterns are described in text and are not conducive to automated
analysis.

Attack patterns in CAPEC are stored in a hierarchical structure, providing
two views, “attack principle” and “attack domain”. The “attack principle” view
classifies the attack mode according to the attack method, while the “attack
domain” view classifies the attack according to the network security domain.
There are four levels of abstraction in the hierarchy, which are Category Level,
Meta Level, Standard Level and Detailed Level. Category is a collection of attack
patterns based on common features; Meta Attack Pattern is a description of the
specific methods or techniques used in the Attack, providing a high-level under-
standing of the Attack methods without any specific techniques or implementa-
tions. The Standard Attack Pattern describes the specific methods or techniques
used in an Attack and provides a detailed description of the Attack methods.
Detailed Attack patterns describe specific techniques and execution processes,
usually associated with other Attack patterns of different levels to achieve an
Attack target. The hierarchical storage structure makes there exist hierarchical
relationships among different attack modes. When the Category is not consid-
ered and only the one-way relationship is considered, there are four relation-
ships among different attack modes, which are ChildOf, CanPrecede, PeerOf,
and CanAlsoBe.

3.2 CWE

CWE is a list of errors or vulnerabilities that can be exploited by attacks during
the deployment and design of network software or hardware. Its goal is to help
users of network software or hardware eliminate common vulnerabilities and
prevent some attacks from happening at the source. Mitre started this work in
1999, and CWE currently contains a total of 918 weakness records [4]. These
weaknesses are also described in text, which is not conducive to automated
analysis and use.

Weakness in a CWE is stored in a hierarchy, divided into Pillar, Class, Base,
Variant, and Compound according to different levels of abstraction. A Pillar is
the most abstract weakness type and represents weaknesses on the same topic
with a technical description. Class is also an abstract vulnerability type, inde-
pendent of a particular language or technology. Base remains independent of
resources or technology, but provides specific methods of detection and preven-
tion. Variant is a weakness related to a product that relates to a specific language
or technology. It is more specific than a weakness in the Base category. A Com-
pound is a compound of several weaknesses that, when combined, create other
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potential weaknesses. Without considering the two-way relationship, there are
six types of relationships among CWE weaknesses, namely ChildOf, CanPrecede,
PeerOf, CanAlsoBe, Requires, and StartsWith.

3.3 Relationship Between CAPEC and CWE

The vulnerability described in CWE is the root cause of an attack, while the
attack pattern in CAPEC describes how to exploit a weakness to launch an
attack. An attack pattern may be associated with one or more vulnerabilities,
and a vulnerability may be exploited by multiple attacks. There are descrip-
tions of related weaknesses and attack patterns in both CAPEC and CWE, but
the ID of related weaknesses and attack patterns is only listed under “Related
Weakness” and “Related Attack Patterns”, which makes it difficult to obtain all
the attack information through one-time query. If using the knowledge graph to
represent the attack mode, vulnerability and the relationship between them in
the form of entities and relationships, the subattacks of a certain type of attack,
the vulnerability of a certain type of attack and the mitigation measures of the
attack can be obtained more comprehensively and quickly.

4 Cyber-Attack Behavior Knowledge Graph

4.1 Structure of Cyber-Attack Behavior Knowledge Graph

Knowledge graph stores data in the form of “entity-relationship-entity,” so enti-
ties and relationships need to be defined based on the information provided by
CAPEC and CWE. A more intuitive approach is to abstract attack patterns and
weaknesses into two types of entities. Once the entity is identified, you need to
define its properties, which store important information about the attack pattern
or vulnerability. The attack mode attributes and meanings selected from CAPEC
are shown in Table 1. The attack pattern entity contains eight attributes, includ-
ing CAPEC ID, Name, Abstraction, Description, Typical Severity, Requisites,
Consequences and Mitigation. The vulnerability attributes selected from the
CWE and their meanings are shown in Table 2. The weakness entity contains six
attributes, including CWE ID, Name, Abstraction, Description, Consequences
and Mitigations.

For the relationship between entities, it is needed to obtain relationships
between attack modes, between vulnerabilities, and between attack modes and
weak. So the relationship between attack patterns and attack patterns, between
attack patterns and weaknesses, and between weaknesses and weaknesses pro-
vided by CAPEC and CWE are extracted. The relationships contained in the
knowledge graph are shown in Table 3.
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Table 1. Attributes and meanings of attack patterns in cyber-attack behavior knowl-
edge graph

Attack pattern
attributes

Corresponding
term(s) in CAPEC

Meanings

CAPEC ID ID Unique identification of the attack pattern

Name Name The generic name of the attack pattern

Abstraction Abstraction The level of abstraction of an attack
pattern, reflecting the hierarchy between
attack patterns

Description Description A general description of the attack pattern

Typical severity Typical severity Reflects the severity of the attack pattern

Requisites Prerequisites Reflects the conditions of the attack, can be
used for attack prediction.Skills required

Resources required

Consequences Consequences The consequences of the attack

Mitigations Mitigations Attack mitigation measures, mitigation or
recovery measures after an attack has
occurred

Table 2. Attributes and meanings of weaknesses in cypher-attack behavior knowledge
graph

Weakness
attributes

Corresponding
term(s) in CWE

Meanings

CWE ID ID Unique identification of the weakness

Name Name The generic name of the weakness

Abstraction Abstraction The level of abstraction of a weakness, reflecting
the hierarchy between weaknesses

Description Description A general description of the weakness

Consequences Consequences The consequences of the weakness

Mitigations Mitigations Vulnerability mitigation, means of repairing or
mitigating a vulnerability

Table 3. Entities and relationships in cyber-attack behavior knowledge graph

Entities 1 Relationships Entities 2

Attack pattern Child of, can precede, peer of, can also be Attack Pattern

Weakness Child of, can precede, peer of, can also be,
requires, starts with

Weakness

Attack pattern Related weaknesses Weakness
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4.2 Realization of Cyber-Attack Behavior Knowledge Graph

According to the entity and relationship information obtained from CAPEC and
CWE, the structure of the cyber-attack behavior knowledge graph is shown in
Fig. 2. The cyber-attack behavior knowledge graph contains entities of weak-
ness and attack pattern, which constitute three types of relations among attack
modes, among weaknesses, and between attack modes and weaknesses. After
designing the knowledge graph of network attack behavior, this paper selects
the graph database Neo4j to create the knowledge graph. Neo4j is a stable high-
performance graph database, which uses Cypher as a query language and pro-
vides multiple development methods [20]. This article uses Neo4j-community-
4.3.2 and Java driver package development, Cypher language embedded in Java.
First, using Java to read the XML data sets provided by CAPEC and CWE
to get the required entities and relationships. The entities and relationships are
then created using the CREATE, MERGE, and other statements in the Cypher
language. Some of the entities and relationships in the created knowledge graph
are shown in Fig. 3. Entities in the knowledge graph include attack patterns
and weaknesses, and the relationships between entities are reflected in the form
of edges. The “entity-relation-entity” structure in knowledge graph can quickly
and intuitively reflect an attack pattern and related weaknesses, so the attack
characteristics, attack requirements, attack and related vulnerability mitigation
measures of a certain attack can be acquired quickly and comprehensively, which
can effectively help attack prevention, attack detection and network situational
awareness.

4.3 Application of Cyber-Attack Behavior Knowledge Graph

DDoS attacks prevent computers or networks from providing normal services.
The ability to detect and respond to DDoS attacks automatically is the embod-
iment of the intelligence of 6G network in attack detection. To achieve this goal,
information in the knowledge graph should be fully utilized.

DDoS Flood is a common type of DDoS attacks. Next, the information sup-
port of knowledge graph for intelligent network will be introduced by taking flood
attack as an example. First, enter the query statement “MATCH (a:CAPEC
name:“ Flooding ”)-[r1]-(b:CAPEC) RETURN a,r1,b ” in neo4j to obtain the
“Flooding” attack pattern and other attack patterns directly related to it. As
shown in Fig. 4, the Flooding attacks in CAPEC include TCP Flood, UDP Flood,
ICMP Flood, HTTP Flood, SSL Flood, XML Flood, Amplification and BlueS-
macking. In order to obtain the related weaknesses of Flooding attacks, the
Cypher query statement “MATCH (a:CAPEC name:“ Flooding ”)-[r1]-(b)-[r2]-
(c) RETURN a, r1, b, r2, c” can be entered in Neo4j. Then it can return node sets
b and c, which start from CAPEC node “Flooding” and are connected through
relationship sets r1 and r2, as shown in Fig. 5. According to the returned results,
Flooding attacks are associated with the weaknesses of “Allocation of Resources
Without Limits or Throttling” and “Improper Resource Shutdown or Release”
in CWE. TCP Flood, UDP Flood, ICMP Flood, HTTP Flood, SSL Flood, XML



360 W. Wang et al.

Fig. 2. Entities and relationships of cyber attack behavior knowledge graph

Fig. 3. Some entities and relationships of cyber attack behavior knowledge graph in
Neo4j
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Flood, and Amplification are caused by “Allocation of Resources Without Lim-
its or Life is precious, and BlueSmacking is caused by “precious Resource Shut-
down or Release.” XML Flood contains a more detailed attack description, XML
Ping of the Death, which is related to the vulnerability “Uncontrolled Resource
Consumption”. The returned results also show other weaknesses related to the
primary weakness (“Allocation of Resources Without Limits or Throttling” and
“Improper Resource Shutdown or Release”) of the flood attack.

Fig. 4. The attack patterns related to the flooding

It can be seen from the connection between attacks and weaknesses that the
weakness “Allocation of Resources Without Limits or Throttling” is associated
with a variety of flood attacks and is the key weakness to cause flood attacks. If
the weakness is prevented or mitigated according to the information provided by
CWE, the impact of Flooding attacks will be effectively mitigated. The causal
relationship between various kinds of weaknesses can be seen from the connec-
tion between weaknesses and weaknesses, which is conducive to preventing the
generation of vulnerabilities from the source. According to the relationship and
weakness returned by the knowledge graph, the corresponding attributes can
be found to obtain the attack policy, cause and mitigation measures, which can
provide basis and guidance for attack detection and mitigation. Compared with
the web search methods provided by CAPEC and CWE, the network security
knowledge graph proposed in this paper can comprehensively obtain the related
attacks and weaknesses of a certain type of attack through a single query and it
is easier to find the key weakness.
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Fig. 5. The attack patterns and weaknesses related to the flooding

The knowledge graph proposed in this paper can be used as the intelli-
gence source of the multi-stage attack model Kill Chain. Kill Chain Divides
network attacks into seven stages from the attacker’s perspective, namely recon-
naissance, weaponization, delivery, exploitation, installation, command&control
and actions on objectives [17]. The weakness information and attack execution
information in the knowledge graph may be the basis for the attacker to carry
out each attack stage. Therefore, after an attacker’s action is captured, the vul-
nerability and possible trend exploited by the attacker can be quickly obtained
through the knowledge graph to take appropriate countermeasures. Again, tak-
ing flooding attack as an example, in the knowledge graph returned by the above
query language, We can see from the attribute information under the flood attack
node that the prerequisite for launching the flood attack is “Any target that ser-
vices requests is vulnerable to this attack on some level of Scale. ”, which helps
us determine the scope of our defenses against attacks. In the attribute infor-
mation of “Allocation of Resources Without Limits or Throttling”, mitigation
measures for different stages of vulnerability exploitation can be obtained, pro-
viding guidance for attack prevention and mitigation.

In the era of 6G, artificial intelligence technology will be integrated into the
network architecture. The network security knowledge graph facilitates artificial
intelligence technology to utilize complex and huge network data, so that the
network can use machine learning, deep learning, natural language processing
and other technologies to understand and mine the information in the knowl-
edge graph, and feed back to the network decision events. With the help of the
knowledge graph, useful information in CAPEC and CWE will be able to be more
effectively combined with attack models and artificial intelligence technologies
to aid intelligence-driven network security.
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5 Conclusion

This paper mainly analyzes the main content and storage structure of CAPEC
and CWE, then describes the method of constructing cyber-attack behavior
knowledge graph using CAPEC and CWE, and introduces the application
method based on Neo4j Cypher language. Compared with other network security
knowledge graphs, this paper focuses on the analysis and application of CAPEC
and CWE. With the help of the quick query function of the knowledge graph,
the comprehensive information of a certain attack can be returned and the key
weaknesses of a certain attack can be found. In addition, the knowledge graph
proposed in this paper can be used as an intelligence source for multi-stage attack
models such as Kill Chain and ATT&CK.

It is the basis of content reasoning and attack prediction to establish knowl-
edge graph with comprehensive content and fast query. At present, the function
of knowledge graph proposed in this paper is still based on the query and display
function provided by Neo4j. With the development of machine learning and nat-
ural language processing technology, machine learning technology can be used to
analyze the deep connection between attacks and weaknesses in the graph, and
natural language processing can be used to realize automatic query and screen-
ing of useful information. The most important work in the future is to improve
the interaction between the network attack behavior knowledge graph and the
network internal knowledge, and to apply the knowledge of attack patterns and
vulnerabilities to attack detection and network situational awareness.
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Abstract. With the advent of fifth-generation network, mobile inter-
net security suffer plenty of DDoS attacks. The number and frequency
of occurrence of DDoS attacks are predicted to soar as time goes by,
hence there is a need for a sophisticated DDoS detection framework
to 5G network without worrying about the security issues and threats.
Normally, the neural networks are widely used to detect complex and
diversified DDoS attacks. However, feature vectors with high dimensions
have a negative effect on detection performance. At present, there is little
work on DDoS security dataset dimensionality reduction and verification.
This paper proposes a DDoS detection method based on dimensional-
ity reduction security dataset. First, XGBoost and mutual information
algorithms are used to reduce the dimensionality of the KDDCup99 and
CICDDoS2019 dataset respectively. Futhermore, we collect dataset in
the experimental environment. Then, the CNN+LSTM and MLP neural
network detectors are used to detect the dataset before and after the
XGBoost dimensionality reduction. The experimental results show that
using the XGBoost dimensionality reduction dataset, the neural network
detector can detect multiclassify DDoS attack types with high accuracy
and recall rate.

Keywords: DDoS attack · Mutual information · XGBoost demension
reduction · Detection method

1 Introduction

With a large number of devices connected to the Internet, while previous cyber-
attacks seem to be less complicated and relatively sophisticated, future attacks
such as code hacking, morphing, and bots may be very destructive both to mobile
internet security and the entire 5G network if not detected and mitigated [1].
Thus making them vulnerable to cyber-attacks such as Denial of Service and
Distributed Denial of Service (DDoS) as the case may be [1].

During 2017–2018, Kaspersky organization quarterly compared DDoS
attacks number and frequency [2], which indicate that the attack time continues
to increase with quarterly changes. In 2020, NSFOCUS released a report on the
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development trend of cyber attacks. The report pointed out that network secu-
rity incidents was showed a rapid growth trend, and the types of attacks showed
diversified characteristics [3].

The researchers utilize neural networks to solve network problem. K.M [4]
proposed machine learning algorithms implemented in network intrusion detec-
tion. Zhe Tu [5]proposed they will combine artificial intelligence and neural net-
work to analyze spatial routing. Moreover, neural network can find long corre-
lation between features as well as non-linear correlation in the dataset, which
is widely applied to detect complex and diversified DDoS attacks. However,
excessive DDoS attack features will make the network computational complex-
ity increase, and the high dimensionality feature will have a negative effect on
model performance [6].

Researchers have proposed many dimensionality reduction methods that can
improve neural network performance. Jie Cai [7] discuss several frequently used
evaluation measures for feature selection, and then survey supervised, unsu-
pervised, and semi-supervised feature selection methods, and future challenges.
Olsson et al. [8] combined frequency threshold, information gain and chi-square
for text classification problems., which did not apply in DDoS detection problem.
Kamalov et al. [9] proposed a feature selection method that deal with continuous
input features and discrete target values. It can achieve high accuracy in dis-
tinguishing between DDoS and benign signals. This method just achieve binary
class. Fadi Salo et al. [10] propose combining the approaches of information gain
(IG) and principal component analysis (PCA) with an ensemble classifier based
on support vector machine (SVM), Instance-based learning algorithms (IBK),
and multilayer perceptron (MLP). The performance of this ensemble method was
evaluated based on three datasets, namely ISCX 2012, NSL-KDD, and Kyoto
2006. Experimental results show that the proposed hybrid dimensionality reduc-
tion method with high accuracy and low false alarm rates. But it does not fit
multiclass. Xin Li [11] propose LNNLS-KH algorithm for feature selection of
network intrusion detection. Experiments show that the LNNLS-KH algorithm
retains 7 features in NSL-KDD dataset and 10 features in CICIDS2017 dataset
on average, which effectively eliminates redundant features while ensuring high
detection accuracy. Chundong et al. [12] proposed a SU Genetic method to select
important features of the original attack data. The SU Genetic method ranks fea-
tures by the symmetrical uncertainty and then selects features with the genetic
algorithm. The experiment show that the efficiency and accuracy were improved
with the proposed SU Genetic feature selection method. But this dataset is old.
Odnan [13] proposed a feature reduction approach based on the Analysis of Vari-
ance (ANOVA), which show that it can reduce the data input, meawhile, increase
accuracy. Brian Morris [14] theoretically mentioned that the intrusion detection
system captures the data packet flow, and combines the three dimensionality
reduction methods with integrated learning, independent component analysis,
and principal component analysis with artificial intelligence. The network learns
malicious and benign traffic, but this paper lack experimental verification to
provide the effectiveness of the proposed dimensionality reduction method. With
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ICA(Independent Component Analysis, ICA), PCA(Principle Component Anal-
ysis, PCA), SVD(Singular Value Decomposition, SVD) and NMF(Non-negative
Matrix Factorization, NMF), Mandikal Vikram et al. [15] use the four method
reduce the dimensionality of Tiny-Imagenet, Caltech-256 and MNIST datasets,
however, this paper did not verify the performance in terms of network security.
Amiri et al. [16] used a feature selection algorithm based on the mutual informa-
tion to reduce KDDCup99 dataset, selected the maximum mutual information
feature, then as a feature subset. Compared to the linearly related feature and
forward feature dimensionality reduction method, [16] used false positives, true
positive and accuracy rate evaluation method performance, the results show
that dimensionality reduction based on mutual information effectively detect
R2L (Remote to Local Attack, R2L) and Probe. However, mutual information
dimensionality reduction did not consider the correlation and redundancy so
as to the neural network do not accurately recognize the DDoS and U2R. In
order to compare the mutual information dimensionality reduction proposed by
Amiri [16], we propose a detection DDoS method with the reduction dimension-
ality method.

The major contributions of this paper include: (1) propose a security dataset
dimensionality reduction method, and reduced the dimensionality of the CICD-
DoS2019 and KDDCup99 datasets, (2) In the tensorflow platform, CNN+LSTM
and MLP network detector detect the performance effect of the dataset before
and after the dimensionality reduction, (3) In the experiment, we collect the
dataset including SYN, ACK, UDP and Benign, (4) we utilize the XGBoost
to reduce dimensionality the self-generated dataset and multiclassify the DDoS
attack type.

The remainder of this article is organized as follows: Sect. 2 introduces
the method of detection dimensionality reduction safety dataset, XGBoost,
mutual information dimensionality reduction algorithm and the principle of the
neural network detector; Sect. 3 explains the safety dataset reduction dimen-
sion method; Sect. 4 performs experimental verification; Sect. 5 summarizes the
paper.

2 Detect Safety Dataset Based on the Dimensionality
Reduction

First, this section adopts XGBoost and mutual information algorithm to reduce
dimensionality KDDCup99 [17] and CICDDoS2019 [18] datasets, secondly,
CNN+LSTM (Convolutional Neural Networks, CNN, Long Short Term Memory,
LSTM) as well as MLP (Multilayer Perceptron, MLP) separately detect DDoS
attacks. Finally, detection method based on dimensionality reduction dataset is
achieved.
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2.1 DDoS Detection Method Based on Dimensionality Reduction
Security Dataset

Figure 1 describe the detection dimensionality reduction dataset method for
DDoS attacks. The method consists of dataset acquisition, feature extraction,
feature dimensionality reduction and attack detection.

Because there are a large number of irrelevant or redundant feature val-
ues in the CICDDoS2019 and KDDCup99 datasets, which fail to identify DDoS
attacks [19], therefore, the dataset needs to be preprocessed in the feature extrac-
tion stage. In the feature dimensionality reduction stage, first, the number of fea-
tures is reduced through XGBoost and mutual information. Second, the method
will effectively choose the feature subset of DDoS attacks, third, the feature sub-
set is fed to the neural network detector, as well as the CNN+LSTM and MLP
neural network detectors learn the relationship between the label and the feature
values. Finally, according to the relationship, DDoS attack traffic is detected.

Fig. 1. The dimensionality reduction dataset detection method for DDoS attacks.

We use mutual information and XGBoost algorithms reducing the dimen-
sionality of the security datasets. Mutual information algorithm [20] calculates
the correlation between features and label, and the correlation between label and
label, then, rank the correlation feature value. In the XGBoost dimensionality
reduction algoritm [21], the feature values are sorted at the beginning. During the
sorting process, CPU multithread is used to calculate the feature branch points
in parallel, find the appropriate split point, repeat calling the feature value, cal-
culate the information gain of each feature, and finally sort information gain
value.

2.2 Neural Network Detector

We utilize deep learning to deeply capture the features of long correlation and
nonlinear correlation between features. DDoS attacks are detected based on the
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features in the security dataset. The CNN+LSTM detection DDoS attack model
is shown in Fig. 2.

The feature vector in the dataset is fed into the CNN. The attack feature is
translated by the convolutional layer, then the pooling layer selects the local fea-
tures and uses downsampling method to reduce feature complexity. The LSTM
unit inputs the important feature sequence extracted by CNN, through the forget
gate, input gate and output gate, information flow transmission is adjusted. The
LSTM layer use a time window to maintain time series features. Finally, the fully
connected layer distinguishes smurf, back, neptune, and teardrop attacks in the
KDDCup99 dataset, SYN, UDP attack and benign traffic in the CICDDoS2019
dataset.

Fig. 2. Detect DDoS based on CNN+LSTM method

Fig. 3. Detection DDoS based on MLP

As can be seen in Fig. 3, the feature columns of the dataset are fed to the input
layer of the MLP neural network. The hidden layer learn the one-way feature
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information. The output of the output layer is the probability of determining a
certain type.

3 Reduce Security Dataset Dimensionality Method

Because of irrelevance and redundancy in the KDDCup99 and CICDDoS2019
dataset, dimensionality reduction algorithm converts high-dimensional data into
low-dimensional data, and retains important information. Therefore, it is nec-
essary that we should adpot dimensionality reduction security dataset methods
including feature normalization, feature selection, and dataset segmentation.

3.1 Character Feature Digitization

In order to transfer the character features, we adopt LabelBinarizer encod-
ing mapping method. SYN, UDP, Benign correspond to 1,0,0; 0,1,0; 0,0,1.
Teardrop, Smurf, Back, Neptune, Benign respectively correspond to 1,0,0,0,0;
0,1,0,0,0;0,0,1,0,0; 0, 0,0,1,0; 0,0,0,0,1.

3.2 Feature Normalization

In order to eliminate the deviation in the dataset, the feature scale method scales
the feature value [22]. We adopt the normalization method to process the data.
The normalization method is given by

X =
X −Xmin

Xmax −Xmin
(1)

According to formula (1), X represents feature value, Xmax represents the small-
est number in a certain dimension, Xmin represents the largest number in a
certain dimension.

3.3 Feature Selection

By selecting suitable features, deleting irrelevant features, reducing redundant
features, three ways improve the accuracy of the algorithm. In this paper, the
correlation coefficient method is applied, and the correlation coefficient value is
set to 0.8. If the correlation coefficient value higher than 0.8, the feature affect
the accuracy of the neural network, thence the feature is removed. Finally, the
26 dimensional feature is composed of KDDCup99+ new dataset, and the 43
dimensional feature is composed of CICDDoS2019+ new dataset.

3.4 Dataset Segmentation

The research objective of this article is to detect DDoS attacks, so the following
involves DDoS attacks, teardrop, smurf, back, neptune, and normal samples in
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the KDDCup99 dataset and UDP, SYN, Benign samples in the CICDDoS2019
dataset.

Because of the dataset oversize, the detection time is prolonged. In order to
avoid this situation, according to a certain ratio, teardrop, smurf, back, neptune
and normal separately extract 50000 rows, 800 rows, 10000 rows, 400 rows, and
10000 rows which combines into the KDDCup99 train set, as well as extract
20000 rows, 10000 rows, 1000 rows, 20000 rows, and 500 rows which combines
into the KDDCup99 test set. UDP, SYN and Benign separately extract 10000
rows, 10000 rows, and 5000 rows which combines into the CICDDoS2019 trainset,
as well as extract 15000 rows, 15000 rows, and 30000 rows which combines into
the CICDDoS2019 testset.

3.5 Feature Dimensionality Reduction

We use XGBoost and mutual information to reduce KDDCup99 and CICD-
DoS2019 trainset dimensionality, and feature set is fed to the neural network,
which detect DDoS attack.

First, we use the XGBoost plot feature importance. The gain value measures
how important the feature is in the dataset. By the size of the gain value, we
select src bytes, dst bytes, flag, diff srv rate, protocol type, dst host count and
wrong fragment making up the KDDCup99 train subset. Its importance value
and meaning are shown in Table 1. In Table 1, protocol type represents the proto-
col type of the attack packet. When the host faces attack, attacker request more
service from the destination host so as to quickly consume resource. Meanwhile,
src bytes, dst bytes, dst host count and diff srv rate will also change significantly.
In the KDDCup99 train set, The value of wrong fragment can judge the correct
of the datagram fragmentation in the teardrop attack. If the value is high, the
connection is likely to be attacked. Since both SYN attacks and UDP attacks
send a large number of attack packets during the attack, the number of bytes
will increase in the network. The flow bytes can reflect the network traffic. The
flow duration reflects the communication time between data packets. If the time

Table 1. KDDCup99 train subset and gain

Feature name Gain

Src byte 0.33

Flag 0.14

Diff srv rate 0.11

Dst bytes 0.11

Protocol type 0.8

Dst host count 0.5

Wrong fragment 0.4



372 M. Li et al.

Table 2. CICDDoS2019 train subset and gain

Feature name Gain

Destination Port 0.37

Source Port 0.31

Total Length of Fwd Packets 0.22

Flow Duration 0.18

SYN Flag Count 0.15

Flow Bytes/s 0.10

Protocol 0.10

is over long, it means that an attack can be happen. The feature protocol indi-
cates the type of protocol. Different protocol data packets can reflect different
attack behaviors, so the protocol field can also be used as a detection feature.
Regarding the UDP attack, the source port and destination port number reflect
that the attacker can construct malicious messages by setting the specific port
number. The feature total length of fwd packets reflect that the attacker send
the same length data packet. During a SYN flood attack, the attacker uses a
large number of half-open connections to consume the victim resources. There-
fore, the SYN flags is one of the selected features. Similarly, in order to avoid
increasing the detection time, CICDDoS2019 train subset consist of Destination
Port, Source Port, Flow Bytes/s, Flow Duration, SYN Flag Count, Total Length
of Fwd Packets, Protocol. Its gain value and meaning are shown in Table 2.

In order to ensure that the trainset is equal to the number of features in the
testset, Src bytes, Dst bytes, Flag, Diff srv rate, Protocol type, Dst host count
and Wrong fragment compose the KDDCup99 test subset, Destination Port,
Source Port, Flow Bytes/s, Flow Duration, SYN Flag Count, Total Length of
Fwd Packets, Protocol constitute the CICDDoS2019 test subset.

Secondly, mutual information dimensionality reduction method deletes the
high dimensional features. In order to be consistent with the KDDCup99 train-
ing subset and the CICDDoS2019 train subset, we take the top seven features,
therefore, the protocol type, Src bytes, Destination byte, Urgent, Su attempted,
Is hot login, Num outbound cmds form KDDCup99* train subset. Source Port,
Fwd Packet Length Max, Flow Bytes/s, Flow Duration, ACK Flag Count, Total
Length of Fwd Packets, Protocol compose the CICDDoS2019* train subset.

In order to ensure that the trainset is equal to the number of features in the
testset, Protocol type, Src byte, Dst bytes, Urgent, Su attempted, Is hot login,
Num outbound cmds compose the KDDCup99 test subset, Destination Port,
Source Port, Flow Bytes/s, Flow Duration, SYN Flag Count, Total Length of
Fwd Packets, Protocol constitute the CICDDoS2019 test subset.
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Fig. 4. The contrast of the detect time

Table 3. CICDDoS2019 dataset and false negative rate

Feature number SYN UDP

Sevent feature 0.003 0.014

Four feature 0.07 0.08

Table 4. KDDCup99 dataset and false negative rate

Feature number Teardrop Smurf Back Neptune

Sevent feature 0.0019 0 0.0005 0.004

Four feature 0 0.0004 0 0.016

The Fig. 4 is a comparison diagram of the detect time. It can be seen from
Fig. 4 that the train of all features of the neural network detector will increase the
average time for detecting each flow in the two data sets of CICDDoS2019 and
KDDCup99. Table 3 and Table 4 are the false alarm rate of the CICDDoS2019
data set and the false alarm rate of the KDDCup99 data set respectively. In
Table 3, the neural network detection of the four features has a higher false posi-
tive rate than the false positive rate of SYN and UDP generated by the detection
of seven characteristics. In Table 4, the neural network respectively identify four
types of attacks in the KDDCup99 dataset. The experimental results show that
the neural network incorrectly identify Smurf and Neptune using the four char-
acteristics with a higher probability. In summary, too many features will increase
the time for the neural network detector to detect DDoS attacks, as well as too
few features is not conducive to the deep characteristics of the detector learning
features, which will cause high false alarms for each type of attack.
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The source codes in our work will all be published on GitHub to inter-
ested researchers. The source codes is available at https://github.com/liliMpro/
dataset.

4 Experimental Results

4.1 Experimental Environment

All experiments adopt the windows operating system. The CPU is Intel-i7
6700K. The keras library compile the algorithm in the tensorflow platform. Sim-
ilarly, the keras process the KDDCup99 dataset and CICDDoS2019 dataset.

4.2 Evaluation Metric

In order to appreciate the detection quality of the different experiments, we
provide the following performance metrics for each experiments: accuracy, preci-
sion, recall, and F1 [22]. Accuracy is the correctly classified sample proportion.
Precision is all the samples that are predicted to be actually positive. Recall
is actually a positive sample which is predicted to be a positive sample. F1
score is a weighted balance between precision and recall. The loss rate repre-
sents the difference between the true label and the predict label. There are A
and B experiments. Experiment A: this scene uses XGBoost and mutual infor-
mation to reduce the KDDCup99, CICDDoS2019 dataset dimensionality, then,
the CNN+LSTM neural network detect the dataset. Experiment B: this scenario
uses XGBoost to reduce the self dataset dimensionality, then the CNN+LSTM,
RNN neural networks detect the dataset and multi classification DDoS attack.

4.3 Experiment A

The parameter values of our deep learning network model are shown in Table 5.
To overcome overfitting, dropout and weight constraints were utilized. Note that
the dropout is randomly dropping units from the neural network during training.
Batchnorm speed up the training process and reduce detection time. Hence,
the neural network model add batchnorm and dropout parameters. The neural
network train 20 rounds. After using the dimensional method, the train feature
are fed to the neural network and save the network model. We use detection
metrics to compare the effects of different dimensionality reduction methods.

Table 5. CNN+LSTM

Parameter Parameter value

Convolution kernel 3

Downsampling 1

Optimizer SGD

Activation function Relu

https://github.com/liliMpro/dataset
https://github.com/liliMpro/dataset
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In order to avoid the unbalanced distribution of samples, we use precision,
recall and F1 score which evaluate the performance of neural network classifiers.
In Fig. 5, the neural network is more suitable for detecting the XGBoost dimen-
sionality reduction dataset. Compared with the mutual information method, the
neural network detector can identify DDoS attacks after XGBoost dimensional-
ity reduction with higher accuracy.
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Fig. 5. The KDDCUP99 performance
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Fig. 6. The CICDDoS2019 performance

The Fig. 6 lists the accuracy, recall and F1 score. The higher the accuracy,
the detector can classify most of the samples as DDoS attacks. The F1 score
is directly proportional to the performance of the detector. From the values in
Fig. 6, it can be seen that the performance of the neural network is equivalent in
the two cases. Experiments show that compared to mutual information dimen-
sionality reduction technology, the XGBoost dimension method can not only
reduce the feature dimensionality, but also we use the neural network to train
the reduced dimensionality dataset, as well as the detector can achieve high
accuracy.

4.4 Experiment B

We use the Ubuntu18.04 Server operating system to build an experimental envi-
ronment, use the hping3 tool to simulate SYN, UDP, ACK DDoS traffic, as well
as make use of python to simulate 5G scenarios to generate benign traffic, such
as browsers, file transfers, etc. Benign traffic and attack traffic are combined into
a self-generated dataset.

In experiment A, the results show that compared with the mutual information
dimensionality reduction algorithm. We prefer to choose neural network to detect
XGBoost dimensionality reduction dataset. The neural network performance is
better.

Therefore, in experiment B, first of all, the XGBoost reduce the self-generated
dataset dimensionality, hereafter, the CNN+LSTM and MLP neural network was
used to multiclassify the self-generated dataset to verify the neural performance
of the network. The MLP neural network structure parameters are shown in
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Table 6, and the CNN+LSTM neural network parameters are shown in Table 5.
We use CNN+LSTM and MLP neural network to train 20 rounds, and use the
softmax classifier to fine grain the traffic in the test subset.

Table 6. MLP

Parameter Parameter value

Hiden layer 3

Optimizer Adam

Activation function Relu
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Fig. 7. CNN+LSTM result
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Fig. 8. MLP result

In Fig. 7, we compare the performance of CNN+LSTM neural network detect-
ing the self-generate dataset. The precision of SYN and UDP attacks is close to
1; the recall of SYN attacks is close to 0.94; the F1 of SYN attacks score is 0.96;
the recall of UDP attacks and the F1 scores are 0.98. For the normal traffic, all
of the metrics are 0.99. Most of the ACK metric is 0.89. As shown in Fig. 8, the
probability that MLP neural network can correctly classify the SYN attack is
close to 0.95. The all metric values of the UDP and benign flow are 0.98. The
precision of ACK is 0.89 and the rest metrics are 0.90.

In summary, the XGBoost reduce self-generate dataset dimensionality and
we use CNN+LSTM and MLP neural network to detect. Experimental results
show that the neural network can multiclassify all traffic type, and the metrcis
can be close to 0.93 on average.

5 Conclusion and Future Work

Secured communication has always been a problem and that probblem has
increased and will continue to increase, especially with the recent adoption of 5G
networks. DDoS tops when it comes to security threats for these networks and
that precipitated the need for efficient DDoS prevention and detection. We detect



A DDoS Detection Method with Feature Set Dimension Reduction 377

DDoS attacks based on dimensionality reduction security datasets method. This
method can reduce the feature dimension of the safety datasets. The experiment
A results demonstrate that with XGBoost dimensionality reduction method, the
neural network can improve the accuracy of the model. Experiment B results
show that different neural networks can detect DDoS attacks in the self-generated
feature set after XGBoost dimensionality reduction, and more accurately mul-
ticlassify attack types. Next, we will integrate LSTM and attention, which can
reduce the dependency of features. And we will compare with traditional meth-
ods which verify the effectiveness of the detection method in a real-world network
environment.

Acknowledgments. This paper is supported by National Key R&D Program of
China under Grant No. 2018YFA0701604.
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Abstract. Despite the development of autonomous driving technol-
ogy, there are still vulnerabilities in security technology. Therefore, this
paper proposes a cybersecurity attack response plan that may occur in
autonomous driving. First, we propose a C-ITS security structure for
autonomous vehicle security in a 5G environment. Subsequently, the lat-
est security technologies applicable to autonomous vehicles are analyzed.
Finally, we describe what targets can be achieved by applying these tech-
niques.

Keywords: 5G · Security · Autonomous driving

1 Introduction

From July 2020, the Ministry of Land, Infrastructure and Transport introduced
safety standards for level 3 autonomous driving for the first time in the world and
allowed them to be applied to actual commercial vehicles [1]. In addition, 28GHz-
based high-speed, low-latency 5G communication, which is a necessary condition
for autonomous driving, will be introduced in the second half of 2020 [2]. As such,
autonomous driving is getting closer to our lives, but security technologies and
products to protect autonomous vehicles and Cooperative-Intelligent Transport
Systems (C-ITS) from cyber terrorism are lacking. Therefore, in this study, we
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propose the following autonomous vehicle security technology in the 5G envi-
ronment to effectively defend and respond to all possible cyber attacks in the
autonomous vehicle and C-ITS environment (Fig. 1).

Fig. 1. Proposed autonomous vehicle security technology in 5G environment

1.1 Threatening the Hacking of Self-driving Cars that Threaten
Citizens’ Property and Life

Recently developed and produced automobiles are equipped with intelligent
functions such as RADAR, LiDAR sensors, Smart Cruise Control (SCC), and
Advanced Emergency Braking System (AEB), securing network connectivity,
making them susceptible to hacking threats [3]. Since hacking of self-driving
cars threatens the property and safety of citizens, integrated security products
that can secure both hardware and software are needed. Therefore, through this
study, we intend to propose security technologies for software such as detection
of abnormal behavior as well as hardware security equipment such as embedded
system security products for vehicles.

1.2 Analysis and Response of Security Threats to Internal/External
Targets of Autonomous Vehicles

In order to analyze and respond to security threats within/outside self-driving
cars, we first want to identify domestic and foreign technology trends of the latest
automobile hacking technology and design countermeasures. We will investigate
known threats internal and external automobiles for self-driving cars and need
to investigate trends in self-driving car threat response technologies that can
respond to these threats. In addition, it is necessary to develop a secure boot
remote verification plan to protect the autonomous vehicle battlefield system.
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Integrity verification and OTA communication security environment for soft-
ware/firmware update files such as navigation updates should be established
(Fig. 2).

Fig. 2. Security threats and response suites inside self-driving cars

1.3 Establishment of an Autonomous Vehicle and Intelligent
Transportation System Certification System

The certification system in autonomous vehicles and intelligent transportation
systems proposed in this paper is designed to comply with communication secu-
rity standards in C-ITS environments such as IEEE 1609.2 [4], SAE J2735 [5],
and SAE J3061 [6]. Anonymous certificate technology is applied to protect per-
sonal information such as vehicle-specific information, vehicle owner information,
and location information. It should include all elements of certificate manage-
ment, such as Certificate Authority (CA), Registration Authority (RA), and
Certificate Revolution List (CRL), and aims to commercialize certification ser-
vices in an intelligent transportation system through the establishment of a
virtualized cloud-based certification system.

1.4 5G Edge Environmental Security

Security standards for 5G communication protocols should be studied to estab-
lish a security system for 5G Edge environments. And in order to establish a
security system in a 5G autonomous driving environment, it is necessary to
establish an enterprise-level security environment for the Edge environment. For
security of networks via edge in an autonomous driving environment, access
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Fig. 3. Structure diagram of autonomous vehicle and intelligent transportation system
certification system

control and communication security systems must be established between edge
node and vehicle, edge node and ITS infrastructure, and edge node and traffic
information centers (Fig. 3).

1.5 Establishment of Malicious Code Response System for
Autonomous Vehicle Environment

We intend to establish a malicious code response system for autonomous vehicles
and ITS environments through the following methodologies.

– Implementation of communication monitoring technology for L3, L4, and L7
layers used in V2X

– Malicious code and Advanced Persistent Thread (APT) detection through
Deep Packet Inspection (DPI)

– Integrated multi-engine inspection systems such as Virus Total, Metalfender,
hybrid-analysis, etc.

– Real-time response system for new and variant viruses through machine
learning.

1.6 Provide Access Control Measures Through Network Security

We will study network security measures such as applying centralized access
control policies, certificate-based self-driving cars, ITS infrastructure classifica-
tion and access control, and Software Defined Perimeter (SDP) [7] technology.
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It is intended to provide access control measures to traffic control centers in
autonomous driving environments using network security technology. Figure 4
shows the network security structure through the SDP access control system
between the ITS infrastructure such as Road Side Unit (RSU) and the traffic
control center.

Fig. 4. SDP access control network structure

1.7 Autonomous Car and ITS Data Collection and Behavior
Analysis Through Machine Learning

Through this study, we intend to build an anomaly detection model through
machine learning by collecting hardware, software, and network security, as well
as in-vehicle/external data generated by 5G communication networks and WAVE
communication in real time. The data learned in machine learning and deep
learning plans to utilize log records of existing legacy equipment, Edge nodes,
and V2X data collected from traffic control centers.

2 Technology Trends of Domestic and International
Related to Automobile Security

2.1 High Speed Detection Technology for Malicious Packets
Through Deep Packet Inspection (DPI)

Deep packet analysis technology is a concept that extends the scope of monitor-
ing to the content (content) of packets coming and going on the network and
can determine whether packets are malicious based on much more information
than security products used to monitor packet origin and destination or header
information in the past [8]. Therefore, DPI technology inevitably results in a
decrease in network speed by monitoring a large portion of packets, and the core
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of the technology is to handle these network loads smoothly. Figure 5 shows the
analysis method and DPI application layer according to the packet layer.

Fig. 5. Analysis method according to packet layer and DPI application layer

Technology Trends in Korea

[Penta Security System Inc.] A representative domestic company with DPI
technology is the Penta Security System. The Penta Security System develops
and distributes its own web firewall, the No. 1 market share in the Asia-Pacific
market. Due to the nature of the web firewall, packets must be detected to
the application layer, so the Penta Security System has the element technology
necessary for in-depth packet analysis.

Technology Trends in International
According to the 2009 Yankee Group Report, the company’s return on invest-
ment (ROI) is estimated to increase to more than 25% on average when applying
DPI technology, and the need for it is expected to increase further in the future
convergence environment. The DPI-related market is expanding to markets in
various fields such as security, traffic control platforms, and network optimiza-
tion (ADC) markets, and is expected to be easy to enter the initial market as it
is in the early stages of the business.

[Netscreen Technology] Network security company Netscreen Technology
applies DPI technology to its own “Netscreen-5000” firewall to support technolo-
gies such as attack on application programs and prevention of protocol ambiance
and regression on IP protocols.
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[Top Layer Networks] The ASIC architecture-based AppSafe 3500TM devel-
oped by Top Layer Networks provides DDoS attack mitigation, VPN, IDS func-
tionality, firewall load balancing, VPN load balancing, and server load balancing.

[Radware] A company called Radware which mainly develops switch equipment
for network load balancing, has adopted DPI technology for its own Radware
Security-Switch products.

2.2 Machine Learning/Deep Learning

Recently, companies affected by social engineering hacking techniques have
emerged, and security solutions that can respond to them are needed. It is evalu-
ated that the introduction of artificial intelligence techniques is essential to cope
with social engineering hacking threats. Gartner Group, an IT market research
company, newly defines the Security Intelligence product line and evaluates it
as a security technology that will last for the next five to 10 years.

Technology Trends in Korea

[Penta Security System Inc.] Penta Security System launched Cloudbric 2.0
an upgraded version of the web hacking blocking service Cloudbric and the core
of Cloudbric 2.0 is the installation of machine learning detection engine Catalyst
supporting intelligent detection tailored to websites.

[AhnLab] AhnLab collects and analyzes malicious codes through cloud-based
AhnLab Smart Defense (ASD). AhnLab has collected about 300 million mali-
cious URLs and 10 million cyber threat activities, and detects malicious code
and security threats through machine learning about the information.

[FASOO] FASOO, a domestic data protection company, has applied the lat-
est machine learning technology to Digital Page an intelligent lifestyle service
recently launched. “Digital Page” provides a function that allows you to easily
view all related information without having to find each of the previous records
by presenting a page related to the written memo at the bottom.

Technology Trends in International

[DarkTrace] DarkTrace, an information security company established in 2013
in Cambridge, UK, has developed a model for detecting abnormal and malicious
behavior through automated machine learning and is recognized as a $500 million
company in four years since its establishment. DarkTrace immediately displays
known threats such as Known APT and user account violations in real time and
provides the ability to classify detected abnormalities into known and unique
threats.
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[Splunk] Splunk has launched Splunk UBA an immediate support solution for
finding known, unknown, and hidden threats using data science, machine learn-
ing, behavior analysis, peer group analysis, and advanced correlation analysis.

2.3 Software Defined Perimeter (SDP)

Software Defined Perimeter (SDP) is an advanced form of current Network
Access Control (NAC) products as a network security model proposed by the
Cloud Security Alliance (CSA) since 2013. SDP performs device certification,
user certification, and software certification in the SDP controller with an addi-
tional repeater in the existing server-client structure, and performs access control
by connecting real servers only for safe requests.

Technology Trends in Korea

[Mark Any] Mark Any has launched an SDP solution named Black Port which
uses seven stages of security technologies such as Single Packet Authorization
(SPA), dynamic firewalls, mutual certification, and TLS.

Overseas, it is known that large companies with large networks such as CoCa-
Cola are using some SDPs, but there are no known cases in Korea.

Technology Trends in International

[Check Point] Check point, a global conglomerate of firewall products, has
developed and sold a product called Software-Defined Protection. The SDP prod-
uct of Check Point consists of three layers: Enforcement layer, Control layer, and
Management layer, providing a convenient user environment.

[Vidder] Vidder develops and sells its own SDP product named Precision
Access and blocks certification theft and server attacks.

3 The Goals and Contents of the Study

The final goal of this study and end-product are as follows.

Goal

– Establishment of an autonomous vehicle and intelligent transportation system
certification system

– Analysis and response of security threats to internal/external targets of
autonomous vehicles

– Data collection of autonomous vehicles
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– Machine learning to detect abnormal behavior of autonomous vehicles
– Development of a Software Defined Perimeter(SDP) access control system to

block network attacks
– Development of network security products for automobiles
– Configuration of a simulation environment reflecting a virtual driving envi-

ronment and a driving scenario.

End Product

– PKI certificate system for autonomous vehicles and ITS environment
– Key Management system(KMS) for autonomous vehicles
– Firewalls for autonomous vehicles
– SDP solution for network access control
– Autonomous vehicles and ITS data collection systems
– Machine learning based malicious code detection technology
– Machine learning based abnormal behavior detection technology.

3.1 Establishment of an Autonomous Vehicle and Intelligent
Transportation System Authorization System

Establishment of PKI Certificate System for C-ITS. We are planning to
establish a PKI-based certificate system for C-ITS for certification and commu-
nication encryption of lightweight devices such as vehicle-to-vehicle (V2V) and
vehicle-to-infrastructure (V2I). Figure 6 shows an example of the configuration
of a authorization system and a V2X certificate management system in a C-ITS
environment. In addition, the authorization system scheduled to be established
in this study will support certification between the ITS infrastructure and the
traffic information center.

Service Authorization System for Autonomous Vehicles and ITS Envi-
ronment. After establishing a authorization system in the C-ITS environment,
it is planning to service the authorization system in the ITS environment. By
virtualizing the PKI based certificate system into a cloud environment, it is
possible to support certification services technically without space constraints.
In addition, the authorization system built in a cloud edge environment has the
advantage of being able to provide fast and accurate certification services. Figure
7 is a diagram of the authorization system in a V2X environment.

Research is also underway to develop a Key Management System (KMS) for
autonomous vehicles to establish a authorization system for C-ITS and safely
store certificates for autonomous vehicles.
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Fig. 6. An example of an authorization system configuration in a C-ITS environment

3.2 Analysis and Response of Security Threats to Internal/External
Targets of Autonomous Vehicles

Research is underway to identify and respond to previously known automobile
security threats to self-driving cars’ battlefield platforms, internal/external net-
works, and management/diagnosis.

In order to check the integrity of the autonomous driving system, the entire
system will be diagnosed at the time of automobile booting (when the system is
powered on) safe conditions will be remembered through system image/hash and
the process of verifying forgery by comparing ideal conditions with the current
system.

Through this study, we intend to develop a Secure Boot system for self-
driving cars that includes integrity verification by specifying various elements
such as bootloaders, OS images, kernel images, and key setting values [9]. Figure
8 is an example of a Secure Boot architecture design.
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Fig. 7. Certificate system for V2V and V2I

3.3 Data Collection of Autonomous Vehicles

We study how to collect data through the OBD-II system or IVI system and
use it to develop an abnormal behavior detection model for internal network of
autonomous vehicles. If there is no IVI system or does not provide necessary
functions, data inside and outside self-driving vehicles can be collected as a way
to collect data from the device after installing a separate OBD-II device. If the
IVI system exists and the IVI system is in charge of communication inside and
outside the vehicle, data related to self-driving cars can be collected through the
IVI system. The collected data will be developed to be collected through edge
node to the traffic information center through a dedicated application. Figure
9 shows examples of data collection using OBD-II devices and data collection
using IVI systems.

If there is no separate communication module in the vehicle such as OBD-
II and IVI systems, the autonomous vehicle must perform V2X communication
through the OBU (On Board Unit). Therefore, in order to collect data through
OBU, the process of collecting and storing V2X communication data is required.
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Fig. 8. Architecture of secure boot

Fig. 9. OBD-II system & IVI system

3.4 Machine Learning to Detect Abnormal Behavior of Autonomous
Vehicles

Detection of Abnormal Behavior Based on Collected Autonomous
Driving Data. We utilize data from autonomous vehicles obtained from OBD-
II devices, IVI systems, and OBU to develop abnormal behavior detection
models. Abnormal behavior detection technology includes technology to detect
abnormal fault conditions and intrusion of external devices.
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In order to maintain the high anomaly detection rate of the abnormal behav-
ior detection model developed through self-driving car data analysis, we plan to
conduct periodic learning and minimize additional work of users using the CNN
(Convolutional Neural Network) based Innovation Learning model.

See Fig. 10 for CNN network structure for incremental learning.

Fig. 10. CNN structure for incremental learning

Certificate Misuse Detection Using Machine Learning. We collect certifi-
cate information used for communication with surrounding objects from the PKI
server to detect misuse of certificates. And abnormalities in certificates or mis-
use of certificates are detected based on the collected certification information.
We are also studying the certificate management process in which certificates
with abnormal behavior detected are registered and managed in the certificate
revolution list (CRL).

3.5 Development of a Software Defined Perimeter (SDP) Access
Control System to Block Network Attacks

In this study, we would like to establish an ITS network security policy by intro-
ducing an SDP access control system that performs dynamic firewall functions
into a 5G autonomous driving environment. As shown in Fig. 11, the SDP access
control system performs network access control between the ITS infrastructure
(e.g., Road Side Unit, RSU) and the traffic information center.

The SDP access control system includes an SDP Host and an SDP Con-
troller. SDP Host supports device, application, and user integrity verification
and supports single packet authorization (SPA) technology. And SDP Controller
supports server IP non-exposure technology, Dynamic Firewall technology, and
single packet authorization (SPA) technology.
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Fig. 11. SDP access control network structure

3.6 Development of Network Security Products for Automobiles

We are trying to develop network security products for autonomous vehicles. It
is developing firewalls and intrusion detection and prevention solution (IDPS)
as products for monitoring and security of internal networks of autonomous
vehicles.

Vehicle firewalls and vehicle intrusion detection products also use open source
frameworks such as PF RING and Snort [10]. Unlike existing web firewall or
intrusion detection products, we are making great efforts to simplify the structure
and improve performance, considering that firewalls and network products for
autonomous vehicles should be built in embedded systems with relatively large
resource constraints rather than server environments (Fig. 12).

Fig. 12. Vehicle firewall & vehicle IDPS

3.7 Configuration of a Simulation Environment Reflecting a Virtual
Driving Environment and a Driving Scenario

In order to verify the validity of the security products applied to the autonomous
driving environment developed in this study, we will organize a simulation
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environment to evaluate the impact of implementing security functions on
autonomous vehicles. For this process, a driving scenario is designed and an
interface model is being developed that interworks with a virtualization simula-
tion environment (Fig. 13).

Fig. 13. Network simulation environment of V2X modules

4 Expectation Effectiveness

Automobile security has core tasks at each level of the value chain, and con-
tinues to grow in size due to rising public awareness of cybersecurity, increased
demand for personal information protection, deepening regulations on cyberse-
curity issues, and concerns over loss of OEM brand reputation. Therefore, we
analyzed the expected effects of building a car security system in an autonomous
driving environment by dividing them into technical and economic.

4.1 The Expected Effects of Technology

Development of Integrated Security Products for Autonomous Vehi-
cles. This study aims to build an all-in-one package that provides all necessary
security technologies for autonomous driving, such as communication security
inside autonomous vehicles, prevention of malicious code infection in IVI sys-
tems, and certificates and key management products. In addition, as a result
of these studies, we can secure access control ITS systems for infrastructure
protection, such as establishing certification systems for communication outside
autonomous vehicles such as connected cars and ITS transportation infrastruc-
ture and establishing V2X communication security systems.
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Solving the Fundamental Causes of Car Security. Recent studies related
to the development of automobile security technology in international have cited
vulnerabilities in automobile internal networks as the fundamental cause of auto-
mobile hacking, and security technology is not applied at all to the current mass-
produced automobile networks. And as automobile-ICT convergence accelerates,
new types of automobile security problems are expected to arise, and it is clear
that security is a key factor directly related to safety, especially for self-driving
cars. Therefore, through continuous research and development, we want to solve
this problem by protecting ITS transportation infrastructure as well as detecting
vehicle and driver abnormalities through machine learning.

Commercialization of SDP Technology. Through this study, the goal is
to study the world’s first software defined perimeter (SDP) technology at a
level that can be commercialized in the transportation system. In addition to
applying SDP technology to the ITS environment, it plans to verify efficiency in
defending various network attacks such as DDoS, network scanning, and MitM.
abnormalities through machine learning.

4.2 Economic and Industrial Effects

Reduction of Property and Human Casualties Through Traffic Safety.
As of 2018, the number of deaths in traffic accidents in Korea reached 3,781 and
323,000 were injured. Most of the causes of death in traffic accidents are careless-
ness, speeding, and non-compliance with driver safety rules such as drunk driv-
ing, and vehicle defects are less than 4%, and accidents caused by defects in the
vehicle itself are very small in total. Based on these statistics, if human mistakes
of the driver are excluded through autonomous driving, it can be expected that
human and property damage caused by traffic accidents will decrease sharply.
We intend to help reduce traffic accident damage by promoting the introduction
of autonomous vehicles by solving security, the biggest concern of autonomous
driving.

Securing Competitive Advantage in Export of Autonomous Vehicle
with Security Modules. Many foreign countries are demanding cybersecurity
and privacy functions when importing vehicles. Vehicles equipped with reliable
security modules are expected to have a strong competitive advantage when
pioneering overseas markets and can lead to securing a competitive advantage
in the domestic automobile industry.

Establish Itself as a Leading Country in 5G Environment Automobile
Security Technology. Future cars, represented by self-driving cars, connected
cars, and eco-friendly cars, are national growth engines promoted by the govern-
ment and are high value-added projects that will be responsible for future food.
5G communication is emerging as a next-generation communication technology
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for high-speed and low-latency, and is emerging as an essential technology for
autonomous driving, smart factories, and IoT systems. It is expected that it will
be able to establish itself as a new powerhouse in the global security product
market by solving both edge cloud security and self-driving car security, which
are the core of 5G communication.

5 Proposed Result

We achieve the following objectives through our research: First, it detects more
than 10 types of forgery elements in autonomous vehicle systems. Autonomous
vehicles and ITS systems achieve 95% malware detection accuracy. In addition, it
supports more than 3 types of network firewall protocols for autonomous vehicles,
and supports 15 types of external vaccines for cooperative detection. When using
HSM, the self-driving car certificate verification speed is developed to 1 ms or
less, and when using S/W, the certificate verification speed is developed to 10
ms or less. When using SDP, more than 95% network availability is secured.
Finally, machine learning-based anomaly detection accuracy of 90% is achieved.
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Abstract. The existing low-latency anonymous communication net-
works represented by Tor and I2P networks are mainly composed of vol-
untary nodes all over the world, and these nodes use onion routing or gar-
lic routing to implement data hop-by-hop transmission. Due to the high
autonomy and randomness of voluntary nodes, the reliability, credibility
and availability of the entire anonymous network cannot meet specific
QoS requirements. For this reason, based on the advantages of P2P net-
work, this paper proposes an anonymous communication system based
on software-defined architecture. The system uses file exchange instead
of message exchange, realizes asynchronous communication, realizes the
anonymity of transmission path, and introduces The control center per-
forms unified programming on the message forwarding path, which has
higher flexibility and reliability. The experimental results show that the
entire process is encrypted and different messages cannot be correlated,
which can achieve the effect of anti-tracing.

Keywords: Anonymous communication · Software-defined
architecture · P2P

1 Introduction

There are many threats to mobile communication in the Internet environment,
such as eavesdropping, blocking, and tracking. Due to political or economic rea-
sons, the nodes in the communication may be in a state that is not controlled
by the communicating parties. The exposure of “PRISM” [29] and “Einstein
Project” [1] indicates that there is indeed a risk of privacy leakage in mobile
communications. With the enhancement of hardware computing power and the
advancement of artificial intelligence technology, the ability of Internet powers
to crack passwords and VPN traffic analysis capabilities are also increasing.
Therefore, traditional secure communications based on encryption algorithms
and VPNs are facing severe security tests.

In order to better protect user privacy during mobile communication, anony-
mous communication system was proposed. The current research results mainly
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include: traditional anonymous communication networks and blockchain net-
works. The anonymity principles of traditional communication networks are MIX
technology [3] and onion routing technology [5], etc. Its introduction of P2P is to
solve the problems of single-agent system trust, excessive traffic concentration,
excessive investment by the MIX system server and complicated management.
And in the blockchain network, P2P is used to decentralize and realize the col-
laboration of multiple peer nodes [9,12,13,15,16]. Moreover, the idea of software
definition, which has been applied into many domains successfully [10,11], has
been proposed to make the anonymous network more flexible.

This paper combines the idea of software definition [19] with P2P technology,
views each node in P2P as a forwarding node, and controls the P2P node through
a higher-level console server to realize the programmable forwarding path of
information, and then realize an anonymous communication scheme that deploys
controllable nodes in an uncontrollable network environment to build an ad hoc
network, and uses file synchronization between nodes to transmit information.

The paper is divided into five parts: The first part explains the design moti-
vation, presents the existing threats and the goals achieved; Following part gives
the model architecture of the anonymous communication scheme, and explains
its working mode; The system is analyzed in three aspects: anonymity, health
safety and anti-traceability in the third part; the fourth part adopts the self-
organizing network mode of the open source software syncthing [25] to simulate
the real experimental environment to realize the system; The last part proposes
the relevant performance of the system problems to be solved and future work.

2 Motivation

The existing low-latency anonymous communication network represented by Tor
and I2P [30] network is mainly composed of voluntary nodes all over the world,
and these nodes use the onion routing or the garlic routing to realize the hop-by-
hop data transmission. Since the self-protection ability and identity credibility
of voluntary nodes cannot be guaranteed, this type of anonymous communi-
cation network lacks overall protection and fuse mechanism when facing sybil
attacks and node betrayal [7]. In addition, voluntary nodes cannot guarantee a
stable online time and transmission capacity, resulting in lower data throughput
capacity of the overall network and higher latency.

In addition, the existing anonymous communication network architecture
mostly adopts a flat architecture, and a unified networking mechanism is adopted
between nodes. The nodes are based on a session communication protocol and
lack the necessary anti-tracking and traceability mechanism. Although they can
guarantee confidentiality, integrity and reliability in the information sharing pro-
cess, but there are still deficiencies in resisting traffic association attacks [17] and
node betrayal.
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In terms of data transmission, taking Tor as an example, its client will send
various requests to Tor’s server when constructing an onion route. Before the
data packet enters the anonymous communication system, it will also face the
modification of the header of the data packet such as a third-party network
watermark attack [14].

In summary, due to the high autonomy and randomness of voluntary nodes,
the reliability, credibility, and availability of the entire anonymous network can-
not meet specific QoS requirements. Therefore, this paper proposes a new-
architecture anonymous communication system, which transforms the uncon-
trollable voluntary nodes of the communication system into the controllable
nodes of the system owner, and combines software-defined ideas to realize the
programmable node and forwarding path. In order to realize the concealment of
the network communication relationship, file exchange is used instead of message
exchange to realize asynchronous communication. The data to be transmitted is
synchronized to each intermediate node in the form of a file, and the intermediate
node transmits to the receiver according to the established forwarding path. The
encrypted traffic data volume of the point-to-point transmission between the two
communication parties is extremely small and there is no real information, while
the effective information uses the controllable nodes in the P2P network built
by the system for real information transmission.

This system has a better effect on the protection of non-correlation and
unobservability, and resistance to traceability attacks.

3 Proposed Scheme

3.1 Architecture

Fig. 1. Architecture

The system is proposed in this paper consists of N nodes and K console servers
and shown in Fig. 1. As a communication user, a node also provides file storage
and forwarding services for anonymous communication of other nodes. Each
node maintains N folders and N-1 backup files, where N folders correspond to
each node i. The console server is the core of the system, which controls the
IP addresses of all nodes and determines whether each node participates in
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the communication process. The sender can set the forwarding route through
the console server before communication. The console server can also control
whether the node performs file synchronization. Due to the large throughput of
the console server, the system needs to use multiple console servers to prevent
the supervisor from tracing the source.

3.2 Basic Idea

Imagine that there is a supervisor who can monitor the traffic of all nodes except
the console server. In this system, the basic idea to realize anonymous commu-
nication is as follows:

Pre-communication. The sender Alice sends the relevant information of the
communication content directly to the receiver Bob in the form of a file. The
information includes the file name, the maximum receiving time and the return
receiving flag. In this part, some ways out of bound like SMS [18] or hiding the
key information in tiktok [6] could be used [21]. Since the amount of data carried
by the traffic is small, when there is a confused traffic, the supervisor cannot
perceive whether Alice is communicating with Bob in real data.

Routing. Alice selects a forwarding path through the console server, and the
console server sends the synchronization configuration file to each node. Similar
to the advance communication, the supervisor here also cannot know whether
Alice and various other nodes exchange effective information.

Information Transfer. Alice synchronizes the information to the nodes in the
forwarding path in the form of files. Before Bob receives the file and returns
the receiving identifier, the nodes on this path are synchronized in turn. In this
process, the traffic identified by the supervisor includes Alice communicating
with another node Carol, and Bob communicating with another node Dave.

Finally, Alice and Bob realize the complete communication process. Through-
out the process, Alice and Bob communicate with multiple nodes with Oblivious
Third Party, which obscures the real traffic transmission information. The third
party cannot identify the real data traffic.

3.3 Core Mechanism

Fig. 2. Pre-communication

Alice and Bob are independent nodes in the anonymous communication system,
corresponding to folders folder A and folder B respectively. Other nodes can be
regarded as an Oblivious Third Party, as shown in Figs. 2, 3, 4.
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Fig. 3. Routing

Fig. 4. Information transmission

Pre Communication. Both Alice and Bob maintain a backup file, and the
backup file of either party is written to be regarded as initiating communication
to the other party. While this file could be various, for example, the exchanged
keys but based on Wildcard identity-based encryption [8]. When Alice tries
to send Msga, she first writes the pre-communication content PreMsg to the
Backup file, which includes the three variables in Table 1.

Table 1. Configuration of the edge server

Variables Class Meaning

File name String File name to be sent, The summary
of Msga, denoted as hash(Msga)

Maximum
time limit

Time Maximum duration of file
synchronization

Return receive
flag

Boolean After receiving the file, the receiver
judges whether it needs to send a
return message
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The algorithm of the pre-communication process is as follows:

Algorithm 1: Pre-communication
Input: PreMsg, Alice, Bob
Output: Backup

1 PreMsg < − filename, time, returnflag>;
2 if check(Alice,Bob) == True then
3 filesync(Alice, Bob)
4 end
5 hash(Msga) = MsgaPKb
6 return result

Routing. The route selection is by the console server randomly selecting m
controlled nodes (m < N− 2.) or the sender selecting m nodes to form the path
R, as shown in formula (1):

R = {N1, N2, N3, · · · , Nm−1, Nm} (1)

The console server sends configuration files to these controlled nodes to synchro-
nize the nodes with the previous node in turn.

The store-and-forward method here is different from that in traditional
anonymous communication networks such as Tor. In this way, every controlled
node is synchronizing files. Third parties can only perceive that they are imple-
menting store and forward at the network layer.

Information Transformation. The information transmission process is the
file synchronization process. The system adopts TLS1.3 encryption during file
synchronization to ensure the security of information at the transmission layer.
The entire information transmission process is as follows:

4 Security Analysis

The background of the proposed system is to build an anonymous communi-
cation system implemented by controllable nodes at the application layer in
an uncontrolled network. It shields all information below the application layer.
Except for the two parties of the communication, other users and supervisors
cannot obtain the relevant information of the two parties of the communication
from the network layer.

Confidentiality, Integrity and Privacy. On the one hand, the proposed
method offloads tasks with different security risks to devices in different security
domains near the user. Tasks with high security risks are offloaded to the user’s
private device, which ensures the confidentiality and privacy of data storage
and data processing. On the other hand, the decentralized computing paradigm
offloads resource-constrained mobile IoT services to multiple devices. This means
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Algorithm 2: Information transformation
Input: R, Alice, Bob, PreMsg
Output: Msga

1 for i=0; i<m; i++ do
2 filesync(Ni, Ni+1)
3 end
4 returnflag = PreMsg[3] maxtime = PreMsg[2] if returnflag=1 then
5 for i=m; i>1; i– do
6 Ni->Ni-1:delete file;
7 end

8 end
9 else

10 while time>maxtime do
11 for i=0; i<m; i++ do
12 Alice->Ni:delete file;
13 end

14 end

15 end
16 Msga = SKb{{Msga}PKb};
17 return Msga;

that data can be encrypted and signed on some devices with strong computing
resources to ensure the confidentiality and integrity of the data transmission
process. Besides that, the cost and effectiveness must be two targets for each
communication network. Naiwei Liu [20] came up with a method for trustzone,
in which way we could get the same way to find out the cost and effectiveness
of our node.

4.1 Anonymity

Anonymity includes the anonymity of the sender, the anonymity of the receiver,
and the anonymity of the communication relationship. Anonymity of the sender
means that a specific message will not be associated with any sender, that is,
no message is associated with a specific sender. Recipient anonymity means that
a specific message will not be associated with any receiver, that is, no message
is associated with a specific sender. Anonymity of communication relationship
means that the supervisor cannot determine who is communicating with whom.

The sender and receiver, console server and other nodes all use encrypted
traffic to communicate, and the volume of traffic data is close. Each time the
sender sends data, the receiver is different, and with the confusion of other
business traffic, it is difficult to distinguish the true end of the information.
Since the system is a P2P system, the node is also providing forwarding services
for other nodes while acting as the sender, resulting in different sources and types
of received data. In addition, the time-based traceability attacks, the system can
guarantee the anonymity of the sender and receiver.
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From the supervisor’s point of view, each node is sending data to multiple
other devices and cannot confirm the identity of the sender and receiver, so the
anonymity of the communication relationship is still established.

4.2 Security

In terms of security, this article considers several common attacks: Sybil attacks,
man-in-the-middle attacks, and Dos attacks.

Sybil attack refers to the fact that a few nodes in a P2P network control the
majority of nodes and obtain multiple false identities and making it no longer
a peer-to-peer network. In this system, since the console server is credible, the
scenario of the Sybil attack is that the node is controlled by the attacker, and all
synchronized files are obtained by the attacker. In fact, what distinguishes this
system from other P2P networks is that the console server is a trusted central
control node that can control and monitor the abnormal traffic of all nodes,
and notify the node user when there is an abnormality. Abnormal nodes will be
quickly separated from the network, ending the witch attack.

A man-in-the-middle attack means that the information of the communi-
cating parties will be intercepted and forwarded by the attacker. However, this
system not only uses TLS1.3 [24] to encrypt the traffic at the network layer, but
also uses digital signatures and encryption for valid information at the applica-
tion layer, so only the receiver can successfully decrypt it and avoid man-in-the-
middle attacks.

The possible Dos attacks in this system are that during the communication
process. According to Abhishta Abhishta [2], once a node is maliciously con-
trolled, and before the console server takes it offline, a large amount of malicious
data would be sent to other nodes which causing the network bandwidth to be
occupied and other normal forwarding services can’t be performed. In the infor-
mation transmission of 3.1, this paper has proposed that the system will send
a maximum time limit during pre-communication. Therefore, when the sender
node in the network does not receive the flag information returned by the node
within the maximum time limit, the console server will send data so that all
nodes discard the malicious data, thereby preventing Dos attacks.

4.3 Anti-traceability Analysis

Since this article implements routing in the form of file forwarding using software
in an uncontrolled network environment, it can better resist traditional network-
level traceability attacks, including passive traceability and active traceability.

In passive traceability, all types of attacks come from correlation attacks.
Correlation attack refers to that when the attacker can control the nodes of the
anonymous channel and can observe the ingress and egress traffic of the anony-
mous channel at the same time, they can compare the traffic packets and their
sequence within a certain time delay, and then analyze the corresponding infor-
mation to achieve traceability effect. Correlation attacks require that both ends
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of the communication are under control, but in large-scale network confronta-
tions, the network where the sender and receiver nodes are located is within
the supervision of the supervisor, and the traffic at the network layer will be
monitored and correlated by the supervisor.

In our system, the sender and receiver have and only exist once in the point-
to-point communication at the application layer, the amount of payload data is
small, and most of the data is encrypted and transmitted through other nodes.
Therefore, within a certain time delay, the supervisor cannot associate the traffic
of the two communicating parties from the massive traffic, which guarantees the
non-correlation.

Active traceability is mainly based on network watermarking attacks. A net-
work watermarking attack means that when the traffic enters the anonymous
channel, the network supervisor inserts specific watermark information into the
traffic, and when the traffic is received by the receiver, the two are correlated,
thereby destroying the anonymity. According to the watermark form, it can be
divided into four forms based on content, delay, packet length and ratio.

The common point of this type of attack method is that the object is a
network stream. Therefore, the produced watermark will inevitably be lost in
multiple asynchronous forwarding of multiple nodes in different physical environ-
ments. The supervisor cannot obtain the relationship between the node and the
console server, which guarantees the non-correlation of the system. In addition,
due to the different paths used to forward valid data each time, the supervisor
cannot distinguish the real recipient, thus ensuring anonymity.

5 Experiment

Fig. 5. Comparison of the two packet capture results

Packet content of valid data The testbed consists of a host and three cloud
servers. With the help of syncthing’s self-organizing network mode, we simulate
deployed nodes in an uncontrolled network environment. The routing part has
been configured when syncthing is installed.

As shown in Fig. 5, A 1kb Backup file is stored on the host (Alice), and it is
set to synchronize the file to a server (Bob). The content in the Backup file is
the PreMsg that Alice will pass to Bob.
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6 Evaluation

Fig. 6. Comparison of the two packet capture results

First, synchronize another foldera of Alice to the corresponding foldera of
another server Carol. Then synchronize Carol’s same directory foldera to the
corresponding path of the next server Dave. Finally, Dave synchronizes the file
with Bob regularly to complete the high-latency asynchronous communication
process.

We compare and analyze the data packets captured in the above process. The
data packet comparison of two syncthing transmission data is shown in Fig. 3.
It is easy to know that the number of data packets is positively correlated with
the size, and there is no obvious feature in the size of a single data packet.

The content of the corresponding data packet is shown in Fig. 6. It is impos-
sible to analyze the flow characteristics and information from the encrypted data
packet.

7 Related Works

The current anonymous communication solutions using P2P technology have
MorphMix [27], Crowds [26], I2P and etc. Their common feature is the realization
of the decentralization of the anonymous network. Each node can independently
realize functions such as path selection and routing forwarding. New nodes can
be added dynamically, and old nodes can be discarded.

I2P improves onion routing and proposes garlic routing to improve conceal-
ment and security; Crowds proposes a random node selection mechanism to
realize anonymous web browsing. On top of the integrated mix technology and
onion routing technology, new anonymous communication technologies such as
TARANET [4] and Loopix have also emerged [23].

What’s more, besides information in the transport layer or application layer,
more views has been put forward. Fulvio Valenza [28] improved an optimized
firewall anomaly resolution. Sherifdeen Lawa [22] introduced micro-frontend and
it could be used to deploy the micro-service faster and more flexible.

8 Conclusion

This article focuses on building an anonymous communication system that is
resistant to eavesdropping under network supervision. We propose to construct
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an anonymous communication system based on the file synchronization function
in the P2P network. The program relies on the idea of software-defined network-
ing. By storing the information such as the header information and payload of
the traditional network in the application layer, and handing over the routing
information to the software, it can be regarded as an implementation of the
software-defined anonymous network. The program is still in its infancy, and the
feasibility and safety have been explored temporarily through syncthing. Com-
pared with anonymous communication systems such as Tor and I2P, there is still
a lot of room for optimization in details and performance.
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1 Introduction

The continuous development of mobile communication technology is a symbol of
the historical development of science and technology [1]. Network is widely used
in industrial production and life services. 5G has higher base station density than
4G. Therefore, the high-density characteristics of 5G base stations can be used to
further explore mobile security applications. At present, the spread of covid-19
is the most serious security incident in the world. At present, 194608040 people
have been infected with covid-19,4170155 people have died of the spread of the
virus, tens of millions of people have died, lost their relatives and hundreds of
millions of people have lost their jobs. COVID-19 has changed the life of everyone
on earth [2].

5G has the characteristics of high bandwidth and low delay, so it has a wide
range of application scenarios [3]. The rapid development of mobile commu-
nication technology provides new ways and application ideas for the security
problems in the field of public safety and health [4]. This paper applies mobile
communication positioning technology to the field of public safety and health,
and expands the security scope of mobile communication (Fig. 1).

Fig. 1. Health security association model

Mobile communication technology not only has a wide range of application
scenarios in industry, but also can play an important role in the field of public
medical and health security [5]. When an infected person is found in a certain
area, a reliable range can be located based on the person’s activity range. The
devices in the area calculated by the location algorithm can describe the corre-
lation between devices, so the location algorithm can be used to achieve finer
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grained epidemic prevention and control. Location information can also be used
to analyze the preference of equipment for a specific area, the track of equipment
walking in the area, the time of equipment staying in some areas.

The research focus of this paper is not the network security of mobile Internet,
but how to solve the security problem through mobile Internet. It expands the
boundary of mobile network security and applies mobile network to the field of
security. This paper proposes a practical method to protect public and personal
security, which is the same as the essence of mobile Internet network security. In
addition, if the method proposed in this paper is used by criminals, it will lead
to the network security problem of mobile Internet.

In Sect. 2, the current research status of localization algorithm and the global
impact of the new crown pneumonia epidemic are introduced in the paper. In
Sect. 3, the positioning idea based on 5G base station is also introduced. This
paper introduces a method based on the least square method, and proves the
solvability of this method in mathematics. In Sect. 4, this paper proposes a device
association method, which constructs the association mapping between different
devices combined with the epidemiological infection model. In Sect. 5, this paper
makes a specific analysis combined with a case. In Sect. 6, this paper introduces
the architecture of the associated system.

2 Background

With the development of communication technology in the new era, the network
not only provides communication services for people [6], but also provides space
location services through satellites and base stations. Location technology for
mobile devices has always been one of the research hot spots all over the world
[7]. Outdoors, people generally use traditional satellite positioning methods, such
as GPS, Beidou and so on [8]. However, due to the obstruction of satellite signal,
the precise positioning mode of satellite can not be provided in some areas,
especially indoors. In order to make up for this deficiency, researchers began to
study indoor positioning technology.

More and more related technologies have been proposed and applied, includ-
ing base station positioning, Wi-Fi, wireless frequency tag, Bluetooth, ultrasonic
positioning, computer vision positioning, etc. Meanwhile, with the miniaturiza-
tion and intelligentization of mobile devices and the world’s attention to 5G
communication technology [9], the number of global smartphone users above 3
billion in 2020. The large number of mobile devices and the dense coverage of
mobile communication base stations make the mobile device positioning method
based on base stations stand out in many research directions.

The picture shows the base station nodes in a region of Asia and Korea.
Different colors represent different base station types. It can be seen that the base
station cover density is high, which provides the foundation for the positioning
of the equipment. And compared with WiFi, base stations that are mostly run
by one or more operators, the interaction between data is more convenient.
Compared with Bluetooth, UWB positioning and other positioning methods, the
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Fig. 2. Regional base station distribution

large-scale coverage of base stations around the world has laid a solid foundation
for the positioning method based on base stations (Fig. 2).

Researchers only need to focus on how to achieve accurate positioning with-
out additional consideration of how to popularize the technology, which also
makes the implementation of base station based positioning technology more
flexible. And the device access to a variety of mobile communication base sta-
tions is an active behavior, which is better than WiFi, Bluetooth and other
positioning technologies. Compared with Wi-Fi, because most base stations are
operated by one or more operators, the data interaction between base stations
is more convenient.

2.1 Introduction to Wireless Positioning Technology

Although the location method based on base station has high advantages, it has
high requirements for the quality of the algorithm. This paper Proposed using
circular polarization (CP) antenna to alleviate multipath effect and using uncer-
tain data mapping (LUDM) algorithm to improve positioning accuracy. The
location algorithm based on fingerprint location algorithm uses the difference of
signal strength between regions to locate the equipment. This paper proposed
to integrate neighborhood clustering into the positioning reference of fingerprint
positioning algorithm, which improved the effectiveness of the algorithm and
the positioning accuracy of edge positioning points [10]. This paper introduced
the improved method based on ant colony algorithm into fingerprint positioning
algorithm to improve the positioning accuracy. This paper proposed k-nearest
neighbor (KNN) The fingerprint identification algorithm directly processes the
measured received signal strength indication (RSSI) value and matches it with
the latest value in the fingerprint database [11]. This paper proposed the WiFi
location algorithm based on the location fingerprint algorithm, which can gen-
erate the probability graph and further improve the reference information of the
location information through the probability density function [12]. In addition,
this paper proposed the location detection method based on machine learning
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method is used to realize the indoor location of the hospital by using the data
sets of seven different access points in the closed area [3].

2.2 Application of Public Security Combined with Positioning
Technology

The above introduction to wireless positioning technology can obtain high-
precision positioning in an ideal environment. In this paper, mobile communica-
tion technology is used to realize localization. At the same time, the algorithm is
implemented based on the location of the base station, so it can also be used for
outdoor positioning, which is a common positioning method for outdoor posi-
tioning and indoor positioning. Location technology has a wide range of applica-
tions in today’s industry and life. Its main goal is to expand people’s information
perception ability. At present, indoor positioning technology has been used to
detect the flow of people, monitor sensitive locations, track the logistics infor-
mation of goods in warehouses, factories and stores. Precise positioning is used
in battlefield soldier position discovery, robot motion tracking and so on. In this
paper, location technology is used to describe the approximate location between
people, and provide data basis for population association algorithm.

3 Positioning Algorithm

Table 1. Base station acquisition equipment information.

Field name Data type Allow null Primary key Remarks

rowid int No Yes Line number

time data No No Time

Userid varchar No No Equipment information

rssi int No No Received signal strength

As shown in the Table 1, the mobile device information and storage mode col-
lected by the base station. On the basis of the above, this paper proposes a
mobile communication base station group location algorithm based on least
square method.

As shown in the Fig. 3 the signal range of the signal base station is approxi-
mately A circle. In the Fig. 3, two circles O1 and O2 intersect at A and B, and
the other two circles O1 and O3 intersect at C and D.

The algorithm steps are as follows:

1. identifies base stations with a distance below 3000 m in this area.
2. Find the base station group composed of base stations whose distance from

the user is less than 3000 m.
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Fig. 3. Relationship between equipment and mobile communication base station

The coordinates of BS1, BS2, · · · , BSn are (x1, y1), (x2, y2), · · · , (xn, yn).
Customer’s location is (X,Y ), distance (X,Y ) between BS1, BS2, · · · , BSn

is d1
2, d2

2, · · · , dn
2.

The following equations can be obtained.

(xi − X)2 + (yi − Y )2 = di
2 (1)

Let all other formula minus the first formula:

2 (x1 − xi) X + 2 (y1 − yi) Y = di
2 − d1

2 + x1
2 + y1

2 − xi
2 − yi

2 (2)

Transform the above formula:

miX + niY = si (3)

Except by ni

Xki + Y = ci (4)

Set ĉ = Xki + Y , when (ĉ − ci)
2 = (Xki + Y − ci)

2 to obtain the minimum,
the best fitting effect

∂f

∂X
= 0 (5)

∂f

∂Y
= 0 (6)

Seeking the partial guide for the above two variables, the results are as follows:
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i=1
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n−1∑

i=1

ki
n−1∑

i=1

ci

(n − 1)
(
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ki

)2

−
n−1∑

i=1

ki
n−1∑

i=1

ki

(7)

Y =

n−1∑

i=1

ci − X
n−1∑

i=1

ki

(n − 1)
(8)
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The optimal solution of the device position (X,Y ) under the set conditions
can be obtained. The method can get a more accurate position under the cur-
rent condition. However, this paper notes the limitations of base station signal
positioning, although the positioning accuracy based on 5G signal is greatly
improved compared with 4G. However, in most cases, the positioning accuracy
using the signal base station can not reach the decimeter level. However, at this
stage, the positioning accuracy of 5G base station can roughly determine the
location of people, and provides a data basis for subsequent association rules.

4 Association Rules

After obtaining the location information of devices, you can describe the degree
of association between devices based on the distance between devices and the
association duration of devices.

Fig. 4. Describing interpersonal relationships based on association rules

This picture Fig. 4 illustrates the relationship between people. Each dot in
the left half of the picture represents a different person, and the lines between
the circles represent the relationship between people. The pie chart on the right
half of the picture represents the relationship with other people. The larger the
sector, the stronger the degree of connection to others.

Con =
n−1∑

z=1

Con (t, i) (9)

Con describes the strength of the relationship between two devices. When
two devices are in the same defined area, the value of the individual association
strength is determined by distance and duration. The shorter and longer the
distance, the stronger the connection between the two. A person’s degree of
relevance to others is formed by the superposition of several degrees of relevance.
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Con (t, i) ∝ {Tz (t) , Lz (i)} (10)

Tz marks the time variable in an association. The longer two people spend in
the same designated area, the greater the time variable. Lz marks the distance
variable in an association. The closer two people are within the same defined
area, the greater the distance variable. Depending on the infectivity of different
COVID-19 strains, different parameters can be used to describe the influence of
distance and time on the degree of association. For example, the basic coefficient
of infection of the original COVID-19 virus is 2.5, while that of the Delta variant
is 5. Thus, the original COVID-19 virus had a lower association strength than
the Delta variant virus at the same distance and duration parameters.

Data is stored based on a graph data structure that stores the strength of
associations between all devices. In this way, the storage space of data can be
compressed and the retrieval efficiency can be improved.

5 Case Study

This chapter describes in detail how to determine the correlation parameters
when there is a patient. Firstly, the clustering algorithm is used to describe
the association relationship between different points in space, and finally the
cyclic clustering in periodic time is used to describe the association relationship
between different points in time. After obtaining the correlation relationship
before different points, a two-dimensional table is constructed to record the rela-
tionship between any two points, with the help of the correlation table to achieve
accurate epidemic prevention and control, and quickly locate the people in close
contact according to the correlation index.

After obtaining the location and time information of different devices, the
location information can be clustered based on density clustering algorithm. If
there are new crowns in a category, then the shortest path algorithm is used to
get the correlation degree between the members in this category and the new
crown patients in a certain period. This algorithm based on density clustering,
which assumes that the category can be determined by the tightness of sample
distribution. In the same category sample, there is a special correlation between
them, so they are closely connected in data characteristics. This means that
samples of the same category exist not far from any sample of this category.
By dividing the compact samples into one class, a clustering class is obtained.
By dividing all groups of closely connected samples into different categories, the
final clustering results are obtained.

The transmission of COVID-19 strain is related not only to the contact dis-
tance between people, but also to the contact time. Here, it is assumed that
density cluster analysis is performed on the population every T (T is a constant
time) minutes. When a clustering is completed, if there are confirmed patients
in a cluster, take each patient as the source point, obtain the shortest path from
the source point to each point in the class, and use the reciprocal of the weight
of the shortest path to describe the association degree Con (u, v, t). Where u is
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the source point, v is the other point in the class cluster, and t is the point set
collection for the t time. α is the infection coefficient. w (u, v, t) is the shortest
path value of device u and device v in the t-th cycle. Therefore, Con (u, v, t) is
defined as:

Con (u, v, t) =
α

w (u, v, t)
(11)

In the first point set collection, if there is a new crown patient in the cluster, all
personnel in the cluster shall be classified as close connected personnel. Taking
the equipment of the new crown patient as the source point u1, the shortest path
from the source point to each point in the class is obtained. ConT (u1, v, 1) is
obtained through the weight of the shortest path, and its association degree is
defined as:

ConT (u1, v, 1) = Con (u1, v, 1) (12)

If a device v is still in the same category as the source device u1 when collecting
information for the second time, the association degree calculated for the second
time is Con (u1, v, 2), and the association degree of the second time and the first
time is the association degree of device u1 and device v, which is defined as:

ConT (u1, v, 2) = Con (u1, v, 2) + ConT (u1, v, 1) (13)

Similarly, if device v and source device u1 are in the same category during
the third acquisition, the association degree calculated for the third time is
Con (u1, v, 3), and the association degree of the first three times is the association
degree between device u and device v, which is defined as:

ConT (u1, v, 3) = Con (u1, v, 3) + ConT (u1, v, 2) (14)

According to Eq. 12, 13, 14, when t > 1, it can be concluded that:

ConT (u1, v, t) = Con (u1, v, t) + ConT (u1, v, t − 1) (15)

Assuming that there are n COVID-19 patients in this cluster instead of one,
it can be concluded that:

ConTandN (u, v, t) = ConT (u1, v, t) + · · · + ConT (un, v, t) (16)

Through the above process, this paper describes the generation process of
correlation parameters in detail. The parameter system considers the influence of
space and time on the correlation parameters. This method does not cluster space
and time in a two-dimensional setting, but clusters in the cycle time in a circular
way. Each calculation depends on the previous results, not the previous data.
This method reduces the computational workload and improves the efficiency of
the algorithm, and the model can be updated online.
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6 System Architecture Design

As shown in Fig. 5, this system is mainly composed of information collection
module, data management and storage module, calculation and analysis module
and front-end user interface module.

Base Sta�onInforma�on 
acquisi�on 
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acquisi�on 
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and enclosure
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Trigger

Stored 
Index
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Trigger
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Fig. 5. System architecture design

1. Data collection module: The collected information includes the position of
the base station, signal strength and signal power. In the process of collecting
data, the data source must obtain the consent of the relevant personnel and
meet legal, ethical and technical requirements. The collected data shall be
reviewed by the specialized agencies.

2. Data management and storage module: In order to ensure the validity and
accuracy of the collected data, the data is cleaned and denoised to delete
redundant values, low signal values and irregular device information.

3. Calculation and analysis module: Based on the association rule algorithm,
the association graph between devices is constructed. Design a mobile com-
munication base station group positioning algorithm based on least squares
method to obtain the position of different devices.

4. Device visualization interface: The above information is uploaded to the data
visualization interface in JSON data format, and the page is dynamically
refreshed according to the Ajax framework. In the data visualization interface,
the system will ensure everyone’s privacy and do not display unauthorized
personal information.
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The methods proposed in this paper need the following three basics: 5G
equipment provided by communication equipment manufacturers, equipment
information provided by mobile operators, and personal information provided
by national administrative departments. This paper only proposes a crowd asso-
ciation method based on device positioning, and uses the program in the attach-
ment description to simulate it. This article does not use real data. This article
also suggests strengthening the supervision of the use of positioning information
through legislation, executive orders and social consensus. Balancing privacy and
security is a global issue. Therefore, citizens’ data should be managed by special
state agencies, and the use of data should be reported to citizens regularly.

7 Conclusion and Future Work

Nowadays, people’s lives, consumption and production are increasingly insepa-
rable from the mobile Internet. This article combines the mobile Internet with
security and health technology to expand the security boundary of the mobile
Internet. In this paper, a positioning algorithm suitable for multi-base stations is
proposed. Compared with fingerprint-based positioning technology, it can locate
faster without preset knowledge base. In this paper, the effectiveness of the
positioning algorithm based on least squares method is derived mathematically,
and a correlation method based on COVID-19 epidemiological characteristics
is proposed. According to the time, strain characteristics and distance between
infected people and contacts in a region, the association index is constructed,
and a matching data structure is proposed. Finally, we completed the COVID-19
transmission infection association system. The system consists of an information
acquisition module, a data management and storage module, a computing and
analysis module, and a front-end user interface module.

However, the research on COVID-19 and its infectious disease characteris-
tics in this paper is not enough. For example, time, strain characteristics and
transmission distance, it is difficult to accurately construct infectious disease
association models according to the above variables. How to closely integrate
epidemiological models and how to further improve the accuracy of indoor posi-
tioning algorithms will be the next research direction.

This article does not use any real personal information for the research of
positioning algorithms and association algorithms. The application of the tech-
nology proposed in this paper must be based on respect for morality and law.
This article calls on organizations and individuals to respect the privacy rights of
every citizen, and should establish a privacy protection organization represented
by citizens to organize the review and supervision of the use of personal privacy
data. Organizations cannot decide anything on behalf of citizens. Organizations
should let every resolution pass the supervision of citizens.
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