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Preface

The Second International Conference on Electronic Systems and Intelligent
Computing (ESIC-2021) which will be held at KIIT Deemed to be University,
Bhubaneswar, Odisha, India, from 5th to 6th November, 2021, was jointly orga-
nized by World Leadership Academy and Kalinga Institute of Industrial Technology
(KIIT) Deemed to be University. The first edition of this conference was organized
by NIT, Arunachal Pradesh, and the proceeding was published by Lecture Notes
in Electrical Engineering (Volume 686). The essential goal of the Second Interna-
tional Conference on Electronic Systems and Intelligent Computing (ESIC-2021)
is to give a stage to both electronic hardware and software to communicate under
one umbrella for further improvement of shrewd electronic frameworks. Effective
and secure information detecting, stockpiling, and preparing play a significant part
in the current data age. The cutting-edge savvy electronic frameworks take into
account the requirements of effective detecting, stockpiling, and figuring. Simulta-
neously, effective calculations and programming utilized for quicker examination
and recovery of required data are winding up progressively. Storing and handling of
the gigantic measure of organized and unstructured information are getting progres-
sively hectic. Simultaneously, Post-CMOS technologies, Internet of Things (IoT),
and Cyber-Physical System (CPS) have been moving with synchronous advance-
ment of hardware and programming and lies over ordinary customer gadgets. The
exhibition and productivity of the present just as the future ages of figuring and
data handling frameworks are generally reliant upon advances in both design and
programming.

Moreover, we would like to extend our sincere gratitude to the reviewers, technical
committee members, and professionals from the national and international forums
for extending their great support during the conference.

Bhubaneswar, Odisha, India Dr. Pradeep Kumar Mallick
Ghaziabad, India Dr. Akash Kumar Bhoi
Madrid, Spain Dr. Alfonso Gonzéalez-Briones

Bhubaneswar, Odisha, India Dr. Prasant Kumar Pattnaik

xi
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A Parallel Implementation of FastBit )
Radix Sort Using MPI and CUDA ek

Raghunandan, B. Aishwarya, B. Ashwath Rao, Prakash K. Aithal,
and Gopalakrishna N. Kini

Abstract The sorting operation arranges the data in an easily reproducible format,
making it easy to search and store the data. With the search operation being highly
optimized on sorted data, it is no surprise that sorting has become a very important
computing operation. Many sorting algorithms have been developed over the years
and the main aim is to reduce the time and space complexities for sorting in the worst-
and average-case scenarios. Radix sort is one of the non-comparative-based sorting
algorithms that performs the sorting operation in linear time. This paper proposes
a parallel approach on a variation of Radix Sort namely, FastBit Radix Sort. 9 x
speedup is achieved through the parallel algorithm proposed.

Keywords Sorting - Radix sort - MPI + CUDA - FastBit Radix Sort + Parallel
sort - Parallel computing

1 Introduction

Sorting is an operation or technique which is used to arrange and rearrange sets of
data in a specific order [1]. It is considered to be one of the most basic algorithms
in Computer Science due to its wide range of applications. Sorting techniques can
be broadly classified as Comparative- and Non-comparative-based techniques. In
comparative-based sorting, a comparator decides on the order of the sorted data
namely numerical, lexicographical, etc. In a non-comparative sorting algorithm, the
order of elements is based on the integer arithmetic on the keys. Radix sort falls into
the non-comparative class of sorting algorithms. It has been known to be used as far
back as 1887 by Herman Hollerith in tabulating machines [2].
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Radix sort can be implemented with ease by performing modulus operation on
each of the data elements and placing them in a count table using the digit obtained.
The implementation thus created would have a worst-case time complexity of O(k*n)
where “k” is the maximum number of digits for a data element and “n” is the input
size. It has been observed by Joo-Young Kim et al. in [3] that the radix computing
operation at the bit level is faster than the arithmetic level. In light of this, the Radix
sort is modified to obtain the FastBit Radix sort. While the Radix sort extracts the
order by performing modulus operation followed by division, the FastBit Radix sort
obtains the same through bitwise “AND” operation followed by bit manipulation of
the integer mask [4].

With the increasing volumes of data, a sequential sorting algorithm may not be
efficient enough for sorting the data. In this paper, we have proposed a parallel
algorithm for sorting huge datasets. The parallelization of the sorting algorithm has
been performed using two standard libraries: Message Passing Interface (MPI) and
Compute Unified Device Architecture (CUDA). MPI is a library specification for
message passing, proposed as a standard by a broadly based committee of vendors,
implementers, and users [5]. It is used to achieve interaction between processors
running in parallel with the help of inbuilt APIs. These API calls can be made using
C, C ++ Fortran, etc. CUDA is a parallel computing platform and programming
model developed by NVIDIA for general computing on graphical processing units
(GPUs) [6]. With CUDA, developers will be able to dramatically speed up computing
applications by harnessing the power of GPUs. Using CUDA, one can choose to run
the compute-intensive portion of the application on thousands of GPU cores that are
running in parallel. These CUDA API calls can be made using C, C ++, Fortran,
Python, etc.

The structure of this paper is as follows: Sect. 2 provides a literature survey
describing the existing work done by researchers in parallelization of certain sorting
algorithms. Section 3 provides a detailed description of the methodology used for
developing the parallel algorithm. Section 4 presents the experimental setup and
the analysis done to achieve optimum results using the proposed method. Section 5
discusses the results obtained during the experimentation. Finally, Sect. 6 presents
the conclusion and future scope.

2 Related Work

A study of various parallel sorting algorithms was performed by Durad et al. in [7],
and they had implemented various sorting algorithms using MPI which includes
Bitonic Sort, Odd—-Even Sort, Shell Sort, etc. to name a few. They compared it on
clusters of computers both with and without ethernet for communication between
the processing elements. This was to simulate the limited communication bandwidth
situation. The performance was analyzed based on the runtimes. While performing
the sort in the ethernet cluster, they found that merge sort performs better for
large datasets. However, in the non-ethernet cluster, they found that the Radix sort
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performed better, and hence, it holds promise for usage in standalone systems. They
also concluded that the odd—even sorting performance improved with the added
number of processing elements. S. Kumari et al. in [8] implemented a parallel selec-
tion sort algorithm in the GPU using CUDA. The algorithm divides the total dataset
into blocks that are sorted using radix sort and these blocks are then sorted using
selection sort parallelly. They were able to prove that the total time complexity of
the whole sorting operation is O(N/p + p * log N/p), where N is the total data size
and p is the number of threads in the GPU. The implemented algorithm provided
better performance than the odd—even merge sort and the sequential selection sort
algorithm. Yildiz et al. in [9] performed a comparison between serial and parallel
versions of digit-based Radix sort and bitonic sort on a CUDA GPU environment.
They ran it on an integer dataset of sizes up to 2”24 data elements. They noted that
for datasets of sizes greater than 2°20 the runtimes of the two algorithms diverged
with parallel bitonic sort taking up the lesser time of the two.

Valerievichetal. in [10] implemented parallel quick and shell sorts in CUDA. They
found that the shell sort performed better than quicksort on the GPU, which may be
attributed to the higher communication needs of the latter. They further demonstrated
that while the increase in the number of blocks and threads decreases the execution
time initially when increased further above, the execution time increases due to the
increase in the communication overheads and noted that this may be reduced using
the disparallelization approach.

Further hybrid approaches were devised by Chandrashekhar et al. in [11] wherein
they devised a hybrid strategy of using sequential, MPI, and CUDA-based GPU-CPU
and hybrid clusters consisting of both MPI and CUDA GPUs for faster parallel sort
algorithms. They tested the architectures for Merge, Heap, and Quicksort algorithms.
They explored multiple combinations of clusters namely sequential only, MPI only,
GPU only, and MPI + CUDA. They demonstrated that Merge sort in MPI 4+ CUDA
hybrid configuration gave the best speedup.

Apart from the above, there have been many sorting algorithms that are paral-
lelized. In [12-15], a few sorting algorithms namely Tim sort, Super sort, Cut sort,
and Matrix sort algorithms are parallelized using GPU. The researchers have been
able to reduce sorting time when compared to sequential execution time.

3 Methodology

The study done in [4] discusses the serial implementation of the FastBit Radix sort
algorithm. To parallelize this algorithm, a mixed strategy is used in which the sub-lists
are sorted by a sequential sorting algorithm and the merging of the sub-lists is done
in parallel between the processes/threads. The general workflow that we followed
for parallelizing the existing algorithm is as follows:
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Fig. 1 The given array of
numbers is scattered among 8| 3|5 |1]4(2]]T7]F6
different processes

1

Scatter
8 3 5 1 4 2 7 6
Process 0 Process 1 Process 2 Process 3
Fig. 2 The processes sort
the elements within the 3 & ! . 2 4 6 i
chunk handled by them
Process 0 Process 1 Process 2 Process 3

Step 1: Divide the array into unsorted sub-arrays.

For this portion of the problem, we begin with a single unsorted list. This list is
scattered to all of the processes such that each process has an equal chunk of the list.
Suppose we have 4 processes and a list containing 8§ integers, the code executes as
shown in Fig. 1.

Step 2: Sort sub-lists.

We sort these sub-lists by applying a serial sorting algorithm. We use the function
Sort on each process to sort the local sub-list. After sorting, the processes have the
sorted sub-lists as shown in Fig. 2.

Step 3: Merge sub-lists.

The merging of the sub-lists to form a single sorted array is done by sending and
receiving sub-lists between processes and merging them. Each initially sorted sub-
list (with a size of 2 in our example) provides the sorted result to the corresponding
parent process in parallel. That process combines the two sub-lists to generate a list
of size 4 and then sends that result to its parent process. The individual processes
at each level work in parallel to send the resultant merged array to the parent in the
next level. Lastly, the root process merges the two sub-lists to obtain a list of size 8
that is fully sorted as shown in Fig. 3.

In this study, we have tried to show how parallelizing an existing sequential sorting
algorithm can give a better performance when considering huge data volumes. Firstly,
we have checked the time complexity for the sequential FastBit Radix sort by varying
the data sizes and then similarly checked the time complexities for the proposed
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Fig. 3 The merge operation Process 0 Process 1 Process 2 Process 3
is performed to obtain the
3 | 8 1| s 2 | a 6 | 7
final sorted array
Process 0 / Process 2 /
1|3 ]| s | s 2 | al|s |7
Process 0
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parallel algorithm using MPI and CUDA. The following section explains in detail
the approach for all three methods.

3.1 Sequential FastBit Radix Sort

The Radix sort modified to work on bit level is FastBit Radix Sort. In FastBit Radix
Sort, the data elements are scanned from Most Significant Bit (MSB) to Least Signif-
icant Bit (LSB) of their binary representation, and a specified bit position is checked
in each pass; the bit position is updated at the end of each pass. The algorithm goes
through M passes if the architecture of the machine uses M bits to represent a data
element. Each pass starts with pointers “startPointer” and “endPointer” to denote the
start and the end of the data array to be sorted. The initial bit position that is taken is
given below in Eq. 1.

Z(Totalbitsinthebinaryrepresentationofinteger71) (1)

A bitwise right shift is performed on the “bitPosition” value by one position at
each pass so that the set bit moves from MSB to LSB. In each pass, bitwise “AND”
operation is performed on the values at “startPointer” and “endPointer”. The bits,
thus, obtained are checked to be in order. If they are found to be out of order, they
are swapped and “startPointer” and “endPointer” are incremented and decremented,
respectively. These steps are repeated for each bit position. At the end of each pass,
we find that the data will be sorted in a bit specific format, i.e., there will be a partition
of 0’s and a partition of 1’s. The method is called again for each of the partitions until
the partition contains only one element. Once the “bitPosition” reaches the LSB, the
sorting is complete and the array obtained is sorted. The advantage that the FastBit
Radix sort has over the traditional Radix sort is that the runtime can be optimized by
changing the number of bits used in the bitMask depending on the number of bits
used by the data type that is being sorted.
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5 8 2 7 10 4 9
0101 | 1000 | 0010 0111 1010 | 0100 | 1001

/\.

5 4 2 7 10 8 9
0101 | 0100 | 0010 | 0111 1010 1000 1001
2 4 5 7 10 8 9
0010 0100 | 0101 | 0111 1010 | 1000 | 1001
2 4 5 7 9 8 10
0010 0100 | 0101 0111 1001 | 1000 1010
2 a4 5 7 8 9 10

0010 0100 0101 0111 1000 1001 1010

Fig. 4 FastBit radix sort example

An example run through the iterations for FastBit Radix sort is provided in Fig. 4.
for the numbers: 5, 8, 2, 7, 10, 4, 9.

3.2 Parallel FastBit Radix Sort Using MPI

MPI has several inbuilt APIs which can be used for message passing between proces-
sors within or outside a communicator. “mpi.h” is the header file that needs to be
included to be able to use the MPI library. MPI_Scatter has been used to scatter
the input array between p processors by diving the dataset into random chunks.
Each processor calls the FastBit Radix sort function in parallel, hence resulting in
p sorted chunks. The merge function is then called which merges the sorted chunks
into a single sorted array in parallel. MPI_Wtime is used to measure the overall
time of operation. Figure 5. describes the methodology implemented by the parallel
algorithm using MPI.
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Fig. 5 Workflow of the
parallel FastBit radix sort { Start )
using MPI
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3.3 Parallel FastBit Radix Sort Using MPI

CUDA toolkit has multiple inbuilt APIs that can be called by including
the “cuda_runtime.h” and “device_launch_parameters.h” libraries. Using C++/C
programming language, we can create CUDA kernel function that calls the sort
program that needs to run n times in parallel using n threads. Each thread that executes
the kernel is given a unique thread ID that is accessible within the kernel through
built-in variables. We have defined the number of threads to be a constant value based
on the input data size. The sorted arrays obtained from each of the threads have to
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Fig. 6 Workflow of the
parallel FastBit radix sort
using CUDA
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be merged into a single array. Another kernel function is called which merges the
results in parallel to finally obtain a single sorted list, and this is done in a hybrid
manner where a part of merge is completed in the GPU and the remaining levels of
merge are completed in the CPU. Figure 6 describes the methodology implemented
by the parallel algorithm using CUDA.

3.4 Setup and Analysis

The FastBit Radix Sort algorithm was implemented in C ++ and the dataset was
sorted. This was done for various different sizes of the input data and the overall
execution times were noted down. The data sizes were chosen to reflect the different
data sizes we would encounter in a real-life application.
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While running the tests in MPI, we have direct control over the number of
processes that are used for the execution. The best number of processes depends
on the combination of the individual sorting time and the communication overhead.
The number of data elements was chosen to reflect the effectiveness of the MPI
parallelization approach for both smaller-sized datasets and the larger-sized ones.
The number of processes was changed continuously to find the best execution time
thereby demonstrating the best speedup achieved using this method.

We further explored multiple strategies of achieving the complete sorted output
by testing various merging strategies. The first among them was an in-place merge
approach wherein we would be swapping the values in the same array by considering
two sorted sub-arrays as chunks to be merged. This is an inefficient method as it has
O(N™2) time complexity. The next method to be tested was to merge the output
sequentially as it arrives or in-order sequential merge approach. This is an effective
method if we have a small number of chunks to merge as the time complexity is
O(k*N) where k is the number of chunks to be merged. However, as the number of
chunks increases, the merging time increases and so does the complete execution
time. The next solution which happens to be the most efficient one is to merge the
chunks hierarchically as depicted in Fig. 7. previously. This takes O(k*logN) time
for completion where k is the number of chunks.

The CUDA program was designed to vary the number of threads depending on
the input data size. This ensured that the overheads remained at a minimum and
we get the best possible speedup for the given data size. However, this meant that
we could only change the input data sizes to check the speedup. In this regard, the
execution times were noted by varying the input data size. Initially, the merging was
performed in the GPU alone. Though this gave us the sorted output, the time taken
for merging the larger chunks was a significant component of the total execution

Overall Runtime in Seconds using MPI

1.6
1.4
1.2

0.8
0.6
0.4
0.2

Overall Time in Seconds

1 2 5 9 10 15 20 30 50 100

Number of Processes

- Time in Seconds

Fig. 7 MPI runtime versus processes for 2,020,456 data elements
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time. This prompted us to search for a hybrid approach for merging where we would
merge the chunks in the GPU up to a threshold size and the remaining merging was
done in the CPU hierarchically. We found the execution time was minimum when the
GPU merging was limited to 4096 data elements in individual arrays. The execution
times were noted down for the corresponding data sizes.

The metric used for comparing the algorithms and approaches is speedup. This is
given in Eq. 2 below. It is the ratio of best serial time and parallel execution time.

2(T0ralbitSinz‘hebinaryrepresem‘atiunofintegerf1) (2)

3.5 Results

The implementations were tested on a machine with Windows 10 OS and Visual
Studio 2010 on an x 64-based Intel i5-10210U CPU and Nvidia MX330. They were
written using MPI and CUDA in C and the timing in seconds was noted down. The
execution was on a standard dataset [T10I14D100K(.gz)] [16] containing 1,010,228
data elements, and for the 2,020,456-sized datasets, the same dataset was repeated
again to create the larger dataset, and the overall runtime was noted. The dataset
contained elements from 0 to 999 and contains repeated, reverse sorted, nearly sorted,
and reverse sorted with repeated data elements.

In MPI, for given data size, as we increase the number of processes, the chunk
size reduces, and hence, the runtime reduces. However, as we increase it further, the
communication overhead dominates and leads to runtime saturation. This leads us
to choose the number of processes based on the data size to get the least runtime
possible.

To get the best runtime for the algorithm, we continuously vary the number of
processes starting from 1 up to runtime saturation, and the minimum runtime is
considered. Figure 7. compares the runtime changes with the number of processes
for 2,020,456-sized input data. The runtime is observed to be minimum when 15
processes are used.

In CUDA, the creation of threads is cheaper both in terms of space and time
when compared with MPI. This makes it easier to increase the number of threads
and thereby increase the parallelism while handling larger datasets. The number of
threads it generates is the same as the input data size. Hence, we test the runtimes
for various input data sizes. Figure 8 shows the CUDA runtime comparison with the
serial execution runtime.

The time taken for the sorting operations on the dataset, of size 2,020,456, was
recorded for the sequential and the parallel algorithms. Table 1. shows the results of
the time taken by each of the algorithms for different data sizes (1 k, 10 k, 100 k,
1 M, 2020456[2 M]).
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Serial vs CUDA
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Fig. 8 Comparison of CUDA runtime and serial runtime

Tab}e 1 . Comparison of the Serial CUDA MPI
sorting times
Data Size Time in Seconds
1000 0.009 0.000412 0.000598
10,000 0.015 0.001780 0.002139
100,000 0.076 0.008755 0.017629
1,000,000 0.509 0.63355 0.181912
2,020,456 1.027 0.114850 0.364129

From Table 1, we can conclude that the time required to sort the data has been
reduced significantly by using MPI and CUDA. From Fig. 9, we can observe that the
parallel sort implemented in CUDA is the fastest among the tested algorithms. MPI
has also given better performance as compared to the sequential sorting algorithm,
especially for the larger dataset sizes.

Speedup is calculated as the ratio of the time taken for sequential execution to the
time taken for parallel execution. Higher the Speedup, the better the improvement
in the processing time. Table 2. shows the speedups achieved by parallelizing the
FastBit Radix sort algorithm using MPI and CUDA.
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Comparison of overall times for sorting
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Fig. 9 Comparison of runtimes using serial, MPI, and CUDA

Table 2 SpeedUps achieved

using MPI and CUDA Speedup
MPI 2.820
CUDA 8.942

4 Conclusion and Future scope

We proposed an approach to parallelize the FastBit Radix Sort Algorithm. It resulted
in taking less time for the sorting operation than its sequential counterpart for the
same dataset. It provided a speedup of 9 x in the execution time of the sorting as
shown in Table 2.

The algorithm may be further improved by reducing the communication over-
heads. Multithreading applications such as OpenMP could be used to improve the
performance in CPU actions.
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Performance Improvement of S-shaped m
for Wireless Communication i

S. Kannadhasan and R. Nagarajan

Abstract High-speed WLAN IEEE 802.11a standard and other wireless commu-
nication systems, a wideband S-shaped microstrip patch antenna covering the
frequency range of 2 GHz-3 GHz has been created. The length has changed to
tune the frequency of the second resonant mode without affecting the frequency of
the main resonant mode. To understand the impact of different dimensions factors
and to enhance the antenna’s performance, a comprehensive parametric research
was conducted. To achieve a compact radiating structure that matches the rigorous
bandwidth criterion, a low dielectric constant substrate is used. The measurement
findings match the HFSS simulation findings almost perfectly. There are many stages
in communication systems. Microwave and wireless communication technologies are
at their height right now. Small antenna size, low weight, and a basic 2D construction
are essential requirements for microwave and wireless applications.

Keywords S-shaped -+ VSWR - Return loss - Communication system and
applications

1 Introduction

With the aid of a Microstrip antenna, all of these requirements may be met. This
antenna also has several drawbacks, such as limited gain, restricted bandwidth, and
poor polarization. To solve these issues, numerous ways are utilized, such as adjusting
the substrate thickness, changing the substrate material, altering the patch form, and
so on. For long-distance communication, an antenna with great directional character-
istics (high gain) is desired in many applications. As a result, a novel multielement
antenna called an array antenna is incorporated. The S-shaped array arrangement

S. Kannadhasan ()
Department of Electronics and Communication Engineering, Cheran College of Engineering,
Tamilnadu, India

R. Nagarajan
Department of Electrical and Electronics Engineering, Gnanamani College of Technology,
Tamilnadu, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 15
P. K. Mallick et al. (eds.), Electronic Systems and Intelligent Computing, Lecture Notes
in Electrical Engineering 860, https://doi.org/10.1007/978-981-16-9488-2_2


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9488-2_2&domain=pdf
https://doi.org/10.1007/978-981-16-9488-2_2

16 S. Kannadhasan and R. Nagarajan

shown in this research improves both gain and bandwidth. There are many stages in
communication systems. Microwave and wireless communication technologies are
at their height right now. Small antenna size, low weight, and a basic 2D construction
are essential requirements for microwave and wireless applications. With the aid of
a Microstrip antenna, all of these requirements may be met. This antenna also has
several drawbacks, such as limited gain, restricted bandwidth, and poor polarization
[1-5].

To solve these issues, numerous ways are utilized, such as adjusting the substrate
thickness, changing the substrate material, altering the patch form, and so on. For
long-distance communication, an antenna with great directional characteristics (high
gain) is desired in many applications. As aresult, a novel multielement antenna called
an array antenna is incorporated. The S-shaped array arrangement shown in this
research improves both gain and bandwidth. Four S-shapes were added at the end.
Each of the four S-shapes is of the same size. Coaxial probe feed is utilized to feed
this array design. Using this methodology, we have offered several feed locations,
and the spot where we receive the best results is eventually fed with coaxial probe
feed. Then, using IE3D software, this design is simulated to get different curves such
as the return loss curve, VSWR curve, and so on [6-10].

In many high-performance wireless communication systems, microstrip patch
antennas are employed for a variety of purposes. They have various disadvantages,
including poor efficiency, poor bandwidth, limited gain, and the ability to only
operate at microwave frequencies. Tunings are complicated due to the aforemen-
tioned considerations. As a result, various slots are established in order to enhance
them. Patch antennas are available in a variety of forms, including E, H, V, U, L, and
others, making them appropriate for high-frequency applications [11-15].

2 S-shaped Antenna Geometry

With the increasing use of WN (Wireless Networks) technologies in recent years,
demand for small, low-profile, and broadband antennas has increased significantly.
The microstrip patch antenna has been recommended for these criteria because of its
light profile, low weight, and inexpensive cost. By design, the microstrip antenna has
alow gain and limited bandwidth. The constraints of restricted impedance bandwidth
and low gain have been addressed in a variety of methods, as illustrated in Fig. 1.
Because they provide many advantages over the conventional wire and metallic
antennas, microstrip antennas have been used in a variety of applications including
direct broadcast satellite (DBS) systems, mobile technologies, GPS, and various radar
systems. Mobile and satellite communication application: Mobile communication
requires small, low-cost, and low-profile antennas. These requirements are met by
microstrip patch antennas, and many types of microstrip antennas have been created
for use in mobile communication systems.

Satellite communication relies heavily on circularly polarized radiation patterns.
Global positioning systems make use of microstrip patch antennas with sintered
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Fig. 1 S-shaped antenna 4 Y
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substrates with high permittivity. The general population uses millions of GPS
devices to accurately identify ground vehicles and aircraft. WiMax refers to the
IEEE 802.16 standard. It has a theoretical range of 30 miles and a data throughput of
70 Mbps. MPA produces three resonant modes at 1.7, 2.3, and 2.83 GHz, allowing
it to be utilized in WiMax-compliant communication devices.

A simple GPS repeater is made up of an exterior antenna, a narrow bandpass filter,
a low-noise amplifier, and a reradiating interior antenna. The GPS signal is picked
up by the outside antenna from the satellite. To collect more satellites, this antenna
should have a broad beam and be circularly polarized. A helical antenna and a tiny
strip circularly polarized patch antenna are both feasible choices for this purpose.
The GPS received by the antenna is passed via a narrow band ceramic bandpass filter.
The filtered signal is then routed via a multi-stage low-noise amplifier. The signal
is retransmitted within the building, and the amplifier gives the necessary gain. The
GPS signal is sent within buildings using an indoor reradiating antenna. A broad
beam and circularly polarized antenna are necessary since the GPS receiver may
be positioned anywhere within the structure. A microstrip patch antenna is a good
option.

3 Results and Discussion

Microstrip patch antennas are becoming increasingly important. This is due to their
versatility in terms of possible geometries, allowing them to be utilized in a wide
range of situations. Two more of its various benefits are its low weight structure
and compatibility with microwave integrated circuits. Furthermore, because of the
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simplicity of the construction, these antennas are appropriate for low-cost produc-
tion. This is also a major property of microstrip patch antennas, which are often
employed in mobile communications. As a consequence, in practical applications,
size reduction and bandwidth expansion are becoming important design challenges
for microstrip antennas. The aim of this research is to create a FR4 dielectric substrate
with a thickness of 1.5 mm for a high bandwidth microstrip patch antenna, compare
it to prior patch antennas, and then recommend the best one.

The S-shaped slotted patch antenna was created in this research project. The
bandwidth attained here is 38 percent of the center frequency, which is much more
than the parasitic patch antenna. Due to its appealing properties like cheap cost, light
weight, small profile, and conformability, Microstrip Patch Antennas (MPAs) are
particularly tempting candidates for usage in a variety of applications. A 3D field
solver is used to simulate the performance of the antenna by inputting the dimensions
of the actual structure. The antenna is fed via a coaxial probe feeding method as shown
in Fig. 2.

The movement of information from one place to another is a wide definition of
communication. When information must be sent over a long distance, a communica-
tion system is generally necessary. Information is typically transmitted in a commu-
nication system by superimposing or modulating it onto an electromagnetic wave
that acts as the signal’s carrier. The modulated carrier is then received at the desired
destination, and the original information signal may be retrieved using demodulation.
Over time, advanced approaches based on electromagnetic carrier waves operating
at radio, microwave, and millimeter wave frequencies have been developed for this
process.

Antennas are the most critical components necessary to form a communica-
tion connection in today’s contemporary communication sector. Microstrip patch
antenna topologies have been the most popular method of realizing millimeter wave

Fig. 2 Simulation structure of S-shaped antenna
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monolithic integrated circuits for microwave, radar, and communication applications
throughout the years. Designs become very versatile in terms of operating frequency,
polarization, pattern, and impedance after the patch’s shape and operating mode
have been determined. Due to its appealing properties like cheap cost, light weight,
small profile, and conformability, Microstrip Patch Antennas (MPAs) are particularly
tempting candidates for usage in a variety of applications. The major drawback of
MPA, on the other hand, is its limited bandwidth, which may be as low as 1%. These
antennas may be used with active devices and printed strip-line feed networks. It
has always been a top priority to make strenuous efforts to overcome practically all
of the restrictions of traditional microstrip patch antenna characteristics, which are
shown clearly in this study and easily comprehended.

Various settings may be seen in the simulated results. First, we looked at the
return loss curve to get the bandwidth, then we looked at the VSWR curve to see
whether the bandwidth we got was helpful or not. In the ideal frequency range, the
VSWR should be less than 2 as shown in Fig. 4. The gain, directivity, and efficiency
curves are then taken into account. The bandwidth and gain of a Microstrip patch
antenna are the most significant factors. It’s tough to increase bandwidth while also
increasing gain. The Return Loss Curve (Fig. 3) is the first curve we examine while
calculating bandwidth.

The return loss of the proposed antenna for resonating frequencies is 1.5 GHz at —
20.02 dB, 2.1 GHz at —15.02 dB, and 2.03 GHz at —26.5 dB, respectively. Because
of its low loss tangent and excellent thermal and mechanical qualities, the microstrip
radiator has gained popularity. Microstrip antenna was the term given to them at
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the time. The primary reason for microstrip antennas’ actual benefits is that they
are very easy to install on planar and nonplanar surfaces, and certain applications
were done by flying machines, rockets, and satellite communication, which prompted
researchers to look into them. For microstrip antennas, narrow bandwidth was also a
major challenge. Following the IEEE invention, this antenna has had extraordinary
growth, with all issues being published in the IEEE Transaction on Antenna and
Propagation.

A microstrip patch antenna for use in UWB applications is proposed in this article.
The antenna is made up of several layers and is called a stack antenna. Figure 4
shows the VSWR of the proposed antenna at resonating frequencies of 1.5 GHz at
1.6, 2.1 GHz at 1.8, and 2.03 GHz at 1.98. The suggested antennas operate over
a broad frequency range and meet all of the design criteria for microstrip patch
antennas. Based on the above findings, we may infer that the S-shaped microstrip
patch antenna has the best return loss for downsizing at 1.5 GHz, which has a broad
variety of applications in telemetry, GPS, mobile applications, and amateur radio.

The movement of information from one place to another is a wide definition of
communication. When information must be sent over a long distance, a commu-
nication system is generally necessary. In a communication system, information is
usually transmitted by superimposing or modulating it onto an electromagnetic wave
that acts as a carrier for the signal, as illustrated in Fig. 5.
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Fig. 5 Radiation pattern of
S-shaped antenna

4 Conclusion

Antennas are the most critical components necessary to form a communication
connection in today’s contemporary communication sector. Over time, advanced
approaches based on electromagnetic carrier waves operating at radio, microwave,
and millimeter wave frequencies have been developed for this process. Microstrip
patch antenna topologies have been the most popular method of realizing millimeter
wave monolithic integrated circuits for microwave, radar, and communication appli-
cations throughout the years. Designs become very versatile in terms of operating
frequency, polarization, pattern, and impedance after choosing the patch’s shape and
operating mode. It has always been a top priority to make strenuous efforts to over-
come practically all of the restrictions of traditional microstrip patch antenna char-
acteristics, which are shown clearly in this study and easily comprehended. In this
study, a few obvious negative and important aspects, such as wide bands employing
the slotting approach, are addressed. Despite this, practical and competent solutions
are currently outnumbered and limited in number, and they face a slew of addi-
tional issues and challenges, such as distortion of radiation patterns, gain, structural
complexity, and so on. As a result, more remote research is urgently required in this
field of study.

References

1. Sadat S, Fardis M, Geran F, Dadashzadeh G, Hojjat N, Roshandel M (2006) A compact
microstrip square-ring slot antenna for uwb applications. In: International symposium on 2006
IEEE antennas and propagation society, pp 4629-4632



22

14.

15.

S. Kannadhasan and R. Nagarajan

. Yassen MT, Ali J, Hussan M, Alsaedi H, Salim A (2016) Extraction of dual-band antenna

response from UWB based on current distribution analysis. Technical Report, MRG 6-2016,
Microwave Research Group, University of Technology, Iraq, Technical Report

. Vendik IB, Rusakov A, Kanjanasit K, Hong J, Filonov D (2017) Ultrawideband (UWB)

planar antenna with single-, dual-, and triple-band notched characteristic based on electric
ring resonator. IEEE Antennas Wireless Propag Lett

. Peng H, Wang C, Zhao L, Liu J (2017) Novel srr-loaded cpw-fed uwb antenna with wide

band-notched characteristics. Int J Microw Wirel Technol 9(4):875-880

. Naser S, Dib N (2016) Analysis and design of mimo antenna for uwb applications based on the

super-formula. In 2016 5th international conference on IEEE on electronic devices, systems
and applications ICEDSA), pp 1-3

. WiSH, Sun YB, Song IS, Choa SH, Koh IS, Lee YS, Yook JG (2006) Package-Level integrated

antennas based on LTCC technology. IEEE Trans Antennas Propag 54(8):2190-2197

. Wi SH, Kim JM, Yoo TH, Lee HJ, Park JY, Yook JG, Park HK (2002) Bow-tie shaped meander

slot antenna for 5 GHz application. In Proceedings of IEEE International Symposium Antenna
and Propagation, vol 2, pp 456-459

. Odeyemi KO, Akande DO, Ogunti EO (2011) Design of an S-band rectangular microstrip

patch antenna. Eur J Scientif Res 55(1): 72-79

. Kumar G, Ray KP (2003) Broadband microstrip antennas, Dedham, MA: Artech House
. Wong KL (2002) Compact and broadband microstrip antennas. Wiley Inc., New York
. Ciais P, Staraj R, Kossiavas G, Luxey C (2004) Design of an Internal Quad-Band Antenna for

Mobile Phones. IEEE Microwave and Wireless Component Letters 14(4):148-150

. Ali M, Hayes GJ, Hwang HS, Sadler RA (2005) Design of a multiband internal antenna for

third generation mobile phone handsets. IEEE Trans Antennas Propag 51(7):1452-1461

. Chen SB, Jiao YC, Wang W, Zhang FS (2006) Modified T-shaped planar monopole antennas

for multiband operation. IEEE Trans Microwave Theory Tech, 54(8)

Mahmoud MN, Baktur R (2008) A dual band microstrip-Fed slot antenna. IEEE Trans Antennas
Propag 59(5)

Mozi AM, Damit DS, Faiza Z (2013) Rectangular spiral microstrip antenna for WLAN
application. In: IEEE control and system graduate research Colloquium (ICSGRC 2012)



Design of an Automated Stethoscope )
Using Al IoT and Signal Processing L

Anjitha S. Narayanan, P. A. Prajeesh, Archana Aniyan, and N. R. Archana

Abstract A traditional stethoscope can be used to listen to the sounds made by heart,
lungs or intestines as well as blood flow in arteries and veins. Nowadays people are
facing more issues regarding their health and sometimes there will be a lack of
availability of efficient doctors and also proper attention. In order to overcome these
difficulties, an automatic diagnosis using a stethoscope can be made. So, the sounds
are converted from analog to digital and compared with the digital data. The system
consists of a microcontroller in which different outputs of the stethoscope (sound
pattern) are stored and then run an algorithm using these patterns. This system can
also be used to transmit the data from one place to another, irrespective of the location
where the doctor or the patient is.

Keywords Stethoscope * Analog to digital - Microcontroller

1 Introduction

Many people face health-related issues and sometimes they can’t reach the doctors in
times of need. Also, there would be a lack of availability of doctors during emergen-
cies. In order to overcome this, an automatic diagnosis system by using a traditional
stethoscope can be made, i.e., a smart stethoscope. It can be used by doctors or health
professionals through which consultation can be done irrespective of their location.
The technology used here includes Al, IoT, and Signal processing.

A stethoscope can predict abnormalities inside the human body just by sensing
the sound without the help of a doctor. A smart stethoscope can be used by nurses
or health workers or the patient himself and it remotely connects with doctors (In
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case of any problem). All signals can be transferred to doctors in real time. Based
on the instructions given by the doctor, nurses are able to capture the sound signals
and amplify them. Noise-free signals are sent to the doctors automatically and they
can do the check-up.

2 Existing System

A. Normal Stethoscope

e Used in listening to sounds produced within the body, chiefly in the heart or
lungs.

e Price is very high (starts from 15,000/-).

e Recording of sounds are not possible.

&

Electronic Stethoscope

e An electronic stethoscope overcomes the low sound levels by electronically
amplifying body sounds.
e Price is very high (starts from 20,000/-).

C. Electronic Stethoscope

e An electronic stethoscope overcomes the low sound levels by electronically
amplifying body sounds.

Fig.1 Normal stethoscope o ‘__\‘ : Esrsps

e Al tube
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Fig. 2 Electronic > .

stethoscope f

e Price is very high (starts from 20,000/-).
e Recordings of sounds are possible here.

3 Proposed System

This is a stethoscope that can be used by any health professionals or doctors, working
remotely. The doctors provide instructions to the nurses, and based on that, the sound
signals are captured from the patients. These signals are amplified and the noise-free
signals are sent to doctor automatically in real time. Hence, the diagnosis can be
done.

Al is used to predict the condition of the patients for easier diagnosis. This device
can also be connected to the Internet via [oT. Data can be stored in the cloud for later
references. Apart from real-time monitoring, the doctors can log into their profiles and
data access can be done anytime. Al is provided in the system to give alerts, in cases
of emergency, to the health professionals so that the doctors can reach the patients
quickly. Hence, the patients can be quickly shifted to emergency care. Doctors can
listen to the signals by using their normal headphones by connecting to the admin
interface either through smartphones or PC. Audio signals also show a graphical
representation for detailed analysis. All the existing systems of stethoscopes are not
affordable for ordinary people. So this will be a cost-effective product compared to
the existing one. An automatic diagnosis by using a stethoscope is done in which the
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body of the stethoscope is made up of silicon tubes. The diaphragm is made up of
light-weighted plastic.

4 Design and Implementation

A. Block Diagram

™
\ / /%1 MICROPHONE
ADC
CAPACITOR | | BAND PASS AUDIO
FILTER FILTER AMPLIFIER MICRO
CONTROLLER
REQUIRED
AUDIO RANGE QUTPUT
(20Hz-1300Hz) IS (TOTHE
ONLY PASSED APP}

The block diagram shows the working of the smart stethoscope. A micro-
phone is connected to the diaphragm of the stethoscope in order to record
the body sounds that we hear when we place a stethoscope in our body. The
recorded sounds are then amplified by using an amplifier and then the wanted
sounds are only taken out by the process of noise cancelling. The body sound
that we want to analyse is then saved as an audio file. Through pattern recog-
nition and a categorized database, we can obtain the output. From the output,
we can analyse the abnormalities (if any) in the pulse rate, variations in blood
level, etc. In case of emergencies, the audio file can be sent to the doctor imme-
diately, and also, the doctor can view it from the app (provided) anytime from
any place.

Steps

Step 1: It can be used by nurses or health workers and it remotely connects with
doctors. All signals will be transferred to doctors in real time.

Step 2: Uses Al to predict the conditions of patients for easier diagnosis. The device
can also be connected to the

Step 3: Apart from real-time monitoring, Doctors can log into their profiles and
access the data anytime.
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5 Result

A. Mobile App Development

We’ve created the app named “stethlot”. At first, we have to log in/signup.
After that, log in to the app and enter personal details like name, age, gender,
e-mail id, etc.

And there will be tutorials about where to place the stethoscope. And after
that, we are giving an audio input or will be taking a real input from the
stethoscope itself.

And Based on the input we give, the result is shown normal/abnormal, i.e.,
shown in the figure below. If the condition is abnormal, they can further contact
the doctor and take the advice.

6 Conclusion

This product can be used by nurses or health workers and it remotely connects
with doctors. Moreover, it is a useful product for the people. All signals will be
transferred to doctors in real time. With the help of Al the condition of the patient
can be understood.

The device is connected to the Internet by using IoT. Data can be stored in the
cloud for later reference. Remotely diagnosing a patient with more observations and
measurements increases the chance of more doctors and health officials reaching in
for the product.

The never-ending demand for doctors especially during such times of peril puts
this product in the prime spot for marketing.
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Fig. 3 App logo
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Fig. 4 Uploading a file

Uploading File
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Fig. 5 Result showing R
normal condition
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Early Prediction of Cardiovascular )
Disease Using Machine Learning L
Algorithms

Charu Khandelwal, Simran Agarwal, Jyotsna, Deepti Sahu,
and Sudeshna Chakraborty

Abstract Cardiovascular disease (CVD) is regarded as one of the world’s leading
causes of death. Individuals who are dealing with various risk factors such as high
blood cholesterol, obesity (overweight), hypertension, and diabetes are more suscep-
tible to CVD and thus need early detection. Advancements of technologies are
assembling terabytes of data every day from the healthcare industry to keep records.
However, this data is not mined well to anticipate the likelihood of a patient getting a
cardiopulmonary arrest. Therefore, with the assistance of disparate machine learning
and data mining techniques, it is feasible to extract useful insights and discover hidden
patterns from the datasets to get a more accurate diagnosis and decision-making. The
paper aims to review different research papers with comparative results that have been
done on the prognostication of CVD to get an integrated, synthesized overview of
machine learning techniques, their performance measures in several datasets and to
also make vital conclusions. From the study, we observed that various techniques such
as decision trees and artificial neural network (ANN) give the highest CVD predic-
tion system accuracy in different scenarios. This procedure could possibly be useful
for cardiologists to forecast the occurrence of cardiovascular disease beforehand and
come up with proper medical treatment.

Keywords Data mining - Machine learning - Machine learning techniques -
Cardiovascular disease - Decision tree

1 Introduction

The human body consists of internal organs like the brain, heart, liver, lungs, kidney,
etc., that are very liable to diseases but among these organs, the heart is considered
as the most vital and more prone to disease. Despite leading a healthy lifestyle, the
propensity of having CVD due to plaque buildup in arteries causing narrowed blood
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vessels resulting in stroke, hypertension, chest pain, arrhythmia, and other symptoms
is frequent [1]. According to WHO, millions of people die every year due to cardiac
disease. Electrocardiogram (ECG) plays a crucial role in quickly monitoring the
heart’s health and detecting the electrical signals produced by it. Heart rates differ
widely from person to person depending upon their lifestyle. It’s considered to be
lower when at rest and higher during exercise. The standard heart rate is typically 60—
100 bps (beats per minute). Lower resting heart rate is an indication of good health
and wellness. Many doctors suggest a proper nutritious diet and regular exercise to
keep the heart healthy. Figure 1 depicts the overview of the 3 phases with the help
of ECG signals which shows that heartbeat is moderate.

A lot of factors such as cholesterol level, age, smoking habits, diabetes, genetic
mutations, and pulse rate contribute to heart disease. Identifying people at risk of
CVD is a cornerstone of preventive cardiology. With the constant boom of data in
the healthcare industry, their collection techniques are getting ameliorated on a daily
basis through the application of wearable technology and the Internet of Things (IoT).
It is impossible for a human being to amalgamate zillions of facts and data and infer
the specific patient’s malady. Nevertheless, machine learning could be applied as a
predictive mechanism to find the insights and patterns in the data [5]. The datasets
are largely collected via Kaggle and the UCI machine learning repository.

The robust strategies related to deep learning and machine learning techniques
help to foretell the people who are in the similitude of getting the cardiac disease an
accurate time, provide affordable services, and save precious lives. These algorithms
and techniques can be directly applied to a dataset using various machine learning
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Fig. 1 Phasel: standing; Phase 2: walking; and Phase 3: running [6]
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frameworks to draw analytical conclusions. Even though different types of CVD
usually have a lot of different symptoms, many have identical warning signs such as
respiratory infection, irregular heartbeat, dizziness, loss of appetite, and restlessness.
It is a fatal disease which gives rise to more adversities. Table 1 summarizes the
different types of CVD.

This article structure is as follows—Sect. 2 presents the various machine learning
algorithms used, Sect. 3 of the paper gives a comprehensive literature review, Sect. 4

presents the summary, and Sect. 5 provides a conclusion.

Table 1 Different types of cardiovascular disease, its symptoms, and risk factor

Cardiovascular
diseases

Brief description

Warning symptoms

Risk factors of disease

Rheumatic heart
disease

Inflammatory disease,
heart valves are
permanently damages,
tonsils in children

Nodules, chest pain,
fever, dyspnea,
complications during
pregnancy

Untreated or
under-treated strep
infections;
over-crowding; age
group of 5-15 years
are more prone to this
disease

Coronary artery
disease
(atherosclerosis)

when the coronary
arteries become too
hard and narrow,
restricting flow of
blood to the heart

Nausea, angina, chest
pain, discomfort in the
back, jaw, shortness of
breath

Smoking, poor
nutritious diet,
laziness, diabetes,
hypertension

Peripheral vascular
disease (claudication)

Flow of blood
decreases causing
blood vessels to block
outside of the brain
and heart, hardening
of arteries

Leg, thigh, buttocks,
calf pain or cramping,
loss of hair on legs,
muscles feel numb

Diabetes, overweight,
history of stroke,
aging high blood
pressure, kidney
disease, sedentary
lifestyle, drug use,
high cholesterol

Deep vein Clots of blood in a Pain, swelling, and Long bed rest, injury
thrombophlebitis deep vein, generally | tenderness in one leg; | to veins, obesity,
(DVT) occurs in the legs warm skin around the | bowel disease,

which can dislodge areas of the clot; skin | smoking

and move to the heart | turning to a reddish

and lungs color over the affected

area

Stroke (brain attack) | Blood supply gets Weakness of face and | High blood pressure,

reduced to part of our
brain

arm, sudden headache,
unstable walking

alcohol intake in
excess amount, family
history, atrial
fibrillation, vision loss
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Fig. 2 Decision tree, tree-like structure

2 Exploratory Study of Various Machine Learning
Algorithms

2.1 Decision Trees

Decision trees are a type of construction that distributes a large number of records
into smaller groups using a set of simple decision rules. It handles both continuous
and categorical variables and they are mostly used for classification problems. In
decision trees, each tree comprises nodes and branches where every node serves as
an attribute in a group for classification, and every branch will act as a value that
the node can take. Decision trees aren’t very robust on their own but are used in
other methods that leverage their simplicity and create some very powerful machine
learning algorithms. Recently, it is reborn with new upgrades and those upgrades are
advanced methods such as gradient boosting and random forest that build on top of
decision trees. The main advantage of decision trees is that without requiring much
computation, it can provide a clear indication of which fields are more important for
prediction. Figure 2 shows the tree-like structure of a decision tree.

2.2 Support Vector Machine

Support vector machine (SVM) comprises learning models that are supervised in
nature. It’s mostly used for classification and works on the concept of margin calcu-
lation. It finds the best line (decision boundary) that helps to separate space into
classes. This line is searched through the maximum margin which is equidistant
from the points on both sides. The sum of distance of these two points from the
line has to be maximized to get the best result. This line is called maximum margin
hyperplane or classifier, and the two points are called support vectors which support
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the whole algorithm. SVM is better to be thought of as a more rebellious and risky
type of algorithm because it looks at extreme points that are very close to the decision
boundary, and uses it to construct analysis. That in itself makes the SVM algorithm
very special and different from other machine learning algorithms. Figure 3 shows
the example of SVM.

2.3 Random Forest

Random forest (random decision forest) is a technique that constructs and integrates
various decision trees to get a more stable and accurate prognosis. The random forest
works using an algorithm as discussed.

Initially, random K data points will be taken out of the train set.

The decision tree will be created using K data points.

Select the number N-tree of trees and follow the above two steps.

To select a new data point, create N-tree trees for each data point to predict the
class to which it belongs and allocate it to the class that wins the majority vote.

The random forest starts with one tree and builds it up to n-number, which is
randomly selected from the data. Though each one of these trees might not be perfect,
overall on average it can perform very well, and therefore it is a major advantage of
this algorithm. Figure 4 shows an example of a random forest.
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2.4 Naive Bayes

In statistics, Bayes’ theorem (Bayes’ law) follows the maxim of the conditional and
marginal probabilities of two sets of random outcomes from an experiment. It is a
family of algorithms which sticks to the standard theory, that each set of features
which is classified is free from each other. It is often used to calculate posterior
probabilities. Naive Bayes handles both discrete and continuous data. The Bayes
model in combination with decision rules contributes to probability independently
like hypotheses and studies without considering correlations. The probability model
of naive Bayes can be efficiently trained using supervised learning algorithms. It is
insensitive to irrelevant features and doesn’t require as much training data. Naive
Bayes can solve diagnostic problems as it aids to specify if a patient is at high risk
of certain diseases.

2.5 Artificial Neural Network

Artificial neural networks (ANN) are vaguely prompted by the biological neural
circuit. It is considered to be the most useful and powerful machine learning algo-
rithm. An input layer, a concealed layer, and a final output layer make up the three
layers. The input layer takes the input which is assessed by the hidden layer. Finally,
the output layer sends the calculated output. A multilayer perceptron (MLP), a form
of feedforward ANN, is the most common type of neural network. It uses a super-
vised learning technique called backpropagation (backward propagation of errors) for
training. ANN can find complicated patterns in data and thus improve its perfor-
mance. It has a feature where the failure of one or more cells does not prevent it from
generating results, thus making the networks fault-tolerant. It can perform more than
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Fig. 5 Naive Bayes
classifier

Naive bayes
classifier

one job at the same time, making it a widely used algorithm for solving complex
problems. Figure 5 shows the actual structure of ANN.

2.6 K Nearest Neighbor

K-Nearest Neighbor (KNN) is a kind of lazy learning or non-parametric learning
that uses a pliable number of parameters where a function is estimated locally and all
enumeration is withheld until classification. It is a smooth algorithm. To get a better
understanding of KNN, let’s walk through the steps:

e Pick the number K of neighbors. The most common default for K is 5.

e Select the K closest neighbors of the new data point using Euclidean distance.
Distances such as Manhattan distance can also be applied.

e Compute the number of data points that fall into each category.

e Assign the newly created data point to the category with the most neighbors.

KNN algorithm fares across all parameters of deliberation. It is frequently used
for its low computation time and trouble-free implementation as only the value of
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Fig. 6 Artificial neural network of multiple layers and outputs [9]

k and the distance function are required to execute. Figure 6 shows an example of
KNN.

2.7 Logistic Regression

A logistic regression model is used to perform predictive analysis (modeling) to
estimate the probability of a given output based on input variables, in contrast with
a binary classifier. It is incredibly simple to execute and very efficient to train. It
has a good baseline that one can use, to compute the performance of other advanced
or complex algorithms. It is a valuable model to be selected when different sources
of data are combined into a binary classification task. Since a linear model does
not extend to classification problems with multiple classes, logistic regression is
considered as a solution for it. Figure 7 shows the logistic function graph. The
algorithm compresses the outcome of a linear (algebraic) mathematical equation
between 0 and 1 using the logistic function.
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Fig. 7 K nearest neighbor

2.8 Gradient Boosting

Gradient boosting is considered as one of the most robust techniques for constructing
predictive models due to its high speed and accuracy. It follows a greedy approach
and produces a highly robust solution for both classification and regression problems.
It requires three elements to function—loss function, weak learner, and an additive
model. A loss function is optimized. To generate predictions, a weak learner is used,
and an additive model. In this, the additive model is used to add on the weak learner to
minimize the loss function, and finally lower the overall prediction error. It integrates
the previous one with the best possible next model. In other words, it tries to develop
anew sequential model. Gradient boosting is commonly used as it is generic enough
to use any differentiable loss function. Figure 8 depicts the working of gradient
boosting.

Fig. 8 The logistic function
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Fig. 9 Working of gradient boosting

2.9 Rough Set

Rough set theory has engaged the attention of many research workers and practitioner
workers throughout the world. Methods build on a rough set have broad applications
in many real-life projects. It can find a minimal set from data for dimension reduc-
tion in classification. They set interconnection with many other approaches such as
statistical methods and fuzzy set theory. A rough set solves the problems such as
finding the dependency between the most significant attributes, reducing the surplus
one, and describing a set of objects based on attribute values. It is widely used for
feature extraction, feature selection, decision rule generation, and also for discov-
ering hidden patterns inside the data. Thus, it is valuable to mention that a rough set
plays a crucial role in solving prediction problems. Figure 9 connotes the rough set
theory concept where the lower and upper approximation sets are known to be crisp
sets, and the same sets can also be called fuzzy sets these sets in other variations.

3 Literature Survey

In this paper, the dataset is subjected to a variety of machine learning methods
to prognosticate the likelihood of a patient getting cardiac arrest based on various
controlled and uncontrolled variables [1]. Parameters, namely age, blood pressure,
alcohol intake, gender, chest pain, fasting blood sugar, cholesterol, etc., are consid-
ered for predictions of CVD. Initially, the dataset contains some missing records
which are recognized and replaced with the most relevant values. The missing values
are calculated using the mean method. After preprocessing the data, classification
algorithms like SVM, decision tree, and ANN are applied to the dataset. Due to
the broad range of relevancy of ANN and its capability to understand advanced or
complex relationships along with modeling of non-linear processes, an ANN algo-
rithm is considered as the best performing algorithm with accuracy 85.00%. The
conclusion made during this study was that the accuracy of ANN could be more
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Fig. 10 Rough set theory
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precise if a larger dataset is used. Figure 10 indicates the accuracy across various
algorithms.

In this paper, support vector classifier, logistic regression, and decision tree are
presented to forecast CVD using machine learning paradigms with 301 sample data,
and 12 attributes [2]. The entire data is required to split into two parts, one set
for training comprises 80% of total are split into two sets and other for testing
with 20% of total data. Data visualization techniques are also applied to extract the
hidden insights from the dataset which would help doctors to analyze the pattern
effectively for further medical diagnosis. Performance assessment is carried through
these four algorithms and their accuracy is deliberated. Moreover, while analogizing
these classification algorithms, the outcome reveals that the performance of logistic
regression is better than the other three algorithms. The precision, recall, F1-score,
and support are also calculated for logistic regression. Later, a comparative study is
also performed with the UCI dataset using the same algorithms where the support
vector classifier provides better results with an accuracy of 86.1%. Figure 11 shows
the performance of the algorithm on two different datasets (Fig. 12).

The prediction of cardiac disease using machine learning techniques has been
proposed [3]. The dataset is taken from the UCI repository with 13 medical param-
eters such as blood pressure level, and electrocardiographic results as input. Python
programming is used as a tool for data analysis and machine learning paradigm.
Data preprocessing is applied to transform the unrefined data into a comprehen-
sible format. The dataset is divided into two parts, 70% for training while 30% for
testing. A scatter plot is applied to both the training and test sets to represent patients
having heart disease or not. Two classification-based machine learning techniques,
naive Bayes and decision tree, are used. Though naive Bayes can handle enormous,
tangled, non-linear dependent data, decision trees perform better with an accuracy
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B Accuracy of their collected dataset | 86.25% 83.61% 75.41% 73.77%
! Accuracy of UCI heart disease dataset 82.90% 86.10% 85% 75.80%

Decision tree Naive bayes

Fig. 12 Algorithm accuracy on two different datasets

level of 91% as this model analyzes the dataset in the tree shape structured format
because of which each attribute is completely analyzed.

CVD prediction using machine learning techniques is discussed. A dataset of
cardiac disease has been taken from the UCI repository consisting of 14 attributes as
input. R language is used as it has the best compatibility with UNIX and Windows
and also proffers a better outcome compared to other languages. Data preprocessing
is applied to make the mining process more efficient and to avoid fault prediction.
The records are classified into a training and a testing dataset. The system also
demonstrates powerful visualization using a box plot, scatter plot, and mosaic plot
of interrelation and traits of all the attributes for the graphical representation of
data. Then, for prediction, SVM, naive Bayes, random forest, logistic regression,
and gradient boosting are used. The analogizing of classification algorithms is made
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Fig. 13 The accuracy rate of the two models

which signifies that the best performing algorithm is logistic regression. The user
interface is designed where the parameters of the patients such as type of chest
pain, height, age (in years), resting blood pressure, and cholesterol are recorded, and
based on the algorithm, the interface of the system calculates the patient’s risk of
heart disease.. Figure 13 represents the accuracy of each algorithm tested.

The detection of CVD using a new ensemble classifier is proposed [4]. On a dataset
acquired from the UCI laboratory, classification-based machine learning techniques
such as decision trees, naive Bayes, multilayer perceptron neural network with hidden
layers, and rough set are deployed. Information of 303 patients is collected having
total features as 76 where the filtering method called Pearson’s correlation coefficient
is applied to select the most discriminative features. Hence, 14 attributes such as
age, cholesterol, and fasting blood sugar are used in this dataset for prediction.
Later applied data preparation, where the missing rate of each feature is calculated.
The data is assessed using tenfold cross-validation. Performance metrics such as
sensitivity, precision, F-measure, and accuracy are calculated with the usage of a
confusion matrix. Here, F-measure combines sensitivity and precision into a single
value. naive Bayes, rough set, and neural network achieve the highest performance
on the basis of F-measure. Later, fusion strategy is applied to combine these three
best classifiers by weighted majority vote which further improves the accuracy of
the model. The statistically revelatory difference in assessing the performance of
the classifier is observed by the fusion of outputs which further enhance decision
support. F-measure achieves 86.8% outperforming other individual metrics, in the
domain of classification. Figure 14 shows the performance of the classifier.

In this research, supervised machine learning methods such as naive Bayes, deci-
sion tree, logistic regression, and random forest are used to predict the illness related
to cardiac problems [5]. The dataset of cardiac disease patients is taken from Kaggle
with 12 essential attributes such as systolic and diastolic blood pressure, chest pain,
gender, cholesterol, smoker/drinker, and age to forecast the likelihood of patients
developing heart illness. Furthermore, the dataset has been divided into two parts
with 70% and 30% of total data used for training and testing, %respectively. The
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Fig. 14 Performance study of algorithm

confusion matrix (error matrix) is exerted which shows the correlation between all
available features and with the help of it and the classification algorithm’s precision,
recall, F1-score, and accuracy are calculated. The performance-based model is esti-
mated and their results are examined. The testing results show that the decision tree
algorithm provides a superior forecast than the other algorithms, with an accuracy
rate of 73%. The author later used the technique of dimensionality reduction, where
the entities which are negatively correlated are skimmed from the dataset and then
tested. As a result, the accuracy of the random forest and KNN algorithm changed
either positively or negatively. However, precision values of the decision tree algo-
rithm, before and after the dimensionality reduction, remain the same. It gives the
highest accuracy of 73% in both the cases. Figure 15 compares the accuracy (pre-
and post-dimensionality reduction) between the algorithms (Fig. 16).

Fig. 15 Evaluation of the E nsem ble cl a ssifier

proposed ensemble
classifier’s performance
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i Sensitivity
M F-Measure
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M Precision




Early Prediction of Cardiovascular Disease... 45

Comparison of Accuracy
80%
- 70%
oo
8 60% -
S s0%
o 50
& a0%
g 30%
e
3 20%
4
< 0%
0% :
Naive Decision Logistic Random KNN
Bayes Tree Regression Forest
B Accuracy (Pre dimensional
reduction) 60% 73% 72% 71% 72% 66%
5 - — ] ] l
Accuracy (Post dimensional 60% 23% 729% 69% 72% 70%

reduction)

Fig. 16 Comparison of accuracy

4 Comparative Analysis of Machine Learning Technique

Table 2 shows different machine learning techniques used on cardiovascular disease
predictions with accuracy.

5 Conclusion

The research examines a variety of machine learning techniques for estimating the
total number of CVDs. Machine learning takes leverage of structured and unstruc-
tured data sources and therefore plays a crucial role in the healthcare industry.
From this study, it shows that decision tree delivers better prediction by providing
91% accuracy consisting of 14 clinical parameters. ANN has also performed well
with 85% accuracy. Therefore, we conclude that different methodologies used give
different accuracies depending upon the type of dataset taken and tools used for
implementation. It is also crucial to note that each domain is non-identical thereby, it
is foremost to endeavor various data optimization techniques to escalate the accuracy
of the model.

There are numerous upgrades that could be explored in order to increase the
system’s performance. Hereby, we recommend some of the following observations
that need to be considered in future research work to get a more accurate diagnosis
of CVD by using a robust prediction system.

e Real data of patients from medical organizations can be incorporated in a large
quantity to increase the accuracy of the prediction model.
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Table 2 Comparison of machine learning techniques
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Author and | Purpose Techniques | Accuracy/Result
year used
Esfahani Cardiovascular Accuracy F- Measure
et al. [4] disease prediction Neural 86.9% 86.1%
using a new network
ensemble classifier
SVM 75.4% 80.3%
Naive Bayes | 85.4% 84.6%
SVM (Poly | 75.4% 80.1%
Function)
Decision 74.8% 77.8%
tree
Roughset | 88.1% 85.7%
Kumar Performance-based | Logistic 87%
etal. [1] analysis of regression
machine learning | Random 81%
paradigms for forest
prediction of -
cardiovascular Naive Bayes | 84%
disease Gradient 84%
boosting
SVM 80%
Krishnan | Prediction of heart | Decision 91%
[3] disease using tree
classification-based | Naive Bayes | 87%
data mining
techniques
Chauhan Cardiopulmonary | SVM 53.85%
etal. [1] arrest prediction Decision 49.06%
based on various tree
variables using
machine learning Random 59.44%
algorithms forest
Logistic 56.31%
regression
ANN 85.00%
Islam et al. | Efficient Accuracy of Accuracy of UCI dataset
[2] forecasting of collected dataset
cardiovascular 1 ooigic | 86.25% 82.9%
disease using regression
machine learning
paradigms and Support 83.61% 86.1%
comparing the vectqr
accuracy of their | classifier
collected dataset Decision 75.41% 85%
with that of UCI tree
heart disease Naive Bayes | 73.77% 75.8%
dataset

(continued)
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Table 2 (continued)

Author and | Purpose Techniques | Accuracy/Result
year used
Princy Prognosis of Accuracy Accuracy
etal. [10] | cardiac disease (Pre-dimensional | (Post-dimensional
prediction using reduction) reduction)
supervised Naive Bayes | 60% 60%
machine learning
algorithms Random 71% 69%
forest
Decision 73% 73%
tree
SVM 2% 72%
Logistic 72% 72%
Regression
KNN 66% 70%
Akella Build a predictive | Neural 93.03%
etal. [9] model for the Network
detection of KNN 84.27%

coronary artery -
disease (CAD) Generalized | 87.64%

linear model
Decision 79.78%

tree
SVM 86.52%
Random 87.64%
forest

Chowdhury | Heart diagnostics | Decision 87.546

et al. [4] Diagnosis machine | tree

learning techniques | gistic 86%

regression
KNN 87%
Naive 84%
Bayes
SVM 91%

e There is a lag between data collection and preprocessing which needs to be
addressed.

e Consulting a highly experienced doctor in cardiology will help to prioritize the
attributes and to add more vital parameters of cardiac disease for better prediction.

e There is a need to apply more feature extraction and feature selection methods to
improve the accuracy performance of the algorithms.

e To lower the overall prediction error, more complex hybrid models should be
designed by integrating diverse machine learning and data mining techniques.



48

C. Khandelwal et al.

The genetic algorithm is one of the finest and simplest random-based evolutionary
algorithms that can be used for optimization which makes the overall performance
of intelligent prediction models better.

To evaluate data in a clinical setting and for better comparison insights in the
future study, new analytical frameworks and methodologies, such as regression,
association rule, and clustering algorithm, are needed.
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A Decentralized Network to Support m
Funding with Ethereum Smart Contract oo

Sayan Mondal and Rajat Kumar Behera

Abstract The study proposes a DeFi System to provide organization-level ac-
countability for real-time crypto-asset transactions, democratizing crowdfunding and
financial support by enabling contributors to donate. Recent work in this area has
seen a lot of development in crypto assets being stored in wallets, however, currently
there are no real-world implementations of smart contracts in Finance. Cryptocur-
rencies like Bitcoin were invented to make international purchases easier and more
secure. In past years, buyers had to use third parties to make purchases because
financial institutions did not allow online international purchases. This made busi-
ness with international buyers and business owners very difficult. We capitalize on the
latest advancements of Blockchain and Ethereum leveraging the power of approval-
based transactions with smart contracts to provide transparency between the donor
and recipient. With the proposed rule-based contract management system, 50% of
contributors are able to approve the transaction request to process the same to the
targeted Fundraiser.

Keywords Smart contract - Blockchain - Contract « Crowdfunding - Solidity -
Decentralized

1 Introduction

Just like a standard paper contract automatically verifies fulfillment, enforces, and
performs the terms of a contract, a smart contract [1] is a digital version of the same.
Derivatives are used by financial markets to transfer risks from one entity to another.
With smart contracts, derivatives which is an agreement with certain terms could
be easily written. The derivative practice tends to be standardized, and the adoption
of distributed ledger [6] and smart contracts can be seen by the industry. With the
invention of Ethereum Smart Contracts, the scope of transaction management became
verbose with a rule-based contract system.
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The movement of control and decision-making from a centralized body to a
dispersed network is referred to as decentralization in blockchain. Decentralized
networks provide various advantages that alleviate some of the problems that central-
ized systems have. The elimination of a middleman, such as a bank, dramatically
speeds up transactions and lowers expenses for users. Decentralized networks are also
safer, as the network’s nature protects against cyber-attacks by dispersing data among
its users rather than holding it in a single spot. A decentralized network’s fundamental
goal is to eliminate the necessity for a central decision-making authority.

As crowdfunding platforms gain popularity, the number of frauds and scams
increase by the day, making potential donors and contributors skeptical and even
driving them away. With no unbiased middleman to keep organizers accountable,
the funds they raise can easily be spent incorrectly. Another flaw in the existing
system of raising money is that these platforms keep up to 5% of the crowdfunded
money as profit for themselves and deduct another 5% in transaction fees. Lastly,
any centralized service allows free will. As we have seen, large tech companies have
been notorious for stepping in and censoring/removing content.

In this research, we present an approach to mitigate the aforementioned risk in
potential transactions between the crowdfunding contributors and the receivers by
proposing a smart contract-based DeFi system which requires the approval of at
least 50% of the contributors for a particular fundraiser when a spending request
has been created to transfer the amount to the receiver along with the receiver’s
crypto address to promote transparency. Our approach consists of classifying and
determining the different user addresses and creating a fund manager to initiate
the fundraiser where contributors can contribute. These campaign details would be
converted into Application Binary Interfaces (ABI) to be read by the Solidity compiler
and parsed to make a custom smart contract solution.

The proposed system would be able to allow any user to view details of the
funding request which will encourage transparency between the contributors and the
organizations. This system would not only make security a key consideration with the
help of blockchain’s encryption but also add layers of storage to keep the campaign
data as well as transaction history secure. With the rule-based contract system of
Ethereum, our users will be well assured that their money is safe.

2 Literature Survey

The ideation to shift financial transaction to a decentralized network has been going
for over a decade, however, there weren’t a very prominent implementation of such
an idea before [2]; all transactions travel through banks, financial institutions, and
payment gateways under the present money system, which sign off on them and give
them legitimacy [7]. Records and transaction data are stored in centers or servers
at these centralized places. As a result, a centralized network exists in which all
transactions must be confirmed by a financial authority [7].
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The main problem with this form of network is that it permits the authorities,
in this case banks, to charge fees for monitoring transactions. Second, transaction
speeds are constrained by the institution performing the transaction verification. If
the bank you’re using is closed on weekends, any transfer you make on Friday may
not be completed or cleared until Monday. Finally, storing all of your data in one
location is inherently unsafe as a target for hackers, thus decentralization is the best
option.

A few research studies like (i) ‘An Exploratory Study of Smart Contracts in
the Ethereum Blockchain Platform’ [1] and (ii) ‘Validation and Verification of
Smart Contracts: A Research Agenda’ [2] provide a detailed discussion of Smart
Contracts and its workings along with exploring the issues and distributed ledgers
for Blockchain. According to the research thus far, smart contracts could express the
contractual parties’ common understandings and intents by encoding legal contracts
written in natural language. A major disadvantage that smart contracts faced was the
lack of validation and verification which might result in limiting the scope and space
of these systems.

Research papers such as (iii) ‘Some Simple Economics of Crowdfunding’ [5]
are available, highlight the extent to which economic theory, including transaction
costs, reputation, and market design, can explain the emergence of nonequity crowd-
funding, and provide a framework for speculating on how equity-based crowdfunding
can play out, followed by crowdfunding. (iv) ‘A virtual cathedral and a virtual bazaar’
[6] covers economic analysis, in which they look at the possible benefits and hazards
of firmbased and social production models, as well as the conditions that determine
whether open or closed innovation models are better.

3 Methodology

The proposed paradigm is based on Ethereum Smart Contracts, and the methodology
is detailed below.

3.1 Ethereum Smart Contract

We developed the proposed payment and voting services using Ethereum Smart
Contracts. The immutable nature of Smart Contracts combined with the crypto-
graphic difficulty in mining blockchains and in general, it ensures that fraudulence
is near impossible. The proposed voting service allows contributors to have a say in
what the organization spends its money on. Campaign creators are not able to use
the funds raised for their organization unless it is approved by more than 50% of
contributors. This brings democracy and transparency to the table.
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The decentralized nature of blockchain technology is a trend that is revolutionizing
the Web. Without a centralized server in our backend services, users can ensure that
our proposed solution can never tamper with existing data.

3.2 Recent Contributions

Few similar ideas which recently shed light on the area of smart contracts in crowd-
funding can be (i) ‘Smart Contract and Blockchain for Crowdfunding platform’ [8],
(ii) ‘Secure and Decentralized Crowdfunding Mechanism Based on Blockchain Tech-
nology’ [9], and (iii) ‘Crowdfunding Smart Contract: Security And Challenges’ [10];
our proposed work minimizes the complexities of the smart contract by removing
private key encryption and the need to support a platform to host the contract.

The aforementioned papers have included private key RSA Encryption, Integrity
Cost, and Computational Cost and mentioned anonymity transactions as a challenge
in their approach. Our proposed solution completely removes the computational
and integrity costs, further improving upon the RSA encryption by leveraging a
request-based approval schema for security. Since our proposed solution is not a
Decentralized platform, it also mitigates the need for anonymous transactions since
every individual user would consist of a wallet ID at all times.

3.3 Implementation Intuition

In the proposed work, we leveraged the power of Solidity to build a two-step pipeline,
the first being the Factory Contract which stores all the campaigns that have been
created and the second one being the metadata and sub-functions of each campaign.
To achieve a real-time transaction, we used the solc compiler with a version above
0.4.16 to create the two smart contracts.

This network can either be deployed on a test network or executed locally with
test wallets, making it more robust for both the users and developers. The individual
sub-functions have error boundaries wrapped around them to always return a debug
log instead of a failed transaction. Since this is just a decentralized contract, it can be
used with any crypto wallet provider as well as web providers like web three, react
run-time, etc. to create/integrate this service as a part of any business application.
Finally, we also test the end-to-end behavior of the contract using Mocha, a testing
framework.
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Campaign Creator DeFi System Backend

[No]
Adequate Donafion Received?

[Yes]

Send Transaction Request

50% contributors approved the
request

Fig. 1 End-to-end activity diagram of campaign manager donating to recipient

3.4 Campaign Topology

This network we designed encapsulates the two fundamental concepts of the fund
manager creating the campaign as well as the general user acting as contributors
toward that fundraiser (Fig. 1).

3.5 Configuration

We have created a 2-layered contract/campaign implementation in Solidity, to
increase the contract’s performance; we’ve made the contract compatible with
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Solidity pragma version 0.9.0. The model we created is a sequential model, which
first registers the Solidity campaign in its campaign factory to establish a baseline
that other account holders use to contribute to. The environment was initialized
with a 3,000,000 gas limit and 0.8.1 Solidity compiler. The default Ethereum virtual
machine version has been used to support Ethereum seamlessly. The contract is
self-destructed after the test server or wallet of the particular user closes to ensure
maximum security.

3.6 Campaign Contract Algorithm

The system was divided into three major tasks, namely creating a spending request,
approving the request, and finalizing the request. We used a mutable request array
that stored the metadata of the campaign transfer which is accessible to all the users
for transparency. Here is how the three main algorithms look like behind the hood:

Input: o : wallet address, Owner(x): the account address
of the Campaign Owner, Receiver(«): the account address

of the receiver, B: the unsigned integer value to be
transferred, u: Information about the transaction, &:
Transaction Request, V: Approvals on §

Output: Theamountp successfully transferred
from Owner(x) to Receiver(«)

function createSpendingRequest:
Push u into Array of § []
Add uto §

function approveSpendingRequest:
if U € User and C € Contributor, Approving(U) is already a
C && hasn’t approved &
vV + 1
function finalizeSpendingRequest:
if Total(V)> % of the unique contributors then

Owner (X) -> Receilver (&)
transaction state = complete
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Test ID | Test case Test condition Expected Outcome
TO1 Create and deploy a Should create and | Test should assert | Assertion
factory and campaign | deploy a factory | the address of the | Successful
and a campaign on | two and return true
the current
provider
TO02 Marks caller of Campaign creator | Account 0 should | Assertion
createCampaign as the | account should be | be the campaign | successful
campaign manager the campaign manager
manager
TO3 Allow people to Other account Campaign Money was
contribute money and | holders should be | manager’s account | transferred
mark them as able to contribute | should have ethers | successfully and
approvers and flagged as and the sender isContributor was
contributors should be marked | set to true
as a contributor
TO4 Allow the campaign Campaign A Spending A spending request
manager to create a manager can request should be | was successfully
spending request create a spending | created with the created
request for the metadata and the
fund with the amount
required
amount of ethers
TOS Process requests Run an entire All micro tasks End-to-End tasks

properly—end-to-end
test

pipeline form
contributing to
finalizing the
spending request

should be
successful

were successful

3.7 Test Cases and Outcomes

After testing the system and running it through certain use cases, we came up with
a few test results as such (refer to Table 1).

3.8 Result and Analysis

The proposed system shows an incremental growth when the number of contribu-
tions is compared to the amount of donation received; below is a diagram which
refers to this scenario where the total donation in Ethers increases with incremental

contributions per hour (Fig. 2).

A major analysis of our results relies on tracking the transaction outcome as
well as the transaction logs for the system; Fig. 3 implies the scenario of a successful
transfer between the sender A to the recipient B which results in an increased number
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Fig. 2 Contribution trend in Contribution Analysis
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of Ethers in the receiver’s wallet. Our analysis also relies on the end-to-end test cases
mentioned above which ensures the reliability of the system.

Based on the number of transactions, we calculate whether the Campaign manager
can go through with the fund transfer to the receiver. The below formula states the
calculation of total current approvals for the transaction to be great than half of the
total approval count of the contributors where AAi denotes the individual approval
of the contributor between the respective block number i, and T is the total number
of transactions/contributions.

n/2

T—Xn:AAi > T—ZAAi
i=1 i=1

4 Discussion

The proposed system would be beneficial to the users in terms of cutting off middle
management, thus avoiding unnecessary money wastage; it would also ensure data
secrecy and security by being a part of the decentralized network. Velocity is a crucial
factor when it comes to avoiding latency in transactions which the proposed solution
solves by removing any redundant steps and processing the transfer within mere
seconds.
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Transaction Tracking
Sender A Receiver B

Balance: 120 wei

Initiates spending\
request of 110 \veL/

Feedback Loop

Transaction on
Approvals from Hold

-4
‘ Process the
Contributors

transaction

Wallet credited

Balance: 110 wei

Fig. 3 Transaction tracking scheme

This system would encourage transparency by allowing approval-based voting
services for the contributor donations making the organization and recipient trans-
action history open for everyone to see. This would promote a culture of safety and
trust among the users as well as the crowdfunding campaigns/organizations.
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5 Conclusion

In this study, we examined the working model of smart contracts and explored
different subjective information of Blockchain about contracts and how to create
them using different techniques. This study can be an enabler for students/researchers
to further improve and achieve wide real-time use cases. We further explained the
approach and constraints in the existing system. More work is needed to make the
real-time system stable outside of laboratory conditions, and a deeper, finer-tuned
contract might potentially improve results.

Flagging important security and centralization issues, this study acts as a solution
to solve the same using a rule-based contract approach with a concise and easy-to-use
algorithm.

6 Future Scope

We believe there are a few main areas of improvement in our real-time system that
need to be addressed in order to continue working on this project.

e We plan to extend this platform for small businesses, startups, and student projects
soon. This would be a game-changer as the existing ways to raise money have the
aforementioned flaws.

e We also plan to integrate Crypteux with platforms like Coinbase to give users a
seamless ability to buy crypto from the platform and allow new users to create
crypto wallets.
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A Convolutional Neural Network-Based )
Approach for Automatic Dog Breed oo
Classification Using Modified-Xception

Model

Ayan Mondal, Subhankar Samanta, and Vinod Jha

Abstract The social structure of urban India has been changed and most pet lovers
choose the dog over any other kind of pet. The population of adopted dogs is projected
at 31.5 million approximately by 2023. With the increase in demand, the fraud cases
of selling the right breed are rising day by day. With the demand for different dog
breeds, recognizing the correct breed in time by their physical ability, instinct, interac-
tion, and behavior, the body structure is necessary. Recent developments of artificial
intelligence have already proven its superiority over the human capability for image
classification tasks. The present work has built a Convolutional Neural Network
(CNN)-based model to construct a highly accurate dog breed image classifier. In this
paper, various state-of-the-art deep CNN models have been applied, and a modified-
Xception model has been proposed for improving the overall accuracy. For evalu-
ating the overall classification performance of our proposed methodology, the Kaggle
Dog Breed Identification dataset has been used and throughout the experiment, our
modified-Xception model has achieved 87.40%, the highest overall accuracy.

Keywords CNN - Dog breed classification * Image classification * Leaky ReL.U -
Xception

1 Introduction

Nowadays, dogs are the most common pets to be adopted at home. Security personnel
also prefer some specific dog breeds for security purposes. As per statistics of the
ASPCA [1], nearly 1.6 million dogs are adopted every year. By observation, one can
conclude that the intra-class differences in dog breeds are more than the inter-class
differences. So, identification of dog breeds becomes very difficult particularly, for
the new pet enthusiasts. Dogs are also the most genetically diverse animals on the
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earth. The current advancements of deep learning, especially Convolutional Neural
Network (CNN), have already proved its superiority over human capabilities toward
object identification. So, CNN-based dog breed identification is very much essential
to decrease the complexity of dog breed classification.

Deep Learning is a widely growing field with continuous up-gradation in various
domains like image recognition, speech recognition, object detection, data gener-
ation, etc. But still, much work needs to be done in this field to explore complex
problems. In recent times with the advent of various CNN architectures like Xcep-
tion, ResNet, DenseNet, etc. and with the help of Transfer Learning [2], improving
classification model performance has become quite easier.

This paper aims to classify different breeds of dogs with improved accuracy
compared to the existing dog breed identifiers in the literature. To develop the classi-
fier, we have used the Kaggle Dog Breed Identification dataset [3]. The goal was to
make a generalized model which would be able to predict the dog breeds irrespective
of any class and with higher accuracy. We have experimented with different state-of-
the-art deep CNN models like DenseNet201, Xception, ResNet50, VGG19, etc. We
have also made some modifications in the Xception model architecture to improve
the overall classification accuracy. In our experiment, our modified-Xception model
has obtained the highest, 87.40%, overall accuracy on this applied Kaggle Dog Breed
Identification dataset. Based on the previous works on this dataset, our classification
model accuracy is a cut above the other proposed models in the literature. Hence, the
foremost contributions of this article are as follows: (i) proposed a modified-Xception
model to identify the different dog breeds; (ii) compared the adopted method with
various pre-trained models; (iii) comparative performance analysis between similar
previous works and the proposed approach.

The rest of this article has been structured as follows: a quick overview of the
related works of dog breed recognition has been provided in Sect. 2, where our
proposed methodology has been explained in Sect. 3 in detail. The experimental
results and analysis are presented in Sect. 4 and finally, the article ends with the
conclusions and future works.

2 Literature Review

From the past decade, many researchers have earlier tried to construct a dog breed
image classifier. In most cases, they have used different CNN architectures. Mulligan
et al. [3] have used the Kaggle Dog Breed Identification dataset and experimented
with Xception followed by a Multi Linear Perceptron (MLP), but got a very low
overall accuracy of 54.80%. There is still a chance of increasing the accuracy by
applying more neurons and fine-tuning [4]. In the same context, Shi et al. [5] have
also used the same Kaggle Dog Breed Identification dataset to classify the different
dog breeds. They have applied various pre-trained CNN models, and among them,
DenseNet161 has achieved the best overall accuracy of 85.64%. Kim et al. [6] have
also used the same dataset to develop their dog breed classifier model. They have
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applied proper data augmentation and got the highest overall classification accuracy
of 83.22% using the ResNet152 model.

Sinnot et al. [7] have used the Stanford Dog dataset for identifying the different
breeds of dogs. They have also used proper data augmentation and got superior
classification model performance using the VGGNet model. Their image classifi-
cation model has achieved an overall accuracy of 85% for 50 classes but, it drops
to 63% for 120 dog breeds. In the same context, Raduly et al. [8] have also used
the Stanford Dog dataset. They have used proper data augmentation and hyperpa-
rameter tuning. They have applied the ResNelnception-ResNet-v2 model, which has
achieved a decent overall accuracy of 90.69%. But, due to its massive amount of
weight, it is computationally quite expensive.

Zou et al. [9] have contributed by developing a new dataset named Tsinghua for
dog breed classification. They have removed similar images by computing image
structural similarity (SSIM). Further, they have applied three different deep neural
networks: PMG, TBMSL-Net, and WS-DAN. Throughout their experiment, WS-
DAN has provided superior classification performance over the other models. It has
achieved around 86.04% overall accuracy for eighty classes, but this accuracy falls
to 58.14% on the Stanford dog dataset.

Liu et al. [10] have used the Columbia dataset for dog breed classification. But
they have taken traditional machine learning approaches instead of using CNN. They
have used SIFT features descriptor and SVM algorithm for their experiment and got
only 67% overall accuracy. Borwarnginn et al. [11] have also experimented on the
same Colombia dataset. They have implemented the NASNet model, which has
achieved 89.92% overall accuracy. In the same context, LaRow et al. [12] have used
the same dataset to classify the different dog breeds. As data pre-processing, they
have extracted the facial key point from the dog images and have used a 17-layer CNN
architecture for feature extraction. They have used the SVM model for classification.
But their CNN-SVM approach has achieved a very low, 52%, overall accuracy. Table
1 represents the classification performance of the various implied methodologies in
the literature for dog breed classification.

3 Methodology

This section vividly describes our proposed approach to building a CNN-based dog
breed classifier model. The main steps of our methodology are data pre-processing,
feature extraction, model training, and prediction on the new images.

3.1 Dataset Description

We have experimented on the Kaggle Dog Breed Identification dataset [3] that is
collected from Kaggle. This dataset contains 10,222 training images in 120 classes
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Table 1 Comparative analysis of the implied methodologies in literature for dog breed classifica-

tion
Author Models Overall accuracy | Used dataset
(%)
Mulligan et al. [3] | Xception 54.80 Kaggle dog breed
Identification dataset
Shi et al. [5] DenseNet161 85.64 Kaggle dog breed
Identification dataset
Kim et al. [6] ResNet152 83.22 Kaggle dog breed
Identification dataset
Sinnot et al. [7] VGGNet 63.00 Stanford dog dataset
Réaduly et al. [8] ResNelnception-ResNet-v2 | 90.69 Stanford dog dataset
Zou et al. [9] WS-DAN 58.14 Tsinghua dataset
Liu et al. [10] SIFT + SVM 67.00 Columbia dataset
Borwarnginn et al. | NASNet 89.92 Columbia dataset
[11]
LaRow et al. [12] 17 layered CNN 52.00 Columbia dataset

+ SVM

and 10,357 testing images. Each image of this dataset is in RGB format of random
sizes. Figure 1 represents the graphical plot of the class-wise data size where x-
axis and y-axis denote the dog breed name, and the number of data in a particular
class, respectively. The Scottish Deerhound dog breed contains the highest, 126, dog
images, whereas Briard and Eskimo dog breeds contain the lowest, 66, dog images.
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Fig. 1 Graphical representation of class-wise data size
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3.2 Data Pre-processing

In the Kaggle Dog Breed dataset, the available test set is not labeled, so it is trouble-
some to evaluate the classification model performance from this test set. To tackle
this problem, we have split the training set into a ratio of 80:20 for training and
testing purposes, respectively. To seize the overfitting problem, we have also used
various data augmentation techniques. We have applied a width-shift-range of 0.25,
height-shift-range of 0.25, zoom-range of 0.2, and horizontal-shift and generated
many images from each image of the training set. Moreover, we have resized all
images in 224 x 224 x3 for our experiment.

3.3 Convolutional Neural Network (CNN)

CNN is a specialized neural network for image classification. It mimics the visual
cortex of the animal brain to recognize and process images. CNNs consist of several
building blocks such as a convolutional layer, pooling layer, activation function, and
fully connected layer. Figure 2 depicts the basic architecture of a CNN model.

The convolutional layer uses convolution operation to find the features from an
image. Equation 1 mathematically expresses the convolutional operation.

X K)G,j)=Y > Kp.q)X(i—p.j—q) (1)
q

p

where K is the kernel and X denotes the inputs.

Pooling layers generally reduce the dimensions of the feature maps. Thus, the
number of trainable parameters decreases and computation time becomes lower.
Activation functions introduce non-linearity between the inputs and the outputs. In
our methodology, we have used two activation functions: Leaky ReL.U and Softmax
[13]. We have applied Leaky ReLLU and Softmax activation functions in the hidden
layers and the output layer, respectively. Leaky ReLU and Softmax functions are
mathematically expressed by Eqgs. 2 and 3, respectively.
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Fig. 2 Basic architecture of a CNN model



66 A. Mondal et al.

LeakyReLU(m) = (am,.i fm < o) o
m,ifm >0
> im1 €xXp(z)

softmax (z); = fori =1, ...,nandz = (24, ..., z,)eR" 3)

where m is the input of Leaky ReLU function, a = 0.01 and z; is the ith element of
the input vector z for Softmax function.

3.4 Modified-Xception Model

In this paper, we have applied various deep CNN models like ResNet50, VGG16,
DenseNet201, and Xecption and have modified the Xception model by replacing its
top layers with one Global Average Pooling layer, three consecutive Dense layers,
50% dropout in all of them and finally, one Softmax layer. The dropout layers are
added to tackle the overfitting problem during model training. Moreover, we have
used the Leaky ReLLU activation function rather than ReLLU [13] in the hidden layers.
ReLU is the most popular activation function, but it offers zero output for the negative
inputs. As a result, it causes vanishing gradient problems [14] during model training.
On the other hand, Leaky ReLU seizes this vanishing gradient problem by offering a
small output for the negative values. As a result, the classification performance of the
CNN model increases. Figure 3 depicts the architecture of our modified-Xception
model.

3.5 Experimental Setup

To classify the different dog breeds, we have trained our modified-Xception model
along with the pre-trained models for 100 epochs. The models are compiled with the
Adam optimizer having a 0.0001 learning rate and a loss function, namely categor-
ical cross-entropy. Too many epochs often cause overfitting problems in the learning
phase of a classification model. To overcome this problem, we have used the Early
Stopping algorithm [15]. It halts the training phase whenever generalization error
does not decrease. Moreover, we have reduced the learning rate to avoid any stag-
nation in the model learning phase. Throughout the experiment, we have used the
TensorFlow framework for model training and data pre-processing; Matplotlib and
seaborn for data visualization on Google Colaboratory.
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Fig. 3 Model architecture of our modified-Xception model

4 Results and Discussions

Here, we have presented our experimental outcomes and also compared the proposed
methodology with the previous works in the Kaggle Dog Breed Identification
dataset. We have applied different deep CNN models like ResNet50, VGGI6,
DenseNet201, and Xception and proposed a modified-Xception model. Figure 4
graphically represents our experimental results.

Throughout the experiment, our proposed modified-Xception model has achieved
the highest 87.40% overall classification accuracy, whereas the original Xception
model has achieved the second highest 84.15% overall classification accuracy. To
find the overall classification accuracy, we have utilized Eq. 4.

A+C
accuracy = ————————— 4)
A+B+C+D

where A is the number of items whose true labels are positive and also classified as
positive; B is the number of items whose true labels are negative but predicted as
positive; C is the number of items whose true labels are negative and also correctly
classified as negative; D indicates the number of items whose true labels are positive
but classified as negative.
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Fig. 4 Graphical representation of the overall accuracy using deep CNN models

Figure 5 depicts the confusion matrix achieved by the proposed modified-Xception
model. To evaluate our model performance, we have presented a comparative perfor-
mance analysis of the proposed methodology with the existing approaches to classify
the dog breed images on the Kaggle Dog Breed Identification dataset in Table 2. It

]

Fig. 5 Confusion matrix achieved by the modified-Xception model

iy

“\H
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Table2 Comp arat{ve Author Models Overall accuracy
performance analysis between (%)

the implied methodology and

the pI'CViOUS approaches of Mulligan et al. [3] Xception 54.80

literature on Kaggle Dog Shi et al. [5] DenseNet161 85.64

Breed Identification dataset Kim et al. [6] ResNet152 3322

Proposed method | Fine-tuned Xception | 84.15
Modified-Xception 87.40

can be observed that on this dataset, our proposed model has achieved better accuracy
as compared to others.

Our methodology also provides a decent recognizing rate to recognize the new
images. To recognize a particular image, our proposed modified-Xception model
takes around 1.56 ms.

5 Conclusion

This article briefly investigates the ability of the CNN model to classify the different
dog breeds. We have also shown the usefulness of using Transfer Learning and
fine-tuning techniques for image classification tasks. Here, we have demonstrated
the importance of proper data augmentation and pre-processing to improve classi-
fication accuracy. Our proposed modified-Xception model has achieved the highest
87.40% overall accuracy on the Kaggle dog breed identification dataset. In the
future, we intend to work on a very deep Densely Connected Neural Network and
ensemble network models for further improvements. However, our work will inspire
the researchers to introduce more developments in dog breed identification.

Declaration The authors have no conflict of interest to declare those are relevant to the contents
of this article.
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Feature Extraction and Feature Sheet m
Preparation of Real-Time Fingerprints i
for Classification Application

Annapurna Mishra, Satchidananda Dehuri, and Pradeep Kumar Mallick

Abstract A fingerprint classification system groups fingerprints according to their
characteristics and therefore helps in the matching of a fingerprint against a large
database of fingerprints. Data preparation is one of the very important tasks of
research work. Unless we build a quality database, we cannot ensure quality output
from the model developed to achieve the objectives of this research. Hence, in this
chapter, we fully gave our attention to the preparation of a primary database to recog-
nize the fingerprints. Additionally, we are also using fingerprint databases which are
commonly available in the public domain for validating our models.

Keywords Database - Fingerprint + Realtime - Classification

1 Introduction

Fingerprint analysis is done on the many standard databases available online [1].
This work is focused on creating a fingerprint database extracted from the collected
real-time fingerprint images. This database is called the real-time database. The
fingerprints are collected from a group of students of Silicon Institute of Technology,
Bhubaneswar, through a fingerprint sensor from five basic classes of the Henry
system. The fingerprint images are captured via available fingerprint sensors in the
market. So a collection of 50 fingerprints sensed from five basic classes are stored,
and the database finally in terms of extracted features is created for further processing
tasks. In this work, the arch and tented arch (class 4 and class 5) are considered as one
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Fig. 1 aReal-time database of 50 fingerprints. b Real-time database images of left loop fingerprints.
¢ Real-time database images of right loop fingerprints. d Real-time database images of whorl
fingerprints. e Real-time database images of arch fingerprints. f Real-time database images of
tented arch fingerprints

class as class4 to avoid misclassification. So here the database consists of 4 classes
of fingerprints. A subset of the samples is present in Fig. 1.

In Fig. 1a—f, we can see the different classes of fingerprints given with respect to
their class value. Scrutinizing this pattern at various levels discloses various types of
characteristics that are global feature and local feature. The features are collected in
terms of feature vectors of each individual fingerprint.

2 Feature Extraction

The ‘Feature’ is the minute physical detail present in the fingerprint in the form of
ridges and furrows which define the category of fingerprint in terms of class details.
Each fingerprint is different from the other with these minute details which need to
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Fig. 1 (continued)

be extracted using different methods to identify the fingerprint [2, 3]. The process
of drawing out the hidden attributes from the 2-dimensional image is called feature
extraction.

A fingerprint can be described by using quantitative measures associated with
the pattern flow or oriented textures called features of a fingerprint [4]. Analysis
of the oriented texture is an important aspect of research in practical applications.
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Fig. 2 Feature extraction process

Farrokhina et al. [5] described the Gabor filter bank method that can be used to
describe the global representation of texture by the image decomposition method.
Daugman et al. [6] have represented the translated and scale-invariant texture repre-
sentation for human iris using the Gabor wavelet coefficient method, but it was not
considered to be an efficient one, as it is not rotation-invariant. Prabhakar et al. [7]
presented a method for fingerprint texture representation by extracting the reference
point, and the region surrounding the reference point is further divided into cells [8].
The information contained in each cell is further extracted using spatial frequency
channels and represented in an ordered fashion called features. The steps involved in
the Gabor filter bank using spatial frequency representation of features are as shown
in Fig. 2 [9]:

Image Acquisition (fingerprint capture process),

Normalization and segmentation of the pixels of the fingerprint image,
Orientation field estimation from the normalized image,

Estimation of the core point from the orientation field,

Circular division of the selected portion of the image, and

Gabor filtering of the sectors in different angular directions.

The collection of features in all angles to form the feature vector or fingercode
[10].

During feature extraction, we have followed the following steps in this research.
Here, a generic technique is proposed for representing fingerprint texture that lies
in collecting one (or more) invariant points of reference of the texture following
its orientation field [7, 11]. The core point or point of reference is divided into six
sectors. Those six sectors are again sub-divided into six subsectors in each sector
forming 36 subsectors. Each sector is then analyzed for the information present in the
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spatial frequency channels. Features are collected from the subsectors and used as the
representation of the fingerprint class [12]. Now, these representations of features
represent the local information of the tessellated sector that reflects the invariant
characteristics of the global relationships present in the local fingerprint patterns.

The following steps are used in the proposed feature extraction algorithm.

First, the core point (center point) which is also called the reference point is
defined, and taking this point as the center, the surrounding region is spatially
tessellated into sectors.

Then, convert the tessellated image in the form of component images that describes
the ridge structure, and from the component images generate the feature vector
combining the sectors.

2.1 Feature Code Generation

The steps of the feature code generation algorithm are as follows.

Select a reference point or core point for spatial tessellation (circular in our case)
around the reference point taking it as the center. It is called our region of interest
(ROI). Divide the ROI into a set of component sub-images, to preserve global ridge
and furrow structures called sectors. Calculate the standard deviation in each sector
to create the code [13, 14].

2.2 Core Point Location

The orientation field is smoothened in the local neighborhoods and defined as
O’. Initialize E, an image which contains the sine components of the smoothened
orientation field

EG, j) = sin(o’(i,j)) (1)

For every pixel in E(|, j), integrate pixel intensities into regions R1 and R2 as
shown in Fig. 4 and assign the corresponding pixels by the value of their difference.

AG,j) =) EG.)— D EG)) )
R1 R2

Now the maximum value is calculated and is defined as the core point (Fig. 3).
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Fig. 3 Detected core point
(red dot)

Fig. 4 Regions for
integrating pixel intensities

2.3 Tessellation

Tessellation is a process of dividing the circular extracted orientation field into
different equal-area sectors as shown in Fig. 5. It is mainly used to make the finger-
print features rotation-invariant [7, 15]. The equations show the formula to achieve
tessellated output.

3)

S, = {(x,y)|b(Ti+1) <r<bT;+2),6, <9 §9i+1,}

l<x<N/1l<y=<M

where
T, = idivk,
0; = (imodk)(%),

r=Vx—x)+ 0 -y 0= tan‘1<y_y”)

X—X¢
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Fig. 5 Tessellated
fingerprint image

2.4 Filtering

The Gabor filtering is done in the frequency domain, which can be represented by
the following expression:

1 2 2 ’
G, y; f,0) = exp{—z |:);—2 + %i| }cos(2nfx) 4)
x %

Figure 6 shows the output of the Gabor filter for different angle orientations. For
the pixels in sector Si, the normalized image is defined as

Mo + J WXUCDMYE Grp(x y) > M,

Ni(x,y) = &)

VAT .
My —/ —(VO)X(I()‘C,jy) M)” otherwise

where MO and V0 are desired mean and variance values, respectively [16, 17]. In this
work, we have taken MO and VO to be 100. Mi and Vi can be determined as follows:

1ni
Mi=—3 I(x, ) 6)

bk=1
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Fig. 6 Output of Gabor filters of window 33 x 33 pixels a 0° b 45° ¢ 90°, and d 135°

1 ni
Vi=— 3 Ue(x, ) = M))? (7)

bk=1

where Ik(x,y) is the kth pixel in sector Si.
The normalization is done sector-wise. Normalized and filtered images are shown
in Fig. 7.

2.5 Feature Vector

Each sector S; is further sub-divided into six subsectors. So for the given six sectors,
we have thus 36 subsectors. The core point acts as one subsector and the region
outside the circular region is also considered as another subsector. So together it
forms 38 subsectors for which the component images in four angle directions (0°,
45°,90°, 135°) is calculated. The feature vector or feature code defines the standard
deviation Fjy of the collected component images for sector Si and is given as
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(b)

Fig.7 a Normalized image b Image component of 0° ¢ Image component of 45° d Image
component of 90° e Image component of 135°

Fio = \/Z (CinCr, ) — Mig)? ®)
k.

i

where ki represents the number of pixels present in Si and Mif represents the mean
pixel intensity present in Cif (X, y). Since we have considered the innermost circle as
one sector and the region lying outside the ROI as another sector, the 152-dimensional
feature vectors are created as shown in Fig. 8.

3 Statistical Analysis of the Dataset

Statistical analysis is the method of collecting, exploring, and presentation of large
data for discovering different patterns in the form of trends [6, 18]. This analysis
process is used for research and other Government as well as industrial applications
for decision-making, for example, mean defines the average value where standard
deviation defines the spread of the values. Basically, standard deviation shows the
spread of the data toward high or low values. A high value represents more spreading
and low values represent the numbers close to average. The margin of error is double
the standard deviation. Researchers have considered that the values that are bigger
than two or three times of the standard deviation are important values [3, 19]. The
statistical analysis of the fingerprints is given in Table 1.
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Fig. 8 Features of different fingerprint images

Table 1 Statistical features showing mean and variance of feature code

S.no |Feature-code |Mean (Min) |Mean (Max) | Standard Standard
Deviation (Min) | Deviation (Max)
1 0° 3.7031 9.9792 1.2113 4.8005
2 45° 1.3172 2.8791 1.4193 6.2991
3 90° 1.0578 7.9973 2.5917 5.3141
4 135° 1.2310 2.8247 1.5852 6.2816
5 Total feature | 7.99 9.9792 2.59 4.8005
vector

Table 1 shows the collected mean and standard deviation values collected from
the feature vector for different angle orientations and finally for total feature vector.

The mean and standard deviation plots are used to check the variation of mean in
different groups of data as done by the analyst. Mean plots are used with ungrouped
data to determine the change in mean value with time. From Fig. 9, we can see that
the mean plot of different angular orientations is almost the same whereas the total
feature vector combining the angles is changing continuously. Mean plots are used
along with standard deviation plots. The mean plot checks for a shift in location
whereas, the standard deviation plot checks for shifts in scale. Also, Fig. 10 reflects
the change in variance with the shift in scale value for the feature vectors.

4 Conclusion

Here, we have performed the feature extraction of real-time fingerprint images using
the Gabor filter bank method. Here, each fingerprint is divided into 6 sectors which
are again divided into six equal divisions to form 36 subsectors. These 36 subsectors
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Fig. 9 Statistical Features (mean) of different angle oriented fingerprint feature code in 9a to 9e.
a Mean of 0 degree features. b Mean of 45 degree features. ¢ Mean of 90 degree features. d Mean

of 135 degree features. e Mean of total feature vector

including the core-point as one subsector and the outside region as one subsector
form 38 subsectors and each subsector is again passed through the Gabor filter bank
for four different angles of 0, 45, 90, and 135 degrees. Each angle shows the extracted
feature in that direction and combining the four angular features the feature vector
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Fig. 10 Statistical Features (variance) of different angle oriented fingerprint feature code in 10a
to 10e. a Variance of 0 degree features. b Variance of 45 degree features. ¢ Variance of 90 degree
features. d Variance of 135 degree features. e Variance of total feature vector

or finger code is formed. This generated finger code is used for classification using
different classification algorithms.
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Techniques in Diagnosis of Behavioral
Disorders
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Abstract Behavioral disorders are primary psychological human disorders that
represent a disturbance in an individual’s behavior, emotional and cognitive system.
These human disorders can be well diagnosed using emerging machine learning and
soft computing techniques. Here, different behavioral disorders, their symptoms, and
associated consequences have been identified and summarized. The key intention of
this work is to highlight the applications of machine learning and soft computing
techniques used in the diagnosis of these human psychiatric conditions. The use of
these methodologies in the diagnosis of behavioral disorders is limited, compared to
other human diseases (diabetes, cardio, cancer). Several machine learning and soft
computing techniques, viz., SVM, ELM, KNN, CNN, and fuzzy inference have been
used to diagnose different behavioral disorders. As per the literature, the highest accu-
racy rate achieved in the diagnosis of attention deficit hyperactivity disorder, conduct
disorder, tic disorder, and anxiety is 98.62%, 85%, 90.1%, and 97%, respectively.
However, there is still a promising opportunity to use these techniques to examine the
symptoms and history to diagnose the problem, develop tools to assist psychiatrists
in predicting psychological disorders, and support patient care.

Keywords Behavioral disorders + Machine learning (ML) - Soft computing (SC) -
Attention deficit hyperactivity disorder (ADHD) - Tic disorder + Conduct disorder
(CD) - Anxiety

1 Introduction

Mental health disorders encompass many emotional and behavioral disorders,
including dissociative disorders, disruptive disorders, anxiety, persistent develop-
mental issues, and behavioral disorders. In the last few years, behavioral disorders
have been more prevalent among children and adolescents. Behavioral disorders
(BDs) are characterized by severe disruptions in an individual’s behavioral, psycho-
logical, and intellectual systems [1]. The existence of BDs indicates a problem with
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the cognitive, physiological, or developmental processes that support emotional and
behavioral functioning [2].

Past studies revealed that the presence of these BDs can be one of the major reasons
behind peer rejection, risky behavior, impulsive nature, social isolation, and academic
difficulties [3-6]. These consequences have a considerable detrimental influence on
the person, the family, and society. Therefore, it is essential to diagnose these BDs
as early as possible. The function of a psychologist can be reinforced with machine
intelligence as technology evolves. Many psychological/diagnostic approaches have
aimed to detect behavioral disorders with various methods. Algorithmic and data
mining techniques may be used to determine the problem, assist in clinical reasoning,
or perform logical operations on large databases [7—10].

Behavioral disorders are defined and classified both in the DSM-IV and the ICD-
10. These two commonly used guides provide the most widely recognized criteria
for classifying mental and behavioral problems.

As per ICD-10 under F90-98, there are eight types of BDs usually found occurring
in childhood and adolescence [10]. The categories, their types, and behavior associ-
ated with five major BDs are depicted in Fig. 1. Identification and management of
these symptoms are quite important as they helps in.

e Efficiently lowering the impact of suffering and disability.
e Healthier behavior with improved educational outcomes.
e Better, happier, and healthier bonding with their family, friends, and peers.

Categories of Behavioural
Disorder

o]
anti-social Conduct Disorder m Behaviora
behavior, P disturbances,
; o associated

significantly,

distress
impulsive

Generalized anxiety
Mild, Moderate, Severe disorder, Panic disorder,
Social anxiety disorder,
Agroraphobia

Severe
challenges in
learning,
excessive

Highly
inattentive,
and trouble
with social

ADHD

e
.t

Predominately
Inattentive, Hyperactive

Tic Disorder Feeding Disorder

and repetitive
Transient, Chronic Motor, Feeding disorder of
Tourette's, Other Tic infancy and childhood.
Disorders
O

Fig. 1 Classification of Behavioral disorders
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e Providing better understanding with parents and teachers of the adolescent with
behavioral disorder.

This study of behavioral disorders presents a concise review of various ML and
SC approaches for their classification and diagnosis. With the ease of availability of
data related to individuals’ mental health status, ML and SC techniques are proposed
to improve our understanding of these conditions and better support clinical decision-
makers of mental health. While the success of SC/ML techniques in other diseases,
their utility, and effectiveness in diagnosing BDs remain unknown. There is no major
review from the current literature emphasizing the diagnosis of major behavioral
disorders such as Anxiety, ADHD, CD, and Tic disorder. Section 2 briefly summa-
rizes the review process followed in this study. Section 3 highlights the key findings
from the literature on the diagnosis of BDs. Section 4 illustrates the discussion.
Finally, the concluding remarks and future scope are presented in Sect. 5.

2 Methodology

A comprehensive search technique is designed to identify unbiased and relevant
research papers relevant to the diagnosis of a behavioral condition. A three-step
procedure was used to access all the publications on the related topics for a compre-
hensive analysis of the literature. Each section has been designed to act as a guide
for locating pertinent literature. Figure 2 shows the overall review strategy.

Screening of manuscripts was performed using certain keywords that emphasize
the use of the ML and SC technologies in categorizing and diagnosing additional
BDs. The data has been screened off for the years ranging from 2010 to 2020.

The exclusion criteria were based on.

e Studies without sufficient empirical analysis or comparisons of benchmarks.
e Studies on languages other than English (for example, Chinese, Arab, and Dutch).

Following thorough research on the title, abstract, and content of the publication,
this study finally picked 64 articles.

3 Review

Behavioral Disorder diagnosis requires very long-term and prolonged participation
of physicians, parents, and teachers. If a patient is incorrectly diagnosed, it may
profoundly affect their intellectual and emotional growth. Early and reliable iden-
tification of these syndromes can help to control the symptoms through adequate
care. In line with the conventional clinical signs and symptoms, there is a need to
identify more specific and realistic criteria that can improve the diagnosis of these
disorders. Clinical observation usually relies on benchmark data collection methods,
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Fig. 2 Research methodology

including questionnaires, interviews with parents and children, and clinical obser-
vation. Many researchers have adopted more objective techniques like Magnetic
Resonance Imaging (MRI) and Electromyogram (EEG) to identify the subjects with
BDs. Within cognitive clinical psychology and psychiatry, ML and SC models can
significantly influence diagnosis, prognosis, treatment prediction, and monitoring
biomarkers. These techniques can help mathematically model the psychiatric process
of clinical decision and not develop a complete expert tool.

ML is the study of computer algorithms that automatically improve through expe-
rience and data utilization. These techniques highlight various optimization problems
due to fast convergence, high levels of performance, and simplicity [11, 12]. SC is
an ensemble of techniques that use inaccuracy and uncertainty tolerance to create
tractability, strength, and low-cost solutions. SC techniques often include different
types of Deep Learning (DL), Fuzzy Systems (FS), Fuzzy Logic (FL), Evolutionary
Computation (EC), Neural Network (NN), Neural Computing (NC), Genetic Algo-
rithm (GA), and Probabilistic Reasoning (PR) [13, 14]. These techniques can be
utilized in the medical field to analyze the patient’s health history to determine the
disorder, develop tools to assist psychiatrists in predicting psychological disorders,
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and support patient care [11-16]. The remaining part of this study will emphasize
the usage of ML and SC in diagnosing BDs.

3.1 Diagnosis Using ML and SC Techniques

The rest of this section will briefly emphasize the application of ML and SC
technologies to resolve ADHD, CD, TD, and anxiety diagnostic issues.

3.1.1 Attention Deficient Hyperactive Disorder (ADHD)

De Silva et al. [17] proposed a decision-making assistance system for ADHD detec-
tion utilizing data on eye movement and magnetic resonance imaging. The system
achieved a classification accuracy of 82% using eye data and 81% using fMRI data.
Beriha [18] proposed a computer-aided diagnosis (CAD) technique to distinguish
ADHD children from other children having behavioral disorders like anxiety, depres-
sion, and conduct order which achieved an accuracy of 100%. Pemg et al. [19]
designed a classification model using the extreme learning machine (ELM) algo-
rithm to find an effective way to diagnose ADHD with an accuracy of 90.18%.
Kim et al. [20] found that no objective biological tests were possible to solidly
predict the administration of methylphenidate (MPH) in ADHD. The support vector
machine method provided 85% classification accuracy for predicting MPH response
and paved the way for future work. Delavarian et al. [21] developed a decision-making
assistance system that differentiated kids with ADHD with a 96.2% accurate neural
network from similar behavioral conditions such as anxiety, depression, disorders,
and co-morbid depression.

3.1.2 Conduct Disorder (CD)

Tate et al. [24] developed an ML model to evaluate the wider population for the
possibility of conduct disorder, social behavior, hyperactivity/inattention, and peer
relationship problems and investigated the performance of the proposed model over
standard logistic regression techniques. Zhang et al. [25] explored the classifica-
tion ability using supervised ML on MRI data to distinguish Conduct disorder from
healthy controls. They achieved accuracy in the range of 77.9-80.4%. Zhang et al.
[26] developed a model to classify CD subjects with structural MRI using an opti-
mized 3D AlexNet CNN technique. With an accuracy of 0.85, it attained a great
classification performance. Tor et al. [27] proposed a model with the help of EEG
signals for automatic diagnosis of CD and ADHD using empirical mode decompo-
sition (EMD) and discrete wavelet transform (DWT) method. This model achieved
an accuracy of 97.88%.
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3.1.3 Anxiety

Chatterjee et al. [28] proposed a method of automated assessment of anxiety disorder
based on heart rate and used Bayesian Network with an accuracy of 73.33% to catego-
rize individuals with anxiety disorders. Katsis et al. [29] developed a new system for
evaluating activity levels based on physiological signals for patients suffering from
anxiety disorders. Neuro-Fuzzy System achieved the highest classification accuracy
for this model. Dabek [30] presented a model of neural networks that can estimate the
probability of psychiatric ailments such as anxiety, depression, and post-traumatic
stress problems, with an accuracy of 82.35%. Zhang et al. [31] used the SVM tech-
nique to diagnose social anxiety disorder using resting state fMRI and achieved an
accuracy of 76.25%.

3.1.4 Tic Disorder (TD)

Baru et al. [35] presented a CNN model for the classification of motor and vocal
tic disorder using wireless channel data and attained an accuracy of more than 97%.
Greene et al. [36] used SVM to classify children with tic disorder with 70% accuracy
based on MRI data. Yin et al. [37] proposed a fuzzy system to assist radiologists using
computer-aided diagnosis. The characteristic-point-based fuzzy inference system
(CPFIS) helped the radiologist to increase its accuracy from 87.5 to 91.7%.

4 Results

The existing research validates that different performance metrics have been used to
evaluate the performance of the distinct ML and SC techniques. Some key perfor-
mance indicators are sensitivity, p-value, the area under the curve, and accuracy. ML
and SC techniques have been found to play a vital role in the diagnosis of BDs. These
techniques not only aid in data analysis but are also very effective in determining the
relationship between diagnosis, treatment, and prediction of results. Table 1 repre-
sents the performance of different ML and SC techniques in the classification and
prediction of BDs.

As per the available data, the predictive rate of accuracy achieved in diagnosing
ADHD, CD, Anxiety, and TIC is 84.6% to 100%, 85% to 97.8%, 71.4% to 90.1%,
and 70% to 97%, respectively. SVM is found to be the most utilized classifier in the
classification of these four BDs. The use of EEG signal and MDTCWT is found to be
the best possible combination for better classification and diagnosis of ADHD. KNN
methodology is found to perform better than other strategies for CD. Additionally,
SVM proves to be a more prominent diagnostic approach for anxiety. Likewise, CNN
proves to be more successful in diagnosing Tic disorder.
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4.1 Clinical Decision Support for BDs

Standard statistical tools in the clinical setting like interviews, rating scales, and
questionnaires can be deployed to train ML and SC techniques to classify and diag-
nose BDs. These tools can assist physicians in anticipating proper responses to data
in the identification of BDs. A clinical decision support system based on ML and SC
techniques is generally convenient and can help increase therapeutic efficacy. These
support systems help provide support at community and individual levels, especially
in remote areas where primary healthcare workers are only available. Many standard
rating scales are available that can help collect data and have been widely used in
clinical perception about BDs. Table 2 highlights common rating scales used for
assessing various behavioral disorders.

Table 2 The common rating scales used for BDs

Evaluators Rating Scale Disorder Language | Items/Scale
Parent/teacher Disruptive ADHD, CD, ODD | English 45 items, 4-point
Behavioral Georgian | scale
Disorder
(DBDS) rating
scale [38]
Self The Adult ADHD | ADHD English, 18 items, 5-point
Self-Report Scale Japanese
(ASRS-v1.1)
Symptom
Checklist [39]
Teacher/Parent Vanderbilt ADHD | ADHD, ODD, CD, | English, 35 items, 4-point
Diagnostic Teacher | Anxiety Greek, scale
Rating Scale [40] Spanish
Teacher/Parent ADHD-FX [41] ADHD, Inattention | English 32 items
Self/Teacher/Parent | ADHD Rating ADHD English, 18 items, 4-point
Scale 1V [42] Spanish scale
Parent/Teacher The SNAP-IV ADHD English 26 items, 4-point
Teacher and Parent scale
Rating Scale [43]
Parent/Self Weiss Functional ADHD English, Self—70 items,
Impairment Chinese, Parent—50
Rating Scale Thai items, 4-point
Self-Report Persian, scale
(WFIRS-S) [44] French
Japanese,
Turkish
Parent/Teacher Conduct Disorder | Conduct English 40 items, 4-point
Rating Scale scale
(CDRS) [45]

(continued)
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Table 2 (continued)

Evaluators Rating Scale Disorder Language | Items/Scale

Parent/Teacher Revised behavior Conduct, English, 89 items, 5-point
problem checklist | Socialized Spanish scale
(RBPC) [46] Aggression,

Attention problem,
Anxiety
withdrawal,
Psychotic
behavior, Motor
excess

Parent/Teacher Child Behavior Conduct, ODD, English, 118 Items,
Checklist (CBCL) | ADHD, Somatic, |Latino 3-point scale
[47] Anxiety, Affective | Spanish

problems

Self/Parent The Youth Anxiety | Anxiety Disorders | English 50 items, 4-point
Measure for and Specific scale
DSM-5 (YAM-5) | Phobias
[48]

Self Spence children’s | Anxiety English, 45 items, 4-point
anxiety scale [49] German, scale

Chinese,
Spanish,

Self/Parent Screen, for Child | Anxiety Disorders | English 41 items, 3-point
Anxiety Related scale
Disorders
(SCARED) [50]

Self Kutcher Anxiety Disorders | English, 32 ITEMS,
generalized social French, 4-point scale
anxiety scale for Spanish,
adolescents Urdu

(k-gsad-s) [51]

ODD = Oppositional defiant disorder

4.2 Datasets

It has been perceived that different datasets have been mined to classify and diagnose
different BDs using ML and SC techniques. The brief details of these standard
benchmark datasets have been depicted in Table 3.

No doubt, researchers have started to use distinct ML and SC techniques to diag-
nose different BDs. However, they have to face the following challenges in designing
an effective expert system for the same. Multiple studies, in particular, have devel-
oped prediction models using both clinical and non-clinical data, with promising
preliminary results. However, to train such models, datasets are required with a large
amount of data. These prediction models outperform low-resource datasets for high-
resource datasets because their learning is dependent on the amount of training data.
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Table 3 Standard Datasets
Disorder | Name Attributes | Nature of data Repository
ADHD EEG database data set 4 Multivariate, Time Series | UCI
[52]
Reddit ADHD dataset 5 Sentiment Analysis Kaggle
[53]
ADHD-200 dataset [54] Resting-state fMRI Kaggle
EEG data for 5 EEG visual attention data | IEEE Data Port
ADHD/control children
[55]
Focus: EEG brain EEG signals IEEE Data Port
recordings of ADHD and
non-ADHD individuals
during gameplay [23]
Anxiety | Online Gaming Anxiety |55 Textual Kaggle
Data [56]
Anxiety and Depression | 50 Textual Kaggle
Psychological Therapies
[57]
Dasps database [58] EEG signals IEEE Data Port
UBFC-PHYS [59] Video recordings, Blood | IEEE Data Port
Volume Pulse (BVP), and
ElectroDermal Activity
(EDA) signals
Student Social Anxiety 7 Textual Kaggle
Survey [60]
Manifest Anxiety Scale | 50 Textual Kaggle
Responses [61]
Depression Anxiety 42 Textual Kaggle

Stress Scales Responses
[62]

The datasets should be balanced with all the fields adequately filled. However, all the
shortlisted papers for this review did not meet the criteria to prove its efficiency on
the ML and SC techniques used. A robust model should be noiseless. The training of
the ML algorithms can be carried out using various types of data based on interviews,
demographics, health records, medical records, treatment history, and rating scales.
Diagnoses of BDs typically rely on judgments from psychiatrists and patient self-
reporting. For better results, the data needs to be noiseless. There is a real challenge
to collecting unbiased and noise-free data for the training of the models.
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5 Conclusion

The presence of behavior disorders can significantly affect an individual’s physical,
mental state and may further induce life-threatening human disorders. The diagnosis
and treatment of BDs are challenging as they require an integrated multidisciplinary
effort on the part of healthcare providers, families, and individuals. In the last few
years, ML and SC methods have drawn significant attention from researchers to aid
in the early and precise diagnosis of distinct BDs. The key objective of this work is
to accentuate the performance of different ML and SC techniques in the diagnosis
of these disorders. The existing literature witnessed that the predictive accuracy
achieved in diagnosing ADHD and anxiety is 98% and 90.1% using MDTCWT
and SVM, respectively. Likewise, KNN and CNN are found to be the best fit in
the diagnosis of CD and Tic disorder with the predictive accuracy of 97.8% and
97%, respectively. It has been found that several researchers have put their effort into
designing different diagnostic models for individual BDs. However, no significant
attention from the research community has been laid down to develop an integrated
and therapeutic model for the diagnosis of multiple human BDs. This study indi-
cates a dire need for an innovative and intelligent decision support system that can
be trained using multi-model data fetched from clinical data, signals, questionnaires,
neuroimages, sensor data, and medical history. Therefore, there is an opportunity
for hybridization of deep learning, ML, and SC techniques for better performance in
diagnosing BDs. These methodologies can be used to analyze a patient’s data, diag-
nose the problem, design resources to help doctors predict mental health problems,
and enhance the quality of healthcare.
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Abstract The active large-scale deployment of electrical smart meters throughout
the world offers opportunities to analyze smart meter data to generate numerous
innovative applications, Non-Intrusive Load Monitoring (NILM) is one such appli-
cation that goes beyond remote and precise billing. The NILM has been a popular
and growing methodology for monitoring the energy profile of a household building
and disaggregating overall power consumption into individual appliance usage. The
device-level energy consumption information would assist users to understand their
device usage behavior and take required actions to reduce energy consumption. This
paper systematically reviews the NILM approaches exclusively for low-resolution
smart meter data. This review highlighted the low-resolution energy datasets and
their feature measurements, the state-of-the-art algorithms explored and developed
for low-resolution NILM systems. Furthermore, this study discussed the challenges
related to the low-resolution NILM model performance, data scarcity, three-phase
data, etc. Finally, the existing research gaps as well as potential research directions
in the Indian context are described in detail.

Keywords Energy disaggregation + Low-resolution NILM + Machine learning -
Deep learning

1 Introduction

India is the world’s third-largest producer and consumer of electricity, as well as
the fourth-largest emitter of CO; [1]. India’s energy sector accounted for 68.7% of
greenhouse gas emissions. The residential sector’s energy consumption is 24.01%
and is increasing year after year [2]. Electric production and consumption are major
sources of CO, emissions. Rapid urbanization causes high energy demand, ultimately
burdened to the limited energy resources, so it is highly essential to manage the energy

D. R. Chavan (X)) - D. S. More
Department of Electrical Engineering, Walchand College of Engineering, Sangli, India

D. S. More
e-mail: dagadu.more @walchandsangli.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 101
P. K. Mallick et al. (eds.), Electronic Systems and Intelligent Computing, Lecture Notes
in Electrical Engineering 860, https://doi.org/10.1007/978-981-16-9488-2_9


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9488-2_9&domain=pdf
mailto:dagadu.more@walchandsangli.ac.in
https://doi.org/10.1007/978-981-16-9488-2_9

102 D. R. Chavan and D. S. More

expenses. One of the solutions is monitoring the load behavior and load energy
consumption patterns for efficient and effective energy utilization. The problem of
effective energy consumption monitoring has attracted a lot of researchers. The prior
work reported in [3] divided the load monitoring system into two categories.

1. Intrusive Appliance Load Monitoring (ILM)
2. Non-Intrusive Load Monitoring (NILM)

The ILM technique utilizes a single measurement device connected to each home
appliance, leading to increased costs and complexity, however in NILM, only one
measuring tool is required to find the individual information about the device [3].
Due to its non-intrusive nature, NILM has a major benefit that it does not require to
modify the existing building infrastructure. NILM finds a better solution to disag-
gregate the total power into the individual device level power consumption. Energy
Disaggregation is generally worked on Software as a Service (SaaS) or sensor-based
solution to classify fine energy consumption data from whole aggregated data. With
the help of customer electricity usage patterns logged by the NILM system, recent
electronics companies such as Samsung Electronics, ABB, LG, Apples, and others
projected that efficient management of electricity demand saves $6 million. Hence,
appliance-centric electricity management and monitoring have equal importance [4].

The concept behind NILM was first introduced by G.W. Hart in 1992, based
on steady-state active power feature. Many researchers have been proposed several
NILM techniques that are based on Factorial Hidden Markov Model (FHMM), V-1
trajectory, Wavelet Transform, Graph Signal Processing, Neural Network, Machine
Learning, genetic algorithms [5]-[9], additional methodologies can be found in [10]-
[12]. Large availability of energy datasets like REDD, AMPds, etc. many of these are
listed in [13] encouraging to the researchers to adopt NILM in various applications
like scheduling appliances to reduce peak hour demand [14], smart home energy
management including ambient parameters [15], anomaly detection in appliances
[16], developing household characteristics [17], non-technical losses reduction[18].

According to the recent development in NILM, a very few review articles on NILM
have been published in the last 15 years. Most of the reviews [12, 19, 20] briefly elab-
orated with specific approaches for appliance classification, supervised/unsupervised
learning, event/non-event feature detection/extraction, and performance measure
metrics. Furthermore, articles like [21, 22] reviewed different degrees of freedom
of NILM technique. However, a complete overview of low-resolution NILM is
missing up to now, based on datasets, input features, disaggregation approaches
as well as research challenges particularly in machine learning and deep learning
area of research. Thus, this paper contributes a complete overview of state-of-the-art
NILM techniques based on low-resolution smart meter data. The main contributions
of this work in each section are specified as follow:

1. This paper summarizes the existing status of NILM research in Sect. 1.1,
providing essential details.

2. Sect. 1.2 illustrates a structured review of data acquisition and low-resolution
energy datasets with their specifications and future research directions.
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3. This study describes the feature extraction and detection in terms of macroscopic
features and it is presented in Sect. 1.3

4.  An overview of state-of-the-art algorithms utilized in the low-resolution NILM
with machine learning and deep learning approaches is discussed in Sect. 1.4.

5. Finally, this paper summarizes the research gap regarding NILM performance
comparison, multiple input features, data scarcity, and three-phase datasets are
discussed in Sect. 1.6. Furthermore, this study also points out the future direction
of research in Indian context.

We hope our contributions will inspire future researchers and lead to new
achievements.

1.1 Smart Meter Rollout and Low-Resolution NILM

India expected to rise in electricity by 79% in next decade, with this energy produc-
tion enhancement, nation needs to cut down Aggregate Technical and Commer-
cial (AT&C) losses below 10% by the year 2027. To achieve this aim, India forms
Advanced Metering Infrastructure (AMI) along with the new range of smart meters.
Under Smart Meter National Programme (SMNP), Government of India has been
working on to replace 250 millions of conventional meters by new Smart meters
[23]. The active large-scale roll-out of electrical smart meters throughout the world
offers opportunities to analyze smart meter data to generate numerous innovative
applications; one of such applications that go beyond precise and remote billing is
Non-Intrusive Load Monitoring (NILM).

It is vital that some usual NILM nomenclature be clarified and how that applies to
the data being utilized. Internally, smart electric meters sample voltage and current
signals at different frequencies. These frequencies categorize as low- and high-
frequency ranges. The raw data can be produced directly, or the averaged value can
be calculated and produced such as, the root mean square (RMS) value of voltage
and current. For better understanding of smart meter data categorization, we cited
low-resolution data as low frequency data.

The high- and low-frequency smart meter data with NILM are discussed briefly
in literature [24]. The low-frequency sampling approaches are the ones that utilize
information generated at rates below the AC Fundamental frequency (50 Hz in India).
However, the high-frequency sampling approach utilizes data generated higher than
AC fundamental frequency usually up to few KHz. The benefits of using high
frequency data should be pretty evident as this preserves all the signals and allows
to extract the greatest amount of information. This is revealed in [25], However,
obtaining high-frequency data is costly in terms of both hardware and installation
time. On the other hand, the loss of information at low frequencies can be compen-
sated without the need for additional hardware installation. In practice, the resolution
of a smart electric meter maintained lower than 1-60 s due to limitations in data
storage, data handling, and privacy protection. This leads to motivate researchers to
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investigate NILM with low-resolution smart energy meter data with existing building
infrastructure. For more information about NILM with high- and low-frequency
characteristics, researchers can refer [26].

1.2 Fundamentals of NILM

The primary purpose of NILM is to break down or disaggregate the overall amount of
power drawn into its component. The resulting power in a residential building is the
total power consumption of each electrical device. Therefore, the goal is to determine
how much electricity is consumed by each appliance. The aggregated power of N
devices with respective time T is specified in Eq. (1)

N
P(t) = Puoise() + Y _ Pi(t)te{1, T} (1)

i=1

where;
P;= Power of each appliance.
P, ise= power of unwanted signal.

In order to solve the problem of power disaggregation, many different ways have been
developed, the most common is to calculate P; fori = 1,2,3,..., N, from P(z).
According to Eq. (1), variations of power disaggregation expression are described in
[24, 27]. When an issue is solved using machine learning, particularly deep learning,
it is referred to as a regression problem. Although most publications employ only
the active power component, the aggregation signal may also be solved by other
information such as apparent power, reactive power, and current.

1.3 NILM Framework

From the recent literature review [13, 15], NILM has the following working stages:

1. Data Acquisition: Electrical signals (current, voltage, Active Power, reactive
Power, Harmonic contents) are collected from measuring meter (Smart meter
or by using specific Hardware) at the low or high sampling rate.

2. Feature Extractions and Event Detection: Individual appliance has its own load
signature or feature pattern that leads to differentiate one appliance from another.
The Event is nothing but change in electrical signals with respect to time. This
transition includes appliance ON/OFF, operational mode change, and speed
variations.
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3. Load Classification and Energy estimation: By using features extracted from
the above stage, identify which appliance is operated at a given time with power
consumption. This stage includes inference and learning of models.

2 Data Acquisition and Low-Resolution Energy Datasets

The very first stage of NILM system is data acquisition or data collection. This stage
has a significant role in developing NILM algorithms for a specific application. Data
acquisition is associated to electronic measuring devices. Typically, a NILM system
is equipped with a voltage and current sensor module that is connected to the main
power line. Depending upon the data acquisition framework, the communication
devices have the task of transferring measured data over a communication network
[4]. Currently, NILM data have been transferred via different wireless communication
protocols and stored on the server/cloud. [28].

The market offers a variety of measuring meters with different sample rates [29].
The selection of measuring meters depends on the requirement of application. The
data acquisition is discussed here in terms of the sampling rate of the measuring
equipment. Sampling frequency in Hz is referred as low, whereas sampling frequency
in KHz and above is high. Commercial smart meters are capable of capturing low-
frequency energy signals, while high-frequency signals are acquired with special
acquisition boards and equipment, high-frequency data are costlier in terms of hard-
ware and software and required more communication bandwidth to transmit the data.
[25].

Companies like Neurio Technology [30], Smappee [31], ENTERTALK [32], etc.
brought a straightforward solution for data acquisition with plug-in devices. These
provide basic functionality of data acquisition with some considerable drawbacks
regarding sampling rates, flexibility, and cost [29].

Table 1 lists the NILM energy datasets explicitly for low-frequency sampling rate.
From Table 1, datasets such as RAE, I-BLEND collect data from entire domestic
buildings, which are referred to as aggregated data, and Tracebace, Dataport are such
datasets that gather data at both aggregate and appliance levels. On the other hand,
just a few datasets from the business sector are available as shown in Table 1. Due
to higher energy consumption in commercial sector, the implementation of NILM
techniques will save more money than in the residential sector. The survey discovered
that the majority of datasets focused on home appliances, with only a few datasets
(such as COMBED) contributed to dataset of office appliances. Table 1 depicts the
differences in electrical features, to the difference in disaggregation results.

Each dataset has a different recording length, ranging from 1 week to several years.
To adopt a universal cost-cutting strategy, researchers can conduct a comparative
study of different countries’ usage patterns, by recording data in a consistent manner.
Comparing and testing NILM algorithms might be difficult due to differences in
sample frequency between datasets. From Table 1, it is cleared that a very small
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subset of countries (like UK, USA, Canada, Germany) contributed to energy datasets,
thus it is necessary to develop country or region-specific energy datasets.

3 Appliance Feature Detection and Extraction

Individual appliance has its own load signature or feature pattern that leads to differ-
entiate one appliance from another. The load identification in NILM is highly subject
to the feature uniqueness of the appliances. So, the feature extraction methods have
major role in the NILM system. The feature extraction process involved the extrac-
tion of important information from voltage and current signals through the signal
processing techniques. The unique features are highly dependent on the sampling
frequency of the data; this data rate is nothing but the output by measuring instrument.

The data rate separated into two groups depending upon the sampling rate, these
are macroscopic and microscopic, and these are also called as low frequency and
high frequency, respectively [49]. This paper reviews the feature extraction of low-
frequency datarate, further these are divided into very low, low, and medium, whereas
high-frequency data are categorized into high, very high, extremely high ranges.
Table 2 shows the respective sampling rates with utilized features.

Most of the features employed power variables with respect to time. These power
variables are voltage (V), current (/), active power (P), reactive power (Q), apparent
power (S), power factor (PF), phase angle, and total harmonic distortion (THD).
Most employed feature is active power and is widely used in [3, 50-54].

3.1 Macroscopic Features

Feature extracted from aggregated low-frequency data (from medium to very low
range) is called macrolevel or macroscopic feature [55]. Generally, the macroscopic
feature includes real power and reactive power variants. The actual power consumed
during operation by an electric appliance is called real energy, However, unused

Table 2 Macroscopic and

. . Parameter Data rate
microscopic data rate

Very low Slower than 1 min

Low Imintols

Medium Faster than 1 Hz to fundamental frequency
(50 Hz in India)

High Fundamental frequency to 2 kHz

Very high 2 kHz to 40 kHz

Extremely high | Faster than 40 kHz
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power produced by capacitive and inductive components is reactive power, which
gives further information to simplify appliance identification process [10].

Initially, the macrolevel features were examined by EPRI and MIT institutes [3,
56]. From these investigations, it is possible to detect the occurrence of an appliance
being turned on or off by measuring actual and reactive power in relation to time
and the accompanying positive and negative changes. Later, the MIT researchers
expanded their work to apply to an industrial building’s aggregate load [51]. After
filtering out the sudden peaks, their research found that the appliances would have a
lengthy transient period and low reactive power. As a result, ref.[11] discovered that
employing transitory events as additional signatures can improve appliance detection.
From recent studies, it is observed that all high-frequency data is analyzed with event-
based feature extraction whereas low-frequency data is analyzed by event as well as
non-event-based approach.

Feature detection in low-frequency NILM complicates the disaggregation process
due to low sampling; however, the key benefit is that low-frequency data may be easily
accessed without the need for any additional hardware. Considering the low sampling
rate, appliance feature generation using eigenvector and to match the features during
testing time pattern recognition methods has been proposed in [57]. Study [58] disag-
gregates total domestic electricity usage into five different categories of load. Here,
evaluation made between various sparse coding algorithms. Furthermore, accuracy
of a Support Vector Machine (SVM) classifier based on features is also suggested but
not demonstrated. In [59], authors considered power levels and ON/OFF duration as
a feature to identify appliances, both features computed with normal distribution and
Weibull distribution, respectively. This work proposed maximum likelihood classi-
fier and subtractive clustering technique, an event-based approach improvised result
by exhibiting temporal relations among appliances features. Various feature extrac-
tion methods have been projected over the period of time, the related literature can
be found in [10, 15].

4 Energy Disaggregation Algorithms

Energy disaggregation finds an effective and efficient solution for extracting
appliance-level data from an aggregate data with an appropriate set of algorithms.
In order to identify individual load data from aggregated consumption data, various
disaggregation algorithms have been developed. The categorization of disaggregation
algorithms is based on system learning approach and can be classifies into two major
categories, one is supervised and other is unsupervised. Appliances are well labeled
in supervised learning whereas unsupervised learning does not require. The energy
disaggregation algorithms used in this section are heavily influenced by machine
learning and deep learning area in NILM with low-resolution data.
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4.1 Preprocessing

Before using the disaggregation algorithms, the raw data are transformed. The
following section discusses the pre-processing steps.

(1) Resampling

Since datasets have missing values because of the failure in measurement or
transmission equipment, resampling technique is utilized to get sampled data
uniformly. In literature [60, 61], the original dataset has been up-sampled to
the higher frequency. For on/off classification of appliances like TV, washing
machine, and rice cooker, data have been down-sampled to 0.03 Hz from 10 Hz
[32]. Furthermore, the study concluded that to avoid performance degradation,
the sampling rate for classification task should be at least 1 Hz whereas and for
regression task, it should be 3 Hz. The effect of resampling on disaggregation
is carried out in numerous studies [32, 62—-64].
(2) Normalization

To normalize the data, a variety of approaches have been used, the majority of
methods compute the mean over the entire training set in order to normalize the
training data. To reduce the statistical sensitivity of the data to outliers, prior
to normalization, arcsinh employed to transforms the data [44]. Study [34]
carried instance normalization whereas [ 146] revealed that batch normalization
produced better results than instance normalization. The studies [40,147] found
that L2 normalization yielded the best results.

4.2 Post-processing

Post-processing is a strategy for addressing the validity of disaggregation results in
order to improve NILM further. The article [65] presented an optimization-based
strategy to ensure the summing of disaggregated loads is as near to the genuine
aggregate consumption as possible. The authors of [66] discover that partial activa-
tion of neural networks impacts appliance power. As a result of this, the mean also
affects the ground truth. To overcome this, Ref. [66] proposed to use median, which
is relatively unaffected. To improve disaggregation results, Ahmed et al. [67] use
Generative Adversarial Networks (GANs) technique.

4.3 Machine Learning-Based Approach

1. Hidden Markov Model (HMM):

HMM is an example of unsupervised learning model and is widely used for the
disaggregation of load having low-frequency data resolution. HMM has been
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well discovered in the literature [22]. The Hidden Markov Model is constructed
with data preprocessing stage, then it calculates the hidden events and observed
events using k-means clustering [54]. Hidden events identify appliance on/off
state while the observed events associate with the energy consumption of each
load. The transition matrix is used to identify the state transitions of the appli-
ance. The various versions of HMM explored in NILM application are, Factorial
HMM (FHMM), Conditional (FHMM), Conditional Factorial Hidden Semi-
Markov Model (CFHSMM), Factorial Hidden Semi-Markov Model (FHSMM)
[68].

Numerous algorithms have been developed that make use of various kinds of
HMMs and have proven outstanding outcomes. The fundamental constraints of
classical Markov models, on the other hand, have remained unsolved. Though,
the fundamental constraints of classic Markov models remain unaddressed.
Though several researches have been conducted employing HMM and its vari-
ants, it is observed that as the appliances on the power line increase, the time
complexity exponentially increases. A limitation in the ability to classify multi-
state appliances is a result of the fact that many Markov models are based on
first-order Markov chains [69].

2. Support Vector Machine (SVM)

When it comes to machine learning, SVM has been one of the most powerful
algorithms. Data extraction and classification based on identified patterns are
advantages of this method [9]. To separate the samples, SVM uses either a linear
kernel (which uses the features in original feature space) or a non-linear kernel
(which uses features in higher-dimensional feature space) [70]. Since the data
in this work are from the four CFL lamps in 16 potential electrical network
topologies, the author constructed this as a 16-class problem.

In [71], the SVM learns about a specific electrical appliance’s features. With
good accuracy, the trained network identifies the specified electrical item and
calculates the total household power used.

3. Sparse Viterbi Algorithms

Reference [72] proposed a novel algorithm that addresses the Viterbi algo-
rithm’s efficiency issue. The author demonstrates a strategy created on super-
state Hidden Markov Model (SSHMM) with the Viterbi algorithm variation.
In SSHMM, a super-state represents the power status of appliances, which can
be either on or off. Each combination of appliances has its own super-state,
which results in the disaggregation of appliances with complex multi-state power
features.
4. Decision Tree (DT):

Decision tree-based NILM is a supervised technique with a modest level of
complexity that can be trained with a small amount of labeled data. Decision
trees are rule-based models that are simple and easy to visualize once they
have been constructed. The difference between two successive active power
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measurements, referred to as AP, used as a training feature [73], furthermore, the
system performance improved using active power (P) as additional feature[74].
5. K-Nearest Neighbor (KNN):

Another type of supervised learning is KNN, in order to employ KNN dataset
must be a labeled dataset. The value of K is determined based on the validation
set, which contains 60% of the labeled data. In article [75], KNN demonstrated
on the AMPds?2 dataset and shows that KNN has potential to disaggregate appli-
ances like, dishwasher and clothes dryer. The study achieved a classification
accuracy of 95% by considering active and reactive power as an input feature,
whereas the accuracy degraded to 73% by taking only active power as a feature.
Study [73] describes a number of various strategies for pre-processing data in
order to reduce the effects of noisy data. The KNN tested on two datasets,
namely, REFIT and REDD.

4.4 Deep Learning Based

The majority of NILM systems are based on hand-engineered features taken from the
aggregated power stream. Deep learning algorithms have demonstrated their capacity
to solve numerous complicated problems in a variety of applications in recent years,
including speech recognition, computer vision, and asset status monitoring, among
others. Recently, researchers have been investigating deep learning methods such as
recurrent neural network (RNN), convolution neural network (CNN), and autoen-
coder (AE) in the NILM problem to better classify appliances and disaggregate
energy [70, 76]-[78]. It has been established that deep neural networks (DNN) can
be used as a multi-class classifier for discriminating between different appliances
using deep learning techniques [79].

1. Recurrent Neural Network (RNN):

A neural network implementation that permits connections between neurons of
the same layer is known as a recurrent neural network. Sequential data such as
the readings of power usage in NILM are ideally suited for RNNs [78]. Article
[80] proposed RNN in NILM to disaggregate the appliances. Author compares
Combinatorial Optimization (CO). The results show that CO lags behind RNN in
those cases, while RNN may operate well in unknown cases. However, signif-
icant progress must be made in order to improve the RNN performance for
multi-state appliances in the near future.
2.  Convolution Neural Network (CNN):

For machine vision, image processing, and natural language processing, CNN
has proven to be a very successful modeling system. Motivated by recent
advancements of CNN, ref.[76] used the model to disaggregate appliances from
total household data. When it comes to training the model, CNN has a significant
advantage over other methods because it does not require hand-crafted features.
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A supervised (CNN)-based approach was adopted in [81], which is trained on
small subset of aggregated data. To enhance the disaggregation performance of
CNN, author considered time of the day as an additional feature.

3. Long short-term memory (LSTM):

LSTMs have been successfully applied to a number of sequence applications,
such as automatic speech recognition and machine translation. To overcome
vanishing gradient issue rises in RNN, ref.[76] adopted LSTM architecture,
which employs a ‘memory cell” with all gated input, output, and feedback loops.
Multiple feature with four-layered bidirectional LSTM is adopted in [60]. The
performance evaluation in this work showed that the MFS-LSTM method is
more computationally efficient, scalable, and accurate in a noisy environment, as
well as generalized to unforeseen loads, when compared to standard algorithms.

5 Performance Metrics

The efficacy of NILM algorithms is based on the outcome of the performance eval-
uation metrics. Numerous assessment metrics have been employed to assess the
performance of event detection/classification and energy estimation, as well as to
compare the findings. For the NILM system, first performance evaluation performed
by G. W. Hart [3], in which a fraction of correct event identifications and a fraction
of total energy consumed employed. The effectiveness of energy disaggregation is
assessed by calculating the difference between the estimated and actual consumed
energy. For low resolution energy disaggregation systems, many metrics related to
estimated error, such as standard deviation of error (SDE), root mean square error
(RMSE), average error (AE), energy error, and R-squared are commonly employed
in [27]. As the details of performance measurements are outside the scope of this
article, they can be found in [26] with mathematical expressions.

6 Discussion and Challenges

6.1 Performance Comparison

The NILM algorithm’s performance is evaluated in a variety of ways. In the studied
literature, MAE and F-score were the most commonly used metrics to measure
predicted energy use and appliance on/off condition for low-resolution NILM. The
results have been acquired by a variety of algorithms that are completely distinct.
The following are the opinions associated with model performance comparisons:

e Approaches that are published should provide a set of standard metrics, set of
assumptions and set of constraints.
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e For model cross-validation, there should be a standardized evolution procedure
for defining training and testing conditions.

e Authors should make their code publicly available; this will simplify the retraining
of models for comparison with new ways.

e Trained models may be published too, as the computer vision community does in
[82]. Only trained models from [83] have been made publicly available.

6.2 Multiple Features

Numerous authors made advantage of a variety of different input features. The liter-
ature [60, 84] present the findings of a comparison of multiple input features. The
research article [85] specifically makes use of reactive power (Q). According to the
authors, Q has been found to have an impact on the F1-score in both the AMPds and
the UK-DALE datasets. They discover approximately 12.5%, a significant improve-
ment in the seen evaluation situation. Furthermore, an improvement of approximately
8% in the unseen evaluation scenario across all of the investigated appliances.

The observed improvement is minor or negative for pure resistive loads, such as
a kettle or an electric oven, which is unusual. Therefore, hypothesize made in such
instances, reactive power does not give any information, but rather is only background
noise. The features such as P, Q, I, S versus P, using distinct performance metrics,
such as mean absolute error (MAE), normalized root mean square error (NRMSE)
and the root mean square error (RMSE), examined in [86]. The benefits with the extra
features are substantially larger in this work: roughly 40%-50% for all measures.
Depending on the outcomes, conclusion made those additional features other than
P can help disaggregation better. No judgments can be drawn about the amount of
improvement due to the wide range of outcomes. It may be worthwhile to investigate
what aspects, e.g., architectures, can best utilize information from attributes other
than P.

Except for [85], all outcomes are from observed evaluation scenarios. This implies
extra features help to estimate an appliance’s power usage. The amount of accuracy
they can provide to disaggregate type of appliance (Type I, II, III for details refer
[12]) is unknown. It would be fascinating to look into a bigger feature set.

6.3 Data Scarcity

The biggest difficulty with applying NILM is the scarcity of labeled data. It is possible
to adapt semi-supervised deep learning to low-frequency NILM, overcoming the data
scarcity problem in practical applications.

In the Netherlands, Net2Grid is a company that assists power utilities with NILM
compliance and management. In a demonstration, they emphasized the fact that
high-quality data are needed for greater accuracy of NILM system [87]. They further
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pointed out that appliance with different program or different settings has different
load patterns, therefore necessitating numerous observed cycles. The authors of [32]
analyze low-frequency NILM approach with the implementation of deep neural
network (DNN), in which disaggregation error depends on different households
utilized for training. They investigate that disaggregation error falls continuously
in proportion to the number of houses added to the training dataset till 40 houses.
Therefore, both literatures show that complicated machines require a high diversity
of training data to generalize fresh data successfully. Both studies conclude that
sophisticated machines require a high degree of diversity in their training data in
order to successfully generalize to previously unseen information. This finding is, at
the fundamental level, known as ‘data scarcity’.

6.4 Data from Three-Phase Appliances

The European countries like Switzerland, three-phase power supply arrives at main
distribution board then it separates into single phases. However, multi-phase elec-
tric appliances like pool pumps, electrical storage heaters, heat pumps, and electric
vehicles charging stations provide a significant challenge to energy conservation
measures. In order to disaggregate information from all three phases, it is necessary
to use the NILM algorithm. Datasets that contributed three-phase appliance data
are: ECO[38] and iAWE [19]. NILM algorithm is required for these three-phase
appliances in order to disaggregate information from all three stages. One of the
most difficult challenges to overcome when developing a method that should work
in every household is the fact that multi-phase equipment can be connected in any
number of different ways. In order to be invariant to these permutations, the outcome
of the low-frequency NILM technique must be consistent.

6.5 Prospect of NILM

Taking future speculation, one can imagine a variety of scenarios and possibilities
for the NILM industry. Considering rapid growth of the Internet of Things (I0T),
in the future, appliances may be programmed to be conscious of their own energy
usage and able to communicate information to the outside world through their own
communication interface. In order to have this, it is necessary to create a business
case for appliance manufacturers and provide the groundwork for interfaces and
protocols. The exponential growth in computing power of edge devices (gateway
devices) will soon enable NILM close to the meter without transmitting data to a
cloud service. In this circumstance, NILM algorithms can learn and improve on local
data. In order to be success in NILM, the learning problem must first be phrased in
such a way that the data from the meter may be used to create future improvements.
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6.6 Indian Outlook Toward NILM

We are seeing changes in power generation, regulatory measures, and consump-
tion patterns in India’s power sector, which is undergoing rapid transformation. This
environment allows Discoms (Distribution Company) to transition from being just an
electricity supplier to being an energy service provider by lowering costs, engaging
with customers to help them save energy, and improving the overall customer expe-
rience. The country’s smart metering initiatives are perfectly timed to facilitate this
transition. Discoms should look beyond metering, billing, and collection efficiencies
to get the most out of their smart meter investments with utilizing NILM technology.

Utility companies can use granular data on household electricity usage to assess
and design appropriate mechanisms to manage rising demand at the consumer level.
Many households have insufficient information about their electricity usage because
they tend to over- or under-estimate their appliance usage. Discoms could encourage
consumers to use electricity carefully by providing daily or weekly information
about their usage, as well as assist them in making the best appliance purchase
decisions. For example, discoms could provide individualized advice to households
about the potential savings from switching to a more efficient air conditioner. Routine
feedback to consumers on their own consumption via their electricity bills or via
mobile communication could also help to reduce consumption.

6.7 Conclusion

To summarize, this paper gives an overview of the literature on NILM with low-
resolution smart meter data. NILM is being investigated because it has the potential
to benefit a wide range of applications. This is coupled with the realization that low-
resolution data will almost probably become readily accessible on a large scale in the
near future. This study involved articles that use machine learning and deep learning
approaches to separate appliances from aggregated low-frequency data. The study
reviewed many degrees of flexibility offered by these approaches. The fundamental
study of energy disaggregation is presented and is followed by lists of low-resolution
datasets, shown in Table 1, which provides details of datasets in terms of location,
recorded data at aggregated level as well as appliance level, duration of recorded
data, number of houses, measurement parameters, etc.

Numerous difficulties were identified, related to data scarcity, model performance
comparison, outlook toward NILM in Indian context, three-phase energy datasets
for NILM and many more, these opinions are resulting in valuable conclusions and
recommendations for future studies. Comparing multiple NILM systems is still time-
consuming, although there are fresh methodologies and mathematical tools that have
not yet been implemented. Although it is still missing in the current literature, this
contribution may prove useful.
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A Pragmatic Study on Management )
with Autocratic Approach L
and Consequential Impact

on Profitability of the Organization

Vikas Sharma

Abstract This paper analyzes the impact of the tyrannical approach in the manage-
ment functions and its impact on the growth of the organization and employees.
The autocratic approach is not only negative for the health of the organization but
its impact is catastrophic in the absolute sense. For every organization three “M”,
i.e., Management/ Machines/ Manpower are extremely important around which the
progress of the organization revolves. It should always be the priority of the manage-
ment to maintain harmonious relations with the employees to get the maximum and
qualitative output from the machine. Hence, it becomes imperative to researchers
to conduct a thorough survey in some of the organizations to study the reasons for
their poor performance. Moreover, it is also essential to ascertain the management
approach toward establishing a conducive and congenial environment among their
workforce. Several rounds of personal interview sessions were conducted with the
officials of the selective organizations who had suffered immensely due to the tyran-
nical way of handling of the management. Results show that the concept of negative
leadership is associated with some basic adverse behavioral categories which include
despondency, indiscipline, de-motivation, slackness, lack of trust and confidence,
work honesty, etc. Tyrannical leadership causally damages the environment of the
organization. The main characteristics of tyrannical management include negative
feelings and attitudes among the employees. This study also reveals the circumstances
in which the management becomes a tyrant and its aftermath effects.

Keywords Autocratic -+ Management + Catastrophic + Organization

1 Introduction

The key purposes of every organization are to generate profits for future growth, and
the profits depend on two undisputable variables. One and the foremost factor is to
have a satisfied and competent employee base without which nothing is possible in
any organization. Second is the satisfied customers’ base which of course depends
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upon the quality and price of the products. It has been a recognized attribute as an
emergent attribute (appertain to births, such as height, brainpower, alluring, and self-
confidence) and effectiveness traits as the fundamental component of administration
itself born with certain attribute such as faith, brainpower, visionary, and willpower
has the qualities becoming a leader but there is an only influence on the difference
between leaders and followers during the study.

No one can even dream that without the efforts and perseverance of satisfied
employees, a satisfied customer base can ever be created in the market. It is only the
team of satisfied employees in any organization which ultimately creates satisfied
customers by way of producing quality products at competitive rates and keep their
customers satisfied by way effective deliveries of the produced goods to them in
time. This one is the only established tool for generating profits in the organization.

The purpose of writing this paper is to highlight some of the salient features which
adversely affect the growth of the organization due to the tyrannical behavior of the
top management. Human resources and human values are the most important factors
in the success of the organization which is directly linked with the prosperity of
the employees. However, in some of the cases, the management with some parochial
approach refuses to accept the importance of its employees and leads the organization
in such a manner that is much on the autocratic model. Even the employees also
succumb to the pressure because of many reasons and family constraints hence
force them to continue to work in the suppressed environment without many choices
available to them. Moreover, the management, on the one hand, continues to run
the organization with high-headedness ignoring the basic interests of the employees
same as, on the other hand, the workers too become indifferent and redundant for
the growth of the organization and continue to work with no major contribution.

Quite often than not, it is seen that the management becomes a tyrant and abusive
due to the helplessness of their employees who cannot afford to leave the organi-
zation because of various family constraints despite inhuman conditions. Moreover,
the management too starts exploiting their employees and behave in such an auto-
cratic way which brings more dissatisfaction and frustration among the employees.
Nevertheless, it is also seen that even the good work done by the management for the
welfare of the employees yields not many positive results as employees are always
suspicious and skeptical of the intention of the top management. Employee’s confi-
dence level remains shattered and every policy no matter how good it may be, for
the benefit of the employees is seen with doubts in the absence of mutual trust and
confidence.

It is also true that the organizations fail not because of the scarcity of raw material
and other resources, but rather the inhumane attitudinal behavior of the management.

These conditions arise mainly due to the following practices of governance in the
organizations:

e An unconditional ruler rules without restrictions.
¢ An unconditional ruler exercises power in a harsh/cruel and unethical manner.
¢ An unconditional ruler takes the decision on whims in a highly irrational manner.
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The study proves that such autocratic persons are in themselves a very fearful
person engulfed with the feeling of insecurity with the highest level of negativity.
Such persons need to remind themselves time and again that they are the boss and
exercise their authority in such a way that it becomes harmful for the organization
and to themselves as well.

2 Review of Literature

e Mohammad Younes Amini, Shakila Mulavizada, and Homauon Nikzad (2019)
discussed. That employees are the most important and effective asset for achieving
the goal of the organization. The organizational capital efficiently and effec-
tively enhances the employee’s tendency. Organization which utilizes this asset
(employees) management style is considered to be the effective determinant to
increase employee dedications. To need effective management and teamwork to
enhance decision-making.

e Management skills and career enhancement influence more the selection of CEOs
and career basis in family friends than by the nepotism in context of family and
friends that suggest the quality of a leadership-as discussed by Salvato et al.
(2012).

e Tsaiet al. (2009) concluded the negative relationship between the level and the
CEO annual turnover. The family CEOs establishing themselves in their family
firm assigned by the level and CEO annual turnover.

e Kesner and Sebora (1994) explored the impact of CEO succession on the fate of
organizations. The literature has not slowed down; in fact, after 10 years more
emphasis is being given to the antecedents, alien, and the CEO succession.

e Weak relationships between employees at different organizational levels and
senior management were the most common cause of stress and burnout, lowering
construction workers’ job satisfaction (Janssen and Bakker 2002). The construc-
tion (manufacturing) industry necessitates a high level of work. Poon, Rowlinson,
Koh, and Deng (2013—14) argued that work load, tight budgets, and ambitious
deadlines are major sources of stress, whereas Ibem, Anosike et al. (2012) argued
that work load, tight budgets, and ambitious deadlines are major sources of stress.
Chen and Ye (2011) discovered that individuals with senior job burnout have low
organizational commitment and low job satisfaction.

3 Problem Statement

The Company Manager has failed to achieve his target of profitability for the orga-
nizations. The latest survey conducted by CCL (Center for Creative Leadership)
revealed that almost 50% of senior managers in the profitable planning for the
industry fail to achieve the target. Some issues that arise in the workplace Senior
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employees in huge firms have the manager’s function with minimal risk, but they
nevertheless fail to perform well and produce poor results in the workplace.

4 Research Methodology

Research Type: Exploratory Research followed by Descriptive Research.
Sample Type: Conventional Random Sampling
Sample Size: 46 respondents from manufacturing industries of Bikaner Rajasthan.

The present study is a work under qualitative research, and for this research we
have collected both types of data, primary and secondary. Primary data has been
collected with the help of questionnaire and personal interviews on the basis of
convenient sampling. Secondary data has been collected from articles published in
various magazines, journals, and newspapers along with the websites.

In order to collect the primary data, 100 persons of different manufacturing orga-
nizations were interviewed through a well-structured questionnaire on a five param-
eters and analysis by the Likert scale and attitude of the respondents. However, to
arrive at the nearest results, parametric tests such as t-test and factor analysis have
been applied to justify the findings of the research. Out of the total 46 respondents,
it is found that only 46 respondents answered in a much relevant way and hence the
results are based on the above population of 46 respondents.

5 Data Collection Instruments

To follow the Likert scale method for the study and used for amplitude balance of
contrary forces and give the responses to the survey’s main question for the conceptual
study, Likert’s management style tool was used.

6 Data Collection Technique

Participants can obtain more responses on the basis of qualitative research whenever
asking the open-ended question on research objectives. The research benefits deeper
insight into distinct responses by questionnaires as relevant and understanding the
soundness of each response.
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7 Hypothesis

The hypothesis follows:

HO: There is an important relationship between the management approach and
employees working culture satisfaction.

H1: There is an important relationship between the management approach and
the impact on profitability of the organization.

8 Purpose of the Study

The main objectives of the research are as follows:

1. To study the attitude of the employees working in the tyrannical environment.
2. Tostudy the impact of tyrannical management on the growth of the organization.

9 The Study’s Importance and Scope

The study only looked at how participative managers, higher authority, and leadership
styles influenced employee and worker performance, which includes carrying out
defined responsibilities, meeting deadlines, and being effective and efficient in doing
work and achieving organizational goals. The data set is from the most recent decade,
2019-2020.

The policy of the organization has been clear for all employees. Basically, the
autocratic management approach does not take any other way, contrary opinions into
consideration, which makes the vision of the organization simpler. Employees who
go against company policies often do not stay with the organization for long.

10 Data Analysis and Interpretations

The process and procedures are included in qualitative data in which data collected
from respondents are explanation, analysis, understanding, and interpretation of the
participants and their situations and followed by data analysis process, the employee’s
experience with the occurrence of organizational profitability is in the result section.
During the study analysis, the qualitative study must describe only the experience
of the employees (participants) with the circumstance to prevent the effect of the
personal bias.
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@ Female
@® Male
@ Prefer not to say

Demographic factor—gender

Pie chart of gender in Fig. shows the percentage distribution of the respondents
according to gender: 23.9% of respondents were female and 76.1% were male. The
following Figs. are :

@ a) 20-26 years
@ b) 26-35 years
@ c) 35-46 years
@ d) Over 46 years

Demographic factor—age

The respondent is divided into four age groups: 20 to 26 years, 26 to 35 years, 35
to 46 years, and 46 years and above. People in the 35 to 46 age group make up the
largest group, at 41.3 percent of the total respondents. The 20 to 26 group and 26
to 35 group make following, with 26.1 percent and 21.7 percent of the respondents,
respectively. Over 46-year-olds make up 10.9 percent of the respondents. Those aged
46 years and above hold the smallest share of the respondents, at 10.9.2 percent.
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15
14 (30.4%) 14 (30.4%)

8 (17.4%)

6 (13%)
4 (8.7%)

1 2 3 4 5

Work schedule allows to spend time with family and friends

A column chart is used to show a time spent with family and friends during
working schedule comparison among different people or it can show a comparison
of spending time with family and friends on scale third and fourth 30.4 percent and
30.4 percent, respectively, out of total 46 respondents.

o0

o

10 (21.7%)

o

-]

2 3 4 5

Recognition of work

The height of each column is proportional to the percentage (26.1 and 32.6) of
people who know hard work and success in work.

@ Satisfied
@ Somewhat Satisfied

@ Hardly Satisfied

Level of satisfaction with work-life balance

The pie chart shows the satisfaction level of the employee When it comes to
the work environment, over 43.5 percent of the respondents are satisfied or 41.3
percent somewhat satisfied with their jobs.
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20

16 (34.8%)

14 (30.4%)

7(15.2%)

1 2 3 4 5

Level of satisfaction with compensation benefits

The column chart shows the 34.8 percent satisfied and 30.4 percent natural with
the current compensation and benefits offered by the company.

The gauge our respondents’ understanding of business to covered the 43.5 Present
to a great extent and 28.3 present to some extent very shot part that covers to a very
great extent but we can say that state clearly the objectives of the team.

@ To a very great extent
@ To a great extent

@ To some extent

@ To a very little extent
@ To no extent at all

Communication through manager

11 Findings

The study confirmed that the tyrannical style of working by the management irrespec-
tively becomes responsible for the adverse growth of the organization. Hereunder
are the few findings which researcher has observed during the course of the research
work. The researcher has found out that leadership plays important role to determine
the fate of the organization. In particular, it is only the leaders who shape the culture
of the organization and become role model through their behavior among employees
and develop inter- and intra-personal relationships between themselves and their
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followers. However, the tyrannical style of management de-motivates employees
with low spiritual intelligence.

This paper examines the leader’s destructive behavior and its impact on work
place. Some of the major findings are as follows:

1. Tyrant leaders get consensus of their employees on every task more through
intimidation and fear than group thinking.

2. Employees go along despite their own doubts which leads to “pluralistic igno-
rance”, in which subordinates are unaware that others are concerned about a
decision.

3. Employees who work for tyrannical managers are less likely to question his
or her ideas. As a result, workplace tyranny is more likely to foster group
thinking, which leads to necessary decision-making.

4.  Tyrant leaders act one way toward subordinates which gives destructive effect
over the long term in the organization.

5. It is also found out that under the tyrannical leadership, it is difficult for a
subordinate to resist or attempt to mitigate the harmful effects of tyranny,
which ultimately leads to employee complacency.

6. It is definite that under the tyrannical leadership, the employees always work
in fear and dismay and put all strains to open their opinion for the betterment
of the organization.

7.  The employees foresee their career prospect with the negative growth and do
not contribute much as they think that their opinion would not carry any weight
in the eye of the management.

8. It was also observed that the organization leadership becomes tyrant in the
event when they realize that the employees were not in a position to change
due to their personal constraints.

9.  Employees also realize that their future are not secure and bright yet they work
without much contribution.

10. According to the study findings, the annoyance caused by a small (heart-
touching) tyrant is most severe for workers with the best future prospects.

12 Conclusion

It is a fact the tyranny in some form exist in all the organization. Managers often
use their authorities much or little oppressively, capriciously, and vindictively which
lead to antecedent consequences. The situation becomes grimmer when management
starts taking the benefit of the situation knowingly fully well that in all situation
employees are going to remain in the organization and in no way can afford to resign
or leave the organization due to some personal or family constraints.

The high-headedness of the management in the organization can send the orga-
nization in the wrong direction. Normally employees lost the mutual trust in the
management and even do not hesitate to express their feelings in the market. With
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the results suppliers and customers get susceptible and start developing some alter-
nate source to fulfill their needs. The growth starts showing negative indication by
way of losing customer base and suppliers’ confidence. Management starts putting
the blame on the employees for ignoring the systems and directions which leads
to more serious ramifications. Nevertheless, if we do the psychology analysis of
this tyrannical attitude of the management, we will find a tendency of psycho fear
in the mind of the top management officials with a very high degree of complex
which compels to show off the authority at every occasion and get the employees
and subordinates convinced forcefully of their viewpoints.

Therefore, it is always advisable to all employees to be mentally prepared to face
the tough time in the organization. It is a fact that without the satisfaction of the
employees the organization can tread to only destruction which is imminent and has
to come one day. Therefore, it is better for the employees to take appropriate steps
to face this situation and the dooms day is not very far off.

The growth of any organization is largely dependent on its employees, and an
employee would require excellent interactive communication to combat the conse-
quences of small autocracy. To take on an autocracy, an employee would also need
a high level of self-assurance and dedication.
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Demystifying Effective E-learning m
Through Gamification L

Shipra Pathak @, Navjit Singh ®, and Shalini Aggarwal

Abstract E-learning through gamification is the commonly used education system,
which is supported by Information Technology. The study emphasised on the factors
affecting e-learning through gamification. The study further elaborates the outcomes
of the e-learning through gamification. Due to extensive use of gamification, it
becomes imperative to study and understand different aspects of it to bring in inno-
vation into it. Secondary data has been put to use in this study to create a model
of gamification. Also, essential elements and results which are based on effective
learning model for gamification are analysed. By using the following elements in
e-learning during gamification goal orientation, achievement, competition, reinforce-
ment and fun orientation the following outcomes have been derived as follows: moti-
vation, satisfaction, engagement, effectiveness, efficiency, experience and knowledge
acquisition.

Keywords E-learning - Gamification + Effectiveness - Student satisfaction

1 Introduction

E-learning is the commonly used education system, which is supported by Informa-
tion Technology. To deliver information for training and education telecommunica-
tion technology is used by e-learning [1]. E-learning is offered as an integral part
of the student learning experience in higher education. It is currently widely used
by campus-based colleges as well as universities that provide distance education to
students [2]. Using e-learning as a tool various educational institutes and universities
are explored to achieve goals like motivation and satisfaction, and effects such as
high efficiency of students and effectiveness. The absence of technical knowledge
and understanding of developing e-learning content is one of the biggest impedi-
ments in development of e-learning tools. Disruptions like the one brought forward
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by COVID-19 have shown how innovative use of available technologies can help
overcome understanding and technological hurdles. COVID-19-driven lockdowns
have driven world to use e-platforms for teaching students not only in the higher
classes but also in primary to secondary classes. Making the study material available
in cloud storage, sharing pre-recorded lectures through YouTube and WhatsApp
has made e-learning almost as productive, motivating, and efficient as classroom
teaching.

Ability of educational games help students not only to gain knowledge but also to
help students learn skills like effective communication, problem-solving, and collab-
orative approach. It has made it a very promising tool in learning process. Such
games, without rewards, help in learning just by enticing inherent desires of win and
enjoyment, and thus it leads to better engagement [3]. A game which brings high
level of engagement and requires following given instructions is not only difficult to
develop and takes lot of effort and time, and it also comes with a drawback that it
can focus only on one objective which is chosen by the designer. Additionally, such
games require specific pedagogy and infrastructure in classroom which might not be
possible at all levels and places. Contrastingly, concept of gamification uses simple
approach of game thinking to integrate game design in already being used pedagogy.
This improves student engagements and also motivation to learn and teach.

Gamification has been defined by [4] as use of elements of game design in a
context which can be called non-game, this is rapidly growing though its fairly new.
Gamification as a concept is quite different from educational games and other serious
games. Serious games refer to designing games for pure entertainment, whereas only
game elements are employed in gamified applications. Gamification as a term was
coined somewhere in 2008 when its first documented use can be seen, but it gained
some steam in 2010 [4]. Having said so, the concept is not as recent as the term
itself. Badges and ranks have been in place since long and they certainly have game
elements built in them. Similarly, non-monetary incentives also incorporate game
elements.

2 Review of Literature

There is a constant increase in the number of studies with regard to gamification in
different directions. The topic has a great potential and is in its developing stage.
As a result, many scholars are working on this topic. To control and get the benefit
of this technology, concerted efforts are required to harness the literature and active
knowledge for fruitful use [5]. While effort have been put to extract the literature
on gamification, past studies have been very resolute in their capacity. Further it
supports the platform for further research.

Gamification enhances the pleasure and engagement of education without
affecting its credibility. Gamification encourages learners to study by providing posi-
tive feedback, and as a result, they are pushed forward and become more engaged and
motivated to learn. Gamification can be a strong motivator for kids to study as well
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as read more [6]. Role of instructor is also very crucial, they must help and accom-
modate the student’s by involving them in learning process, encouraged to become
more involved, and they were provided some feedback [7]. Gamification’s integra-
tion into the field of e-learning in higher education involves e-learning management
systems. In e-learning, the model comprises crucial features. The elements indi-
cated in the model are mostly responsible for e-learning errors. E-learning should be
built in accordance with current technology. The primary stages of development are
analysis, planning, development, implementation and assessment. The user experi-
ence is critical at all stages of e-learning development of online applications, which
should contain gamification components [8]. The e-learning system not only provides
for high-quality training, but it also allows for statistical analysis of various factors
included in log files in order to evaluate the success of technological and pedagogical
instruments. The popularity of the application among users, as well as the increase
in the number of users, serves as indicators of the system’s motivating features and
tools [9].

Gamification can be used in different fields. It can be used to advertise a busi-
ness and its product, in political aspect and many more. For example, nowadays,
the companies are promoting gamification in selling their products and services.
Further it is also used in promoting well-being of the employees by associating with
third-party vendors. By applying the solution to the real-world problems, gamifica-
tion is gaining more momentum in today’s world. With advent in technology, it is
growing day by day [10]. Number of factors are responsible for student satisfaction
in e-learning environment. Many authors suggest that there are six primary aspects
that influence satisfaction: course, student, technology, system design, teachers
and external influences [11-13]. Various authors have written about e-learning in
students’ experience and higher education [14, 15]. Not much information is avail-
able about the reason behind why some users discontinued online learning after
their first experience [1]. There are numerous reasons for learners’ lack of effective-
ness, motivation, efficiency, and pleasure in e-learning. Few of them are ignoring the
primary stages (analysis, planning, development, implementation and evaluation) of
development of e-learning, imperfectly managed projects, use of unsuitable motiva-
tional techniques, unsuitable selection of personnel, wrong collection of demographic
data of students, inappropriate graphical interface and erroneous implementation of
e-learning in form of technological and technical implementation. With the help of
gamification effectiveness, engagement, efficiency and motivation can be enhanced
in e-learning. Gamification applies the game dynamics and mechanics of video games
in non-gaming applications (Fig. 1).
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Fig. 1 Conceptual model

3 Objectives

The study emphasised on the factors affecting e-learning through gamification. The
study further elaborates on the outcomes of the e-learning through gamification.

4 Research Methodology

In the wake of extensive use of gamification, it becomes imperative that we study
and understand different aspects of it to bring innovation into it. Secondary data
has been put to use in this study to create a model of gamification. Also, essential
elements and results which are based on effective learning model for gamification
will be analysed.

5 Data Analysis and Interpretation

5.1 Elements of Gamification

Following five elements can be identified on the basis of literature review:

(i)  Goal orientation.
(ii))  Achievement.
(iii) Reinforcement.
(iv) Competition.

(v)  Fun orientation.
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Goal Orientation: The structuring of games in such a way that they have multiple
levels of goals is extremely important [16]. Completion of various short-term goals
leads to completion of a mid-term goal, completion of a set of such mid-term goals
leads to completion of long-term goal, and in turn the final objective. Short-term
goals can be further divided into various tasks. With progress along the short-term to
long-term goals through mid-term goals, the challenges become bolder. Calibrating
the difficulty of goal to be achieved with the skill set of player ensures engagement
of player is sustained [17-19]. The layers or levels thus facilitate systematic progress
of alearner from beginner to an expert, demonstrating his skills and also knowledge.
One important factor influencing motivation and engagement of a learner is clearly
defined goals.

Achievement: Accomplishment and achievement are the terms which are used
fungible. The sense of gratification increases as the players are recognised for their
achievement, which helps in increasing their engagement and motivation. Therefore,
to improve learner’s achievement and engagement, the concept of recognition of
achievement is applied in educational games. Ranks, badges, awards and stars are
given as rewards to the learners for their achievements.

Reinforcement: Behavioural learning models show that learning can be enhanced
by verbal praises or intangible rewards [20]. Therefore, to reinforce and to create
a strong feedback structure the games have incorporated in them reward system
based on players performance. To boost positive reinforcement in educational games,
virtual currency or points are offered to the learners, to promote learning from
games. Whereas negative reinforcement or feedback helps the players with required
knowledge or skills to achieve their goals quickly.

Competition: Not only competition forms a bedrock of any game but is also
basic expectation from it. As per [21, 22], motivation in a game is drawn from inbuilt
rewards of game and competition. When game is used in educational perspective,
competition has a vital role to be played in learning by improving focus and enhancing
engagement. The players develop a sense of control when the rules are unambiguous
and are enforced in strict manner [23]. This also helps in higher engagement among
players [24]. The flexibility to create some rules within larger framework furthers
the cause of higher engagement and improves motivational levels, and this also
encourages discovery in learning process, discovery is integral part of active learning.

Fun Orientation: Understanding well and thus absorbing even better goes hand
in hand with fun one has during learning process [24]. It has been observed, people
deeply engaged in fun-filled learning usually are less conscious about time [24, 25].
For almost all, with exception being a negligible number, games have fun as integral
part. Similarly, for any educational game to achieve its objectives of engaging and
motivating learners, fun has to be built in as an essential component.

Outcomes of Gamification

E-learning coupled with gamification is targeted and designed towards generating
highest possible levels of efficiency, satisfaction, effectiveness and motivation. Such
models are based on modern concepts and leanings of old school education and
more modern e-learning. Learning becomes more effective when the learner has
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opportunity to participate actively in learning process, is experiential, has effective
feedback system and has practical implications [26].In 2011, a theoretical analysis on
gamification being used as effective tool for learning through effective engagement
in e-learning was made by [6].

It appears gamification and e-learning both put together potentially have positive
effect on student motivation. For the experience to be highly motivating and partic-
ipative, a huge amount of effort is required. It requires humongous effort first in
designing and secondly in its implementation [27]. [28] feel that the current frame-
works and models are less appropriate and need improvement to become effective
gamified learning place. Understanding the users better is one of the most important
aspects when designing gamification in higher education as most of the students
there have already crystallised career and personal goals.

Students taking higher education choose courses with high level of awareness
about the outcomes of courses thus chosen. Objective of integrating gamification in
learning is further reinforcement of their feeling of importance of such education in
defining their future. Gamification becomes an effective tool in bringing the personal
goals and the process of e-learning on same page. In e-learning, the rules, limitations,
requirements, guidelines and time frames should be clearly defined leaving no space
for ambiguity. By breaking larger objective into smaller ones, gamification lays
emphasis on making objectives clearer and thus motivating. It is so, simply because,
smaller objectives give sense of achievement more frequently and therefore improve
motivation in learning process. There should be graphical presentation of progress
made by student.

A balance between the skill set of students and learning material sets harmonic
flux in learning and motivation of students, and this is the best way of learning for
students. Positive feedback should be used as reward to appreciate student’s learning
from various activities. Such positive feedback reinforces self-esteem in students
while keeping them motivated. [29] feel that individual learning comes from positive
feedback. A clarity should be there for students as to what they are going to learn
in e-learning and how this knowledge is going to be useful to them. Flexibility is a
basic element of e-learning as it gives freedom of anywhere and anytime to students,
leading to autonomy and flexibility in learning reducing fear of e-learning. Like
any other learning platform e-learning too has poor performance and abandoning
of learning as integral part, gamification encourages to continue learning despite
failures.

5.2 Motivation Leads to Gamification

Intrinsic motivation is another way to encourage behaviour. In this designer creates
such a system that helps the users to find their own reasons for behaviour engagement
rather than giving rewards. Self-determination theory given by [30] is behind this.
According to them three factors, i.e. autonomy, relatedness and mastery are related
to a healthy mental attitude and intrinsic motivation of an individual. Autonomy
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lets the learners pick what they desire rather than others commanding what they
do. Relatedness is the feeling where individual feels that he is not alone, individual
feels better about a given task when he came to learn about others who are also
engaged in the same task. The learner is confident about the knowledge and skills
he gained can be defined as mastery. Game designers use elements which increases
internal motivation rather than using external motivation by giving rewards. Games
are not only played to get good scores, it’s one of the many objectives, in addition
to this people play games to explore different narratives and make some decisions
which appear new innovative and interesting and also to play and compete with other
people. A lot of other tools in form of designing game are handy to designer which
can lead to improving the inbuilt motivation elements in a game.

6 Conclusions

The study emphasised on the factors affecting e-learning through gamification. The
study further elaborates on the outcomes of the e-learning through gamification. Use
of gamification in educational and professional training segments is growing very
fast. Gamification is a productive tool for learning through effective engagement
in e-learning. Study shows various elements of gamification results into motiva-
tion, effectiveness, engagement, satisfaction, efficiency, experience and knowledge
acquisition.
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Competencies on the Performance e
of Highly Effective Employees:

An Empirical Study of Telecom

Companies of North India

Uttam Sahay and Gagandeep Kaur

Abstract Competency and performance are correlated, because only a competent
person can deliver effective performance. The research has been conducted with the
aim to find the relationship between the competency variables and the performance
of highly effective employees of telecom companies based in Punjab, Haryana, and
Himachal Pradesh. For the purpose of the research, data has been collected from the
private telecom sector employees. There were three competency variables identified
which are related to driving strategic objectives of a company along with five indica-
tors of highly effective performance. For the purpose of research, correlation has been
applied and the result shows that there is a significant relationship between compe-
tency variables and the performance of highly effective employees. The research
findings can be integrated into all the human resource practices related to managing
employee’s life cycles. This can also help to revisit their competency framework
and add these tested competencies to achieve strategic organizational objectives and
success.

Keywords Highly effective performance - Behavioral competencies *
Organizational success + Competency-based management practices * Telecom
companies

1 Introduction

The success of organizations has always been evaluated against the financial outcome
of profits and loss to measure their performance, value, and health. Over a period of
time, the softer aspects like employee attitudes, qualities, and perceptions are now
being acknowledged and valued as significant lead indicators of employee conduct
and performance leading to organizational success. An employee may have a different
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impact owing to their varied attributes in the workplace, but it is the attitude, behavior,
and skill which actually determine his or her work performance. Some of the signifi-
cant organizational benefits of effective use of competency management are reduced
cost of training, reduced employee attrition, and increase in overall employee produc-
tivity and organizational success [1]. In the contemporary world, the study of compe-
tency and its impact on organizational success has assumed great focus as companies
are emphasizing employees’ effective performance at work as a basis of distinctive
benefit for organizational success. For any organization, organizational development
is a key facet of the human resource department that regulates planned organiza-
tional efforts, aimed to improve organizational effectiveness through well-planned
and executed changes in systems and processes to build a superior workforce.

An organization’s position in the market and its performance depend upon the
quality of intangible assets which it possesses, i.e., human resources. Deployment of
efficient employees plays a significant part in organizational success and is treated
as a critical enabler and provides the firm a competitive advantage. Competency-
based people management practices play a noteworthy part in augmenting the effi-
ciency of human resources in an organization. It has been well-defined by various
researchers and organizations in various ways. Competency-based management is
the latest tool used in managing human resources functions. It highlights specific
competencies utilized in an assigned job, and helps in individualized administration
and development of individual competency within their chosen growth paths [2].
In view of this, competencies are related and specific to company’s requirements
and jobs that are being performed to get desired results. A people process which
is based on competency-based human resource management principles drives job-
specific competencies to accomplish chosen goals and objectives. It relies on expected
outcomes and the requirements of an organization keeping in view an employee at
the center rather than from the position held by the employee [3]. Competence-
linked people management process includes the apt application of the competency
model, since the competency framework by itself cannot deliver added value without
the support of human resources management [4]. Human competence has strong
relations with workplace performance. Competency analysis and gap study can be
included in usual working tasks. Experts agreed mostly to assigning competencies
to tasks [5]. On similar lines, organization-wise competency framework and compe-
tency rating are related to selection and job performance, employee attrition, and
managerial development needs of talent and succession planning [6].

2 Review of Literature

An essential aspect in the study of organizational behavior is to study, as to how
behavioral/personal traits (competencies) of an employee impact the performance
and success of an organization. Employees’ job performance at work has been
given more importance and has been treated as a predictor of business competi-
tive advantage to enhance the overall organizational effectiveness and get success.
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The socio-economic transition of societies and the increase of economic knowledge
have contributed to that power of knowledge is an important means for prosperity and
wealth [7-9]. In view of a market perspective, knowledge and information seem to
be a critical element in sustainable long-term organizational success. Competency is
simply explained as a grouping of knowledge, skills, behaviors, motives, perception
of self, social role, and specific function of the subject which an individual uses to
accomplish a job [10]. Competencies are “a cluster of related knowledge, skills, and
attitudes that affect a major part of one’s job (a role or responsibility), that correlates
with performance on the job, that can be measured against well-accepted standards,
and that can be improved via training and development” [11]. Managing competen-
cies required to deliver desired results has been rated as one of the important instru-
ments to get organizational success. Investments in developing people both in terms
of money and time have been found as major activity taken by companies as it helps in
improving the competencies of an employee who in turn gives higher performance
and collectively achieves organizational success. While an employee’s motivation
at work drives performance, the skills, knowledge, and attitude he demonstrates at
work play a noteworthy role in delivering desired results [12]. It is an individual’s
abilities which actually explain the type of behavior needed by businesses to accom-
plish an extraordinary performance [13]. Proper utilization of individual competen-
cies impacts successful individual performance as well as company’s performance
and success [14]. Literature around performance management have concentrated
on processes that help increase proficiency and organizational performance [15].
During performance appraisal practice along with having an impartial assessment of
main objectives, the behavioral attributes necessary to deliver are also appraised and
they are provided clear advice about the desired standards of proficiencies and their
current status at which they are. As per the Human Resource Management Digest
2019, there are certain competencies which help to differentiate between superior and
average performance. Some of the competencies which drive superior performance
are the ability to lead high achievement orientation, ability to give directions, ability
to persuade, and ability to innovate. Other competencies related to both mediocre
and high performers are verbal communication, ability to organize, ability to seek
information, analytical thinking, and ability to plan. A few latest competencies added
to drive higher performance are thematic analysis, ability to comprehend rules and
regulations, collaboration with multi-stakeholder and having technical knowledge,
and ability to manage people and to manage finance. In another research work, [16]
tried to find the relationship between the competencies of managers with the organi-
zational performance. The results suggest that four competencies which caused vari-
ation in productivity of business were motivation toward success, ability to develop
fellow team members, team leadership, and creating influence. There are numerous
competencies of managers and their influence on the overall organizational success
[17]. There is not a common competency which is suitable in all circumstances.
Effective management of competencies needs a balance between managing social
and emotional characteristics; a perfect equilibrium of both is necessary to provide
the best outcomes. Theoretically, it can be said that competencies at large have a
direct impact on employee performance, and can be used to predict different levels
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of organizational performance [18]. It was also found that competencies related to
human resources and employee’s job satisfaction also lead to employee’s perfor-
mance on the job [19]. It can be said that building competencies and knowledge in
both product and services sectors help to increase performance at work and help
achieve performance targets [20].

Employees are the most important pillars for reaping success for any organization.
Dedicated employees are crucial to elevating small organizations into huge corpo-
rates. But the conundrum lies in how to make an employee effective enough, or how
to identify an effective employee? A highly effective employee is characterized by
overachievement of key performance indicators and setting benchmarks for superior
performance. Their performance is expected to be scalable, replicable, sustainable,
and aligned with ideal behavioral competence at work. Effective employees are
valuable assets for any organization. They are go-getters, self-starters, and initia-
tors, who are curious and do not rely much on others. It is very tough to find a
high-performing employee. There is a huge difference between mediocre and highly
effective employees. Mediocre employees fulfill their responsibilities and their daily
tasks while on the other hand, highly effective employees also plan efficiently for
their future and find a scope of improvement in every role that they perform.

It is mentioned by Steven Covey (1989) in his book “7 Habits of Highly Effective
People” [21] that there are seven habits that elevate an individual to become highly
effective in the workplace. The journey of delivering superior performance has to
pass through three stages first being independence, second being interdependence,
and the third is working on continuous improvements. All the seven habits are very
elaborately explained with behavioral attributes attached to each of them. All seven
habits talk about behavioral competencies leading to superior performance. All of
these seven habits indicate personal competencies that if developed well will help
individuals deliver superior performance and a worthwhile career.

Having considered all these, the Focused group discussions with industry experts,
peers, Heads of Departments following five behavioral indicators were identified
which actually explained highly effective performance:

Over-Achieving Pre-Determined Goals/Objectives;
Always Doing Right Things;

Delivering Quality of Products and Services;
Optimization of Available Resources;

Deliver Sustainable Results.

Another important construct of the study are the competency variables and compe-
tency indicators attached to each competency variable. An extensive literature review
of the competency frameworks of telecom companies have been conducted along
with associated literature available to identify these three competencies related to
strategic orientation which are Analytical Thinking, Innovation and Improvement,
and Ability to Learn and Develop. All the competencies are related to an individual’s
ability to plan for the future.

Analytical thinking was identified as a competency for Reliance Jio and was
mentioned in Spencer and Spencer [22] also, while applied thinking of Vodafone
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and business acumen of Idea were found closely related to analytical thinking during
the focused group discussion. Innovation and Improvement was a prominent compe-
tency variable of Idea, managing for innovation for Tata Teleservices, facilitating
change and innovation for Airtel helped the focused group discussion to select this
competency for discussion. Ability to learn and develop as a competency variable
got featured in almost every framework like develop self and others’ ideas), Organi-
zational and personal learning (Tata Teleservices), Change (Vodafone), Empowering
and developing (Bharti Airtel), People development (Aircel), and Develop self and
others (Spencer and Spencer).

The above construct was also supported by a review of literature. Managing data
with rigorous analysis assists in taking informed business decisions and gives a
perspective as to what happened and predicting what may happen in future [23] which
help in ensuring business completive advantage. As opposed to the mechanical and
traditional view [24] which helps in driving better performance. The use of data to
be better informed and as a competency has become a convincing action agenda for
human resource managers [25] to deliver higher performance. Similarly, [26] as well
as Gray [27] found analytical skills to be an important future workplace competence.
Rooted in this is the increasing expectancy of the human resource (HR) function to
realize how workforce analytics and analytical skill apprises the business and drives
success (DiClaudi [28]).

Similarly, Innovation and Improvement in an organization is becoming an impor-
tant factor in the survival of a company [29]. It is important to note that around
50% and 80% of economic prosperity is the result of innovation and knowledge.
An organization should invest more on workplace innovation as it helps in driving
organizational success [30]. On similar lines, it was found that employee innovative
behaviors play a dominant role to improve the quality of both service and customer
satisfaction which gives a competitive advantage over others [31].

Ability to learn and develop is related to efforts made by an individual employee
for himself to grow and thereby helping the organization also to grow as a whole in
long run [32]. Thus, there exists a direct association between an employee’s ability
to learn and develop and it is work performance. A competent employee would be
more content with the job, will be more dedicated with the job, and his performance
naturally would be better. Competent, satisfied, and dedicated employees will work
hard and deliver high levels of organizational success [33]. Many companies do
not value the importance of people development. They only put emphasis on accom-
plishing organizational goals. On the contrary, if organizations put focus on employee
developing activities, this would help in building required competencies for better
performance. With enhanced skills, they would be able to develop their own growth
plans and thus help to grow organizational effectiveness.

Learning and Development initiatives also ensure that employees can acclimatize
flawlessly to the latest technology which helps in augmenting the effectiveness and
output of both the individuals and organizations [34]. A skilled workforce consti-
tutes an important means of competitive advantage in the competitive international
marketplace [35]. Employee training also has a positive incidental impact and also
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impacts individual’s self-confidence, which enhances their job satisfaction and helps
them to perform better [36].

The competency models of all the telecom companies were studied along with
available literature around behavioral competencies. The idea was to make a cluster
of competencies which are strategic in nature and can help an organization to plan for
the future. About 50 competency variables were studied and through focused group
discussions with HR Heads, Functional heads, Industry experts, and a few highly
effective employees collaborated and decided to list Analytical Thinking, Innovation
and Improvement, and Ability to learn and develop as three competency variables
which will enable a company to plan for future; working on these competencies will
make the organization future-oriented. Analytical thinking will stimulate the analysis
of the current trends of business and can also predict future business scenarios and
can help an organization to optimize the resources to meet future needs and be
contemporary and relevant in the future. Ability to innovate and improve is directly
linked with the future of any organization. Any organization which is adaptable
to fast-changing customer requirements should work on its ability to innovate and
be relevant. Similarly, ability to learn and develop equips an organization to provide
various learning platforms for employees to be skilled and trained on the new abilities
which are required for the future and make the organization dynamic in view of the
fast-changing customer requirement.

As a business strategy, the organization will invest in new technology and equip-
ment to be future-ready, and for that, improving all these competencies will provide
a huge competitive advantage to a company in the future. Though there were enough
evidences found to suggest that there is an association between competence and
performance, there are very limited studies around the central theme of the topic
which is to measure the effect of competency variables on the performance of highly
effective employees.

3 Research Methodology

The research methodology includes the data and the statistical evidence to support
the purpose of the research and the hypotheses formulated for such research. The
research is empirical research; the data has been collected in the form of structured
questionnaires from the highly effective employees of Indian telecom industries.
The data was collected from four telecom operators of India. The sample size is 530
employees of telecom companies that includes Idea, Vodafone, Bharti Airtel, and
Reliance Jio.

Based on the available literature related to the competency framework of telecom
companies and through focused group discussion, a questionnaire was prepared
which consists of different kinds of questions designed to achieve the objectives of
the research. A pilot test of the questionnaire was also done. The pilot study helped
to know and address a few issues related to the questionnaire. The exercise helped
in building a better understanding of competencies, fine-tuning the definitions and
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attaching the right behavioral indicators to each competency variables. Considering
the feedback of the pilot study, all the changes were incorporated in the questionnaire
to design and administer the final questionnaire to be used in the survey.

3.1 Objective of the Study

To study the Impact of Strategy-related competencies on the performance of Highly
Effective Employees of Telecom Companies in North India.

3.2 Hpypotheses

In this study, hypotheses pertaining to study the effect of various competency vari-
ables related to strategy such as analytical thinking, innovation and improvement,
and ability to learn and develop on highly effective performance whose indicators
are over-achieving goals, doing right things, delivering quality product and services,
optimization of resources and deliver sustainable results were formulated. These
hypotheses are listed below.

Hoi: Analytical thinking is not significantly correlated with highly effective
performance.

Ho1,: Analytical thinking is significantly correlated with highly effective perfor-
mance.

Hp,: Innovation and improvement is not significantly correlated with highly
effective performance.

Hyza: Innovation and improvement is significantly correlated with highly effective
performance.

Hos: Ability to learn and develop is not significantly correlated with highly
effective performance.

Hysa: Ability to learn and develop is significantly correlated with highly effective
performance.

Cronbach’s alpha method was employed to test the reliability of the scale (Table

0.

3.3 Sample Size

For collecting the primary data, researcher approached a much higher no of respon-
dents (750), just to ensure that he is able to get the required samples; out of 750
respondents, 530 valid responses were received. The responses received were Bharti
Airtel 154 (29.1%), Vodafone 130(24.5%), Reliance Jio 82 (15.5%), and Idea 164
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Table 1 Reliability of the questionnaire

S. No | Sections of Questionnaire Cronbach’s Alpha
1 Section C. Perception of highly effective performance 0.834
2 Section D. Perception on importance of behavioral competencies on | 0.899
work performance
Analytical thinking 0.854
4 Innovation and improvement 0.901
5 Ability to learn and develop 0.88

Table 2 Sample size details

Sample size

Telecom company | No. of target | Valid responses | Percentage (%) | Percentage of valid
respondents responses (%)

Bharti Airtel 200 154 77 29

Vodafone 200 130 65 25

Reliance Jio 150 82 55 15

Idea 200 164 82 31

Total 750 530 100

(30.9%). The distribution of 750 questionnaires to all four telecom companies was
Bharti Airtel 200, Vodafone 200, Reliance Jio 150, and Idea 200 (Tables 2 and 3).

4 Research Methods

To analyze the data and to validate the hypotheses, a number of statistical tools were
used to draw useful implications for managers to derive a high-performing culture
across levels in the different verticals of telecom operators. Statistical tools like
descriptive statistics, Karl Pearson Correlation Matrix, FGD technique, Statistical
Package for Social Sciences (SPSS), and MS-Excel were used to analyze the data to
reach logical and meaningful conclusions.

5 Results and Discussions

To find the relationship between the performance of highly effective employees
and behavioral competencies, Pearson correlation is calculated. All the hypotheses
were tested and the results are presented according to the hypotheses. The statistical
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Table 3 Demographic

D hi file of th dent:
profile of the respondents emographic profile of the respondents

Main Sub-Categories | Responses | Total responses
category
Gender Male 384 530

Female 146
Educational | Graduate 272 527
qualification Diploma holder | 83

Postgraduate 160

Doctorate 5
Any other 7
Age up to 27 years 194 530

28-37 years 216
38-47 years 87
48-57 years 32
Above 58 years | 1

Association | 0-3 years 230 530
with L 4-7 years 145
organization

5-11 years 99

12-15 years 48
Above 16 years |8

Position in Team member | 335 530
orgamization | gypervisor/In | 92

Charge

Vertical head 70

Head of 33

department

result shows that all three competency variables are correlated with highly effective
performance.

Analytical thinking is moderately correlated with highly effective performance
(Pearson correlation r = 0.350) and this association is significant (p = 0.000).

Similarly, the competency variable of Innovation and Improvement is also found
moderately correlated with highly effective performance (Pearson correlation r =
0.366) and the association is found to be significant (p = 0.000).

On similar lines,there was a moderate correlation with Ability to Learn and
Develop was also found with highly effective performance (Pearson correlation r
= 0.384) and the association was significant (p = 0.000).

Thus, all the null hypotheses are rejected and alternate hypotheses are accepted.
Hence, statistically it was found that all the three strategy-related competencies are
significantly correlated with highly effective performance (Table 4).

The findings are summarized as under.
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Table 4

Summary of the hypotheses

U. Sahay and G. Kaur

No

Hypotheses

Accepted/Rejected

Significance (p
value)

Pearson correlation

)

Analytical thinking is
not significantly

correlated with highly
effective performance

Rejected

Ho1a

Analytical thinking is
significantly

correlated with highly
effective performance

Accepted

0

0.350

Innovation and
improvement are not
significantly
correlated with highly
effective performance

Rejected

Ho2a

Innovation and
improvement are
significantly
correlated with highly
effective performance

Accepted

0.366

Ability to learn and
develop is not
significantly
correlated with highly
effective performance

Rejected

Hoza

Ability to learn and
develop is
significantly
correlated with highly
effective performance

Accepted

0.384

It was found that all the three competencies were significantly correlated with
highly effective performance. It was also found that the behavioral indicators of all the
competencies have differential impacts on driving highly effective performance for
each of the categories of employees. There is a noteworthy association of competency
variables with employee’s work contentment which helps an employee to perform
a job [37] and competency variables create a significant influence on a worker’s
performance [38].

6 Recommendations

A human resource management system based on a competency framework is recom-
mended for improving the competency of human resources by integrating the same
with various HR processes and various people processes.
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The integration of competencies in people practices depends on the organization’s
strategic requirements, available resources, and ability of the human resources team.
Competency-based management thus assumes huge importance as organizations use
them to drive employees to drive superior performance leading to organizational
success.

The findings of the study reinforce the fact that competency variables impact the
performance of highly effective employees. The assumption is thus established that
if you have to drive highly effective performance in an organization, one has to use
the competency framework in every aspect of human resource management. To drive
highly effective performance at work, these three competencies related to strategy
can be integrated with the complete life cycle of an employee by integrating the same
with the processes related to Talent Management which includes Talent Acquisition,
Managing Poor Performance, Career, and Succession Planning through Assessment
and Development Centers, Coaching and Mentoring, Learning and Development,
Rewards Management, etc.

Important managerial implications can also be derived from the study. These
three competencies have been tested by highly effective employees of major telecom
companies which are required to deliver highly effective performance. All managerial
actions can be realigned in view of the recommendations and accordingly people-
related strategies can be developed.

This model will help the leadership to create awareness among all the stakeholders
that the demonstration of right competency behaviors at work help in delivering
highly effective performance and leaders to overall organizational success. It is an
attempt to empirically and analytically study the relationship between competency
variables and highly effective performance. It was found that how competencies and
right behaviors impact the performance of highly effective employees in an organiza-
tion, hence strongly recommended that they should be integrated into HR processes to
increase organizational productivity, and efficiency. It is strongly recommended that
organizations should revisit their competency framework in view of these findings
which will give a new direction to the organizational development and effectiveness
initiatives.

In the talent acquisition process, the competency-based interviewing using Behav-
ioral Event Interviewing (BEI) assists in identifying the right fit of candidates meeting
the required job competencies of that position. During the interview, assessment of
the desired level of behavioral descriptors of each competency is done by using the
critical incident technique.

The candidate will be hired only when he is able to show the behavioral indica-
tors leading to deliver highly effective performance. The benefit of this is that the
organization gets a candidate who has been evaluated on the required level of identi-
fied competency which is required to deliver highly effective performance. Thus, the
entire process of talent acquisition becomes quite robust as the process checks func-
tional expertise, competencies, and behavior that a candidate is required to deliver
highly effective performance.

Another important managerial recommendation is to integrate the complete talent
management framework into these findings. It should cover the process related to



150 U. Sahay and G. Kaur

talent segmentation, talent assessment, talent development, succession, and career
planning in any organization. While specific training programs can be created in
view of the requirements of talent management, a set of general training programs
can be created against each competency variable in alignment with the behavioral
indicators that can be developed by the organization so that mass level and broad base
training programs are imparted to increase the overall level of employee performance.
Competency-based training ensures employees receive the right training which rein-
forces knowledge, skill, and attitude in the job to deliver highly effective perfor-
mance. Similarly, the performance appraisal and management process can also be
integrated into the competency framework. Mostly, all performance management
frameworks are woven around measuring performance against set targets which are
largely measured in certain numbers or targets. The behavior that actually helps
to deliver low or high is seldom measured by the manager. The findings can add
another element to the appraisal process where the manager can assess the behaviors
demonstrated to deliver performance. The findings can also be integrated into the
performance reward and recognition framework of an organization. Employees who
are demonstrating identified and tested behavior at work will be rewarded. This will
create a ripple effect among others, and they will also get motivated to demonstrate
the right kind of behavior at work.

7 Theoretical Contributions

There is a general understanding that competencies enable superior performance
and various models have been created keeping this assumption in consideration. It
is also largely assumed that in any organization people who deliver more do things
differently, but the question was “has this been tested”?

The research’s theoretical contribution is that the assumption has been success-
fully tested on three competencies and validated by employees who are highly
effective, assessed, and rated by their respective organizations.

8 Conclusion

Some people demonstrate exemplary performance in comparison to people deliv-
ering average results having the same job responsibilities, titles, and compensations.
The objective of the study was to find this distinction. If we are able to find out these
competencies, organizations will start hiring candidates who can deliver superior
performance or help others to develop similar capacities. This will lead organiza-
tions to dramatically improve their productivity and success multifold. While it is
not possible to turn every employee into a highly effective employee, having identi-
fied such competencies one can select candidates who possess enhanced abilities in
certain areas and can become highly effective by delivering superior performance. In
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addition, the knowledge gained through the study can also help employees at large to
work in accordance to enabling behaviors related to these competencies to enhance
their performance. The study’s findings provide a frame of reference that a number
of human resources processes like talent hiring, performance management, talent
management, learning, and development can be aligned with these competencies to
deliver superior performance. Accordingly, the existing competency model can be
revisited on the recommendation to produce great competitive advantage when they
are linked to delivering strategic business results.
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Deep Learning-Based Rumor Detection )
on Social Media e

Bevin Biju Thomas and Cinu C. Kiliroor

Abstract Rumor detection is a highly prominent issue especially during this
pandemic that requires adequate attention and addressal. Citizens confined to their
homes rely on the use of smartphones, and other devices by means of social media
and online news publishing websites so as to gain thorough insights into various
topics of public interest. However, due to this very convenience, since there exists a
large plethora of articles published, the human judgment and capability to distinguish
news to be true or false is often clouded due to the increasing consumption. Thus,
there arises a need to separate and distinguish news articles which are true from the
articles that circulate false news that often cause confusion and unnecessary panic
with rumors being circulated around.

Keywords Rumor detection + Deep learning * Bi-LSTM

1 Introduction

Due to the rise in the use of Social Media, and the introduction of various convenient
portable devices which provide access to the Internet, the accessibility to knowledge
has never been easier. The enormous availability of various social media applications
and news applications has made a plethora of information and knowledge accessible
within one’s fingertips. This very convenience and access has not only made human
lives easier but has also made it difficult to discern rumors.

Existing methods utilize Machine Learning methods with limited features for
training the data. A realistic measure can be achieved by utilizing more features such
as sentiment and other user-based features. This is done because these features help
in understanding user behavior and its correlation to rumors. The project utilizes
Deep Learning-based methodologies for enhancing the dynamic ability of the model

B. B. Thomas - C. C. Kiliroor (<)
Vellore Institute of Technology, Chennai, India
e-mail: cinu.kiliroor@vit.ac.in

B. B. Thomas
e-mail: bevinbiju.thomas2017 @vitstudent.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 153
P. K. Mallick et al. (eds.), Electronic Systems and Intelligent Computing, Lecture Notes
in Electrical Engineering 860, https://doi.org/10.1007/978-981-16-9488-2_13


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9488-2_13&domain=pdf
mailto:cinu.kiliroor@vit.ac.in
mailto:bevinbiju.thomas2017@vitstudent.ac.in
https://doi.org/10.1007/978-981-16-9488-2_13

154 B. B. Thomas and C. C. Kiliroor

to distinguish rumors and non-rumors. It also utilizes the incorporation of word
embedding vectors.

2 Background

2.1 Literature Study

Jain et al. [1] utilized Support Vector Machines. The article extraction is done by
means of retrieving the title from RSS feeds, the features involving author, title and
content are extracted and then the validation is done by applying the trained classifier
on the given article and also verified with the user input gathered from browsing if
the article exists in multiple websites or not. The model’s performance resulted in
up to 93.50% accuracy.

In [2], they define a certain threshold which utilizes the number of likes feature
and if the number of likes feature contains a value less than the threshold, it makes use
of a content-based classifier and if greater or equal to the threshold, it utilizes a social
interaction-based classifier which makes use of Logistic Regression and Harmonic
Boolean label crowdsourcing on Social Signals.

The approach utilized by [3] involves the collection of news stories from legitimate
news websites and the same is done for Facebook posts through GraphAPI; stories
and articles are further processed to determine if there exists any content similarity
between both; the comments and replies for each post are utilized for sentiment
analysis using VADER. This is then followed by the use of ML algorithms and then
compared based on accuracy, precision and recall.

The comparison in [4] showed that Deep Learning methods performed better in
accuracy, precision and recall.

In [5], a weightage factor was assigned to rumors because rumors are a minority
class; this is done by assigning this weighing factor to terms that frequently occur
within the rumors class, while also utilizing tf-idf scores and adding this score to the
standard tf-idf score.

The study in [6] compares existing Machine Learning approaches. The approaches
considered are JRip, ZeroR, Naive Bayes, Random Forest, OneR and Hoeffding Tree.

The approach in [7] utilizes a methodology where the rumor label is not treated
as a binary classification rather it is classified into 4 classes, namely true, partially
true, partially false and false. The approaches utilized here are, namely K-Means
Clustering and Support Vector Machines.

The study in [8] considers various types of features that can be considered. The
features were categorized into Content-based features and Context-based features.
Each of them was further classified into Lexical, Syntactic and Semantic under
Content-based features followed by User-based and Network-based under Context-
based features.
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Hybrid deep learning approaches are utilized in [11]. Here, a CNN-RNN hybrid-
based approach was utilized in the application of rumor detection.

2.2 Existing Features

Utilization of user-based features such as Users that have a bio, Users with a display
picture, Whether User is a verified user or not, average number of followers, average
number of posts posted by users, duration of user’s account and identification of
how prominent the user’s account is by considering followers: following ratio and
average number of retweets.

Content-based features are character count, number of stop words used,
grammatical-based features through POS tagging through Natural Language
Processing, considering if there exist question marks and exclamations, average
length of posts for a particular topic or event, sentiment score of posts, calculating
overall sentiment of a post’s comments or thread and time series data.

3 Methodology

3.1 Overview

A hybrid deep learning approach is adopted with the addition of more features for
higher accuracy and capability to detect rumors. This approach is compared with
individual algorithms’ performance as well as with Machine Learning algorithms.
The addition of word embedding vectors is considered so as to represent various
words as vectors. This is done in order to determine whether the existence of certain
words with higher frequency within the rumors class possesses a correlation to it
being a rumor or a non-rumor.

The system will utilize one of the hybrid deep learning approaches Bi-LSTM
with the use of word embedding vector - GloVe. This is then compared with existing
machine learning classifiers and the individual performance of Bi-LSTM and LSTM.
The training data for the machine learning classifiers are mostly user- and textual
content-based data which are derived during the pre-processing phase. And for the
Bi-LSTM with word embedding, Bi-LSTM and LSTM, the training data input is the
textual content of the tweet.
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3.2 Logistic Regression

Logistic regression utilizes a hypothesis that limits the cost function within the range
of [0,1]. Linear functions fail to represent this due to their likelihood of having values
beyond this range.

0<hp=1 ey

Logistic Regression is very efficient at classifying unknown records, and can
interpret model coeffcients as indicators of feature importance. However, the major
drawback with Logistic Regression is the assumption of linearity between the depen-
dent and independent variables. Moreover, its usage is restricted to only predicting
discrete functions.

3.3 Decision Tree

The Decision Tree algorithm involves splitting the data continuously according to
certain criteria until a tree representation is obtained. The tree consists of 2 entities,
namely decision nodes and leaf nodes, where the decision nodes represent the criteria
to split the data and the leaf nodes represent possible outputs that can be derived based
on the criteria. The criteria involved are often based on attributes values in the dataset.
This splitting operation is done until the leaf node can be determined for each attribute
based on the decision criteria.

3.4 Random Forest

Random Forest consists of a large number of individual decision trees that operate as
an ensemble (a group of trees). Each individual tree splits out into a class prediction
and the class which possesses the most votes becomes the model’s prediction. While
some trees may vary inaccurately, the rest of the numerous tree predictions will be
right, so as a result, the group of trees is able to proceed in the right order neglecting
the inaccurate ones. Thus, its capability to have multiple decision trees and then
combine them in order to get a more accurate prediction makes it ideal for both
classification and regression problems.
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3.5 Long Short-Term Memory Networks

LSTM consists of 3 gates, namely input gate, forget gate and output gate. Within
the LSTM, the cell state carries information in a sequential manner and acts as the
memory unit of the network which makes it capable of carrying relevant information
needed throughout the processing of an entire sequential data, thus, data present in
earlier processing steps can be used in the later steps as well. The gates are neural
network units capable of determining which information is relevant and can be stored
in the cell state. The gates’ functioning is based on sigmoid function and is referred
to within LSTM as sigmoid activations. The range of values varies between 0 and 1.

The forget gate determines the information that is to be carried over. The data from
the preceding hidden state and the data repressing the input is passed through the
sigmoid function; the values lie within the range of [0,1]; values that are immediate
to O can be discarded and values immediate to 1 are retained. Input gate is utilized
so as to update the cell state. The input and data from the prior hidden state are
passed directly to the sigmoid function which determines the values to be updated
by transforming their values within the range [0,1]. This is then followed by passing
the hidden state and input through the tanh function which transforms the values
between —1 and 1. This is then followed by the product of values from the sigmoid
function and the tanh function, followed by the sigmoid function’s value determining
which information is to be retained from the tanh value. The cell state involves the
calculation of the dot product between the forget vector and the cell state. This is
done in order to drop values present in the cell state that are immediate to 0. Pointwise
addition is performed on the output of the input gate which updates the cell state to
newer values that the neural net can find pertinent. The output gate determines the
next hidden state. The prior hidden state along with the input is passed into a sigmoid
function. Then the resultant cell state is passed to the tanh function. The product of
the tanh function value and the sigmoid function value determine which information
the hidden state should carry over. The output is the hidden state. The new cell state
and the new hidden state are then carried over to the next step. The input gate decides
the information which is relevant to add from the current step. The output gate then
decides the next hidden state.

3.6 Bi-directional Long Short-Term Memory Networks

Various Hybrid Deep Learning approaches other than Bi-LSTM include ConvLSTM
which integrates both CNN and LSTM architectures and CNN-RNN which utilizes
both CNN and RNN. Hybrid Deep Learning was adopted to improve the output of
sequential data. Bi-LSTM utilizes a sequence processing model that comprises 2
LSTMs where one LSTM passes the input in a forward direction and the other in a
backward direction and then concatenates both the results for every processing step.
This effectively increases the amount of relevant information that can be considered
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which helps in increasing the context availability and understanding. This makes
the model capable of predicting which words follow and precede a particular word
for a given sentence. The addition of an LSTM that runs backward helps preserve
information by utilizing the combination of 2 hidden states which are capable of
preserving data from both forward and backward directions.

3.7 Word Embedding Vectors

GloVe is capable of procuring vector representations for a given textual data input.
The importance and usage of word embeddings are that they can be utilized for
grouping words that are synonyms to each other in context and meaning in a
similar representation. Each word is mapped to one word embedding vector and
their distributed representation is contingent on the usage of words. Thus, due to
this, the words that are utilized in similar sentences will be stored in vector form
with similar representation.

GloVe’s approach to word embedding representation is based on the co-
occurrences or the frequency of a word in the entire document. The embeddings
of GloVe represent numeric probabilities of whether a certain word and another
word can appear together or not. Since the predictive modeling aspect is taken care
of by utilizing Bi-directional LSTM, GloVe word embeddings will be utilized.

The pre-processing step in Fig. 1 involves the conversion of rumor events data
in json format to csv. More features were also introduced and added along with the
existing features during the conversion from json to csv format.

This is then followed by the EDA phase involved in analyzing the distribution of
data in order to ensure if there exists a fair distribution between rumors and non-
rumors within the overall data as well as for each and every event in the training
dataset. The inference can be drawn from the data by visualizing them.

Data Preprocessing
Exploratory Data
Aralysis
Post Oata Processing
®| amd Feature Setection |
Moded Building
Miscial Tralning
o sl vamation

Comparisen

Fig. 1 Rumor detection workflow diagram
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In the post-data processing and feature selection, the attributes that are not neces-
sary are dropped and label encoding is applied for those features that are in textual
format.

The model building phase involves identifying algorithms that will be effective
for the application and implementing a few ML algorithms.

The model validation involves generating a classification report where metrics
are generated in order to compare the algorithms’ performance and finding which
performed the best among them.

For both LSTM and Bi-LSTM in order to implement and compare the performance
of them individually with Bi-LSTM utilizing word embedding vectors, the textual
content of the tweet is utilized as the feature in the post-data processing stage and
within that stage, pre-processing techniques are applied on the tweet’s text.

From Fig. 2, the textual input is converted into word embedding vectors and then
utilizing GloVe word embedding, it is passed to the Bi-LSTM model for training.
The training occurs in such a way that one of the LSTMs passes the input vectors

Input Layer

' ' '
D D Embedding Layer
[ t '
Forward LETM STM } @' . LETM

\‘_ ‘ v EiLSTM
Backward LSTH m @u m
T S 1 ERETL
L L] L]
- - Concatenate and Flalien -
Conse
Culpet

Fig. 2 Architecture diagram
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in a forward direction and the other in a backward direction. The resultant vectors
are then combined in the concatenate and flatten step. This is to increase the context
availability. Thus, the model’s capability of predicting words immediately follows a
particular word present as a vector and the word that precedes it.

4 Experimental Setting

4.1 Data

Pheme-rnr-dataset was used. The dataset comprises Twitter data from 5 real-life
events, namely Ottawa shooting, Charlie Hebdo shooting, Ferguson unrest, Sydney
siege, also known as Lindt Cafe Siege and German Wings Flight 9525 crash. The
dataset contains Twitter conversation threads for these events. Each event contains its
own directory with 2 separate folders containing the tweets categorized as Rumors
and Non-Rumors.

5 Experimental Results and Analysis

From Table 1, it can be inferred based on the F-1 score that Random Forest had the
best performance among the 3 machine learning classifiers. From Table 2, based on
the accuracy, Random Forest again was the most effective. After the model training
for both LSTM and Bi-LSTM and considering the first epoch training accuracy to
compare them, it is observed that utilizing a hybrid deep learning approach has a

Table; 1 Machine }eaming Algorithm F-1 Score Precision Recall
algorithms comparison

Logistic regression 0.78 0.64 1.00

Decision tree 0.76 0.76 0.76

Random forest 0.83 0.76 0.91
Table 2' Performan(fe Algorithm Accuracy(%)
comparison of algorithms

Logistic regression 63.71

Decision tree 69.92

Random forest 75.52

LSTM 86

Bi-LSTM 90

Bi-LSTM with GloVe 85
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slightly better performance compared to the individual unidirectional approach. With
GloVe, it is slightly lesser but close to the LSTM’S and Bi-LSTM’s accuracy. The
utilization of deep learning approaches possesses higher accuracy compared to that
of machine learning approaches. This makes deep learning approaches superior in
their capability to detect rumors to that of machine learning approaches.

The result has shown an increase in the accuracy when deep learning approaches
were utilized. This is possibly due to the higher context availability present due to
the utilization of the hybrid deep learning approach and word embedding vectors.
The selection of Bi-LSTM among other hybrid deep learning approaches was due to
the capability of having the input fed in both forward and backward directions which
increases the context understanding and availability as the model will be capable
of predicting input forward and backward. Having tested out the machine learning
classifier approaches and the individual performances of LSTM having also shown
that Bi-directional LSTM is more beneficial than unidirectional LSTM, hence, the
utilization of hybrid deep learning approaches can significantly enhance the context
availability needed in the application of detecting of rumors.

6 Conclusion

Since the ability to attain contextual understanding is higher in the case of deep
learning approaches, the accuracy in predicting and distinguishing rumors is higher.
The utilization of word embedding vector GloVe performed better than machine
learning classifiers and was close in terms of accuracy to the individual deep learning
approaches of unidirectional LSTM and Bi-directional LSTM.
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Fake News Predictor: A Random )
Forest-Based Web Application oo
for the Prediction of Fake News on Social
Media

Aritra Basu, Cinu C. Kiliroor, Ritam Basu, and Ritabrata Nag

Abstract The fake news is one of the main concerns nowadays. There are different
groups who spread fake news and use that to gain popularity or defame others. In
the domain of fake news analysis, our main focus is to help the users to understand
whether news is true or fake. The existing models present in the market analyze
news based on the text or some time by fact checking in the Internet. These types of
model are very time-consuming. Our model is designed based on the identification
of the pattern of comment, reaction, and share count on any news. Based on these
parameters the proposed model predicts whether the news is real or fake.

Keywords Streamlit - Random forest - News type - Fake news

1 Introduction

Social media is becoming a strong media platform and day by day more are using
social media. People are using it for different purpose starting from chatting, sharing
info, job searching, the list is endless [1]. One of the biggest uses of Facebook is to
get news of the world and people are browsing through the Facebook news, rather
than watching TV [5]. Even nowadays mainstream media are also posting news on
their Facebook pages. But one problem with this thing is that we cannot verify the
news shared or published by the media [1]. So, many times it happens that news
shared are not only fake but also cause violence. Even media are also sharing news
which is half-true or politically biased or completely fake. So this causes problem
for common people [2]. So, the question genuinely rose how much we can rely on
Facebook news [4]. Our fake news analysis is based on the following parameters:
comment, share, and reaction count, news agencies which has published. Based on
these parameters it can predict whether news is real or fake.

The main objective of the proposed model is to get an idea of how social media
is becoming a new weapon for propaganda and a hub for fake news [10]. Fake news
spread thousands of times faster than the real one and the fake news spreaders use

A. Basu - C. C. Kiliroor (<) - R. Basu - R. Nag
SCOPE, Vellore Institute of Technology, Chennai, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 163
P. K. Mallick et al. (eds.), Electronic Systems and Intelligent Computing, Lecture Notes
in Electrical Engineering 860, https://doi.org/10.1007/978-981-16-9488-2_14


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9488-2_14&domain=pdf
https://doi.org/10.1007/978-981-16-9488-2_14

164 A. Basu et al.

social media as a platform for fake news to spread. News generally shared on social
media are half-true or completely false and politically motivated [7]. To understand
how fake news controlling our day-to-day activities and our lifestyle, everyday many
events are happening throughout the world like protest, election, new technology, etc.
[8]. The way these things should be presented is now in the hand of social media and
the media. Often these things are represented in a way that will benefit them.

2 Literature Review

With the growth in spread of false information through the social media platforms,
it is of necessary importance for individuals and societies to be able to judge the
authenticity of it. Fake news is not a new trend it has been used from very early
to spread propaganda, but it is a commonly occurring phenomenon in recent days.
There are many ways to identify the wrong information. By conducting a systematic
literature review, authors identified main approaches currently available to identify
fake news and how these approaches can be applied and modified for different situa-
tions in different situations [5]. Fake news detection topic has gained a great deal of
interest from researchers around the world [7]. Many people are more involving in
this topic and got researcher’s attention [9]. Discussion on news events has become
a routine of people’s daily life. The news such as various bad events from natural
phenomenal or climate is unpredictable. Sometimes fake news are broadcasted for
an event that creates confusion among the people. So, there is a need of a system
to detect it. Internet is one of the important tools which involves large number of
persons as its user. There are different social media platforms which user used for
[2]. Every user can make a post or spread the news through the online platforms. So,
it is easy for the user to spread lies on Internet and they use fake accounts for it [10].
So there is growing demand for system which can predict the reliability of that news
[3].

To summarize our survey, in our modern era where everyone relies on various
online resources for news. Increasing social media platforms like Facebook, Twitter,
etc. have facilitated the exponential increase in the number of fake news spread [6].
The spread of fake news has far-reaching consequences like from the creation of
biased opinions to swaying election to violence between different societies for the
benefit of certain candidates. This proposed model is made to differentiate between
real and fake news and guide the people to believe on the true news.

In the following sections, proposed model and its features have been discussed
in Sect. 3. The experimental analysis of various selected algorithms suitable for
predicting label variable from the dataset has been discussed in detail along with its
comparison graphs and reason for being selected in Sect. 4. The experimental result,
the machine learning web application and its features have been discussed along with
its interface design and working functionality after which why it is being called an
automatic dataset updating application has been discussed with details and proofs
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in Sect. 5. Finally, conclusion has been drawn from the experiments and researches
and references have been given in Sect. 6.

3 Proposed Model

The proposed model will be a user-driven custom input web app which will predict
the type of the news and the probability of its predicted type news on its own based
on user input like the type of post whether it is a link or video or text, where it
is posted, on which platform, etc. which is different from the existing models on
Streamlit platform coded in Python by using random forest classifier algorithm to
predict. Also the model can automatically increase its accuracy on its own without
any human interaction by appending the user inputs with its original dataset on a
real-time basis.

Figure 1 shows the workflow model of our proposed model where on giving the
required inputs mentioned in the bubble boxes to the machine learning model will
predict the type of news and show its prediction percentage.

Social Media Pre-processed

Dataset

news Dataset

Feature Extractions

Reaction
count

Fig. 1 Workflow diagram of proposed model
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Category lpage Post Type Rating Debate share_cou reaction_c comment_ Day
2 1 4 4 o 96 146 15 19
2 1 4 4 o 25 207 108 19
3 a8 1 1 (o] 52 131 25 19
3 8 1 3 (o] 1640 2676 284 19
3 a8 1 1 o] 748 1417 71 19
3 a8 1 3 (o] 272 2409 53 19
3 a8 1 1 o] 309 2167 49 19
3 a8 1 2 o] 203 2115 40 19
3 a8 1 2 o] 33 204 28 19
3 8 1 1 o] a7 707 24 19
3 8 5 2 o] 244 813 77 19
3 8 ; | 3 o] 51 86 12 19
1 9 1 3 o] 483 5317 101 19
1 9 4 3 o] 688 3329 37 19
3 4 1 3 o] 14 35 9 19
1 9 1 3 o] 4030 24066 331 19
s 1 1 3 0] 2 37 25 19
1 9 1 3 o] 33767 27185 3129 19
3 4 1 2 o 3304 1996 220 19
2 1 1 3 o] 3 24 6 19
3 4 1 1 o] i8 32 12 19
3 4 2 4 o] 500 467 16 19
3 4 1 3 o] 74 154 92 19

Fig. 2 First 23 values of the news dataset

4 Experimental Results and Analysis

4.1 Dataset

Figure 2 shows the modified dataset that we have taken for our research purpose from
the raw dataset from Kaggle after converting all the categorical values to numerical
values, filling missing values with the median set. This dataset comprises category
of the post (whether it is a link or a page), page on which the post has been made,
post type, debate on it, share count, reaction count, day of the post, and comment
count as input columns and rating of the post as label column to be predicted by the

app.

4.2 Correlation Metrix of Our Data

Figure 3 shows the correlation values between various columns of the dataset with
given color indexes on the varying range of correlation values.

Since we are focused on predicting the type of the news, we take rating as the
target variable.

We have taken three algorithms of classification for our dataset:

e Random Forest Classifier (RF).
e K-Nearest Neighbors Classifier (KNN).
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Category

Page

Post Type -0.21 -0.09

Rating -0.21 «o.mﬁ 1
Debate -0.18 -0.0IH 0.08 P

share_count -0.17 0.07 0.14 0.06 0.04 i
reaction_count -0.32 0.14 0.16 0.09 0.10 fEE-I3
comment_count -0.12 0.04 0.12 0.02 0.02

Day -0.05 0.02 0.12 0.110‘02 0.07 -0.00

Category
Page
Post Type

Rating

0.08 0.06 0.09 0.02 0.11

0.04 0.10 0.02

Debate

-0.09 -0.10 -0.01 0.07 0.14 0.04 0.02

1.0

0.06 -0.21 -0.21 -0.18 -0.17 -0.32 -0.12 -0.05

0.8

0.14 0.16 0.12 0.12

share_count

W32 0.07
- 0.0

Day

reaction_count
comment_count

Fig. 3 Correlation values between different variables in the dataset

e [Logistic Regression Classifier (LR).

And we have done an analysis of f1-score, recall value, model score, accuracy, and
ROC curve of the above algorithms on our dataset. We have also hyperparameterized
each and every algorithm using normal parameter tuning and random search CV

hyperparameter tuning.

4.3 Scores of Our Model

Table 1 depicts the model names used in this research analysis and its accuracy scores
and it is clear from the table that RF comes to be the best with 78.1% score.

Table 1 Models and its Model Accuracy (%)
accuracy scores

LR 73.96

KNN 70.45

RF 78.11
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Fig. 4 Comparison graph between the model accuracy scores

4.3.1 Visual Representation of the Accuracy of the Models

Figure 4 depicts the graphical comparison and analysis between the accuracy scores
of the three algorithms.

4.4 Score of KNN After Tuning
Figure 5 depicts the maximum accuracy score of KNN model after simple parameter
tuning which comes to be approximately 75%.

4.5 Hpyperparameter Tuning of RF and LR

Table 2 depicts the accuracy scores of logistic regression and random forest classifiers
after hyperparameter tuning and KNN after simple parameter tuning. Since random
forest accuracy scores come to be the best, it is being selected as the final model for
predicting the news rating of the given dataset as shown in Fig. 1.
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Maximum KNN score on the test data:

74.84%
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Table 2 Accuracy model

scores of LR and RF after Model Accuracy (%)
tuning LR 75.05
RF 79.43

4.6 Classification Report

Table 3 depicts the classification report of our modified dataset with mixture of true
and false, mostly false, mostly true, and no factual content being the rating of the
news giving the precision (fraction of relevant values from retrieved data), recall
(fraction values that are of interest from retrieved data), and fl-score (harmonic
mean of precision and recall) values.

Table 3 Classification report
of our dataset

News type Precision | Recall | Fl-score
Mixture of true and false | 0.43 0.21 0.29
Mostly false 0.67 0.11 0.18
Mostly true 0.82 0.96 0.88
No factual content 0.76 0.49 0.60
Macro-average 0.67 0.44 0.49
Weighted average 0.77 0.79 0.76
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True Positive Rate

= ROC curve of class 1 (area = 0.60)
== ROC curve of class 2 (area = 0.73)
= ROC curve of class 3 (area = 0.77)
= ROC curve of class 4 (area = 0.66)

04 06 10

False Positive Rate

Fig. 6 ROC curve of the four classes, i.e., four types of news

4.7 ROC Curve

Figure 6 depicts the ROC curve of the different types of rating of the news. The index
is mixture of true and false is class 1, mostly false type news is class 2, mostly true
type news is class 3, and no factual content.

5 Fake News Predictor Application

5.1 Interface and Input

Figure 7 depicts the web app interface which will predict the rating of the news based
on user input of the input columns mentioned in Fig. 1. This web app has been made
using Streamlit library of Python 3.7 on which machine learning codes have been
embedded with user interaction features of Streamlit. The entire dataset is the default
training set whereas the user input feature is the test dataset.

Figure 8 depicts the prediction made by the fake news predictor app based on user
input which comes to be mostly true. Also the app shows the prediction probability
of all the rating types thus giving a proper justification of its own prediction.
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Simple Fake News Prediction App

This app predicts the News type!
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Fig. 7 Predicting app features

Reaction Count

2
Comment Count
1
Day
21
19
User Input parameters
Y P
left ABC News Politics link Yes
Make predictions

Prediction
The news type is: mostly true
Prediction Probability

ixture of true and false wostly fal

©.1800 ©.0400

Download Test data.csv File
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5.2 Fake News Predictor App Automatic Updation of Dataset

The proposed model is a self-driven model who takes the user input along with its
own dataset on its own, not involving any human interaction on its part. Hence, we
can say the more the model is used by users across the globe, the model will increase
its accuracy on its own by appending the user inputs also without any knowledge of
the user. Figure 9 shows the strength of the dataset before prediction is made by the
app and we can see that the total dataset strength is 2285.

Figure 10 shows the strength of the dataset after a prediction is made by the app
which comes to be one more row than the previous figure, i.e., Fig. 9.

After making a prediction:

The total strength becomes 2286 and also the user input of the last try is captured
thus becoming a live real-time artificial intelligence model. The working model can
be found at https://share.streamlit.io/aritral311/fake-news/predict.py.

174 1394 626 27

2276 2 3 1 3 0

2277 2 3 1 3 0 171 484 320 27
2278 3 4 1 3 0 108 162 5 27
2279 3 4 1 3 0 76 149 3 27
2280 2 3 1 3 0 66 543 163 27
2281 3 4 1 1 0 308 435 512 27
2282 3 2 1 3 0 100 173 10 27
2283 1 9 2 4 0 24499 47312 1375 27
2284 3 4 1 3 0 2 23 3 27
2285 2 3 1 3 0 8 95 47 27

Fig. 9 Number of entries before prediction

2277 2 3 1 3 0 171 484 320 27
2278 3 4 i | 3 0 108 162 5 27
2279 3 4 1 3 0 76 149 3 27
2280 2 3 1 3 0 66 543 163 27
2281 3 4 1 i 0 308 435 512 27
2282 3 4 1 3 0 100 173 10 27
2283 1 9 2 4 0 24499 47312 1375 27
2284 3 4 1 3 0 2 23 3 27
2285 2 3 1 3 0 8 95 47 27
2286 ], 1 1 3 1 342925 199325 86086 21

Fig. 10 Number of entries after prediction
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6 Conclusion

Nowadays, we are very much dependent on social media for news but it is not sure
that weather the news are real or fake. So, lot of times users are influenced by fake
news and that leads to many problems like riots, violence, mob lynching, etc. So,
to help the common people whether the news shared is fake or real news this web
application can be very much useful. Here user can give some input related to the news
and it will predict whether the news is real or fake or half-true. This machine learning
model achieves an accuracy of 80% and this web application can help the user to
be aware of fake news and aware others also. The automatic updation of dataset and
data sharing without user involvement in this proposed model is an added advantage.
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A New Single-Phase Asymmetrical m
Multilevel Inverter Topology i
with Reduced Switching Devices

for Different Pulse Width Modulation
Techniques

Shubham K. Gupta, Zakir Ali, Vinod Kumar Singh, Dileep Prajapati,
Abhishek Singh Parihar, Harshit Singh, and Sourab Kumar

Abstract A multilevel inverter is a widely used electrical apparatus for the purpose
of power conversion. The unique topology of an asymmetrical inverter is suggested to
obtain the same output voltage with lower losses using a less number of switches and
DC input sources when compared to traditional topologies. The suggested topology
delivers an improved output waveform having low total harmonic distortion (THD)
and less switch count leads to a reduction in the size and overall installation cost
of the inverter circuit. In this paper, a nine-level asymmetrical multilevel inverter is
analyzed by MATLAB/Simulink R2013b software version, and a comparative study
of THD analysis between different pulse width modulation (PWM) techniques and
required power components between conventional and proposed topology is done.

Keywords Modulation - Inverter + Distortion - Topology

1 Introductions

An inverter is an electrical apparatus made for power conversion. It is used when
the supply is DC power and our requirement is AC power. Inverter plays a key role
in operating household appliances when failure of AC supply occurs [1, 2]. The
operation of MLI can be done not only with lower fundamental switching frequency
but also with higher fundamental switching frequency. In the present-day scenario,
inverters are manufactured using MOSFET or IGBT transistor. The history of multi-
level inverters began in the mid-1970s. A multilevel inverter is designed to convert
the lower level direct current input into the desired alternating current output. A
two-level inverter is a key element for MLI.
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In cascaded H-bridge topology, the voltage levels at the output terminals depend on
the total number of H-bridges used in a circuit, whereas each H-bridge is a combi-
national structure of four switches and four diodes. Also, the number of required
input DC sources is equal to H-bridges used in the MLI circuit. The advantage of
this topology over the other two topologies is that it does not need any capacitor or
diode for clamping purpose [3, 4].

In flying capacitor MLI topology, capacitors are used for clamping purpose. Theo-
retically, this topology is able to design infinite voltage levels, but in reality, it provides
six levels of voltage due to practical limitations.

In diode-clamped MLI topology, only one DC input source is required to supply
the power, whereas the required number of switches is twice the DC split capacitors
required to obtain AC output voltage. This topology offers high switching efficiency
at fundamental frequency but a group of capacitors should be precharged.

Generally, the classification of a multilevel inverter can be done in the following
two types: symmetrical and asymmetrical. If all the input DC sources have the same
magnitude, it is called symmetrical MLI, while if all input DC sources have different
magnitude, it is called asymmetrical MLI. The paper suggests a unique asymmetrical
nine-level multilevel inverter topology using different types of pulse width modula-
tion techniques which needs less number of switches compared to traditional inverter
topologies [5].

2 Proposed Topology

It is clearly observed from the general structure of the proposed topology shown in
Fig. 1 that it requires N voltage sources (Vi, V,, V3, ..., Vn) of different magni-
tudes and (N + 5) unidirectional switches (Sy, Sz, S3, S4, ..., SN+5) for generation
[3 N—(1/2){1 + (—=1)N}] levels of the output voltage at load terminal. To attain the
equally spaced levels of output voltage, the magnitude of voltage sources for the
general structure of the proposed topology can be determined as follows:

Vbe forN =1
VN =1 Vpc foreven Ni.e. N=2,4,6, ......
2Vpc forodd N &N # li.e.N =3,5,7,......

In this paper, the proposed topology is applied for nine-level inverter shown in
Fig. 2, which needed three voltage sources (V| and V, are of same magnitude but V3
of different magnitude) and eight unidirectional switches (S, Sz, S3, S4, Ss, S¢, S7
and Sg). A unidirectional switch is a two-quadrant switch that provides bidirectional
conduction and unidirectional voltage blocking capability.
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Fig. 1 The general structure of the suggested topology
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Fig. 2 Proposed nine-level asymmetric MLI structure
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3 Operating Modes of Proposed Topology

See Fig. 3.

4 Pulse Width Modulation Techniques

Implementation of PWM techniques is done to obtain the gate signals required
for operating switching devices. The purpose of PWM modulation techniques is
to control the output side fundamental voltage with mitigation of harmful effects of
harmonics. In PWM modulation techniques, sine wave is taken as reference wave and
triangular wave as carrier wave. (N — 1) carrier waves are required for N-level voltage
generation between load terminals. On comparing reference wave with carrier wave
at every point, a gate pulse is generated [7-9].

To study the THD analysis of nine-level asymmetrical multilevel inverter,
PDPWM, PODPWM, APODPWM and COPWM techniques are applied.

4.1 Phase Disposition (PD) PWM Technique

In this technique, all applied carrier waves having the same amplitude and frequency
are in the same phase with each other (Fig. 4).

4.2 Phase Opposition Disposition (POD) PWM Technique

In this technique, all applied carrier waves have the same amplitude and frequency,
but carrier waves applied above the zero reference have a 180° phase difference with
respect to carrier wave applied below the zero reference (Fig. 5).

4.3 Alternate Phase Opposition Disposition (APOD) PWM
Technique

In this technique, all the carrier waves have a 180° phase difference with respect to
their neighboring carrier wave. But all the carrier waves have the same magnitude
and frequency (Fig. 6).
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Fig. 3 Figures (a-i) are operating modes of presented nine-level asymmetrical MLI
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Fig. 3 (continued)

4.4 Carrier Overlapping (CO) Technique

The whole carrier waves which are used in this technique are the same frequency and
amplitude but the band occupied by each carrier wave is overlapped with the band of
the neighboring carrier wave. The overlapped vertical distance between each carrier
wave is half of the amplitude of carrier wave (Fig. 7).
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5 Simulation Results

The proposed nine-level asymmetrical MLI is simulated in MATLAB/Simulink
R2013b. Parameters used for the proposed nine-level MLI during the simulation
process are load (R = 10 €2) and sources (V| = V, = 100 V and V3 = 200 V). The
frequency of the reference wave is 50 Hz and the frequency of the carrier wave
is 1.4 kHz. For calculation of total harmonic distortion, modulation index (M,) is
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Total harmonic distortion (THD) with corresponding PWM techniques is shown in

nine-level asymmetrical MLI using the POD-PWM technique is shown in Fig. 8.
Figs. 9, 10, 11 and 12 and the comparison has been shown in Table 1.

a variable but frequency modulation (My) is 28. The output result of the proposed

Fig. 7 Carriers and modulating signal at M,
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Fig. 12 THD of nine-level asymmetrical MLI CO-PWM

Table 1 Comparative study of THD analysis between different PWM techniques for proposed
nine-level asymmetrical MLI

Modulation Index PWM techniques

PD POD APOD CO
1 13.87 12.94 14.16 17.96
0.95 15.51 14.59 16.32 19.70
0.90 16.87 16.11 16.61 21.03
0.85 17.37 16.96 16.79 22.66
0.80 16.97 16.44 15.14 24.30
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Table 2 Comparative study of required components between conventional and proposed nine-level
asymmetrical MLI

MLI Cascaded Flying capacitor Diode clamped Proposed topology
components H-Bridge

Switching 16 16 16 8
devices

Clamping - - 56 -
diodes

DC split - 8 8 -
capacitor

Clamping - 28 - -
capacitor

DC sources 4 1 1 3
Total 20 53 81 11

6 Conclusion

This paper proposed a topology of MLI having low switch count, lower losses,
lower cost, better efficiency and smaller size, etc. in comparison to traditional
inverter topology. So, a nearly sinusoidal output voltage waveform can be obtained
by increasing the lower number of switches per voltage level using the proposed
inverter topology. For the proposed nine-level inverter topology, THD is 12.94% at
output waveform using POD-PWM technique having modulation index (M, = 1).
It is clearly observed from Table 2 that it requires a smaller number of switches to
produce the same output voltage in comparison to other inverter topologies. It can
be used as motor drives for induction motor, shunt active filters and power factor
compensators, etc.
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Study of Filters for Improving the Output | M)
of Cascaded Seven-Level Inverter oo

Nikhil Agrawal, Vinod Kumar Singh, Jeetu Kumar, Prateek Dubey,
Abhishek Yadav, Girish Kumar, S. K. Shende, and Hitendra Singh

Abstract Poor quality is one of the prime problems in the electrical system. In
recent times, high power demand and good quality of power are major concerns
in an electrical system. In this paper, a conventional multilevel inverter topology
is proposed and to design the LC filter and LCL filter that attenuate the ripple in
the output waveform of the proposed MLI topology. The proposed topology used
symmetrical configuration, i.e., the dc-link voltage is the same for each H-bridge
cell. The performance of MLI is calculated by THD parameter, and the results of
the proposed topology with LC, LCL circuit, and normal circuit are compared along
with PD, POD and APOD-PWM techniques, followed by over and under modulation
index.

Keywords Multilevel inverter -+ THD - PWM - Filter - Cascade H-Bridge

1 Introduction

A multilevel inverter is the most popular power converter device used for high power
and high voltage applications [1]. The application based on renewable energy is
more popular nowadays and power quality is a big challenge. The multilevel inverter
is used in renewable power applications as its input is connected to the renewable
energy source and its output to the grid. All the converters are nonlinear devices,
so they create harmonics, and these harmonics degrade the quality of output power.
To eliminate this problem the filter circuit is used at the load side. The selection
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of the filter is also a big challenge to attenuate particular harmonics. In this paper,
two passive filter circuits, LC circuit and LCL circuit, are used, and the performance
of these two filter circuits on a seven-level cascade H-Bridge PWM inverter was
compared. The performance is measured in terms of total harmonic distortion factor.

2 Proposed Topology

The proposed topology is a conventional cascade H-Bridge seven-level inverter. It has
an isolated DC voltage supply for each cell. In a seven-level topology, three H-bridge
cells require and three separate DC voltage sources [2] are needed. If the DC voltage
source has equal magnitude the configuration is known as symmetric configuration,
and if these DC voltage sources have unequal magnitude then the configuration is
known as asymmetric configuration. Table 1 shows the switches sequence to obtain
voltage levels of the proposed topology. For 4+3 V level switch sequence 1, 3, 5, 7,
9, 11 is ON and the remaining switches are off. For +2 V level switch sequence 1, 3,
5,7,9 and 10 is ON. For +1 V level switch sequence 1, 3, 5, 6, 9 and 10 is ON. For
+1 V level switch sequence 1, 3, 5, 6,9, 10 is ON. For 0 V level switch sequence 1,
2,5,6,9, 10 is ON. For —1 V level switch sequence 2, 4, 7, 8, 11, 12 is ON. For —
2 V level switch sequence 2, 4, 6, 8, 11, 12 is ON. For —3 V level switch sequence
2,4, 6,8, 10, 12 is ON. Switch configuration is chosen in such a way that stress on
the switch remains low. So here use the redundancy method to select the switch to
achieve the particular voltage level.

The proposed topology is suitable for high voltage and high power applications
[3]. The advantage of the proposed topology is that it does not require any clamping
diode and capacitor, so the required component in the proposed topology is less than
the other two-diode clamped and flying capacitor topology [4, 5] (Fig. 1).

Table 1 Switching sequence of the proposed topology

Level | Magnitude | Switch configuration

1 2 3 4 5 6 7 8 9 10 |11 |12

1 +3 Level ON ON ON ON ON ON

2 +2 Level ON ON ON ON ON |ON

3 +1 Level ON ON ON |ON ON |ON

4 0 Level ON |ON ON |ON ON |ON

5 —1 Level ON ON ON |ON ON |ON
6 —2 Level ON ON ON ON ON |ON
7 —3 Level ON ON ON ON ON ON
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Fig. 1 Proposed topology circuit diagram

3 PWM Techniques in the Proposed Topology

The objective of PWM is to control inverter output and reduce the harmonics in the
output waveform [6]. In this technique the pulses are generated according to output
voltage level and this is done by comparing two waveforms. In this one waveform is
a reference waveform of fundamental frequency and the other is a carrier waveform
of high frequency [7], [8]. The frequency of carrier waveform is very high compared
to reference waveform [9]. In this paper for the proposed topology the level-shifted
PWM technique is used as given below. The proposed topology is a seven-level
topology, so here the reference signal is a sinusoidal waveform of 50 Hz frequency
and the number of carrier waveforms is 6 and each has 2 kHz frequency.

3.1 PDPWM

All carrier waveforms have the same magnitude and same frequency and have
zero-phase shifting to adjacent waveform [10]. Figure 2 shows the configuration
of PDPWM.
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3.2

PODPWM

45

All the carrier waveforms have the same magnitude and same frequency but the
positive carrier and negative carrier groups have 180° phase shift. Figure 3 shows
the PODPWM configuration.

3.3

APODPWM

All carrier waveforms have equal magnitude and frequency but adjacent carriers have
180° phase shift to each other. Figure 4 shows the APODPWM configuration.
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4 Passive Filter Circuit

In this paper, to improve the quality of voltage at the load side passive filter circuit is
used. Passive filter circuits are of different types as single L with load, which gives
less distorted output current to load. The combination of L and C has a different
combination which provides the attenuation to harmonics [11]. In this paper two
configurations of passive filter circuit are used, one is LCL filter circuit and the
second is LC filter circuit. The LC circuit is a low pass filter circuit and it is able to
attenuate the lower order harmonics in the output waveform. It is a second-order filter
circuit giving —40 dB/decade attenuation and LCL circuit as high-pass filter circuit
and a third-order filter circuit that gives —60 dB/decade attenuation. The elements L.
and C are considered lumped. The arrangement of the LC and LCL filter circuits is
shown in Figs. 5 and 6.

Fig. 5 LC filter arrangement L

H-Bridge
Multilevel C—
Inverter

DC
Source
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Fig. 6 LCL filter
arrangement

5 Simulation Result

DC

Source

H-Bridge
Multilevel
Inverter
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The simulation result for the proposed topology is derived from MATLAB Simulink
2010b software. The parameters used to simulate the results are DC input voltage is
10 V, reference waveform frequency is 50 Hz, carrier waveform frequency is 2 kHz,
loads are resistive in nature and have the value of 10 €2; filter circuit has L = 10 mH,
C = 1 microfarad, L1 = 10 mH and L2 = 0.5 mH. The result simulated with over,
under and unity modulation index with respect to level-shifted PWM techniques for
LC, LCL filter circuit and with a normal circuit of the proposed topology (Figs. 7,

8,9,10, 11 and 12).

Fig. 7 THD of APOD with
Ma = 1.0 (without filter
circuit)

Fig. 8 THD of APOD with
Ma = 1.0 (with LC filter
circuit)
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Fig. 9 THD of APOD with
Ma = 1.0 (with LCL filter
circuit)

Fig. 10 Output waveform of
without filter circuit

Fig. 11 Output waveform of
LC filter circuit

Fig. 12 Output voltage
waveform of LCL filter
circuit
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6 Conclusion

The comparative study of total harmonic distortion analysis for the proposed topology
with passive filter and normal circuit is presented in this paper. With the use of a
filter circuit, the output waveform has less harmonic component, which improves
the quality of power. Table 2 shows the simulation result and made a comparison
between the normal circuit, LC filter circuit and LCL filter circuit. Figures 13, 14 and
15 show the comparison graph for over, unity and under modulation index, which
shows the % total harmonic distortion value in the proposed topology with passive
filter circuit and normal circuit followed by level-shifted PWM techniques. The LCL
filter sometimes causes steady-state and transient problems due to resonance, hence
the LC filter is widely used as it attenuates lower order harmonics which is more
important in inverter application. The result obtained with the filter circuit is within
the IEEE THD limit. This shows the usefulness of the filter circuit in the proposed
topology.

Table 2 % THD result of the proposed topology

Modulation index Without filter circuit LCL filter circuit LC filter circuit

(MI) PD |POD |APOD |PD |POD |APOD |PD |POD | APOD
Over 1.1 17.05 |16.88 [17.05 |3.52 |3.61 |3.68 342 |3.50 |3.58
modulation

Unity 1.0 18.88 [18.20 |18.14 |3.06 |3.23 |3.23 291 |3.08 |3.08
modulation

Under 0.9 22.92 |23.05 [2292 |3.18 |3.29 |3.29 3.03 |3.14 |3.13
modulation
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Fig. 13 Comparison graph for over modulation index
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A Review on Cloud Computing )
Architecture oo

Animesh Kumar and Sandip Dutta

Abstract Cloud technology is one of the most used technologies in the twenty-first
century. More or less every organization and individual rely on the use of cloud
computing techniques for their day-to-day work. In this paper, a discussion of all the
selected architectures in cloud computing used by cloud service providers is done.

Keywords Cloud computing - Deployment - CORBA - EJB - Serverless
computing

1 Introduction

In today’s modern era of technological advancement, almost everyone is dependent
on the use of information technology for the fulfillment of day-to-day work off recent.
Cloud computing has rapidly gained momentum as a technology to be relied upon.
It provides a user the benefit of accessing remote or virtual storage from the comfort
of their fingertip. These services provided by cloud computing are well known to
everyone interested in this field and do not need an introduction here. Although cloud
computing is heavily used today, it has its open research problems. Among many
such problems, resource allocation and security are two of the major problems in this
field. Allocating resources to different jobs in a way that both the SLA and QoS are
maintained is a challenging task in the cloud environment [1]. Often the cloud service
provider tries to adopt a scheduling strategy such that their profit is maximized.
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2 Cloud Computing

Cloud computing provides the facility to use all the resources like storage device
servers, networking, services on a “pay per use basis” [2]. It offers client hetero-
geneity, openness, scalability, transparency, concurrency, and round-the-clock avail-
ability.

2.1 Types of Cloud Computing

There are generally four types of cloud computing. These are mentioned below.

Private Cloud: These types of cloud are completely private in nature. Industries
generally want to design their own data center to be only used within the company,
purely private in nature. No one is allowed to access the cloud data via open access.
Data are not to be shared outside the cloud system.

Public Cloud: This cloud is open to all public services. Cloud services are allowed
to use on pay per basics. No need for companies to manage their own data center.
Nearly all the maintenance is done by cloud service providers. For example, Amazon
web services, Google cloud service, Alibaba cloud.

Hybrid Cloud: This cloud is a mixture of both public and private clouds. Sometimes
there is a need to share some data or services to be hosted for public use from the
private cloud. It helps the user to use the available resources efficiently.

Community Cloud: This type of cloud is specially designed to meet the specific
requirement of industry, community, MNC:s. It integrates the different cloud services
and collectively shows them to the user. It may be managed by the cloud service
provider or with the help of a third-party vendor. They share the same policy, security
standard, and compliance.

3 Types of Cloud Services

There are generally three types of cloud computing.

Infrastructure as a Service (IaaS): In this type of cloud service, storage, networking,
servers, computation, and other essential resources are provided by cloud service
providers. Application, data, operating system, middleware, and its runtime are all
managed by cloud users [3]; for example, Google photos, Facebook, Salesforce.

Platform as a Service (PaaS): Application and data users are managed by the client
while networking, storage, server, virtualization, operating system, middleware, and
runtime are all managed by cloud service providers [4]. It also provides the platform
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to test, develop, and arrange applications as per specific requirements. For example,
Windows Azure, AWS Elastic Beanstalk.

Software as a Service (SaaS): In this type of cloud all the facilities are provided
by a cloud service provider. Application, data, networking, middleware, runtime,
virtualization, operating system server, storage are all managed by cloud service
providers [5]. For example, Dropbox, Google workspace.

4 Cloud Computing Architecture

Cloud computing is purely based on the concept of distributed computing. Distributed
system interlinked the systems and appears the user as a single system. They commu-
nicate and coordinate their work bypassing the message among themselves. The most
popular is client—server architecture. Clients are connected through a server either
by an intranet or by the internet. Servers control the client system.

5 Cloud Computing Deployment Models

Mainly there are three types of cloud deployment models.

Traditional Deployment: In a traditional deployment, hardware forms the core layer
and operating system embedded on hardware. The service application is installed on
the operating system.

Virtualized Deployment: In virtualized deployment apart from the hardware, oper-
ating system, the hypervisor is also added. A hypervisoris located above the operating
system. A virtual machine, operating system, bin along service application are also
there in virtualized deployment, as shown in the Fig. 1.

Container Deployment: Container deployment has recently been introduced in
cloud computing. Hardware, operating system, container, bin, application all are
deployed in container deployment (Fig. 2).

=)

Technologies Used in Cloud Architecture

Common Object Request Broker Architecture (CORBA)
Enterprise Java Beans
Serverless Technology in Cloud

Common Object Request Broker Architecture (CORBA): It provides the facility
for users to work in both cross-platform and cross-language among distributed
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Fig. 2 Container deployment

systems. These are mostly used on an industry level. Object request broker forms the
core of CORBA architecture (Fig. 3).

Enterprise Java Beans: EJB was developed by Sun Microsystem. It provides better
security and scalability in distributed systems. Life cycle management and object
pooling are its additional features (Fig. 4).

Serverless Computing: It is a model where a cloud service provider dynamically
manages the computing resources of the server. The consumers have to pay only for
the actual time and actual volume of resources used by them. No need to pay for the
rest of the time. This model is successfully adopted by AWS lambda (Fig. 5).
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7 Conclusion

In this paper, a detailed survey was done to review all architectural aspects of cloud
computing. The architectural review was done on the basics of types of cloud, deploy-
ment models in cloud computing by cloud service providers. Based on cost analysis,
serverless computing is the best among all available architectures.
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Fig. 5 Sharing resources in serverless computing
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Self-Cleaning System for Solar Powered m
Home and Street Lights L

Naresh Bangari, Raj Kumar Yadav, Zakir Ali, Kapil Singh, Deepak Sharma,
Subhanshu Sanjay, and Satyam Sant

Abstract The paper present the self-cleaning system for solar-powered home and
street lights, in which it is designed and built the robot which is used to clean the
surface of the photovoltaic panel. A wiper is connected with the robot, which removes
the dust particles from the surface of the photovoltaic panel. This robot moves in
forward and backward directions by changing the polarity of DC motors. An Arduino
UNO microcontroller is connected to the circuit box, which receives the signal from
the computer. This Arduino UNO microcontroller is connected with the motor driver,
which drives the DC motors in forward and backward directions. The communication
of signal from computer to Arduino is done by the bluetooth module. One water motor
is also connected parallel to the circuit box in the pole; the water is sprayed on the
solar panel in the form of water drop at the time of it required specially when the
robot is in the working mode.

Keywords Solar panel - Robot - Arduino + Water - Aluminium frame

1 Introduction

Energy plays an important role in our present daily life. As the population and demand
of electronic marker is increasing, the energy consumption is also increasing. For
fullfilling the consumer’s demand the power generation station is running at their
peak, and the world fossil fuel is decreasing that will be depleted in few 100 years.
For solving this problem, India has used 23.51% of renewable energy in production
of electricity in 2019, in which 2% of solar energy is used in production of electricity
[1-3]. About 365 days in a year, India has 300 days clear and sunny days, which is
good for installation of solar plant in a country. But the problem of solar panels is they
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g::elle 1 Dust effect on solar Dust sample type Weight (g) Power loss (%)
Red soil 25 59.31
Brick powder 25 58.37
Coal ash 25 42.05
Limestone 25 46.62
Silica sand 25 48.03
Sand 25 55.00

require a proper cleaning on a daily basis or after a particular period of time, and as
we all know in Indian environment we get different types of dust particles, and these
dust particles will cover the surface of the solar panels, so it cannot absorb the proper
sunlight, which decreases the efficiency of solar panels. So, there is a need of solar
panel cleaning system, to increase the solar panel’s efficiency by cleaning the dust
particles from the surface glass of PV panel [4-6]. The efficiency of monocrystalline,
polycrystalline solar panel is (14—18%) and (12—-14%), respectively, and the thin film
solar panel have the lowest cell efficiency as compared to both of these solar panels,
is (5—6%). There are several environmental and natural factors, which decrease the
efficiency of solar panels like soil, snow, etc. In different places, we get different
types of dust particles like red soil, cement, brick powder, ash, limestone, silica.
sand, soil, harmattan dust, etc., out of them ash, limestone, silica sand and soil have
greater effect on the solar panel [7-10]. Table 1 indicates the experiment of different
types of dust we apply on the solar panel to decrease the efficiency of solar panel.

2 System Design

The design of the self-cleaning solar-powered home and street lights system consists
of various components and each component have their own functions. These compo-
nents are used for cleaning the surface glass of the PV panel. The system is designed
in two parts (1) Mechanical setup, (2) Control system. The components are listed
below with their function, significance and their location in the system.

2.1 Mechanical Setup

In the mechanical setup, several components are participating like Aluminium frame,
robot and water spray system, which are shown in Fig. 1.

A. Aluminium frame

We take aluminium to make the frame, which is located outside the solar panel in
which the robot moves. We take aluminium frame due to its lighter in weight and
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Fig. 1 Actual position of each components in system

corrosion less properties. This frame is situated horizontally to the solar panel; the
use of aluminium frame is to provide a path to the robot in which it can move forward
and backward directions. For this framework we use different types of aluminium
channel, each channel has different dimensions. We divided these channels into two
parts (1) Rolling channel, (2) Support channel. Table 2 shows the proper dimension

of channels (Figs. 2 and 3).

Taple 2 Dimensions of Dimensions Rolling channel Support channel
rolling and support channel
Length 30 inches 30.5 inches
Width 1 inch 1.5 inches
Height 2 inches 2.5 inches
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(@) (b)

Fig. 2 Rolling channel

(b)

Fig. 3 Support channel

B. Robot

For cleaning the dust particles from the surface glass of the PV system, the robot
moves in forward and backward directions on the surface of solar panel. The robot
is made up of aluminium channel, in which the two DC motor is connected at the
sides of the aluminium channel, in the aluminium channel the door wiper is attached
with the help of nuts. The dimensions of the robot and door wiper are given in Table
3a; Table 3b presents a DC motor ratings which we occupy by testing the DC motor
speed in laboratory (Figs. 4 and 5).

C. Water spray system

For the water spray system, we take a car water sprayer which works by receiving
the signal from the microcontroller which is used in the circuit box. The command

Table 3a Dimen.sions of Dimensions Robot Door wiper
robot and door wiper
Length 22 inches 21 inches
Width 1.5 inches
Height 1 inch
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Table 3b DC motor ratings

Fig. 4 Robot

Fig. 5 Final picture of
aluminium framework with
robot

Table 4 Specifications of
water spray motor

207
DC motor ratings Voltage (V) Current (A) RPM
1 6 0.15 42
2 8 0.17 57.3
3 9 0.18 62
4 10 0.19 71.8
5 12 0.20 86.0

Dimensions and ratings

Water spray motor

Dimension

35 x 72.5 mm

Rated voltage

12v

Rated flow rate

2.6LPM, 44.2psi

Max flow rate

4.9LPM, 20.8psi

Max pressure

57.0psi

Weight

9 g
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of microcontroller is given by the user. Table 4 represents the specification of motor
and water tank capacity is 2.5 L, which is filled manually (Fig. 6).

3 Control System

A. Arduino UNO driving DC Motor using 1.293D H-bridge motor driver

As we see in the block diagram, a small DC motor is driven by Arduino UNO
using L.293D h-bridge motor driver IC. The motor upward and downward motion is
controlled by motor driver L293D and Arduino UNO. Microcontrollers are operating
with very small currents. The current at their output pins is may be in microamperes,
thus with that current electrical motors are not operating. The DC motor used for
cleaning the solar panel is operating at nearly 100-250 mA continuous current but
microcontroller and Arduino are operating with 20 mA to 40 mA current. Thus
with this amount of current motor driver and motor are unable to operate. So it’s
clear that to operate the DC motor we require external source. For that transistor or
MOSFET-based drive is the best solution to drive the motor clock and antilock wise
direction. To control the motor we are using H-bridge L293D motor drive IC. This
IC is compact in size and easy to handle. This IC requires VCC voltage to operate.
First they are 5 V and 12 V. With this drive IC we can connect two motors at a time

(Fig. 7).
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Fig. 7 Block diagram of control system

B. DC motor speed and direction control using Arduino by Bluetooth module

In this designed system, DC motor control is implemented by using hc-06 Bluetooth
device by the mobile application. Each time when the mobile application is opened
and the start button is pressed, the Arduino UNO will receive the signal. This way
the designed system is very effective to operate. When the ON signal match, then the
code written inside those functions of Arduino will be executed and the motors will
start moving the robot. The connection of the Bluetooth module hc-06 with Arduino
should be performed like this. The HC-06 VCC pin is connected to Arduino supply
(5 V), Ground pin of HC-06 is connected to ground pin of the Arduino, Transmitter
of the HC-06 to Receiver pin of Arduino, Receiver pin of HC-06 to Transmitter pin.

Now coming to the control of the motors, by typing ‘1’ in the android application
left side motor rotates in forward direction. By typing ‘2’ the right side motor rotates
in forward direction. By typing ‘3’ both the motors will rotate in forward direction
and for the backward type ‘4. Finally to stop the motors send a command ‘0’ (zero).

C. Horizontal Rail with Horizontal Brush

By keeping the cleaning brush horizontally to the solar panel surface, we could
design a horizontal rail design which is depicted in Fig. 8. Although this design
looks more difficult it can brush off dust more effortlessly by moving the motors
clock and anti-clock direction off the solar panel.
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Fig. 8 Design of horizontal
brush

4 Testing and Analysis

To analyze the performance of the robot for cleaning the surface of the solar street
light during the impact of dust, we analyzed two results.

A. Robot working result

By making Pin#7 HIGH and Pin# eight LOW, this sign is going to the L.293d Pin#2
and seven which made our motor to run in clock or anti-clock clever route relying on
your configuration. Motor stays in this situation for four seconds then the country of
the pins changes. Now each of the pins are at LOW method 0 which make the motor
to prevent and motor stops for three seconds, this step may be very essential due to
the fact now we need to extrade the route and if we extrade it with none put off, then
it can be risky for our circuit and motor driver. while the motor rotates it generates
a lower back EMF (electro reason force) in it and while it stops this EMF transmits
lower back out to the circuit, which may be harmful. That’s why we stopped the
motor for three seconds. Then once more we rotate the motor however this time in
the contrary route, through making Pin# eight HIGH and seven LOW. Motor now
rotates in contrary route for four seconds. After it once more a put off and motor stops.
After all of those steps, the loop characteristic repeats and the circuit carry out the
identical steps from the start. Figure 9 shows the simulation of the motor in proteus
software and the clockwise and anti-clockwise rotations are shown in Figs. 10 and
11.

B. Solar panel cleaning

The data of solar panel is collected in three stages. (1) Normal condition, (2) Dust
impact, (3) After cleaning. The data are collected by applying the dust on the surface
glass of the photovoltaic, to see how the dust affects on the solar panel. Table 5
presents the measurements taken, before and after the dust particles are applied on
the surface of solar panel and what result should we receive after cleaning the solar
panel. Figure 12 shows the solar panel under dust condition.
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Table 5 Result and analysis Measurements | Normal Dust impact | After cleaning
condition
Voltage (V) 22 13.2 22
Current (A) 2 1.5 1.9
Power (W) 45 20 40
Power loss % 2-3 10-15 3-5

Fig. 12 Solar panel under test condition
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5 Conclusion

For this paper, some experiments are done on robot by applying the different voltages
to check the robot performance or speed on the solar panel. The tests are performing
on clean solar panel and as well as dirty solar panel. For the dirty solar panel, we
sprinkle the dust particles on the surface glass of photovoltaic panel. The mass and
volume of the dust particles used in the experiment are specified as 25 g in weight.

The motive of sprinkling the dust particles on the surface glass of the photovoltaic
panel is to check the capability of the self-cleaning system to remove dust particles
for the surface of solar that help in regaining the efficiency of solar panel. After
applying the dust on solar surface, we get 13% of power loss in the solar panel, when
we apply water and clean the solar surface by robot, the percentage of power loss in
solar panel decreases by 10%.
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A Design of Fork-Shaped Wearable )
Printed Antenna for Wireless greckie
Applications

Saraansh Srivastava, Stuti Srivastava, Amit Beliya, Ratnesh Tiwari,
Anurag Saxena, and Vinod Kumar Singh

Abstract The research paper proposed a compact textile printed slot antenna with
jeans material used as a substrate and copper tape is used for the patch and ground
plane. The impedance bandwidth of 43.53% ranging from 4.04 GHz to 6.288 GHz
was experimentally measured for the proposed antenna. The return loss of —18 dB
at 4.12 GHz and —30 dB at 5.656 GHz is seen for the antenna and in the useful
band, a comparatively stable radiation pattern is observed. Having compact size, the
antenna shall widely be used in WiMax (5.25-5.85 GHz), WLAN (5.14-5.35 GHz)
and C-band (4-8 GHz) applications. Simulation for the designed antenna was done
using the Computer Simulation Technology (CST) studio suite 3D electromagnetic
software.

Keywords CST software + Flexible printed antenna + Microstrip printed antenna *
Textile substrate - Gain * Return loss - Directivity + Far-field

1 Introduction

Humans have faced continuous challenge when it comes to communicate between
two far points. Initially by using smoke signalling techniques, then by telegraph
sending and eventually the current ongoing wireless technology using electromag-
netic signals. This evolving methodology has shown fruitful results in terms of quality
to deliver various content either analog or digital. Wireless handheld devices are the
most suitable examples of such innovation [1-5].
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In wireless communication, the antennas play a crucial role where the focus is
on the low-profile, small size and multiband. The complex design of antennas is
constantly evolving, with major reasons being market pressure, requirement and
safety regulations. Current demands want antennas capable enough of radiating
power to the limit in free-space conditions by keeping the power radiated towards the
humans to be minimum. Wearable and flexible electronics technology are the two
most recognized trends in today’s world. The number of wearable devices currently
available in the market including activity trackers, smart glasses, helmets and smart-
watches seems to be growing exponentially. The wearable and flexible electronics
technologies aim at creating a bond in everyday activities to maximize the quality of
life [6-10].

Compared to other wireless networks, Body Area Networks have unique proper-
ties, one of which is the limitation of electromagnetic radiation due to its proximity to
the human body. The equipment used in the Body Area Network has limited energy
due to its compactness and small size. Under the concept of intelligent clothing,
antennas and radio frequency systems are integrated into clothing so that the wearer
does not notice the existence of these subsystems due to their small size and compact-
ness. The effects of the human body on the operation of short-range antennas have
been studied in detail, including the specific absorption rate (SAR) of short-range
antennas used in cell phones [11-14]. The main area of application for sensors and
antennas worn on the body today is in medical technology. For UHF and VHF bands,
in particular, the military and military have long been investigating the possible
uses of flexible and concealed portable antennas for communication purposes. The
main goal is to achieve and provide a flexible, efficient, multifunctional multiband
and hidden antenna system to provide reliability and security to soldiers. Wearable
antennas cannot be placed in those places where they will be more prone to bend
especially in places like sleeves because the resonance length of antennas can be
changed; especially in the case of narrow band antenna [15-19].

2 Structure of Proposed Flexible Antenna

According to the design considerations for the patch antenna, the Jeans fabric which
has low permittivity (¢, = 1.7) has been utilized as a substrate. Jeans substrate also
possess uniform electrical properties with a wide range of frequency. The patch
dimension is 47.24 x 53.75 mm? and the ground dimension is 53.24 x 59.75 mm?
using the transmission line model (Table 1).
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Table 1 Dimensions of
. Parameters Value

antenna design
fo 2.4 GHz
€ 1.7
h 1 mm
Wg 59.75 mm
Lg 53.24 mm
L 47.24 mm
W 53.75 mm

3 Result and Discussion

The Fork-shaped design on the flexible textile patch antenna is shown in Fig. 1.
The substrate thickness is calculated to be 4 = 1 mm (operating frequency (f,) =
2.4 GHz). Figure 2 shows the simulated Reflection coefficient graph at 2.4 GHz. The
proposed antenna designed on Jeans fabric substrate is found to achieve bandwidth
of 43.53% which is from 4.04 GHz to 6.288 GHz. Figure 3 represents the VSWR
vs. Freq. graph of proposed flexible textile printed antenna which is equal to 1.29
at 4.12 GHz and 1.07 at 5.656 GHz, respectively (Figs. 4, 5, and 6). Figure 6a—c
show the 3D radiation pattern which is obtained from CST. The radiation pattern is
usually presented in polar coordinates along with a dB scale. The proposed antenna
has greater gain and improved radiation efficiency.

These were the basic parameters which were measured for the proposed fork-
shaped flexible printed antenna having jeans material as the substrate where ground
plane was partial by reducing its width. As a conclusion for the above analysis, the

Fig.1 Geometry of the
proposed antenna A

Wg
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Fig. 5 Directivity of Flexible textile printed antenna

bandwidth is 43.53%. There were two resonant frequencies with return loss less than
—10dB, i.e. —18 dB at 4.12 GHz and -30 dB at 5.656 GHz and VSWR was found
accurate between 1 and 2, i.e. 1.29 at 4.12 GHz and 1.07 at 5.656 GHz (Fig. 7).

4 Applications

The frequency range obtained from the proposed fork-shaped flexible textile printed
antenna has multiple applications which are listed below.

NS

5

WLAN, HIPERLAN and IEEE802.11a (5.152 GHz -5.35 GHz)

WiMax Upper band (5.25 GHz-5.85 GHz)

Automatic Toll collections (5 GHz—6 GHz)

The frequency range also falls under the C-band which can have various appli-
cations like satellite communication transmission, Cordless telephones, Wi-Fi
devices and also including surveillance and weather radar systems.

The chance of improvement also exists in the proposed work. So, we can over-
come the disadvantages of the patch antennas by using several other techniques
by which we can get higher bandwidth and the maximum directivity.

Future Scope

The scope of improvement always exists in the proposed work. Many techniques can
be applied in future using this antenna in order to achieve wideband frequency range
and reduce the size of microstrip antenna. Improvement for impedance matching at
resonant frequency along with increasing the gain above 6 dBi for better directivity
and radiation intensity shall be taken up as future scope.
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— farfied (f=2)

Frequency = 2 GHz

Mai lobe magnitude =  2.06 dBi
Main lobe drection = 178.0 deg.
Angular width (3 dB) = 87.6 deq.

— farfield (f=6)

Frequency = 6 GHz

Main lobe magnitude = 2 dBi
Main lobe direction = 18.0 deg.
Angular wadth (3 dB) =  62.0 deg.

— farfield (f=10)

Frequency = 10 GHz
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Main lobe drection = 149.0 deg.
Angular width (3 dB) = 47.1 deg.
Side lobe level = 4.8 dB

Fig. 6 a Farfield Gain Pattern for Antenna at 2 GHz. b Farfield Gain Pattern for Antenna at 6 GHz.

¢ Farfield Gain Pattern for Antenna at 10 GHz
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7 Efficiency versus frequency pattern of the proposed flexible textile printed antenna

Conclusion

In the field of wireless communication, the antennas have a crucial role to play
by focusing on the low-profile, small size and supporting multiband in an antenna
system. In the proposed thesis work, the fork-shaped flexible textile printed antenna is
designed which is from 4.04 GHz to 6.288 GHz. Here, the good return loss, gain and
directivity were achieved. The proposed work finds the space in various applications
such as WLAN, HIPERLAN, WiMax upper band, Automatic toll collection and C
Band.
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Component-Wise Scrutiny of Existing )
Rule-Based Punjabi Grammar System L
and Implication for Accuracy

Determination

Vikas Verma and S. K. Sharma

Abstract The use of Computational Linguistics (CL) to process Natural Languages
(NL) is an important domain of Natural Language Processing (NLP). Fewer grammar
checkers are available implicitly for Indian literary languages despite listed twenty
two languages as per eighth schedule of Indian Constitution. Traditionally, “linguistic
units"—token of a sentence in literary context are grouped together according to a set
of predefined rules which can be stated as “Grammar” and hence directs research to a
Grammar checker which performs the task of detecting and correcting grammatical
errors in the text. This paper categorically explores existing Rule-based Punjabi
Grammar System by providing a framework for quantitatively measuring the effect of
each component and thus overall implication of the grammar checker using precision
and recall as parameters for accuracy criteria and digs out Morphological Analyzer
and POS Tagger as the faulty components generating false-alarms and errors to
the tune of 58.13% and 26.74%, respectively. Based on these detections, further
research can be carried out for developing a model to overcome these ambiguities
using Machine Learning techniques.

Keywords Computational linguistics - Natural language processing + Grammar
checking - Punjabi grammar checker + Grammatical errors

1 Introduction

During communiqué, “Language” acts as a model for transferring information
through a standardized approach called its grammar. A Grammar Checker used in
arena of Machine Learning integrates an application of Artificial Intelligence with
Computational Linguistic. The generalized functionality can be depicted in Fig. 1.
Though heaps of research is carried out in Grammar Check particularly for English
and Foreign languages yet fewer research is carried out for various Indian languages
like Punjabi. Statistics reveal that there are 6,900 spoken languages throughout the
world. Punjabi language falls under the top ten languages with 120 million total
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Fig.1 Diagram for grammar checker—functionality

speakers out of which 109 million are native speakers whereas Mandarin is the top
spoken language and English occupies fourth rank in the list. The tyranny of the
situation is that on the internet, English reserves the lion’s share of 26.8%, Chinese
occupies 24.2%, Spanish maintains 7.8%, whereas all other languages contribute
meager 26.4%. This drift is sufficient motivation for the research community to
contribute in this sphere. Also, the Punjabi language finds its linkage to Indo—Aryan
languages family generally referred to as Indic Languages and is morphologically
rich language.

Grammar checking systems are mostly an integral part of specific word processors.
For instance, in English language, by default characteristic is imbibed in Microsoft
Office and for Punjabi, such functionality is provided in AKHAR (a software exclu-
sively designed for literary purpose). Contribution in the development of Urdu
Grammar Checker was done by [1]. In Bangla, it was done by [2] by developing
a Bangla Grammar Checker, Punjabi Grammar Checker was propounded by [3] and
in Hindi, contribution was extended for checking grammar by [4].

Rule-based [5], statistical (data-driven) [6], and hybrid-based [7] grammar
checking methodologies exist. Rule-based categorization is used frequently viz-a-
viz, other techniques are used in grammar checking. In this technique, corpus is
considered for framing rules as in case of if—then-else rules and given sentence
is inputted for checking the accuracy of designed grammar checker. Highlighting
aspect of this technique is that such rules are crafted easily and can be modified as
and when required. Another motivation for using this feature is that programming is
not requisite and a linguistic person can aid the process of rule creation. Addition-
ally, details of the error, if any, are provided easily. Last but not the least, such rules
are capable enough to handle basic candid features of specific languages without
any major modifications required to entertain input sentence. History of such rule-
based systems revolve around languages like Dutch [8], Slavic [9], English [10-13],
Punjabi [14], Swedish [15-20], German [21], Korean [22], Danish [23], French [24,
25], Portuguese [26], Persian [27], Afan Oromo [28], Chinese [29], Malay [30].

In statistical grammar checker, annotated corpus is being used and implemented
which is obtained from different journals, magazines, or documents. Rules for this
system are manually generated. Correctness of a sentence is validated through a
thumb rule. A given sentence is passed through a rule to check its correctness.
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On success, it is processed against a grammar checker with the help of corpus.
On successful pass, the sentence is termed as grammatically correct otherwise it is
flagged as a grammatical error. In case of supervised learning, from the given sample,
rules are framed as production rules and are used to check the accuracy of the given
sentence. The latter technique is infested with a drawback as it is very difficult to
perform the task of detecting and recognizing an error in sentence or system.

An alternative approach consists of an Hybrid implementation which comprises
Rule-Based and Statistical Grammar Checking which result in a more robust
environment and having higher efficiency.

This paper has been organized into the following segments: Segment 2 presents
literary aspects of computational linguistics and existing rule-based Punjabi
Grammar Checker. Segment 3 presents the critical analysis and shortcomings of
existing techniques in light of various sentences procured from standardized organi-
zations and corpus like CDAC, TDIL, Language Newspapers, Texts, etc. Segment 4
presents a novice model to critically justify an advanced Punjabi Grammar checker.
Finally, Segment 5 brings our paper to a close and suggests some areas for future
investigation.

2 Existing Punjabi Grammar

An interesting aspect of prevailing Grammar Checker is that it follows purely Rule-
based philosophy and has no correlation with Statistical approach for computation
task, i.e., exhausted hand-crafted rules are followed. These rules can be easily edited
and we can add new rules also, further already existing rules can be deleted as and
when required based on the concept of production rules written by a linguistic expert
without any specific intervention by the programmer.

In the current system, for evaluating correctness of a sentence, Input is given to
the Grammar checker, which in turn identifies the end of a sentence with the help of
punctuation and breaks down input into unit form, i.e., tokenization and detection of
phrases is done here [31].

In preliminary phase, data pre-processing is done. Pre-processing checks for the
presence of phrases and tokenizes the sentence into individual words. Once, this
process is completed, the checker performs activities like Morphological Analysis
(MA), Part-of-Speech (POS) tagging, Error Detection, and Correction. This rule-
based approach analyzes the language at Morphological and Syntactical levels. The
Morphological Analyzer analyzes each input word and grammatical information is
assigned as part-of-speech tags. The suggestions generated for detecting grammatical
errors use root word of a particular word along with a full form lexicon. The Part-
of-Speech Tagger and Phrase Chunker again follows Rule-Based approach. Phrase
Chunker helps in grouping based on predefined phrase chunking rules. Henceforth,
at sentence level, rules are applied to check grammatical errors. Excerpt from the
system is narrated as follows:
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Fig. 2 Pre-processing system design

2.1 Pre-Processing Phase

In the preliminary phase, a Punjabi text is given as input which helps in tokenization,
identification of punctuation symbols, detection of contractions, identification of
colloquial and phrases, if any. Basically, this phase prepares the input text for next
phase, i.e., for morphological analysis as shown in Fig. 2.

2.2 Morphological Analyzer

With the help of full form lexicon concept, possible tags of all words (from the given
extract) are assigned. Certain classes like noun, adjective, pronoun, verb, adverb,
conjunction, interjection, postposition, ordinals, cardinals, etc., (twenty two in total)
are used for classification as per Punjabi grammar. Adjectives are categorized into
inflected and uninflected. Similarly, pronoun is classified as personal, interrogative,
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Fig. 3 Morphological -
analyzer flow diagram Tokenized & Marked
text

Morphological Analysis ‘ Full-form
_

Text with
POS tags

demonstrative, relative, reflexive, and indefinite; verb is classified as main verb, auxil-
iary verb, and operator verb, respectively. Additionally, details like number, gender,
tense, etc., are added depending on the word class. It’s worthwhile to mention here
that lexicon used for this analyzer is based on full-form, i.e., all common words from
literature are stored with their respective root and relevant grammatical information
as shown in Fig. 3.

2.3 POS Tagger

In case of disambiguation, i.e., assigning multiple tag to a single word, a Rule-
Based POS tagger (parts of speech) has been used to remove this anomaly. Current
system uses 600 plus tag sets. Word-specific tags are additionally used. In addition
to this, some tags are also there. For instance a notation, NMSD means a noun that is
masculine, singular, and direct. In the absence of any statistical corpus used, existing
system uses only rule-based phenomenon. The rules are followed in sequential order
as shown in Fig. 4.

2.4 Phrase Chunker

Based upon certain phrase chunking rules, grouping of texts is done into various
phrases. A rule-based protocol is followed here. Different tag sets are used for
different cases—Ilike direct or indirect. Polarity of a sentence, i.e., meaning of a
sentence is also considered for framing such rules as shown in Fig. 5.
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Fig. 4 POS Tagger flow diagram

3 Error Checker and Corrections

In this phase, rules keeping into consideration grammatical errors in phrases and
sentence level agreement are implemented. Relevant corrections are suggested on
the basis of contextual information on occurrence of error, if any. Subsequently
in Grammar Checking phase, error detection rules (rule based) are used to detect
potential errors and corrections are provided to resolve such errors.

The concept is summarized as shown in Fig. 6.

4 Critical Analysis and Shortcomings

Existing Punjabi Grammar checker detects grammatical mistakes only for simple
sentences and lacks support for compound and complex sentences and raises false
alarms. It does not have any component for unknown word guessing. Further, it has a
limited domain for certain words that affect its precision and recall. Moreover, Spell
checking is not available. Also, the structure lacks support for other languages of
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Modern Indo-Aryan family, like Hindi, Bengali, etc. [32]. The distinct features of
such languages are highlighted in the following Table 1.

Similar theories were put forwarded for other languages including European ones
[35-39]. Existing Punjabi Grammar Checker system is processed against sufficient
number of sentences (seventy five in total) collected from a standardized repository
(as stated earlier) and the results were disappointing. Chosen sentences are processed
at the listed URLs:

a.  http://punjabi.aglsoft.com/
b.  http://pgc.learnpunjabi.org/


http://punjabi.aglsoft.com/
http://pgc.learnpunjabi.org/
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Fig. 6 Model of existing Punjabi grammar checker

Table 1 Analysis of Indo-Aryan languages

Language | Methodology Characteristics Evaluation Shortcomings
adopted for features
checking grammar
Hindi [4] Rule-Based Rich in inflection | Optimal result Not suitable for
Compound and
Complex Sentence
Nepali [33] | Rule-Based Language Providing Not suitable
primitives are information about | for Complex
shared by Bangla | errors in simple and
and Hindi sentences Compound
sentences
Urdu [34] | Rule-Based Formulates Provides error Lacks
S-0-V correction by disambiguation due
agreement checking structure | to Morphology and
and grammar POS
Bangla [2] | Data-Driven-Based | Formulates Provides better Not suitable for
agreement of result Compound
Word sentences
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The analysis report comprises the count of total number of errors (including

false alarm) creeping from individual phases of the Grammar Checker and helps us
in visualizing the inefficiency of individual components of the Grammar Checker
[40—43]. The report is projected through the listed Table 2.

The component-wise reasons for such errors /issues may be accounted for listed

factors:

a. In context of a Punjabi sentence, modifiers must collaborate with the noun and
modify with respect to gender, number, and case.

b. In Noun-Adjective agreement, Noun needs to be changed sometimes and not
only adjective. In current rule, adjective is always changed.

c.  POS was not able to remove ambiguity and acted in contrary to its defined
assignment and followed the same result of MA.

d.  Whenever a word is encountered whose root is not traced, “unknown” tag is

assigned.

Table 2 Analysis of Punjabi sentences

Existing grammar Total number of Percentage Interpretation

checker component contributing errors contribution (Grammatically
correct/incorrect/false
alarm)

Morphological 44 58.13 Problem in morph due to

Analyzer (MA) an unknown word

Part-of-speech Tagger |20 26.74 Ambiguity of words is not

(POS) removed

Phrase Chunker (PC) 5 6.67 In Noun-Adjective

agreement, Noun needs to
be changed sometimes
and not only adjective. In
current rule, adjective is
always changed

Error Checker (EC) 12 16 Problem in Grammar

Component although all
previous components were
fine and thus Logically
Incorrect interpretation

MA and POS 21 28 POS was not able to

remove ambiguity and
same result of MA is
followed

POS and EC 5 6.67 Logically Incorrect

interpretation. POS was
not able to remove
ambiguity




232 V. Verma and S. K. Sharma

5 Proposed Framework for Punjabi Grammar Checker

All listed shortcomings as stated above may be overcome by using hybrid technique
by combining grammar rules with machine learning technique [44]. Till now hybrid
approach has not been used for development of Punjabi grammatical error detection
because of unavailability of standard Punjabi corpus to be used for machine learning
[45]. Two step approach may be followed for the same.

a. Step One

The working of each component of Existing Rule-based System is studied through
the listed flow of steps.

As shown in Fig. 7, once an incorrect Punjabi sentence will be given as input,
efficiency would be calculated phase-wise, i.e., efficiency would be calculated after
MA, Tagging, Chunking, Error Detecting, and Error Correcting, respectively, for
analysis so as to evaluate accuracy of each component.

b. Step Two

The components that are responsible for false alarm are identified, and a proposed
algorithm to improve these components is followed using two phases. For evaluating a
component accountable for false alarm situation, 2-phase process would be followed.

Incorrect Input

Punjabi Sentence

Efficiency of

Morphological Analyzer(MA) —> MA

POS Tagger

v

Phrase Chunking Efficiency of
+ Phrase Chunker

Error Detection : Efficiency of
¢ ! Error Detector

H Efficiency of
! POS Tagger

Error Correction Efficiency of

Error Corrector

v

Fig. 7 Proposed model for measuring accuracy
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In phase 1, Grammar Checker will perform preliminary check with the help of certain
rules. An incorrect sentence would be made to pass through phase II. In phase II,
output from phase I would pass through each component (step) to check whether the
said component is faulty or not. A particular component is faulty, if the output from
that component is incorrect; otherwise, the output will be made to pass through the
next step and so on. The step-by-step approach is described in Fig. 8.

6 Results and Discussions

Onto arepository of corpus collected from various standard texts, authorized resource
centers like TDIL, etc., as discussed above, we were able to identify Morphological
Analyzer as the component contributing maximum in generation of errors, false
alarms followed by POS Tagger. The percentage contribution of these were 58.13%
and 26.74%, respectively, on individual basis and combined error percentage is 28.
Hence, paving a way for further research in this area as these being the important and
preliminary steps in overall procedure would be helpful for checking grammatical
errors with much accuracy once rectified.

7 Conclusion and Future Work

Our paper has categorically analyzed the accuracy of each component of existing
rule-based Punjabi Grammar Checker. The effect of each component is analyzed
as it has an implication on the overall accuracy of the system. The parameters for
measuring the same were taken as Recall and Precision. This paper also proposes a
“Fault Determination System” with an aim of evaluating the “Faulty Component” by
following a two-phase approach and concludes with providing the facts and results
that Morphological Analyzer and POS Tagger were the faulty components generating
false alarms and errors to the tune of 58.13% and 26.74% respectively.

Based on these detections, further research can be carried out for developing a
model to overcome these ambiguities using Machine Learning techniques by incul-
cating a “Hybrid” mechanism. Such “Hybrid” framework may be used for other
morphologically rich Indian languages like Oriya, Sanskrit, Hindi, Bengali, etc.,
and can be further extended for various Natural Language Processing (NLP) tasks
associated with Punjabi and other languages.
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Role of Innovation in Education )
and Development i

Simarjeet Kaur

Abstract Role of innovation in Education and development is very important as
it stimulates teachers and taught to explore new ideas, research hidden facts and to
investigate new tools to find out something hidden. Innovation emphasis variety of
ways of finding out the solution to different problems. In the field of education, it
facilitates and impels the students to creatively think and analyze something and
to unravel multiplex problems. There is a great scope and need of innovation in
education and development. Its role in Innovation in education is often a rather
intangible concept and may mean various things to different people. However, there
are very real and tangible benefits of innovation in education.

Keywords Innovation - Education + Development - Technology + Empowering
innovation

1 Introduction

The process of altering an existing situation by introducing something latest is called
Innovation. There have been several changes in the way education has been planned
and delivered in various regions of the world throughout the years, introducing some-
thing new. Technology is a major driver of change in today’s world, and it may also
contribute to a major change in educational design and delivery. As per the utiliza-
tion of today’s technical breakthroughs, as well as the implementation of innovative
educational programmes, there are enormous opportunities for bigger and wider-
spread transformation. The biggest challenge on the way is to make sure that the
current innovation improves the educational opportunities for all those sections of
people who are deprived of taking these services all around the world [1-3].
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2  What is Innovation in Education?

All things considered, various people would have various reactions to this inquiry.

While some may think, that when the world is changing why individuals actually
educate and learn in a manner that was developed many years or even hundreds of
years. Others may say ‘Development in schooling includes consistent changes and
coordinated effort with others or having a unique educational plan and instructing
system’. Furthermore, somebody might think ‘Development is more with regards to
innovation’. Or then again it is beyond what that, it’s with regards to how we can
utilize innovation to engage understudies and persuade them to become deep rooted
students [4, 5].

Despite the fact that, it very well may be hard to characterize development in
schooling in a solitary way, however it is certain that it has a vital spot in instruction.
Advancement is critical for the steady turn of events, development, and improvement
of the most common way of conferring and getting information.

3 Learner-Centered Innovation for Educators

Now the question arises: How might innovation and technology help to overcome
the challenges to education that exist in many parts of the developing world, such as
access and mobility? Innovation has been proved as a boon for those where people
were deprived of taking education and most of them do not have education opportu-
nities due to lack of education institutes. But the versatile technologies like smart-
phones, E-books, Podcasts, low cost computers, and cell phone access have opened
the doors of providing educational opportunities for the deprived community of
people [6, 7].

4 Demand-Driven Innovation Approach

In order to establish good results focus should be on achievement of educational
and development goals and not on popularization of technical gadgets. Students are
seen to acquire this technical competency at a rapid speed. Whether it is hardware,
software, and any other ICT tool students have been considered as the masters of
these. Can education system be able to incorporate this into program design and
deliver it to the students to improve education for the learners? Can teachers and
institutes have greater intently in shaping their instructional layout and shipping
with the technology to which inexperienced persons have everyday access?
Increasingly, innovation in training at faculty is extra than only a buzzword. It
is rapidly turning into a manner of gaining knowledge of and coaching for each
college students and instructors, respectively. Upheaval in training stimulates higher
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education learners and faculties to investigate, examine, and utilize all of the gear to
find something new [8, 9].

Innovation includes a one-of-a-kind manner of searching at troubles and fixing
them. It accelerates the mind of youth and impels them to think something new to
get a solution to complicated problems. Innovation does now no longer simply imply
using era or new inventions, alive though those can make a contribution to innovation.
Innovation includes a brand new manner of wondering; thereby supporting college
students to expand their creativity and trouble-fixing skills.

Innovation in schooling may be a as a substitute intangible idea and may suggest
various things to special people. However, there are very actual and tangible blessings
of innovation in schooling. Innovation cannot be examined or graded, however it
could be inculcated and constructed up in students. In this surrounding of high-
stakes testing, it could be distinctly hard to introduce innovation and creativity with
inside the classroom. However, right here are 8 special approaches that instructors
can introduce innovation with inside the classrooms [10].

1. Give kids a provocation that is both genuine and exciting to solve: There is no
such thing as a project that fits all kids. This implies that the work assigned to
the student should be flexible enough and according to the specific interest
of the students. It also means that teachers must be aware of their pupils’
passions. Authenticity entails using genuine tools to solve problems that don’t
have answers printed on them

2. Give pupils the fundamentals but keep it brief: You’ll need to educate them some
basic facts and knowledge before they can begin working on their projects. The
amount of information needed for the class, however, will be less than you might
think.

3. Encourage learners to workout independent research: Students will receive
the great majority of the material they require through their own independent
study if the project design is clear and consistent. This research can make use
of Wikipedia, social sites message boards, documentation for programming
languages, coding, and other resources.

4. Encourage scholars to use challenging equipment to entire their duties by using
encouraging them to do so. Tickle, Scratch, Makey, and different comparable
programmes are samples of these tools. To use these applied sciences on a day-
by-day basis, each instructors and college students should come to be acquainted
with them.

5. Verify that the students have grasped the concepts: Teachers must keep track of
what pupils are struggling with in a classroom that focuses on highly personal-
ized assignments. When college students fighting with an problem and are in a
position to resolve it, they are mastering at their best. They are extra susceptible
to supply up if they turn out to be pissed off or confused. Teachers should keep
a close eye on what their students are doing.

6. Guarantee that understudies discover creative employments of ordinary articles:
Most individuals see just a solitary use for an item. This is called Functional
Fixedness. Understudies can be instructed to see past this and can likewise figure
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out how to design electric changes from the garments pins or assemble robot
middle out of a soft drink bottle. This will assist understudies with utilizing their
imaginative muscles and think past the standard employments of regular items.

7.  Affirm that understudies know what they actually need to learn: In request to
improve and tackle issues successfully, understudies need to comprehend not
just what they definitely know and what they actually need to learn. Instructors
should assemble their tasks so understudies can list the things they comprehend
about their undertaking, just as the things they need to see better.

8. Try not to grade understudies on advancement and innovativeness: Grades func-
tion admirably when there is one right response for a particular issue. For projects
that accentuate development and inventiveness there is nobody reply. Assuming
you need understudies to claim an issue and discover a really unique answer for
it, you can’t spur them with a grade.

Development in education encourages students and teachers to research, examine,
and use all available tools to discover something truly novel. Advancement entails
seeing things from a different viewpoint and addressing them. It also advances educa-
tion by requiring students to use a higher degree of intuition to deal with challenging
problems.

5 Staying Informed Concerning Technological Change

“Despite the fact that innovation ought not drive our educating, innovation drives
change”

Today, instructors have the test of observing changes in advancements, deciding
whether they apply to students living in reality, and looking for approaches to utilize
advances to supplement and support educational strategies and practices [11].

Who will teach the instructors? How could instructors stay up to date with
mechanical headways that help developments and upgrades in educational plan and
conveyance? What can establishments, governments, and global associations do to
assist instructors with dominating new advancements and devices for setting out and
working with instructive open doors?

6 Challenges, Opportunities, and Barriers

Given the difficulties of lacking quantities of instructors being prepared, educators
leaving the calling, and to couple of homerooms in non-industrial nations, would
technology be able to empower more individuals to get to schooling? Will the up and
coming age of minimal expense PCs make it possible for additional understudies in
non-industrial nations to approach this innovation? It isn’t the innovation, yet the
potential it accommodates access, effectiveness, and improved learning openings.
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PCs better empower students to get to training through ODL. Students can utilize
Internet innovation to speak with different understudies or educators across a city or
all throughout the planet. Educators and understudies can get to data through virtual
libraries and the World Wide Web, and use programming to dominate specialized
just as scholarly abilities.

Here are a few inquiries to contemplate in applying development to empower
admittance to training:

e What cycles are expected to give power and broadband admittance to every
instructive foundation (for example, schools, universities, colleges);

e What cycles are expected to give broadband admittance to every deep-rooted
student (grown-ups who can pay sensible rates for access);

e What options do organizations have in case they are probably not going to be
associated with a dependable power administration within a reasonable time-
frame;

e What options are there for presenting PCs or expanding their numbers in schools
and establishments of higher learning; and

e In case PCs are to be introduced in foundations, what cycles are in progress
to guarantee full preparation and support for instructors and students to viably
incorporate these into the educating, learning, and school the board measures?

e What are the developments in instruction that can assist with meeting the three-
billion individuals challenge?

The chances are huge, yet there are likewise innovative restrictions in many
pieces of non-industrial nations. Hindrances to mechanical developments for
supporting schooling incorporate deficient media communications transmission
capacity, absence of prepared care staff, and the expense and the accessibility of
straightforward phones, PDAs, PCs, and power.

The chances are gigantic; however, there are likewise mechanical constraints in
many pieces of agricultural nations. Hindrances to mechanical advancements for
supporting schooling incorporate insufficient media communications data transfer
capacity, absence of prepared care staff, and the expense and the accessibility of
straightforward phones, cells, PCs, and power.

7 Advancement for Education for Development

The take a look at of closing the steady broadening hole between people who area unit
well to do and therefore the poor may rest with the readiness of the schooling native
space to examine coaching in step with another purpose of reading and to develop.
This may incorporate utilizing cheap and open innovations to grow admittance to
instruction. It would likewise need alternative ingenious cycle or administration tech-
niques that do not depend upon innovation. It would need a modification in center
to focus on instructive and making ready comes to regulate all the additional inti-
mately with what people distinguish as their most earnest wants. Giving schooling in
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new and flighty manners issimply oneamong numerous arrangements; however it’s
through advancement that we will address the difficulties of more developed efficien-
cies, lower prices, increasing availableness, and higher progress in accomplishing
improvement objectives through instruction

8 Examples of Innovation in Education

Development comprises discovering higher strategies of undertaking something and
higher techniques to take a gander at problems. E School News shares the tale of
understudies building reusing receptacles to help supportability. The understudies
didn’t just form receptacles.

They recognized issues with the waste administration program, explored arrange-
ments and made a publicizing intend to advance their answer with assistance from
different spaces of the school, like mechanical technology and broadcasting.

The use of undertaking-based learning is one more methodology for prodding
development and inventive reasoning. Rather than chipping away at a solitary under-
taking in a numerical class, project-based learning joins various disciplines in a single
task. It advances dynamic and more profound learning. It joins every one of the disci-
plines: composing, math, social investigations, science, and workmanship. In doing
this, understudies thoroughly consider all that it takes to assemble a city or country.
They find out with regard to their present government and networks by standing out
them from the ideal society they make [12, 13].

9 Empowering Innovation in Schools

School pioneers need to try not to order development. “Strategy ought to set out open
doors and impetuses for people to plan unique and better learning encounters, yet
not need it,” Lars Esdal composes.

Rather than simply displaying ABCs and 123s, improvement goes previous the
nuts and bolts via becoming a member of an assortment of disciplines to concoct some
different result. Information on the rudiments is a establishing stage. Understudies
use records and thoughts to find out preparations with the aid of investigating till
they music down the most becoming replies.

How might school pioneers figure out how to fuse advancement and innovation
without ordering it? A few colleges offer seminars on advancement in their online
MS Ed. in Educational Leadership programs as a component of the central subjects.
Similarly as task put together learning centers with respect to the entire youngster by
consolidating disciplines, “Inventive School Leadership” shows understudies how to
execute frameworks that lead to advancement [14, 15].
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10 Conclusion

Educational improvements are perceived as a method or technique of instructional
interest that diverge drastically from installed exercise and is utilized to boom the
extent of performance in a aggressive habitat. Educational improvements consist
of pedagogical inventions, clinical and methodological innovation, and academic
and machinery innovation. It is substantiated that the schooling marketplace is one
of the maximum essential factors of the countrywide innovation system. Higher
schooling establishments which have selected an innovation-primarily-based totally
improvement, end up aggressive leaders at the schooling marketplace. The formation
of the latest kinds of schooling and using best controlling mechanisms at every
academic group will deliver the possibility to create unmarried academic space,
that’s capable of meeting the desires of society in exceptional schooling with precise
possibilities of clients inside the academic marketplace. The predominant additives
of the innovation improvement of better schooling establishments are determined.
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A Study of Smart Grid Application )
and Impact of Renewable Resources e
When Integrated with Smart Grid

Deepa Kumari and Ashish Sharma

Abstract The article focuses on the design and implementation of a Smart Grid
that utilizes renewable energy sources. Various renewable sources, such as mini-
hydropower plants, solar power plants, and wind power plants, are integrated into
the smart grid’s designed scheme. The current trend of renewable energy resources
becoming a larger part of the electricity supply mix has increased the demands on
the power system for supply quality. The addition of distributed generating units to
the electricity system has posed new planning and operational problems A major
priority for future power generation has been to use RER due to the energy crisis.
We discuss the benefits, complexity, challenges, and potential solutions for renew-
able energy deployment in the SG context. Our research also looks at how RERs
may be effectively integrated into an energy market with higher generating capacity,
better power quality, and more dependability. This paper also looked at the issues
surrounding renewable energy integration in SG. A thorough SG model with inte-
grated renewable energy is also given. Furthermore, this paper gives a viewpoint on
SG in terms of development, economic progress, and implementation obstacles.

Keywords Smart grid - Energy storage - Distributed generation - Renewable
energy resource (RER) - Integration - Control strategies

1 Introduction

Expansion of urban populations and the changing nature of urban governing concepts
have both contributed to the desire for integrated and interoperable technologies that
facilitate smart functioning of complex systems in cities. The creation of informa-
tion and communication technology (ICT) and data services can provide many new
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Table 1 Defines the percentage of world primary energy demand from 2002 to 2030 [3]

Energy sources 2002 2010 2020 2030
Coal (%) 23 23 22 22
Oil (%) 36 35 35 35
Gas (%) 21 22 24 25
Nuclear (%) 7

Hydro (%) 2

Biomass and waste (%) 11 10 10 10
Others renewable (%) 0.53 0.83 1.12 1.55

services in a city, particularly in the developing world, resulting in a more produc-
tive, ecologically aware, and technological solution. Electricity and communication
networks, which are critical for supplying urban services, are becoming more and
more important. For higher-level services to function, the functionality, interoper-
ability, and resilience of these networks are critical. Although utilities are being forced
to upgrade and adapt their existing business scopes, methodologies, and system capa-
bilities due to rapidly changing consumer behavior and technological development,
several trends (such as distributed generation and electric vehicles) are significant.
Due to the energy crisis, renewable energy capacity is of great interest today in future
power generation [1]. The current energy crisis is leading to an increased interest in
the future power generation capacity of renewable energy resources [2].

Between 2002 and 2030, fossil fuels generated the bulk of global primary energy
consumption, compared to alternative renewable energy sources, which are less
regarded as power generation sources as shown in Table 1. This results in a significant
increase in CO2 emissions, causing severe ecological damage [4]. Renewable energy
technologies as a cost-effective way to generate electricity in the future without emit-
ting greenhouse gases [5]. The integration of renewable energy resources into smart
grids is the focus of several current studies [6—8]. They discuss the advantages and
disadvantages of renewable energy supplies as they are incorporated into an intel-
ligent grid system [1]. Consequently, this article describes the effects of renewable
energy on the smart grid.

Harvesting energy from renewable resources, on the other hand, necessitates
an valuable and sophisticated smart grid system [9]. Discussing more, smart grid
can more effectively address difficulties including generated and raw energy losses,
transmission losses, load optimization, and equal load distribution. Furthermore,
distributed generation (DG) technologies help to manage demand and supply [10].
By increasing generation capacity through the introduction of RERs, the gap between
supply and demand is reduced [11]. In the conventional power system, generating
electricity faster than the rate of RERs can’t be achieved within a short period of
time. The following are the main benefits of renewable energy resources.

(a) less operating costs in different areas, (b) habitat for wildlife, (c) nature abun-
dant, and (d) minimal maintenance cost is required [12]. Long-standing energy crises
can be overcome with RERs. Maintaining energy growth should consider extending
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existing resources and expanding exploration [ 13]. We are motivated by the following
to conduct this research: (a) A look at the main challenges and possible solutions
to integrating renewable energy into the grid and (b) The technology minimizes the
negative effects on the environment and reduces load on the non-renewable grid as
well as usage of fossil fuels. Power generation, power distribution, and electricity
pricing are proving to be inefficient under the traditional power grid [14, 15]. In spite
of that, the demand for power is growing rapidly, with an increase of twice as much
by 2050.

The benefits offered by SG are numerous, including the following

(a) Efficient performance, (b) Reduced cost for consumption, (¢) Empowering
consumers, (d) Easy-to-usetwo way system, (¢) Communications infrastructure
based on advanced technologies, and (f) intelligent control. There are frequent fluctu-
ations in renewable energy, which introduces uncertainty to the system due to climate
change [16]. An hour-by-hour forecast of the weather is the best solution to the issues
outlined above [17]. Superconducting DC transmission lines can eliminate conver-
sion losses in a DC-DC system. Briefly, the proposed study has the following major
contribution: An overview of RER SG is provided, and its benefits are detailed. The
barriers and challenges that must be overcome to move from a conventional power
grid to a SG-based power grid are also reviewed in detail. In this work, we present
comprehensive information on RERs technology as well as relevant factors that need
to be evaluated in the context of SG integration, including how to evaluate RERs as
assets. RER integration within SG is discussed in terms of its potential benefits
and associated challenges. Furthermore, the integration of RERs within SG is also
discussed from a financial and benefit perspective.

2 Smart Cities and Energy Applications

Controlling electricity flow is the function of SG. As SG is self-aware, it can adapt
to changes in the network environment by automatically reconfiguring its settings
based on the current conditions. As a matter of fact, at least in current times, the SG
is only a solution to penetrate the conventional system with RERs. High-speed data
acquisition and measurement have emerged with the introduction of new systems;
SG will be able to operate in the future such as the one shown in Fig. 1. As SG is
resilient and prognosis-focused, they are able to achieve high levels of success [12].
The SG is a conventional electricity distribution system that incorporates computer
networking and intelligence [18]. Technology developed by SG includes automation
as well. Power grids provide a variety of benefits through the concept of SG. It is
important to deal with scheduling uncertainties, energy transfers between regions,
reducing RERs, optimizing demand, distributing electric power, and forecasting to
respond to emergencies. SG will benefit consumers by providing an interactive grid
that facilitates the interaction with load management. This interface also provides the
users with authentic and real-time pricing information and enables them to decide
based on information.
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Fig. 1 Schematic of the smart grid [4]

2.1 Smart Grid Benefits

As a result of SG, the following benefits occur:

(a) Metering using smart technology, (b) Renewable energy resources accommo-
dation, (c) effectiveness, (d) encouraging, (e) possibilistic, (f) customer-centric, (g)
strong, and (h) environment friendly, below we discuss each of them.

2.1.1 Smart Metering

The ability to exchange information on tariffs and power consumption in real-time
is a unique feature of smart grid that makes use of communication systems.
2.1.2 Efficient
Increased end-user demand and the ability of the system to adapt without adding
extra infrastructure.

We can use energy from any fuel source, including solar and wind, to the same
extent that we can use natural gas and coal.

2.1.3 Quality-Focused

With no spikes, voltage drops, interruptions, or disturbances, we provide stable power.
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2.14 Opportunistic

By leveraging plug-and-play novelty, it creates new markets and opportunities and
capitalizes on them wherever and whenever appropriate.

2.1.5 Resilient

Decentralized power systems become more resilient to cyberattacks, severe faults,
and disturbances as they are strengthened with SG security protocols.

2.1.6 Barriers

Even though SG’s viability is widely acknowledged, its implementation may take
half a decade or more. Following is a list of factors contributing to the concept’s
unimplementation for over a decade:

2.1.7 Human Resource Development

There is no way to train the present staff to utilize and deploy the new technology.
It will take time for the skills of the personnel to be developed, and a short-term
solution may be needed in order to address the new requirement.

2.1.8 Financial Implications

It takes a lot of capital and operating expenses to replace an existing infrastructure
with a new one. The government of developing countries offers incentives and rate-
based funds to fund projects. Developing countries with a complex operating system
do not see its expansion and modification as straightforward.

2.1.9 Project Planning

In order to ensure minimal disruption and to avoid disasters, it will take some time
to implement SG as it replaces an existing operating system.

2.1.10 Legal and Regulatory

Regulation and legal organizations already in place can accommodate SG tech-

nology’s benefits and costs. Before the deployment of the project, these issues need
to be addressed properly.



250 D. Kumari and A. Sharma
2.1.11 Technical Issues

Defective analysis and unclear communication lead to different technical risks. SG
technology and products have not been tested enough in the global marketplace due
to its infancy, and there are no global solutions available that address SG technology
and products.

2.1.12 Operations and Maintenance

The operation and maintenance of SG equipment will be different. It will also
affect how current maintenance is implemented, making it easier to provide better
components with better information and data.

2.1.13 Security and Privacy

The system has become increasingly dependent on technology. It will be possible to
optimize the system with the collected information and data.

3 Grid Integration of Renewable Energy Resources

Our need for electrical energy is expected to rise in the future due to energy security,
climate change, and sources of renewable energy. There are both dangers and oppor-
tunities associated with renewable energy. A system and its electrical characteristics
will be much more challenging to run and regulate if there are more renewable sources
linked to the grid. To improve urban energy supply and demand, the grid needs to
make greater use of RERs. RERs and energy storage will continue to be used by
the residential, commercial, and industrial sectors, despite their higher initial costs.
They are influenced by factors such as independent power generation, sustainability,
dependability, security, and power quality.

A smart grid can help reduce operating costs and increase efficiency on a wide
range of levels. Smart grid technologies are, however, a benefit in that they enable an
electricity network to feature high levels of renewable resources. Various types and
scales of RER exist. There is geothermal energy, biomass energy, wind electricity,
and hydro energy. However, when RERs are embedded in traditional power grids
on a large scale, their benefits are greatly enhanced [18]. However, when RERs
are embedded in traditional power grids on a large scale, their benefits are greatly
enhanced [18]. As aresult of SG approaches, renewable resources such as wind, solar,
and geothermal can penetrate more readily. RERs penetrate SG in several ways as
shown in Fig. 2. These are the characteristics of renewables derived from SGs.
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Fig. 2 Integration of renewable energies into the grid [19]
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(1) Energy demand and supply are stabilized through SG technology. Various
technologies can assist in this process. Distributed storage devices, advanced
sensors, software to control markets, market signals, and information structures
can all be utilized.

(2) Automated SG technology uses feedback on distributed storage and demand
to enhance the integration of RE generation hosting and allow for better and
more cost-effective utilization.

(3) RER penetration is restricted by the implementation of SG technologies.

(4) A grid operator can coordinate the system and control it based on grid
characteristics by applying SG technology relative to RE.

(5) Software programs and converters and inverter devices are used to commu-
nicate, SGs provide diverse management and distribution mechanisms for
RE.

For the SG, model evaluations of technologies and resources for renewable energy
such as biomass, solar, wind, and fuel cells are necessary, as well as control evalua-
tions of their penetration levels and effect on innovation and upgradation. Biological
resources are non-RE resources because they cannot be replicated at comparable
scales. Nuclear energy, Coal, petroleum, gas, and oil are among the major non-
RE sources of energy. A safe and reliable energy supply is largely responsible for
financial growth, computerization, and modernization. There is a constant increase
in power demand. There is an urgent need for energy right now around the world.
Power demands are met by using fossil fuels as primary energy sources. Hazardous
gases are mainly emitted by fossil fuels. According to the CO2 distribution in 2013,
oil accounted for 33% of the emissions, gas flares made up 0.6%, coal accounted for
43%, cement made up 5.3%, and gas accounted for 18% [19].
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A. RERs Taxonomy

Energy is derived primarily from the sun. With all the other renewable energy
sources like Sun-dependent energy sources, such as wind and hydro, humanity can
be supplied with energy for almost a billion years. As predicted, at this point liquid
water will not be possible on Earth due to the earth’s increasing temperature [18].
Figure 3 shows how the potential sources of electricity from renewable sources are
further categorized.

In the context of smart grids, integrated renewable energy resources refer to the
process by which power is transferred from renewable energy to various network tech-
nologies [20]. Figure 1 illustrates the basic architecture of an AC grid that integrates
renewable energy [20].

Figure 4 illustrates the design of the overall system:

e Solar and wind power plants (renewable energy sources) can be inputs into the
AC grid.

e Substations: AC power from the plants is considered as a distribution type of
power.

Wind Energy

q Biomass Energy

q Hydel Energy

Ren;x-va ble Enecgy 4 Wave Energy
esources

q Geo-thermal Energy

d{ Solar Energy

Tidal Energy

Fig. 3 Types of RER
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Fig. 4 AC grids designed to integrate renewable energy

e Transmission lines: The AC power they deliver to the distribution system is either
high voltage or low voltage.

Integrating RE into conventional power plants is meant to reduce the environmental
impact of conventional power plants [21]. The SG [22] maintains this reduction
properly. Also, by developing a method of interconnecting renewable energy supplies
with the main grid, grid operators can develop a more efficient system [23].

Integrated renewable energy sources require a control system, as shown in Fig. 5,
that is capable of many different functions at the standalone application level:

e Communicate between the various components of the system and maintain

information.
e Renewable energy output can be adjusted.
Create the signals that will signal the damp loads and the storage subsystems in

operation.
e Overcharging must be avoided and storage must be operated within the prescribed

limits.
Renewable energy sources can provide a number of benefits. That is why their intro-
duction into smart grids is becoming a very hot topic of research [24, 25]. Further-
more, the literature shows that the integration of renewable energy resources into
smart grid presents a set of benefits and challenges:

A renewable energy resources are advantageous in a grid system, and they can be
summarized as follows:
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Fig. 5 An integrated system for generating renewable energy

e Positive environmental aspects include the following: The addition of renewable
energy sources to the grid system makes fossil-fuel power plants produce less
electricity and, thus, reduce CO, emissions.

e Social benefit: The ability to sell excess energy to utilities when many people
isolate their own energy source is one of the benefits of isolating one’s own
energy source.

e Economic benefit: Jobs are created as a result of integrated renewable energy.

4 Challenging Issues of Renewable Sources Within SG

Grid stability, power quality, and load on the network are threatened by the inclu-
sion of DG. Controlling DG appropriately can solve the problems mentioned above
[21]. Achieving an extra-efficient power grid will require an advanced grid with
communication technologies and controlled services.
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Comparative analysis of renewables and non-RE resources.

Renewable Non-renewable
Availability 1. Sun, wind, geothermal, and ocean | 1. Area specific
energy are available in ample amount | 2. Limit restriction
2. Available everywhere 3. Cannot be used more than
3.no cost once
4. Reusable 4. Destine to expire one day
Environmental effect | 1. Less CO; emission 1. Huge amount of toxic gas
2. No environmental harm discharge
3. Clean energy production 2. Causes great damage to
environment
3. After production
environmental
effects are very dangerous to
humans
Economical effect 1. Low-cost production makes it 1. Plant Set up is less expensive
more economical than production
2. Employment development 2. High raw fuel charges
3. High transportation charges
Advantages 1. Environmentally friendly 1. Quite easy to use
2. More Economical 2. Market value is more
3. Stabilized energy prices 3. Cost effective
Disadvantages 1. More capital cost 1. Fuel price hike is very frequent
2. Huge area required for set up 2. Great environmental hazards
3. Large quantity generation is 3. Acid rain
difficult

ey

@)

3

Issues associated with RER integration.

Harmonics

The main cause of harmonics in power systems is the operation of power elec-
tronics. As a result of deploying power electronics devices in greater quan-
tities, voltage surges have occurred. Because of DG systems equipped with
converters and inverters, such as wind and solar power, the transmission grid
can face a high harmonic level. Standards must account for voltage harmonics
and nonlinear behavior if they are to properly assess harmonics.

Transients

Lightening as well as connecting and disconnecting generation from the grid
are the leading causes of transients. Additionally, if huge flows of current are
allowed, transients can result. It is possible to regulate such currents to a certain
extent by designing generators in a prudent manner. Power supply stability can
be weakened by transients tripping overvoltage protection devices.
Forecasting

Forecasting accurately solar and wind energy production can reduce grid inte-
gration costs and ease the challenges of operating a grid with renewable energy



256 D. Kumari and A. Sharma

resources. There is a lot of research being done in the field of wind energy fore-
casting. An un-stationary stochastic process produces wind power. There are
two major approaches to tackling this problem:

(a) Wind farm output is predicted using a practical approach that combines
wind farm physical model and data collection from weather predictions

(b) There are many methods of matching patterns, such as statistical fore-
casting, fuzzy systems, neural networks, and ARMA, etc., combined
with weather prediction methods to forecast the output of a wind farm
are some of the techniques that are used.

(4) Power Grid Stability

Wind power penetration level exceeding 15% constitutes a serious systemic
problem, especially in island-based power systems. When several integrated
power generation sources are integrated, analyzing system performance and
stability can be a serious and difficult task. The overall impact of fluctuation
in RE production on frequency and voltage is determined by

(a) A generation control system that is automated, (b) load forecasting, (c)
Response to transient frequency changes, and (d) Responses to adaptation.

5 Conclusion and Future Work

SG systems could be a useful method of meeting future energy requirements as
they are highly efficient and effective. In addition to providing significant benefits to
the environment, SG can also conserve non-renewable resources. As a result of its
immense benefits, RER’s integration within SG is extremely important. Among the
top concerns that need to be addressed are renewable energy’s highly variable nature,
uncertainty, and intermittency. A significant challenge and an exciting research area
is the integration of RERs into the conventional grid. Control methodologies will be
needed for many of these issues. As well as SG basics and renewables, we present
some specific problems caused by the uncertain, volatile nature of REERs. Making
energy resources efficient, reliable, and affordable is a daunting task. Indirectly and
directly, RE sources can have an impact on the environment and the economy. Energy
security could be improved with RERs power generation inside SG. Politicians must
encourage RERs as a means of ensuring non-carbon and sustainable energy. Service
providers are experiencing a major shift with SG. The effective and efficient pene-
tration of renewables within SG will require different approaches in order to reap
maximum benefits. Utilities need strategies to handle this disruptive technological
shift. For SG technologies to become able to contribute to new business processes
and penetrate renewable energy resources, technology needs to be upgraded.

A number of benefits and challenges are outlined in this article regarding renew-
able energy integration in smart grids. Suitable control strategies, such as converter
and grid controls, are essential to an efficient renewable energy integration. Integrated
RERSs systems-dependent power production is the future goal of this work.
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Validation of Adaptive Neuro-Fuzzy m
Technique for Performance Analysis i
of Induction Machine

Ashish Sharma and Rinku Garg

Abstract Self-excited induction generator plays a vital role these days for generating
power in remote areas. This generator can also run in parallel with a conventional
generator to deliver uninterrupted power. Starting from manual calculation to soft
computing techniques, various researches are carried out to analyze the performance
of this machine. Software techniques play an important role in this analysis as with the
help of this, one can analyze the value of unknown parameters magnetizing reactance
which is necessary for building up the voltage of self-excited induction generator. In
this work, emphasis is given to validate the results already proved with the Adaptive
Neuro-fuzzy Technique with another two induction machines. Validation proves that
this technique is acceptable.

Keywords SEIG - Fuzzy logic - Induction generator - Magnetizing reactance
1 Introduction

An induction generator is widely used in remote areas for delivering power. This
generator works in isolated mode and can work in parallel with conventional
synchronous generator [1]. The main advantage of this generator is its robust
construction. This generator works when the velocity of the induction motor is
increased above its synchronous speed, Induction generator works in saturated
region. So, excitation is required for this generator. For starting this generator,
minimum capacitance is required. The attached capacitor provides the minimum
reactive power which is the need for starting the induction generator at any load [2].
For this generator to start, enough voltage is induced at the terminals of the generator.
This decided the excitation method for this machine, after this one can decide gener-
ator is ready to deliver power for which mode of operation, i.e., self-driven mode or
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Fig. 1 SEIG schematic diagram

Grid connected mode [3]. It is seen that this generator with a constant value of exci-
tation capacitance gives rise to a lot of dissimilarity among capacitor banks [4-6].
Therefore, extra and variable capacitance is needed. Otherwise, voltage regulation
also increases.

PL =P,
QL=QC—Qg

In self-excited induction generators, it is observed that at various speeds and
different loading conditions, the capacitor which is fixed will not provide enough
quantity of reactive power. Due to large voltage regulations, even the average value of
the capacitor is not helpful. Less amount of capacitance does not permit the generator
to upsurge voltage and the large valued capacitor can cause transients in the line [7].
There are various challenges in the determination of saturated magnetizing per unit
reactance and per unit generated frequency of SEIG under varying conditions of
speed, load, and other terminal conditions [§—10]. Determination of air gap voltage
corresponding to desired X, for varying conditions of speed and load. Purpose of
the minimum value of capacitance is to regulate the air gap voltage also at different
loading conditions.

2 Analytical Approach of Induction Generator

Figure 1 represents the equivalent circuit model of induction generators. This circuit
is used by various researchers for doing research on these generators. Various
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Rr X;r

Fig. 2 Equivalent circuit of induction generator

techniques such as nodal admittance method and impedance method are used by
researchers. In the circuit, R; and Ry are rotor resistance and stator resistance, respec-
tively [11-13]. P and Q are real and reactive power. Ry and X are the no-load resis-
tance loss and magnetizing reactance, respectively. Vi and Py, are voltage input and
real power delivered by the load. When we solve this equivalent circuit, it is seen that
two non-linear equations are generated. These equations are solved by the Newton-
Raphson method by various researches to get the value to magnetizing reactance
and generated frequency. The values of finding magnetizing reactance are necessary
to analyze the performance of the induction generator, since the induction gener-
ator works in a saturated region. But in doing, these mathematical calculations there
is a chance of mistake and it is very time-consuming also. Moreover, to judge the
performance of different generators there is need of soft computing techniques [14]
(Fig. 2).

3 Adaptive Neuro-Fuzzy Technique

The study of various tools for the solution of complex electrical circuits using ANN
and Fuzzy logic in MATLAB along with an exhaustive literature survey to ascertain
the implementation of artificial intelligence technique for performance evaluation of
SEIG is considered in this work. In the ANFIS technique, all parameters are trained as
per ANN in MATLAB. After that, the fis file is made. For both the machines under
consideration, seven parameters are taken as input and two parameters are taken
as output. These parameters are rotor resistance, stator resistance, stator reactance,
rotor reactance, speed, load, and capacitive reactance [15]. The output parameters
are magnetizing reactance and generated frequency. All parameters of the induction
generator are mapped as per rules. Experimentaion is done using fuzzy logic rules,
which is a very simple rule-based technique. These rules tally with linguistic variable
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Table 1 Range of machine

Range of machine parameters Range of terminal variables
parameter PU) PU)
Rotor resistance 0.03-0.15 | Load 0.70-1.25
impedance

Stator resistance 0.03-0.15 Power factor | 0-1

Rotor reactance 0.05-0.16 | Speed 0.85-1.25
Stator reactance 0.05-0.16 | Excitation 0.80-1.20
capacitance

Core loss branch 30-40 Q

which involve easy logical operation and relatively easy programming. Range of all
parameters for making the algorithm is taken due consideration for the maximum
and minimum values of all parameters. Table 1 shows the range of all the parameters.
The ranges are selected in such a way that these ranges are fitted to all the machines
[16, 17]. Various data is studied before coming to a conclusion for selecting the
range—approximately twenty machines’ data of different ratings are studied and
collected. All the machines are taken from Punjab state electricity Board, Bhatinda
office and from Vardman Yarn and Thread Limited, Hoshiarpur. It is found that the
range of all the machines falls within the range decided in the research. All values
are taken in per unit by selecting the base value of the machine placed in Giani Zail
Singh College of Engineering and Technology, Bhatinda (Figs. 3 and 4).

Fuzzy Logic Designer: SEIG2 - %
File Edit View

SEIG2

e [ ——

(mamdani)

Parameters Unknown_Parameters

FIS Name: SEIG2 FIS Type: mamdani ]
And method o . | [current variable
Or method == - | ||| Name Known_Parameters
Implication e = Type input

. Range 1]
mm max -
osazaor cenoa )

Fig. 3 Fuzzy logic controller
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Fig. 5 Comparison of results for validation at two different machines

4 Comparison of Results with Different Machines

See Figs. 5, 6, 7, 8, 9 and Tables 2, 3.

5 Conclusion

It is seen from the graphical analysis that as the speed increases, the magnetizing
reactance decreases and as the load increases the magnetizing increases. The terminal
voltage and air gap voltage increase with the increases in speed and terminal voltage
and air gap voltage de