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Preface

This book is composed by the papers accepted for presentation and discussion at The
2021 International Conference on Marketing and Technologies (ICMarkTech’21).
This conference had the support of the University of La Laguna. It took place at
Tenerife, Spain, December 2–4, 2021.

The 2021 International Conference on Marketing and Technologies (ICMark-
Tech’21) is an international forum for researchers and professionals to present and
discuss the latest innovations, trends, results, experiences and concerns in the various
fields of marketing and technologies related to it.

The Program Committee of ICMarkTech’21 was composed of a multidisci-
plinary group of 285 experts and those who are intimately concerned with marketing
and technologies. They have had the responsibility for evaluating, in a ‘double-
blind review’ process, the papers received for each of the main themes proposed
for the conference: (A) Artificial Intelligence Applied in Marketing; (B) Virtual
and Augmented Reality in Marketing; (C) Business Intelligence Databases and
Marketing; (D) Data Mining and Big Data—Marketing Data Science; (E) Web
Marketing, e-commerce and v-commerce; (F) Social Media and Networking; (G)
Omnichannel and Marketing Communication; (H) Marketing, Geomarketing and
IOT; (I) Marketing Automation and Marketing Inbound; (J) Machine Learning
Applied to Marketing; (K) Customer Data Management and CRM; (L) Neuro-
marketing Technologies; (M) Mobile Marketing and Wearable Technologies; (N)
Gamification Technologies to Marketing; (O) Blockchain Applied to Marketing; (P)
Technologies Applied to Tourism Marketing; (Q) Digital Marketing and Branding;
and (R) Innovative Business Models and Applications for Smart Cities.

ICMarkTech’21 received about 200 contributions from 30 countries around the
world. The papers accepted for presentation and discussion at the conference are
published by Springer (this book, Volume 1 and Volume 2) and will be submitted
for indexing by ISI, EI-Compendex, Scopus, DBLP and/or Google Scholar, among
others.
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Forecasting Hotel-booking Cancelations
Using Personal Name Records:
An Artificial Intelligence Approach

Eleazar C.-Sánchez , Agustín J. Sánchez-Medina ,
and Laura Romero-Domínguez

Abstract Booking cancelation has a significant impact on hotel management and
on the hospitality industry in general. According to some authors, an important
portion of hotel revenue loss stems from not considering cancelations in booking
systems. Besides, very little is still known about the reasons why customers cancel
their bookings, or how this can be effectively avoided from happening. Keeping this
in mind, personal name record (PNR) data, which were collected by a hotel partner,
were used to design a model to forecast hotel-booking cancelations, which achieved
74% of accuracy. The benefits of the proposed method go beyond such good rate of
detection: It only considers 13 different, independent variables, which is a reduced
number compared to previous works in the field. Moreover, the included variables
coincide with those requested from customers during the hotel reservation process.
This is an advantage for hospitality establishments, given that these variables are
often the only ones available. Our method allows knowing the cancelation rate with
good accuracy, but it can also identify those customers who are likely to cancel their
bookings. This approach could be an asset for organizations, as it assists them in
improving their action protocols regarding incoming tourists.
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1 Introduction

Tourism is one of the most important economic activities globally. Considering
that the number of international arrivals increased from 400 million in 1990 to
1300 million in 2017, the growth and development of this industry are noteworthy.
Regarding its economic contributions, tourism generates revenue through multiple
ways such as consumption, taxes, business creation, and employment, among others.
However, the tourist activity is characterized by the fact that it occurs in a highly
uncertain context, i.e., there are multiple, uncontrollable factors which might affect
tourist revenue, e.g., current political situation, climatological events [1]. In thepartic-
ular case of the hospitality sector, since the product offered is intangible and cannot
be stored, at the end of the day, each unsold roommeans lost income [2]. This reality
requires a profound understanding of the short-term demand, along with the plan-
ning of the upcoming demand, in order to optimize hotel occupancy [2, 3]. Therefore,
organization and planning are primordial, and forecasting highly contributes to such
tasks [1]. According to Kourentzes et al. [4], demand forecasting is pivotal to organi-
zations because it assists decision-making in multiple business areas. Nevertheless,
predicting hotel demand is difficult [5, 6] due to its changing, unpredictable nature
[7], which makes forecasting a challenging task [5]. Since hotel demand fluctuates,
with bookings been possibly canceled, it is paramount for hotels to have a precise
method to determine their actual occupancy, in order to assist decisions regarding
revenue management [8]. It is evident that management decisions are affected by
customer demand, which is determined not only by bookings, but also by cancela-
tions [3, 9]. Concerning this matter, according to Sierag et al. [10], approximately
20% of accommodation revenue is lost because cancelations are not included in
booking management systems. Despite its importance, the academic research on
cancelation forecasting in the tourist sector is still scarce [9, 11, 12], and there is still
much to learn about why guests cancel their bookings, and how to avoid this from
happening [13].

Due to the above reasons, for the sake of the hospitality industry, the present
work proposes and assesses an artificial intelligence (AI) model designed to forecast
hotel-booking cancelations using personal name records (PNR). The use of PNR data
constitutes a relatively novel approach in tourism [14], as well as the application of
big data techniques to PRN data [15]. However, the existing literature on this field
disagrees on the validity of PNR (cf. Romero Morales and Wang [16] and Antonio
et al. [11, 17]). For this reason, this work also aims to elucidate the potential of PNR
to predict hotel cancelations at the individual level.



Forecasting Hotel-booking Cancelations Using Personal Name Records … 5

2 Literature Review

2.1 The Context of the Hospitality Industry

Demand forecast and revenuemanagement are closely related [18]. Due to the uncer-
tain nature of the tourist environment, hotels must face many risks when managing
room occupancy. In fact, since hospitality is such a demand-sensitive industry, unan-
ticipated decreases in the demand have serious consequences for hotels [19]. More-
over, the uncertainty of the demand obviously affects occupancy management and
planning, but it also influences other organizational matters, e.g., budgeting [20].
Now, demand might not be correctly predicted if cancelations are not considered.
Thus, the net-demand, which responds to a “bookings minus cancelations” formula
[16], should be taken into account [3]. To confront this situation, hotels implement a
wide variety of actions to manage these risks (e.g., overbooking strategies, cancela-
tion penalties). However, these measures might be counter-productive, because they
might lead to revenue loss, rejection from customers [9], and negative effects on
hotels’ corporate social reputation [11]. Consequently, having an accurate tool to
predict cancelations becomes crucial [6], as it allows hotels to optimize occupancy
and, at the same time, improve their strategies.

Now, there are some highlights that justify even more the relevance of reliable,
precise cancelation prediction. With the development of IT, customer behavior has
significantly changed, and forecasting their future demands and cancelations has
become a complex issue. They are more informed about organizations and their
services than they were decades ago (e.g., they compare offers by reading other
customers’ experiences and opinions). Booking and canceling hotel services have
also become much easier. Web sites allow customers to make several reservations in
different establishments for a same period. Then, when they find the most suitable
option, they select it and cancel the others [21]. As a result, the demand coming from
Web sites increases, along with cancelations [11, 21, 22].

Besides, last-minute bookings have also contributed to raise the importance of
net-demand forecasting. Last-minute bookings reduce the length of the reservation
window, which affects the accuracy of predictions [23]. Additionally, they increase
cancelations because customers who have already made a reservation, when encoun-
tering a last-minute, more economic offer, might cancel the former in favor of the
latter. Thus, when last-minute offers are offered, the odds of cancelation increase as
the service time approaches.
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2.2 Demand and Cancelation Forecasting: Methods
and Techniques

Pattern identification and forecasting are always based on previous experience with
the service. However, the challenging aspect of such tasks is finding the most suit-
able way to carry them out, considering the availability of the data, as well as the
established time and objectives [24]. In this section, we discuss the existing methods
for demand and cancelation prediction, which have been applied in the hospitality
sector. We distinguish between qualitative and quantitative techniques [25, 26].

Qualitative Techniques. These rely on a group of experts who, by means of
available data and their self-expertise, determine tendencies and probabilities. Qual-
itative techniques should be used when the unprecedent nature of upcoming events
does not allow appropriate forecasting, because historical data lack information (in
both terms of quantity and quality) about said events. These could be, for instance,
long-term predictions involving substantial changes [24] such as the popularization
of ecotourism or short-term predictions involving unprecedent changes which are
expected to cause a significant impact at the business level [27], e.g., the COVID-
19 pandemic. Two outstanding qualitative techniques are the Delphi method and
scenario writing [28].

In the particular case of the hospitality industry, Kaynak and Cavlek [29] carried
out Delphi to predict the potential tourist market in Croatia. Alternatively, Lee et al.
[24] forecast the number of visitors to the International Expo Tourism which took
place in Korea in 2012. Lastly, the World Health Organization recently turned to an
expert panel to forecast the recovery of international tourism after the COVID-19
pandemic [30].

Quantitative Techniques. To perform these techniques, sufficient and suitable
historical data are needed [27]. If these data are quantifiable and past patterns can
be inferred to the future, quantitative techniques are ideal [24]. In this subsec-
tion, we discuss the most important quantitative techniques for forecasting. These,
following Peng et al. [31] and Song and Li [25], are grouped into non-causal time
series-, econometric-, and AI-based models. It should be highlighted that most cases
discussed in the following paragraphs focus on tourism destination forecasting, in
contrast with hotel reservation forecasting, which is scarcer in the literature [32].

Non-causal time series models aim to uncover future patterns from historical data.
Historically, the integrated autoregressive moving average (ARIMA)model has been
the most widely used model to predict demand. However, in past years, seasonal
ARIMA models (e.g., SARIMA) have popularized due to the close relationship
between tourism and seasonality [25]. Concerning this matter, in order to analyze
their role in the prediction of the tourist demand from four different Europeanmarkets
in Catalonia (Spain), Claveria and Datzira [33] included consumer expectations in
time series models. These authors concluded that, among the different techniques
applied, theARIMAand theMarkov switching regime (MKTAR)models showed the
best performance, and those models including consumer expectations did not offer
better outcomes in any of the time scenarios considered. Regarding the forecasting of
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hotel demand, Pfeifer and Bodily [34] followed a space–time ARIMA (STARIMA)
approach in order to predict arrivals in eight hotels, all of them belonging to the
same chain and located in an American city. The authors concluded that STARIMA,
which assumes dependence among points and gives a higher weight to the closer
ones, performed better than a single ARIMA time series model.

Alternatively, among the econometric models, we can distinguish between static
models, e.g., regression models, gravity models or the static almost-ideal demand
system (AIDS), anddynamicmodels, e.g., vector autoregressive (VAR), time-varying
parameters (TVP), or error correction model (ECM) [32]. An application of these
models can be found in Falk and Vieru’s [35] work. These authors examined the
factors influencing hotel-booking cancelations and considered variables such as
length of stay, hotel category, and reservation time, among others. At a hotel level,
they estimated the cancelation odds throughout a probit model with cluster-adjusted
standard errors and discovered that, compared to offline and travel agency bookings,
online reservations showed higher cancelation rates. Moreover, they also concluded
that lead time during the booking process, as well as country of residence, had the
highest effect, especially in the online option.

Lastly, AI-based techniques have been successfully applied to predict tourist and
hotel demand [36]. Regarding cancelations, Romero Morales and Wang [16] used
data mining to predict cancelation rates for service-booking revenue management.
They considered 14 different variables, e.g., price, room category, booking channel.
The authors stated that tree-based and kernel methods (particularly, support vector
machine, SVM) were the most robust method to forecast hotel cancelations. Alter-
natively, Huang et al. [37] applied back propagation neural networking (BPNN) and
general regression neural networking (GRNN) to forecast booking cancelations and
concluded that both techniques adequately fulfilled said objective. Lastly, Antonio
et al. [11] used several two-class classification algorithms (namely boosted decision
trees, decision forests, decision jungles, locally deep support vector machine, and
neural networks) to predict cancelation rates for four hotels located in the Algarve
region (Portugal). The authors found that machine learning algorithms (particularly,
decision forests) were adequate techniques to forecast hotel cancelations.

3 Methodology

The present work used actual, historical booking records to forecast future hotel
cancelations. The data were obtained from a 4-star hotel partner located in Gran
Canaria (Spain). To fulfill the research objectives, the extended CRISP-DMapproach
[38] was used.
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3.1 Data Preparation

This research has been developed using personal name records (PNR). These sort of
data are formed from the data which customers provide when placing a reservation,
e.g., sale channel, number of guests, contracted services. In this study, approximately
twoyears of booking records (fromJanuary2016 toApril 2018),whichgatheredmore
than 10,000 hotel bookings, were used. Provided PNR contained information from
more than 30 different countries. Among all of them, Germany and United Kingdom
gathered nearly half the total reservations. Ninety-seven percent of guests stayed in
the hotel up to 14 days, being 7 days the most frequent length. Regarding cancelation
behavior, approximately 30% of bookings were canceled before the scheduled day
of arrival.

In order to design a useful hotel-cancelation forecast model, the most popular
booking (e.g., booking, Trivago, Tripadvisor) and large hotel chain (e.g., Radisson,
RIU, Meliá) Web sites were examined, with the aim of identifying the most common
variables requested from customers when placing a reservation. The variables shown
in Table 1 were found in all Web sites reviewed. In order to prevent a lack of
natural variation, those itemswithmissing valueswere discarded.Additionally, aswe
intended to optimize time and computational resources, accessing individual records
were not deemed necessary.

When performing this kind of research, both number and type of variables are of
paramount importance. Therefore, new variables can be generated from the original

Table 1 Explanatory variables included in the model

Name Description Type

Status Reservation status (confirmed/canceled) C

Adults Number of adults M

Company Company through which the guest booked their room (e.g., TUI,
Expedia)

C

Nationality Guest’s nationality C

Advance payment Advance payment required/not required C

Length of stay Number of nights spent at the hotel M

Notice period Difference between reservation and arrival date M

Creation day Day when the reservation was registered M

Creation month Month when the reservation was registered M

Check-in day Effective check-in day M

Check-in month Effective check-in month M

Mean price Average price of the room M

Sales channel Sales channels used for the reservation (e.g., B2B, hotel Web site) C

Weekend days Number of Saturdays and Sundays during the stay M

C categorical;M metric
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dataset, e.g., weekend days,whichwere calculated based on both check-in and check-
out dates. Besides, rows with missing values were discarded, and only closed book-
ings were considered, because there was no way of confirming whether the booking
was effectively consumed. In this research, the target variable was the reservation
status. Thus, it was treated as a binary variable with two possible outcomes: canceled
and not canceled. As regards the other variables, given that they had different ranges,
predictors were normalized to avoid model sensitivity and to keep consistency.

3.2 Models and Validation

We used the R statistical software [39] to apply two supervised learning algorithms,
namely support vector machine (SVM) [40] and genetic algorithm (GA) [41]. SVM
aims to find a hyperplane (or boundary) that optimally separates the points of one
class from those from another class [16] by applying the principle of structure risk
minimization. For two linearly separable classes, SVM attempts to find the resulting
optimal hyperplane with the lowest generalization error by maximizing the margin,
which is, according to Bishop, “the smallest distance between the decision boundary
and any of the samples” [42]. Nonetheless, linearly separable classes are not usual in
real life. As a solution, a kernel function is used to transform a given data space into
a n-dimensional space [43, 44] where the classes become linearly separable [45].
For its part, the GA is an evolutionary algorithm which looks for the best solution
possible for a given solution. It starts by generating a random population, and then,
it performs multiple reproduction, crossover, and mutation activities, in order to find
the solution that better fits the function [46].

As regards model validation, in contrast with extant research applying the k-fold
technique [11, 16], in this work, the model’s performance was validated throughout
repeated random subsampling, which is advisable when the outcome variable is
binary and raw data are not balanced [47]. This methodology consists in dividing
the dataset into a training set (which is used to build the model) and a testing set
(which is used for to validate the model). This process is repeated multiple times,
and in the end, the mean value is considered for the final assessment. As there is
no limit in the number of runs (which is contrary to k-fold), this technique avoids
reliability problems, which may occur when running training and testing only once.
At the same time, by using repeated random subsampling, some observations may
not be tested, and others may be tested more than once.

In repeated random subsampling, data are split into training- and testing sets to fit
themodel’s parameters and to do an unbiased assessment, respectively. The data used
in this study were unbalanced, which might generate a poor training set if one of the
classes has a reduced number of examples (because this leads to a model that ignores
one of the classes). To avoid this from happening, although the overall cancelation
rate was approximately 30%, we balanced both datasets, so each of them included
50% of each class. This procedure was repeated 100 times. Every time, different,
randomly selected training and testing sets were used. Thus, the models were trained
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and tested once every run. Along the whole process, both the results obtained by
each method, as well as actual values (those which were intended to predict) were
saved, so the two lists could be compared to evaluate performance.

4 Results for Cancelation Forecasting

In the following section, we start by presenting performance measures for the
technique used (SVM-GA optimized), and then, we discuss the results of the model.

The most common method to analyze the results from a classification method is
the confusion matrix. This is a labeled crosstab layout that reports the differences
between the actual class and the predicted class, as forecast by the testing set [48]. To
analyze the relationship between these two classes, several performance measures
are used: recall, specificity, accuracy, precision, and F-score. Recall, which is also
known as sensitivity, represents the number of actual true positives identified by the
test. Specificity is the same metric as recall, but it refers to the number of actual true
negatives [49]. Accuracy measures the proportion of cases that the model predicts
correctly (i.e., true positive and true negatives). Precision represents the rate of true
positives over the total of positives predicted. Finally, following Guneş et al. [50], the
F-scoremeasures “the distinctionbetween twoclasseswith real values” by combining
the precision and recall metrics. Additionally, a simple method to analyze prediction
results is the ROC curve (Fig. 1). This is a graph that visually shows the relationship
between true positives and true negatives, as forecast by the model, which allows to
assess the performance of the model [48].

The results of the aforementioned performance measures are shown in Table 2.
As it can be observed, SVM performs well. The achieved accuracy is 73%, and

recall and specificity are balanced. At the same time, the precision measure (true
positives/all positives) also shows a good result. Finally, the F-score, which is the
harmonic means of precision and recall, shows the correct balance between these
two metrics.

Fig. 1 ROC curve
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Table 2 Performance measures

Method Recall Specificity Accuracy Precision F-score AUC

SVM (GA-optimized) 0.742 0.708 0.725 0.718 0.730 0.725

5 Conclusions

The presentwork contributes to broaden the limited extant literature on the hospitality
sector by designing and validating an AI-based method to predict hotel-booking
cancelations. Concerning its theoretical contributions, we have clarified that PNR
data are indeed useful to predict individual cancelations, as suggested by Antonio
et al. [11] and in contrast to Romero Morales and Wang [16]. Moreover, we have
shown that individual cancelations can be predicted accuratelywith a reduced number
of variables (13 in total). This is a significantly lower number than in previous research
[11, 17].

From a practical perspective, another contribution of this work is the proposed
methodology, as it allows accurate predictions with easily accessible variables. In
this regard, our methodology uses variables which can be found at popular booking
and hotel chain Web sites, which facilitates generating the database and avoids three
important issues: extra queries, data on guests’ identities [11], and external informa-
tion sources [17]. Thus, we propose a simpler, faster forecasting methodology that
allows a closer alignment of the predictions to the latest market trends (i.e., placing
multiple bookings and canceling all of them except one, last-minute offers).

From amanagerial perspective, it can be concluded that guests’ historical data are
a key resource for hospitality firms. Prediction tools might be used to treat such data
and to assist hotel managers in decision-making. In other words, they may consti-
tute an organizational advantage. Forecasting techniques allows hoteliers to have
information on advance, which allows them to establish suitable overbooking and
cancelation policies, to design adequate pricing strategies, etc. At the same time, the
proposed methodology could turn into a competitive advantage, as it is capable to
predict cancelations with high accuracy. However, it can also predict whether the
customer is likely to cancel their booking. This would allow managers to antici-
pate events and avoid cancelations by, for instance, sending reminders to customers
or directly contacting with them. They could even offer special gifts (e.g., charge-
able services-free) depending on whether the guest is profitable enough. Similarly,
individual cancelation policies could be individually established according to the
cancelation odds (e.g., customers who are likely to cancel must pay a penalty to
cancel their booking).

As future lines of research, we propose to test this methodology with different
PNR data (e.g., hotel location, hotel category), so additional variables might be
included in the model to improve its results. This could be done by adding extra
fields to the booking forms (e.g., stay purpose—leisure or business) or by turning
to other external resources (e.g., climate prediction, economic indexes from guests’
countries of origin).
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As research limitations are concerned, forecasting stems from historical data.
Therefore, significant events and changes in the market could not be initially
considered in the model.
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Managerial Decisions in Marketing: The
Individual Perception of Explainable
Artificial Intelligence

Gioia V. Volkmar

Abstract This paper examines how marketing managers’ perceived explanation
quality differs betweenArtificial Intelligence (AI) and human recommendations. The
results of this experimental study extend previous studies on managerial decisions
by demonstrating that participants’ perception of the explanation quality differed
between AI and humans. The explanation behind human advice was perceived as
less satisfying, needing more information about the recommendation. In contrast,
receiving an AI-generated advice positively changed their perception of the explana-
tion quality. They perceived the explanation as more sufficient without the need for
further clarification. These findings contribute to understand the individual percep-
tion of the explanation quality of AI-generated recommendations. Including explain-
ability of AI in the decision process is important for building user trust. Thus, this
paper is intended to stimulate further research on the use of AI for managerial deci-
sions in marketing, particularly examining the importance of explanations in the
decision process to improve AI acceptance.

Keywords Marketing management · Decision-making · Explainable artificial
intelligence

1 Introduction

Artificial intelligence (AI) has revolutionized countless fields over the past years and
is constantly evolving [1]. AI is not only being applied in several different consumer
applications but also within various industries, such as financial services, health care,
commerce, and marketing [2]. Its greatest potential will be in enhancing human
abilities. This will enable a collaboration between humans and machines that is able
to solve various problems. Only through this collaboration trust can be established
[3].
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There are not only benefits associated with AI, but also a wide criticism
is connected with the risks of implementing AI. Stephen Hawking stated that it is
still unclear whether AI can be seen as the best or worst thing for humanity [4]. This
demonstrates the conflicting attitudes surrounding AI. On the one hand, researchers
are questioning the ethicality of enhancing human capabilities. On the other hand,
there is unquestionable potential of using AI in various business contexts, such as for
managerial decisions [5]. However, it is critical for marketing managers to not only
blindly rely on AI decisions, especially when the result of a decision is undesirable.
In particular, one dimension plays an important role to build and retain trust in AI—
decision explicability. According to EU Commission (2019), a certain explicability
should be embedded in the decision-making process in order to ensure transparency
[6]. Thus, future research is required to evaluate the ethical dimension and mini-
mizing the negative perception of AI to assure favorable developments for the next
years.

Based on prior research, an experiment has been conducted with marketing
managers to find out whether the perceived explicability differs between AI and
human decision input. This paper hence combines the theoretical background with
the findings of the experimental study, derives implications, and shows possibilities
for future research.

2 Theoretical Background

Agrowing number of companies are discussing possibilities of implementingAI into
their organizations [7].WhileAI is said to have the potential to improve efficiency and
productivity within organizations [8], it is still being faced with increasing levels of
skepticism whether AI technologies will transform the functioning of the workforce
or should be seen as threat [9].

In the past years, AI has shown huge potential within decision-making [10].
Especially in marketing, the potential of implementing AI is becoming quite fruitful
due to the possibilities of increasingly affordable and accessible data [11]. However,
combining these two fields shows that marketing managers lack to tap the potential
of AI technologies [12].

A core issue when interacting with AI is managing and maintaining trust in its
decision-making process [13]. Managers tend to work on highly classified subjects,
and thus, a lack of trust will most likely hinder them to use AI without their supervi-
sion [7]. The lack of transparency of AI systems makes it further difficult to under-
stand the reasoning behind AI-based decisions [3]. In addition, the output of AI is
fully basedon its input,making the data sets usedvery crucial for a desired outcome. If
it picks up on a biased view, AI could performwell for the wrong reasons [14]. There-
fore, including transparency in the decision-making process is crucial to successfully
use AI [3]. Thus, a certain level of explainability is important to incorporate in the
AI reasoning in an effort to maximize transparency [15]. Explanations can be seen
as making a word, an idea, or a concept understandable to others [16].



Managerial Decisions in Marketing: The Individual Perception … 17

When looking on prior research, two prominent and yet divergent bodies of liter-
ature can be distinguished: One research stream states that people prefer human
recommendations since they are easier to understand. If an algorithmic recommen-
dation was presented with a certain explanation, individuals would be less averse
of using it. In this case, the explainability and understandability are key rather than
a recommendation system’s ability to outperform humans [17]. Another research
stream discusses that lay people prefer advice from AI compared to human recom-
mendations [18]. Such individuals tend to perceive advice from an expert system to
bemore rational and objective than human advice [19]. Thus, blindly trusting recom-
mendations without closer scrutiny or questioning the advice can be very dangerous.
Doing so hence may result in failing to notice errors in an expert system [20].

Most research onAI still focuses predominantly on the transformation of unstruc-
tured and structured data into Smart Data (e.g., [21]) or implementing Smart Tech-
nologies into consumer environments (e.g., [22, 23]). However, little research investi-
gates howmanagers perceive a certain explainability of AI-based vs. human decision
input.

3 Experimental Study: Research Procedure and Results

The experimental study tested the explicability of managerial decisions inmarketing,
taken either by AI or by humans, by understanding the decision attributes involved.
This study will investigate how far explicability plays a role in the decision process.

3.1 Research Procedure

Data Collection and Sample

Anonline experimentwas conductedwith 250managers (Mage=40, SD=10.04).As
this paper focuses on managerial decision-making, managers formed the population
of interest. In order to assure a marketing management sample, the participants were
eliminated without any employee responsibility. Their attention was tested by adding
attention check items, such as asking about their companybusiness [24]. The effective
sample size was thus reduced and resulted in n = 207.

Method

Ascenario-based approachwas chosen for the experiment, using a common decision-
making situation in marketing, more specifically in product development. In this
way, conclusions about real-life behavior can be drawn [25]. The second part of the
study started with follow-up questions regarding the experiment. In order to measure
the perceived explanation quality, the item from Dijkstra (1999) regarding potential
questioning of the advice was adapted [19]. Further, the items based on Stalmeier
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et al. (2005) to evaluate a decision regarding their perception of an informed decision
and satisfaction of the explanation were modified [26].

3.2 Results

First, the relationship between the source of advice (human vs. AI) and the perceived
explanation quality (no explanation was given in both conditions) was tested. The
regression results show that the source of advice significantly affects the perceived
explanation quality of the advice (β = 0.75, t = 2.78, p <0.01). Participants, who
received a human recommendation, perceived the explanation as less satisfying and
good compared to an AI-generated advice.

Second, in order to understand the effect of the source of advice on the perceived
explanation quality, the decision evaluation (perceived informed decision) was
included as a mediator. The bootstrapping method based on 5.000 bootstrap samples
[27] was used to test the relationship between the source of advice and perceived
explanation quality through decision evaluation. The source of advice had a signif-
icant effect on the decision evaluation (b = 0.47, SE =0.17, p <0.005), which had
a significant effect on the perceived explanation quality (b = 1.10, SE = 0.08, p <
0.0001). After including decision evaluation as a mediator, the direct effect between
the source of advice on the explanation quality became nonsignificant (b = 0.23,
SE = 0.21, p >0.10). Thus, the decision evaluation fully mediated the impact of the
source of advice on the perceived explanation quality. Further mediation analysis
based on the bootstrapping method indicates that the effect of the source of advice
on the perceived explanation quality is mediated by decision evaluation (b=−0.52,
95% CI [0.17, 0.87]). This means that in the human condition, participants felt less
informed about the received recommendation and thus were not satisfied with the
explanation. In comparison, when receiving an AI-generated advice, they felt more
informed and hence perceived the explanation as having better quality.

4 Implications and Future Research

This study aims to initiate further research on the use ofAI formanagerial decisions in
marketing, especially the importance of explainability in the decision process. First,
the results show that even though no explanation was given, participant’s perception
of the explanation quality differed between both conditions (human vs. AI). The
explanation of the human advice was perceived as less satisfying, and they felt the
needed more information about the recommendation. In contrast, receiving an AI-
generated advice significantly changed their perception of the explanation quality.
Managers perceived the explanation asmore sufficient without the need to ask further
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questions. Second, the results demonstrate the mediating role of the decision evalu-
ation (perceived informed choice). When receiving the AI-generated recommenda-
tion, the participants felt more informed andweremore satisfied with the explanation
which positively affected the perceived explanation quality. In contrast, this effect
was significantly weaker with human advice. Participants wanted more information
about the recommendation and thus rated the explanation quality as inferior.

The results of the experimental study have important implications for practitioners
and researchers.For practitioners, sincemarketingmanagers are required to both take
and deal with many strategic and highly classified decisions, a certain transparency is
crucial to ensure a desired decision outcome. Thus, it is not sufficient to blindly trust
AI recommendations, but to include a certain degree of explainability ofAI-generated
recommendations. For researchers, these results make important contributions to the
literature on managerial decisions, AI, and psychology. In particular, it shows the
differing perception of explainability in the decision process depending on the source
of advice. These individual impressions should be actively used in order to increase
the acceptance of AI.

This paper serves as starting point for further studies and thus has further research
potential. First, since the recommendation was presented without context, partic-
ipants did not receive an explanation. Future research could manipulate this by
providing different levels of explainability. Second, additional measurements of
explainability should be incorporated in the next studies. These scales could include
how objective, logical, relevant, reliable the explanation was perceived between the
two conditions. These measurements can help to further examine the reasons under-
lying the results presented in this study. Third, future studies could include different
levels of urgency or impact of the decision outcome and analyze whether there are
any changes in the results.

5 Conclusion

This paper aims to explore howmarketing managers perceive the explanation quality
and how it differs between AI and human-based recommendations. Therefore, the
results of this experimental study seek to contribute to the existing literature on
managerial decision-making in marketing, psychology, and AI technology. Until
now, there has been no comparable study that successfully links these three topics
and examines the difference between the source of advice (human vs. AI) and
the perceived explanation quality. It is hence important to understand the individual
perception of the explanation quality of AI-generated recommendations.

The findings of the experimental study provide evidence that the perception of
the recommendation differs when generated by AI or humans and should play an
important role in the decision-making process. These results can lead to various
consequences; hence, it is crucial that managers be made aware of these when it
comes to the acceptance of AI.
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Find Me if You Can! Identification
of Services on Websites by Human Beings
and Artificial Intelligence

Christian Stadlmann , Gábor Berend , Alexandra Fratrič ,
Zsolt Szántó , David Aufreiter , Margarethe Ueberwimmer ,
and Stefan Mang

Abstract This paper presents the results of evaluating the number of service
offerings marketed on company webpages in the field of advanced manufacturing
performed by human annotators, artificial intelligence imitating human behavior, and
advanced in-depth AI analysis. The research focuses on ten different countries and
three specific sectors:manufacture of computer, electronic andoptical product,manu-
facture of electrical equipment, and manufacture of machinery and equipment. Even
though artificial intelligence was able to find more services on company webpages
than human beings, the average number of services identified on webpages proved
to be relatively low. Companies from selected industries focus mostly on product
lifecycle services, such as spare parts, repair services, or maintenance. On the other
hand, the least marketed services are in the field of finances, such as pay per use and
installment payment. The results support the applicability and effectiveness of artifi-
cial intelligence tools in the field of procurement. Moreover, the findings are highly
relevant for companies in the field of advancedmanufacturing as they indicate a great
potential for further improvement of service promotion on company webpages.

Keywords Artificial intelligence · Servitization ·Manufacturing · Service
promotion

1 Introduction

Companies and scholars have realized the impact of the Internet on the purchasing
process. Almost 75% of buyers in the B2B segment prefer searching and selecting
goods and services online instead of communicating and engagingwith a salesperson
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[1, 2]. Moreover, as purchasing is an integral part of successful business operations
and can provide significant value, researchers and company representatives look for
ways to utilize new technology to optimize the process as well as to find suitable
suppliers and service providers [3, 4].

As buyers commonly browse the Internet to find suitable offerings and companies
move their presence online, it is imperative that suppliers promote their products and
service offerings on their webpages and social media.

2 Promoting Services on Company Webpages

As global markets have been changing rapidly and became highly competitive,
complex, and often unpredictable, companies are looking for new ways to ensure
their survival and profitability [5–7]. Current literature points to a servitization trend
amongmanufacturers, where combining product offerings with services is perceived
as a strategic alternative to developing new innovative products [6, 8–13]. Yielding
considerable advantages, such asmore stable revenue streams, improved profitability,
or increased customer satisfaction and loyalty, services help companies to differen-
tiate and create a sustainable source of competitive advantage [14]. With the rapid
rate of new technology adoption in organizations, the focus in the context of serviti-
zation has been shifting toward the potential and benefits of utilizing the Internet and
digital technologies in business processes [15, 16]. Companies havemoved their pres-
ence and marketing activities online and procurement personnel commonly browses
company webpages to obtain information about service characteristics and prices
and to search for the most suitable offer [17, 18].

Buyers increasingly rely on information they find on the Internet while identifying
newbusiness opportunities, conductingmarket research, or preliminary identification
of suppliers [19, 20]. The most significant benefits of online research in procurement
are the ability to compare products, services, and prices, the speed, and ease of use
(finding information they need effortlessly), and convenience [21, 22]. Moreover,
reviewing product or service information online increases the accuracy of goods
purchased [23].

Manufacturing companies can take advantage of these procurement trends as their
websites might reach customer segments, which might not have been possible to
target in the past [24]. Proper design of webpages in line with company market posi-
tioning enables to promote key quality elements and establish the reputation—espe-
cially in B2B service segments [24, 25]. Literature suggests that having a company
webpage is linked to higher revenues due to increased familiarity with products
and services offered [26]. However, in order to exploit the potential presented by
company webpages, certain requirements have to be fulfilled. Aspects determining
the user intention to use webpages during the procurement process are the accuracy
of information provided on the webpage, how easy information can be found, and
buyers’ perception of the usefulness of the webpage [22, 27]. Trustworthy presen-
tation of information enhances perceived value [18]. The main aim of the webpage
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design should be customer satisfaction, which can be increased by providing detailed
product or service information in a simple yet attractive format. Service providers
have to adequately signal on their webpage what services they offer and that they
are capable of facilitating high-quality services [25]. Therefore, this paper focusses
on how intensively manufacturing companies promote services on their company
webpages [28]. To obtain this evaluation of service promotion on webpages, various
methods of webpage analysis were employed to fully understand not only if services
are offered on companywebpages but also if they are offered in amanner that enables
human beings to find them.

Hence, this article examines and answers the following research questions:

• How intensively are services promoted on webpages in the field of advanced
manufacturing?

• What are the differences in service research on company webpages performed
by humans, AI solutions imitating human behavior, and in-depth analysis using
improved AI algorithms?

3 Methodology

3.1 Empirical Context—Service Typology in the Field
of Advanced Manufacturing

The European Union defines advanced manufacturing as “the use of knowledge and
innovative technology to produce complex products […] and improve processes
to lower waste, pollution, material consumption and energy use.” [29] Impor-
tant elements are artificial intelligence, robotics, 3D and 4D printing, and high-
performance computing for modeling. The industry is an important segment of the
economy and labor market in the European Union, with 14.5 million jobs and a
strategic focus in many regional and national strategies [29–31].

The research presented in this article focuses on the webpages of companies
in the field of advanced manufacturing in three specific sectors: manufacture of
computer, electronic and optical product (NACE26),manufacture of electrical equip-
ment (NACE 27), and manufacture of machinery and equipment (NACE 28). To
identify and structure services, which would be analyzed on company webpages,
the research consortium adjusted the service typology presented by Partanen [32].
The main service categories utilized in this research are pre-sales services, product
support services, product lifecycle services, as well as R&D, operational, and finan-
cial services. A detailed overview of the categories assessed can be found in Table
1.

As the research activities were a part of an Interreg Central Europe project called
“ProsperAMnet” financed by the European Union Development Fund, the research
focused on and was conducted for the following countries: Austria, Germany, Czech
Republic, Hungary, Italy, Slovakia, Slovenia, France, United Kingdom, and the
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United States of America. The lists of companies from each country were obtained
from national and international databases such as Europages, Aurelia, and others.
Only companies operating in the specified sectors (NACE 26, 27, 28) were analyzed.
To ensure accurate representation of companieswithin each industry, companieswith
more than 20 employees were selected regardless of whether they operate nationally
or internationally.

3.2 Applied Methods for Analyzing Webpages

In order to be able to assess the degree of service promotion on company webpages
in the field of advanced manufacturing as well as to identify differences in various
methods of company webpage service search, the consortium developed a research
process comprising of three steps. Firstly, the traditional market research was
performed using human annotators to investigate selected company webpages (see
part 3.3). The data set gathered in this step also formed the basis for the training
of the developed artificial intelligence algorithms. This was accomplished by manu-
ally extracting specific information from company webpages in selected industries.
To standardize the process, a scheme to perform the annotations as well as a struc-
tured template was designed to extract and classify the data. In the second research
phase, the artificial intelligence algorithm was developed in order to imitate human
behavior and large-scale automated webpage research was executed. In the third
step, an advanced artificial intelligence algorithm was created and implemented to
in-depth analyze service offerings on company webpages. The final artificial intelli-
gence algorithm should be able to answer the general question: “Which companies
promotewhich kind of services on theirwebpages?”. In the final stage of the research,
the results from all three methods were compared.

3.3 Human Behavior: Manual Annotations

In total 1.487 company webpages were manually analyzed through annotations
between March and September 2020 with the objectives to understand the webpage
promotion of services and to generate training data for AI algorithms. The analysis
was conducted in English, German, French, Italian, Slovak, Slovenian, Hungarian,
and Czech languages by twenty-two native speakers.

In the first method, data from company webpages was manually extracted
according to a comprehensive structure, categorized, and subsequently analyzed.
In order to collect the data in a structured manner, a detailed manual was designed.
The researchers from seven different countries were carefully selected and trained.
They were graduate or postgraduate students from the field of business and/or tech-
nology, had domain knowledge, and were native speakers of the languages specified
in the text above (with the only exception being the English language). The scheme
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used for the analysis consisted of specific information,whichwas to be retrieved from
companywebpages—company name,URL, country, language, location of headquar-
ters, number of employees, NACE code, identified services from the list of services
(Table 1).

In order to standardize the process and minimize the discrepancies between
different researchers, a trial process of annotation was applied. After all, researchers
collected company information according to the predefined structure, the data was
cross-checked, differences among the results were identified, and comprehensive
feedback was presented to the researchers in order to improve the manual research
process. This process was repeated in three loops to ensure high quality of the data
collection.

For the quantitative measurement of the inter-annotator agreement, we had 15
cases when the same company website was annotated by a pair of independent anno-
tators. The annotation process was open-ended, i.e., annotators were not provided
with a fixed set of websites from a given URL to check but a base URL of a company
was given to themand then theywere allowed to check anyof the in-domainwebpages
on the given URL. As such, a pair of annotators could find evidence for a particular
service being offered by some company on two distinct pages of the same company
website. In order to account for that, we aggregated the services found by the indi-
vidual annotators at the company level, i.e., the result of each annotation with respect
to a company website consisted of binary values, each one indicating whether the
annotator deemed a service to be offered based on the contents of a companywebsite.

We calculated the Jaccard coefficient over the 15 pairs of annotations,more specif-
ically, we took the fraction of the aggregated number of such services that were iden-
tified in consensus by a pair of annotators and that of such services that were found
to be relevant by at least one of the annotators [33]. Besides this empirical quotient,
we also quantified the expected value of the Jaccard coefficient, more specifically,
the quantity that we would obtain if the annotators were choosing the same number
of services as they did during the annotation, except for the fact that they chose the
selected number of services randomly. Assuming that a pair of annotators identi-
fied m and n services for a given company website out of S potential services being
distinguished, the expected value of their Jaccard coefficient can be given as

nm

Sn+ Sm− nm
.

The observed Jaccard coefficient ended up 0.377, whereas the expected value
calculated as described above was 0.143. A typical way to contrast observed (o) and
expected (e) values of random variables are to calculate the fraction o−e

1−e , resulting
in 0.272 in our particular case. This value is not particularly high, which illustrates
the complexity of the annotation process. This value, however, also indicates that the
annotators agreed to a non-trivial extent.

Twenty-two researchers manually extracted data from 1487 company webpages;
613 annotations were performed by the Austrian researchers, 193 by the Hungarian,
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198 by the German, 198 by the Italian, 97 by the Slovenian, 94 by the Slovak, and
94 by Czech investigators. Depending of the amount on information presented, each
company webpage analysis took on average 20 min to complete.

Discrepancies among the investigators were overcome and limited due to the
quality loop controls, which standardized the research process and the interpreta-
tion methods. During the investigation process, differences among the webpages
regarding their professionalism were identified. Moreover, certain service categories
(such as “customer seminars” or “technical user training”) were not sufficiently
distinguishedon thewebpages by companies. These hurdleswere diminished through
the domain knowledge of the researchers and peer-reviews, discussions, and inter-
pretations of these challenging webpages or service presentations. Furthermore, a
critical mass of company webpages with higher content quality was guaranteed in
this process, in order to generate the basis for the second method and to prevent and
limit vagueness of information provided.

3.4 Web Analysis Using Artificial Intelligence

In the second step, the data obtained from the manual webpage analysis was used
as training data to perform identification of offered services on webpages. Based on
the annotations, we trained a logistic regression classifier, which assigns a weight for
every combinationofwords from the trainingdata and service categories investigated.
A higher weight indicated that some word was more likely to serve as evidence for
a particular kind of service being offered.

The input features of our logistic regression model were derived from the indi-
vidual words included on the analyzed websites. In order to overcome the limited
size of the training data and to be able to process websites in multiple languages,
we replaced every content word found on the websites with their five most similar
English synonyms/translations.

In order to do so, we performed an automatic language detection on the contents of
the websites and relied on cross-lingual word embeddings (CLWEs) to find the most
likely synonym/translation of a word [34].Word embeddings assign a vector to every
word form in a way that words with similar meaning get assigned to vectors with
similar orientations. CLWEs also have the desirable property, that they are insensitive
to the particular language a word is written in, e.g., it assigns a similar vector to the
German word ‘Hund’ and the English word ‘dog’, as they have the same meaning.
We used our logistic regression classifier for the individual webpages of a company
website traversing the websites in a priority queue. The priority queue contained at
most 200 websites that could be reached via at most clicking three hyperlinks from
the start page. The priority queue contained the URLs ranked by an additional model
which tries to predict the likelihood that the given URL contained some evidence
being offered by the company based on the URL itself, e.g., an URL containing
/our-services/ is more likely to containmentions of services a priori compared
to another website that contains /contacts/. The limit for checking up at most
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200 websites per company website at most 3 hops away from the starting page was
introduced for performance reasons and also as human annotations generally behaved
like that as well. As these choices resembled that of the annotators, we refer to this
variant of our approach as our model imitating human behavior.

We also made a more permissive variant of our approach which also considered
the analysis of those webpages that were up to 10 clicks away from the initial website
to start the analysis from. We refer to this kind of analysis as the in-depth analysis
hereinafter.

The logistic regression classifier can assign a probability value of every webpage
promoting a certain service. For a company website we calculate all these probability
values for all the services towards all the (at most 200) webpages our ranking module
selects for analysis, then for each service category choose the highest probability
value obtained and take it as the probability of the given company offering that given
service. We conclude that a given service is offered by a company whenever the
corresponding probability exceeds 0.5, i.e., it is more likely to be offered than not.

4 Findings

The results in Table 1 show considerable differences between the website research
performed by human annotators and by the AI algorithm imitating human behavior.
Even greater disparity can be observed when comparing human annotations with the
results provided by the in-depth AI analysis. In all the service categories analyzed,
the AI was more likely to find service offerings on company webpages compared
to the annotations performed by humans. These discrepancies might be the result of
ineffective and imprecise promotion of services on the webpages resulting in lower
visibility of offerings for human researchers.

The service category, which is promoted by companies on the webpages at the
highest rate is product lifecycle services. Within this service group, humans found
the most service offerings in spare parts category (26.03%), whereas artificial intel-
ligence detected the highest percentage of services in maintenance (38.87%). On the
contrary, the category with the lowest rate of service offerings as identified both by
humans and the AI is the financial services, more specifically pay per use services,
where human annotations identified that only 0.2%of companies offer these services,
compared to 0.94% identified by the in-depth AI analysis.

Table 2 shows that the average number of service offerings identified on a single
webpage analyzed by humans is 2.12, compared to the results of 4.01 and 4.41
found by human-imitating AI and in-depth AI analysis respectively. Even though
manufacturing is considered a sector with a high rate of servitization compared to
other industries, all three figures show a relatively low number of services offered
by companies, indicating a need for improvement and increase in service promotion
in the industry.
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Table 2 The average number of services identified on company webpages based on different
research methods applied

Service category Human
annotations

Prediction
(AI imitating
human
behavior)

Prediction
(AI imitating
human
behavior)

Prediction
(in-depth AI
analysis)

Prediction
(in-depth AI
analysis)

Sample size n = 1487 n = 1487 n = 7740 n = 1487 n = 7740

Average
number of
services
identified on
company
webpages

2.12 4.01 3.23 4.41 3.58

5 Outlook and Limitations

The article contributed to literature in a relatively new and rapidly developing field.
However, further research and verification are advised, such as a qualitative inves-
tigation analyzing the reasons of underrepresentation of services. Moreover, further
quantitative research could provide insight and empirical understanding of compa-
nies’ point of view and verify the results. This research also highlights the impor-
tance and necessity of action in the field of management and marketing of services,
as the lack of service offerings on company webpages or their poor visibility pose a
significant challenge for procurement performed by human employees. The results
presented support the applicability and effectiveness of artificial intelligence tools in
the field of procurement due to the low quality of information provided on webpages
of suppliers. Further research should also establish if the lack of service offerings
on company webpages stems from insufficient marketing or if companies are indeed
not offering many services and are, therefore, not presented on webpages.

Certain biases might have affected the results of the article. Insufficient or noisy
annotations by humansmight have led to skewed results, which is particularly impor-
tant for services with large gaps between the different stages of the research process.
Annotators might have had different labeling preferences and styles, which could
have resulted in discrepancies of information collected. Moreover, a sampling bias
might have occurred due to the selection of particular types of companies.
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Under Which Conditions Are Humans
Motivated to Delegate Tasks to AI?
A Taxonomy on the Human Emotional
State Driving the Motivation for AI
Delegation

Anna Bouwer

Abstract The intensity of human–artificial intelligence (AI) interactions has been
growing at a rapid pace. Research has acknowledged a simultaneous significant
resistance on the part of users towards AI services on the one hand and a profound
acceptance of AI solutions on the other. As a remedy for this ambiguity concerning
AI delegation, the author takes the next step to explain the decisive relevant factors.
This research introduces the concept of the human emotional state driving the moti-
vation for AI-based task delegation. Precisely, the affective state, as a function of
the two independent neurophysiological systems of valence and arousal, determines
the motivation for AI delegation in the individual decision situation. The interplay
between these two determinants of a human’s affective state results in a four-quadrant
taxonomy on AI delegation. For instance, a combination of low arousal and negative
valence results in an affective state, which motivates the human to decide in favour
of AI delegation; an opposite emotional state of high arousal and positive valence
yields a low incentive to apply AI services. The implications of the present research
provide novel reasons for the presence and extension of AI services in the fulfilment
of human tasks.

Keywords Artificial intelligence · Emotional state · Human decision-making ·
Technology adoption · Technology aversion

1 Introduction

The use of artificial intelligence (AI) to complete the daily tasks and duties of humans
has been continually increasing in recent years [31], [60], [91]. Next to mastering
simple requests such as recommending a movie on Netflix or an accommodation
on Airbnb [133], “AI appreciation” is reflected in AI delegation for tasks that were
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formerly performedexclusively byhumans. For instance,AI services havebeen trans-
forming health care by providing automated diagnosis and treatment for patients
[71]. Simultaneously, AI is capable of creating unique artistic output such as the
portrait sold at the famous British auction house Christie’s [27] and self-driving cars
are becoming increasingly prevalent [92]. Despite this progress in AI applicability,
general anxiety concerning non-human intelligence, fear about superintelligence, and
concerns regarding AI power abuse [116] have nourished what is referred to as “AI
aversion” [53]. These situational decisions in favour of or against AI services have
raised the question on the driving factors behind “AI appreciation” versus “AI aver-
sion”. Specifically, under which conditions and to what extent are humans motivated
to delegate a task to AI?

This paper aims to develop a taxonomy that portraits that themotivation to delegate
a task to AI is based on the emotional state of the user or human. In the first step,
the author provides an introduction concerning the current state of research on AI
appreciation and aversion, focusing on how AI augments and replaces human tasks
and decisions specifically. The author discusses AI delegation in terms of (a) which
tasks people are willing to give up and (b) why they are willing to give up these
tasks. Next, the author creates a bridge to the impact of emotions on decision-making,
suggesting that people only like to delegate certain tasks and that the specific discrete
emotions associated with this task help explain delegation decisions. The author
summarizes these findings using a taxonomy of AI delegation based on the emotional
state of the human.

2 The Appreciation and Denial of AI Services

Resistance to rely on AI services has been investigated across a broad set of decision
contexts and settings, from human resistance to medical AI [71] to the aversion to
rely on forecasts made by a superior algorithm [36], [38], [40]. For instance, Longoni
et al. [71] revealed that patients are less inclined to rely on AI across a broad range of
medical decisions, from basic screening tasks to the selection of a treatment. These
negative perceptions have been proven to persist even under conditions where the AI
shows comparatively higher accuracy rates compared to human medical providers
[71, 105]. Similar reservation towardsAI has been found in the domain of self-driving
automobiles [1], [56], [61], [98]. For instance, humans have been reported to fear
that they will lose the fun and joy they experience while driving their car [33, 45,
61]. Feelings have been found to have considerable explanatory power for describing
human attitudes towards self-driving cars [48, 106]. Despite this emotional deviation
from AI, humans have been shown to be open to this type of technology innovation
if they can maintain the control over the vehicle [2, 50, 117].

Research on human augmentation through AI has similarly suggested that even
pairing AI and human input leads to negative spillover effects such that the same
medical provider is judged as more negative compared to providers not relying on
AI input [94, 122]. Castelo et al. [25] suggested that humans distrust, rely less on, and
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reject AI input themore subjective as opposed to objective the task is. In summary, AI
services are generally judged more negatively when the output is less predetermined
[37], the environment is more non-standard [25], and when humans believe that the
decision context is unique to their person [71].

Opposing these findings onAI aversion, researchers have assumed that superintel-
ligence will be reached in the coming decades, with concerning impact on the human
race [14, 20, 42, 85]. Moreover, experts have claimed the areas of AI applicability
are developing and it is a mere question of time until humans will have to accept
the omnipresent role of AI in their daily task delegations [46]. For instance, smart
home appliances such as metres, grids, lightning systems, and kitchen products can
be found with increasing presence in households [43, 59, 95, 103, 138]. In terms of
device usage, the perceived benefits of smart home appliances, such as convenience,
outweigh the perceived disadvantages [134] as these benefits are thought to empower
the human in charge [58]. Overall, humans have been shown to apply smart home
solutions as a means to solve daily household problems and these solutions have
been found to be highly appreciated by the users [22].

Furthermore, humans rely increasingly on smart speaker appliances such as
Google Home and Amazon Eco [57, 96]. For instance, humans request information,
compose shopping lists, and complete other daily routines via voice-based commands
[22]. Overall, the total usage of voice assistants adds up to over an hour every day
in the US homes, during which 80% of the users search for real-time information,
for instance, on weather or traffic [88]. The latest development has resulted from
the COVID-19 pandemic, which resulted in a 5% increase in the quantity of daily
smart speaker commands, especially due to orders from home [118]. For instance,
the fast food delivery chain Domino’s introduced the “Dom system”, an AI voice
assistant for placing phone orders [137], and expanded the options for a person to
order food via smart home devices such as smart TVs [29]. Despite this increase in
smart speaker appliances, researchers have found that humans are reluctant to use
voice assistants to play games, buy products, or conduct online banking [22]. In this
context, research has shown that behavioural intention regarding smart speakers is
predominantly driven by enjoyment, which is a subjective, emotional argument on
the part of the user [57]. Sohn andKwon [127] confirmed this finding, labelling enjoy-
ment as a critical determinant for human acceptance of AI-based products. Here, the
authors highlighted that the significance of this emotional component driving human
attitude is unique to AI applications.

Additionally, statistical-based deep learning recommender systems are growing
in usage, such as in the retail industry [123]. For example, humans shopping via
the e-commerce platform Amazon are making use of algorithms that propose future
products based on variables such as past purchases, similar customer preferences, or
demographics [64, 68]. Overall, the literature review of AI in service applications
revealed a mixed attitude towards AI-based task completion. In certain scenarios,
humans are more willing to make use of AI, but why? What are the driving forces
towards embracement versus denial of AI-based solutions?
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3 Emotions and Decision-Making

Psychologists have regarded emotion building as a complex, multidimensional
process, which is not simply based on situational appraisal [41]. According to the
latest research stream on emotion theory, emotions are the result of an ongoing
conceptualization of a core affect [114] via the process of categorization [13]. For
instance, internal sensory stimulation is categorized into a meaningful affective state
[69] that, combined with other psychical conjunctions, comprises emotions [41].
Thus, affect can be utilized as a shared terminology to define feeling states such as
emotions [89]. Precisely, emotions can be regarded as an interplay of two cognitive
appraisal dimensions: arousal and valence [113]—two factors which form the foun-
dation of the pleasure-arousal theory of emotions [109]. Here, arousal is measured
by the extent the neural system is activated and valence by the degree to which an
emotion is pleasant [104, 131]. These two independent neurophysiological systems
[124] interrelatewith each other to create a spatialmodel,which explains experienced
affective states (i.e. emotional states).

Emotions fundamentally influence human decision-making [3, 8, 17, 52, 54, 75,
83, 101, 102, 119, 132, 139, 140]. For instance, the somatic marker hypothesis
claimed that human decisions are largely based on the emotional quality of possible
outcomes [17]. Moreover, emotions are not a static construct, but have been shown
to change based on the stimulus the human is confronted with [87]. From a neuro-
scientific perspective, similar regions of the prefrontal cortex have been identified
as modulating emotions as well as decision-making [16, 83]. A significant overlap
in the neural region, called amygdala [102], has been found to be responsible for
decision-making and emotion regulation [83, 121]. Furthermore, the amygdala has
been identified as a contributor to arousal processing [55]. The stimulation of the
anterior insula, which is involved in emotional processing [128], was demonstrated
to forecast decision-making in the ultimatum game [132]. In contrast, a defect in
neuroanatomical structures has an impact on emotion processing, which impairs
decision-making [17].

4 Linking AI Delegation to Emotional States

The preceding sections have depicted that people only like to delegate certain tasks
to AI and that emotions play a role in decision-making and delegation. There-
fore, the author claims that understanding the relative emotionality triggered by
a task can determine human motivation for AI-based task completion. Researchers
confirm the significant role of emotions in explaining users’ motivation to apply AI-
based solutions. For instance, Lu et al. [73] labelled emotion as the foremost driver
towards long-termmotivation to utilize AI devices; contributors to technology accep-
tance research have confirmed this finding [44, 127]. Simultaneously, researchers
have urged limiting of the reliance on the technology acceptance model [63] to
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describe decision-making with respect to AI-based solutions [26, 44]. Thus, despite
the existing research on the relationship between emotions and decision-making,
researchers have constantly acknowledged that further, more specific knowledge on
the interaction types and implications are needed [8, 97, 99, 126]. In the following
section, the author proposes the following logic to explain human attitude towards
and thus interaction degree with AI applications.

In the first step, a certain stimulus (i.e. the need to fulfil a task) reaches the human
limbic systemand activates the two independent neurophysiological systems: valence
and arousal [78, 113]. Activation of the arousal dimension describes the degree to
which the task is exciting or stimulating and activation of valence is the degree to
which this task is perceived as enjoyable [104]. The combination of both results
in an affective state [75, 109, 135], which has a distinct and systematic influence
on decision-making [74, 75, 76]. Precisely, pleased subjects (i.e. positive valence)
have been found to perceive decision tasks as positive experiences, whereas less
pleased subjects (i.e. negative valence) perceive the task as a necessity rather than
an enjoyment [76]. Further, the effect of processing amplitude is moderated by the
subject’s task involvement [77]. Precisely, greater involvement is found to activate
the central path of cognitive processing (i.e. thoughtful consideration of arguments),
whereas lesser involvement results in cognitive processing via the peripheral path
(i.e. simple, affective heuristics) [100].

Comparable impact holds for the case of arousal concerning decision-making.
Aroused subjects have been shown to focus their decision-making, possess a narrow
attention span, and have an ability to prioritize key attributes in comparison with less
aroused subjects [75]. Thus, high arousal has been found to result in polarization and
judgement simplification [67, 70, 75] and thereby sets the boundaries for attentional
capacity [76]. Overall, the combination of arousal and valence induces an inclination
towards decision strategies in line with the human emotional state. In the following
section, the author investigates the impact of arousal and valence on AI delegation.

5 A Taxonomy on Human Motivation to Delegate Tasks
Towards AI

The following taxonomy explains the human attitude towards AI delegation in the
decision situation at hand (i.e. the final step from affective state to a person’s decision
to delegate tasks to AI). Here, the interplay between valence (i.e. horizontal axis)
and arousal (i.e. vertical axis) results in four quadrants (see Fig. 1). Each of the
four quadrants describes whether humans are motivated to apply AI-based solutions.
For instance, a human in the lower left corner is in favour of AI delegation, while
humans in the upper right corner would refrain from AI delegation. Humans in the
two remaining quadrants have a relative willingness to delegate a task to AI. Next,
the author explains the underlying process for each of the four quadrants.
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Fig. 1 Motivation for AI delegation based on the emotional state

In the lower left corner, which is named “High AI Delegation”, the person in
charge is very willing to relinquish autonomy so that the task is conducted by an
AI-based solution. Here, the task evokes a low amount of arousal and a feeling of
unpleasantness for the person. The resulting emotional state combining low arousal
and negative valence, such as feeling bored, favours the deliberate choice of AI use.
Reviving the explanation of arousal concerning decision-making criteria, low arousal
strengthens the focus of human decision-making on factors such as task objectivity,
allowing for elaboration of the advantages of possible alternatives. Applying these
observations in case of, for instance, autonomous domestic products implies that
humans emphasize the relative advantage of AI-based solutions such as economic
profitability or convenience. This example on emotion-basedAI delegation taxonomy
has been supported by the existing literature on autonomous domestic products [110].
Additionally, accounting for the negative valence in this quadrant, humans appreciate
when “annoying” daily tasks are taken care of autonomously without their involve-
ment [111]. Overall, it has been suggested that AI applications are favoured to fulfil
tasks related to “tiresome” household chores [125], such as temperature regulation
[112], lightning control [79], and smart kitchen applications [80].

Further, negative valence has been associated with low engagement [86]—a
presage for missing identification with the task at hand. In turn, this missing iden-
tification has been demonstrated to drive the importance of functional features of
autonomous technological applications [35]. This focus on functional features is
strengthened by the low arousal, since only in case of low arousal are humans able to
perform a thoughtful, in-depth, multi-perspective elaboration regarding the decision
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at hand.Castelo et al. [25] confirmed the reliance on algorithms for presumably objec-
tive tasks. An example of such an objective task is driving a car, where the human
is motivated to reach a target destination. For this person, driving a car is rather an
annoying task that is neither activating nor pleasant [19]. Therefore, the elaborative
thinking of the human,with a broad attention span in the decision situation, combined
with the adverse associations regarding the task, results in AI appreciation. Thus, if
a task is perceived as unpleasant and not activating, from the user’s point of view,
his or her willingness to complete a task by him or herself is low and the motivation
to delegate to AI is high.

In the scenario of the upper right corner, the combination of high arousal and posi-
tive valence marks a “LowAI Delegation” affective state. Here, the task triggers the
nervous system along valence and arousal, resulting in high activation and pleasant-
ness. In this case, humans have been shown to be very unwilling to apply AI-based
solutions (i.e. high motivation to complete the task by themselves), as they perceive
the task as a positive experience, an enjoyment (i.e. high valence), which in turn
drives the intrinsic motivation [108] for a self-accomplished activity. This intrinsic
motivation is closely linked to identity-based consumption [107]. Precisely, humans
perceive the utilization of technology-based solutions as fraud in cases where the
task has an identity-based background [24, 66]. Accordingly, the sustainable, internal
humanmotivation to pursue a task, paired with the desire to attribute task completion
to oneself, drives the inclination not to forego this joyful task in favour of using AI.
For example, a person who is passionate about automotive tasks enjoys every single
second behind the wheel and is passionate about driving [12]. Therefore, this person
is unlikely to make use of a self-driving-car, since he or she associates the task of
driving with positive emotions, which in turn catalyse the person’s internal motiva-
tion for self-attributed task completion. Leung et al. [66] confirmed that humans who
strongly identify themselves with driving are more likely to own a car with a manual
transmission.

The impact of arousal has been demonstrated to strengthen the inclination against
task delegation toAI, since people enjoy high arousal [129] and joy is a direct attribute
of intrinsic motivation [108], which in turn results in intrinsic satisfaction for self-
accomplished tasks [81]. Precisely, a high level of arousal results in simplified and
polarized decision-making. This implies that humans follow their initial, impulsive
considerations regarding the task at hand (i.e. the joyful perception based on the
high valence) and decide to fulfil the task by themselves. Thus, if a task is perceived
as pleasant and activating from the user’s point of view, his or her willingness to
complete the task by him or herself will be high and the motivation to delegate to AI
will be low.

In the lower right quadrant are decision situations where humans apply “Mixed
AI Delegation” based on positive valence and low arousal. Precisely, the tasks that
fall into this quadrant are pleasant but not stimulating to the person. The human is
willing to make use of AI for mere activation reasons (i.e. raising arousal via AI-
based solutions) until the point where arousal is high. Specifically, low arousal is
associated with lesser task involvement [82], which results in low motivation to deal
with the situation at hand [28] and therefore in high motivation to outsource initial
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parts of the task to AI. Subsequently, the author claims that persons in the lower right
quadrant will only make use of an AI application for intermediary tasks.

A comparable example is the use of e-commerce recommender systems, which
endorse commercial products and services based on existing human data points [115,
136]. For example, humans have been making use of the Amazon algorithm, which
proposes future products based on variables such as past purchases, similar customer
preferences, or simple demographics [64, 68]. Hence, according to the taxonomy,
humans will make use of the Amazon algorithm to preselect existing offers (i.e. a
task where the arousal is very low), but execute the purchase by themselves (i.e.
an emotionally exciting, alerting task). Aggarwal and Mazumdar [4] confirmed that
the final purchase step is the most critical in terms of perceived loss in control,
which results in an increased risk perception [18]. Riskiness, in turn, has been found
to increase arousal (Schmidt et al., 2013). Subsequently, the initially favourable
attributes of the AI solution such as enhanced decision quality and efficiency [5,
47] lose significance with increasing arousal, given increasing arousal shifts the
narrow attention span away from the objective, well-elaborated advantages towards
the polarized, subjective AI-associated risk factors [110]. Thus, once the task is not
pre-selecting but deciding upon the actual purchase, the human steps in and wants
to complete the arousing, positive final task by him or herself.

Further, the increasing amount of multimedia content over the past 10 years,
and the resulting “information overload” [32], has led to extensive discussions
surrounding affective recommender systems [84, 130], for instance, selecting amovie
on Netflix; here, the company itself has confirmed that the ultimate goal is to retain
joy for their members (i.e. create positive valence), implying that the Netflix Recom-
mender System (NRS) [93] is applied to cover the, as the firm acknowledges, exten-
sive search process for a relevant content [6]—a task with low arousal. Therefore,
the person makes use of the NRS until the point where his or her arousal rises (i.e.
the algorithm recommends an appealing movie). Thus, the person trades own task
execution for AI delegation, but only for pre-selection reasons and not for the full
task of selecting the movie.

In case the task is to purchase a product or service, which is unlikable and not
stimulating (i.e. overall low involvement) for the human, he or she would be placed
in the lower left quadrant (i.e. high AI delegation) according to his or her affective
state. Accordingly, he or she would be very willing to make use of AI-based task
completion (e.g. Alexa-based diaper purchases). This example shows that even when
confrontedwith the same task, the human evaluation onAI applicability differs based
on the personal judgement according to the affective state in the decision situation
at hand.

The upper left quadrant describes the “Restricted AI Delegation” perspective on
AI-based task completion. In this quadrant, the author positions all decision situa-
tions based on a highly activated but unpleasant affective state, decisions that raise
emotions such as “stressed”, “nervous”, and “tense”. Thus, the upper left quadrant
refers to decision situations with a high arousal and negative valence, whereby the
latter implies that humans have negative associations with the task at hand [11] and
perceive it as a burden, comparable to the lower left quadrant. Thus, the state of
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valence stimulates the human to use AI. Despite this, humans in situations that are
positioned in the upper left quadrant are especially hesitant to applyAI due to the high
arousal in the situation at hand. A prominent example is the previously mentioned
work of Longoni et al. [71] focused on medical AI, where the authors confronted the
study participants with a decision regarding amedical provider for prevention of skin
cancer. The majority of participants voted in favour of the dermatologist rather than
the AI-based solution. This case exemplifies a situation of high arousal, which is trig-
gered due to the confrontation with the AI raising human alertness as a reaction to the
lowered trust (i.e. higher riskiness) in AI in comparison with a human professional
[105]. High arousal is evident through increased heart rate and skin conductance
levels [30], which are attributes that have been observed in uncomfortable medical
situations [10, 49]. Recalling the fact that high arousal leads to polarized, simple
decision-making, and is further increased with growing riskiness of the task [62], the
result is a human inclination to refrain from AI as a yet unfamiliar [51] task provider.

Moreover, the author claims that the decisions falling in the upper left quadrant
(e.g. medical AI applications) can be labelled as complex, given those require high
cognitive demands concerning understanding and execution from the human [21].
High task complexity results in simplified judgement based on the concept of cut-off
points, where it has been demonstrated that an option is excluded because of the
individual rejection threshold [15]. This finding is in line with high arousal fostering
simplified decision-making. Therefore, high arousal suppresses rational thoughts on
AI performance (e.g. the fact that the AI provider outperforms the medical profes-
sional [105]), which in turn discourages the human to delegate the responsibility of
task performance to an AI-based agent. Additionally, Campbell [21] noted that task
complexity triggers subjects to recall already existing heuristics on how to approach
the particular problem. In other words, the human is likely to refrain fromAI use due
to minor or even non-existent conscious touchpoints with AI in the past [51], leading
to disregard of AI as a potential solution from the outset. Thus, the contradiction
between arousal and valence in terms of motivation to employ AI (negative valence
favouring AI and high arousal discouraging AI application) results in a conditional
utilization of AI-based solutions. Possible conditions drawn from the literature are
outlined in the following paragraph.

Longoni et al. [71] introduced the concept of “uniqueness neglect”, which refers
to the person’s conviction that his or her distinctiveness can only be understood
and considered by a human, not AI. Thus, perceived uniqueness (if it is a dominant
characteristic of the human) is a factor likely to discourage the human to forego
individual task completion by AI. The author classifies uniqueness into the category
of person-related factors, next to technology- and context-related factors. Those
factors are based on the existing research on AI and general technology aversion
and constitute “the condition” in the upper left quadrant. Another example for a
person-related factor is the need for control. For instance, humans have been found
to be more willing to employ AI-based solutions for tasks where the human can even
slightly impact the outcome [38]. However, need for control is a subjective variable
in humans, reflecting aspects such as cultural heritage and personal experience [65].
Therefore, a person in the upper left quadrant, with a pronounced need for control,
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will only be willing to apply AI-based task completion when the option to impact the
task delegation process exists. Consequently, the factor “perceived disempowerment”
can have an additional negative impact on readiness for task completion by AI [120].

An example of a context-related factor is the consequentiality of the task. The
more consequences the human attributes to the particular task, the higher his or her
perceived riskiness, and the less likely he or she is to rely on AI-based solutions [34],
since the perceived sacrifice is too great [7]. The technology-related factor “compe-
tence” is strongly correlated with the exemplified context-related factors. Precisely,
the perceived level of competence in the choice context drives the decision for or
against an AI-based solution [9], [72]. Moreover, the factor “anthropomorphism”
plays a significant role in the human judgement process, as anthropomorphized AI
solutions aremore accepted by humans [39], [90]. Thus, if the degree of humanization
is a conditional factor for the respective person in the upper left quadrant, he or she is
more likely to accept AI delegation in the case of an anthropomorphized AI solution.
Overall, humans in the upper left quadrant decide on autonomy renouncement for
a particular task based on the individualized impact of person-, technology-, and
context-related factors. Nevertheless, given the arousing and unpleasant emotional
circumstances of the decision situation at hand, the affective state of the human
shapes the underlying evaluation process surrounding AI applicability.

In summary, the affective state of humans in the decision situation determines
their initial motivation to forego execution in favour of AI delegation. The resulting
impact of emotions on decision-making can be altered by customer-, technology-,
or context-specific factors, whereby the impact of these factors differs based on the
respective “emotional quadrant” the person is in.

6 Conclusion

AI has been shown to have the potential to significantly transform the human lifestyle
[23]. This conceptual paper provides a taxonomy on human–AI interaction based on
the theory of emotion-driven decision-making and concludes that the individual’s
emotional state, a combination of valence and arousal, drives themotivation in favour
of or against AI services. These insights contribute to the established research on
the driving forces behind human decision-making and add to the understanding of
human decision-making in the era of digitalization. For future human–AI interaction,
it is necessary to understand the decisive factors concerning AI delegation and that
is the main contribution of this paper. The author hopes that her discussion of human
autonomy in the era ofAIwill inspire researchers on subsequentwork in this dynamic
research area.
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Roadmapping Collaborative Exploitation
and Marketing of an AI-Based
Knowledge Platform

Andrzej M. J. Skulimowski

Abstract Accelerated development of open-access, web-based information systems
is an important driver of social and economic change in knowledge-based economies.
Specifically, learning platforms and knowledge repositories employing modern AI
tools (AILPs) strongly influence human resources management in academic institu-
tions and corporations. AI-based information systems require efficient alignment of
businessmodels to the deployment of digital technologies, where platformmarketing
plays a crucial role. This is why building an appropriate marketing and exploitation
strategy is fundamental in achieving the desired economic impacts of AILP operation
and exploitation, and for financial decisions concerning further AILP development.
This paper presents the methods and final outcomes of collaborative roadmapping
as part of an exploitation and marketing strategy and user community building plan
for an AILP implemented within a recent Horizon 2020 project. Platform marketing
activities have a hierarchical structure. They touch upon the platform as a whole,
the platform as a learning tool for its users, as well as may aim at licensing some
of its stand-alone software components. The overall strategy has been composed of
individual and joint activities. The strategy-building methodology consists of gener-
ating alternative action plans, evaluated by multiple criteria. The compromise action
plan can be adaptively modified according to user preferences and stakeholder needs.
Finally, wewill present how the roadmapping diagramwas built and assessed to yield
a realistic strategy.
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1 Introduction

The rise of artificial intelligence (AI) methods, technologies, as well as their applica-
tions to digital learning platforms (AILPs) and knowledge repositories, poses a chal-
lenge to software developers in informing potentially interested customers about new
products and their features. On the other hand, web system owners and operators are
obliged to inform current and potential users and attract them to communities of prac-
tice around their platform. Both types of marketing are particularly relevant for novel
and prototype systems, developed within research and development (R&D) projects
by interdisciplinary consortia. System alignment to current information technologies
(IT),marketing, user community building and exploitation requires thorough strategy
building. Such a strategy will be further referred to as an exploitation strategy.

This paper presents the methodology of joint marketing and exploitation strategy
building and its collaborative implementation by a platform developer consortium.
Collaborative roadmapping turned out to be a fundamental component of strategy
building for anAILP, as evidencedwithin a recent EUHorizon 2020 project (acronym
MOVING, www.moving-project.eu, [13]). Marketing activities resulting from this
strategy have a hierarchical structure with two principal levels:

Level 1. The marketing of a platform as a whole, to find new customers for
licensing and new stakeholders for the existing platform.

Level 2. User community building for the platform, considered as a learning tool.

There is also an ancillary level, which can be specified as:

Level 3. Marketing of principal software components and licensing of independent
software modules (ISMs) and algorithms.

Finally, we can define the meta level of marketing and promotional activities,
which partly overlaps with levels 1 and 3 and the dissemination of research results.

Level 0. Activities geared towards finding funds for the continual development of
the platform and related research.

A conceptual model of the overall platform marketing is shown in Fig. 1.
The latter meta level of marketing activities may involve seeking venture capital

as well as additional research grants. In the case of the platform developed during the
project MOVING, grants can be sought predominantly in Horizon Europe as well as
in other available EU research and innovation fostering programmes such as Digital
Europe. Most of the remaining marketing, promotional and research dissemination
may be considered as supporting activities for the achievement of this goal. These
activities include user preference elicitation, publications in professional and schol-
arly journals, conference and exhibition presentations, campaigns in social media,
etc.

As noted above, the strategy-building methodology has been applied to the
exploitation, user community-building and marketing action planning of an AILP,
developed within the aforementioned Horizon 2020 research project. This repository

http://www.moving-project.eu
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Fig. 1 A conceptual scheme of learning platform marketing. ISMi denotes the ith individual
software module, offered as a separate product

stores online courses, scholarly papers, dynamically updated economic information,
financial and other data. It can be used for the development of human resources,
research and supporting business processes. We will refer to this AILP as ‘the
platform’.

The overall platform marketing strategy is composed of individual as well as
concerted activities presented in subsequent sections. In Sect. 2, we provide a brief
overview of related research and the basics of background methodology. Section 3
presents how the roadmappingdiagram (RD)was built and assessed to yield a realistic
cooperation strategy for the developer consortium. This section also discusses the
related roadmapping analytics. Final conclusions are presented in Sect. 4.

2 Related Research

Very few descriptions of AILP strategies or strategy building approaches exist. Those
available refer mostly to digital libraries [6] and e-learning course repositories [2].
This lack of available tools necessitated the development of methodological founda-
tions for AILP-oriented strategic planning, to build new ICT-based tools and collab-
orative approaches, and apply them to satisfy project goals within the context of
EU research and innovation policies. A methodological outline of strategy building
was presented in [8]. In [9], a novel expert knowledge elicitation and processing
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tool that builds on the Delphi survey methodology to construct an AILP exploitation
strategy and estimate its economic impact was presented. The background of expert
extrapolation Delphi is described in [7]. Its hybrid multiround—real-time imple-
mentation can be found at www.forgnosis.eu. Another relevant tool is collaborative
roadmapping, which has been adopted from classical technological roadmapping
techniques [14], cf. also [4] for the history of the roadmapping development and [1]
for the roadmapping variant integrating marketing and strategic planning. Informa-
tion provided by experts as responses to a Delphi survey, together with stakeholder
and developer contributions to defining the roadmap objects, yields a set of plausible
scenarios, which are then assessed by the roadmapping facilitator [12], denoted as
RdF in RD.

Further clues regarding AILP marketing can be provided by the general theory of
information platforms, cf. e.g. [5]. However, this theory is biased by the analysis of
large e-commerce social media, information exchange platforms and search engines
[15]. Therefore, it should be used with precaution when applied to learning sites.

Recently, in [10] and [11], issues related to the assessment and optimization of the
social impact of AILPs were analysed. These papers define the economic, business,
market and business-oriented research environments of knowledge repositories.

The preference elicitation of potential platform users is another issue of funda-
mental importance. User preferences concerning human-platform communication
and availability of content and training support tools influence the platform choice
[3] andmay drive developers to improve the design of graphical user interfaces (GUI)
and create various AI tools to facilitate learning.

3 Collaboration-Oriented Roadmapping

From the AILP strategy building scheme shown in [9], it follows that the collab-
orative roadmapping exercise is the final stage of strategy building. According to
the general roadmapping methodology, roadmap design is preceded by the defini-
tion of RD layers, layer objects and relations between them, as well as by data
acquisition to quantify the diagram. This process uses a multivariate vision of the
future in the form of scenarios derived from the Delphi survey and expert panels,
from bibliometric, patentometric and webometric data, macroeconomic statistics,
as well as other economic data sources. Publicly available prospective studies may
be used to establish relations between different future factors [8, 9]. They serve, in
turn, to identify a set of feasible actions out of a catalogue of exploitation and user
community-building activities.

http://www.forgnosis.eu
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3.1 Preference Elicitation and Collaborative Roadmapping
Diagram Building

A sample roadmapping diagram derived from a collaborative decision support
process in a Horizon 2020 project [13] is shown in Fig. 2. Horizontal bars are associ-
ated with R&D and commercialization activities planned by the project partners Pi.

Fig. 2 A sample AILP exploitation roadmap. Horizontal bars denote individual partner tasks
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Eight types of activities are grouped in three main layers. The other layers describe
the market (bottom) and research funding opportunities (top). Vertical bars denote
triggering conditions and other relations between partner activities, such as forming
joint ventures. Red diamonds correspond to real expansion options, while the green
rectangles represent expected research grants. Activity layers are determined by the
organizations involved in the exercise during the periodic facilitated roadmapping
sessions. The data describing the market and funding layers come from prospective
studies, market research, official statistics and R&D policy statements. Activities
and tasks which are predetermined at the beginning of the exercise and cannot be
changed, or those which can only be changed by other (external) decision-makers,
are termed passive. On the contrary, tasks which may be changed, abandoned or
re-started are termed active.

By its construction, the exploitation roadmap cannot only consist of passive tasks.
A passive task, if included, must be accompanied by a ‘yield’ element, i.e. an associ-
ated activity bringing a direct benefit to its owner. For example, ‘exploring a possi-
bility’ is passive, but ‘finding a possibility’ is active when this action is completed.
This is why ‘exploring a possibility’, if depicted in the diagram, should be linked
vertically to some other tasks at the expected time of ‘finding the possibility’ and
making use of it. The latter opportunity can bemodelled in the diagramas a real option
(in this case, a project extension option). It can be driven by the cumulated ‘explo-
ration’ effort, estimated as the average monthly fixed costs of personnel employed,
full- or part-time and the corresponding overheads. ‘Exploring opportunities’ can
also imply a growing excellence in technology, services or products offered, causing
a growth in their value. The role of an analyst is to facilitate the roadmapping exer-
cise by discovering real options, proposing and redefining vertical relations within
an interactive process, as well as performing calculations to derive optimal action
plans and scenarios.

3.2 The Role of Real Options in the Roadmapping Process

Many technological companies use real options to value IT and AI innovations and
other intangibles, while the proper definition of underlying parameters and estima-
tion of other option parameters may constitute a challenge. Nevertheless, one can
utilize the cost valuation method, which yields the cumulative development costs
with capital expenses and discounted future development as the technology value.
If the fixed costs are known, which is often the case, it is possible to sum up both
values. An estimated value of the technology may then be included as an underlying
parameter in valuing the project, extended with academia-industry cooperation. Due
to high uncertainty about the technology value before the project end, a rigorous
real option valuation cannot usually be performed when starting the roadmapping
exercise.

Rights gained during the repository operation as well as liabilities, can be, respec-
tively, modelled by long or short real option positions. The iterative dependence of
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future investment opportunities on previous outcomes will be modelled by nested
real options and embedded into an anticipatory network (AN, cf. [10]) that makes
it possible to model the expected consequences of admitting a proposed operation
strategy. Real option modelling includes switching, abandonment, and continuation
options, thus yielding a realistic model of a knowledge repository. Observe that the
above roadmap indicates the relevance of real options and a need for their later eval-
uation with growing accuracy. Similar real options, as in case of the above expansion
option, may model the availability of licensing opportunities, while continuation
options may relate to the possibility of getting additional research funding.

The diversified scope of planned marketing actions contributes to a higher degree
of complexity in strategy planning optimization. This was the reason for choosing
a real option-oriented extension of the roadmapping methodology as a framework
for the decision support to solve the above platform exploitation planning problem.
As far as financial criteria are concerned, the real options turned out to be a natural
and useful tool for describing the relations between different deployment variants
of the platform components and services, as well as of the platform as a whole,
represented as objects of the new product layer in the RD. The activity deployment
plans correspond to the retained best-compromise planning scenarios and associated
optimal financial yields. Moreover, the financial valuation of the operation plans can
easily be combined with a prior SWOTC (SWOT analysis with Challenges as an
additional dimension, cf. [9]) assessment of roadmapping objects.

3.3 Applying the Roadmapping Diagram to Marketing Action
Planning

After taking into account all the information about the activities depicted in the
above RD, we can derive priority activities to be performed in the first order of
importance. The activity ranking may be regarded as a conclusion of the individual
exploitation plans shown in the RD. The information to be analysed features the
precedence and other relations between diagram objects, scope of marketing and
other exploitation activities proposed in the consortiumpartners’ individual plans and
information about the social and economic environment, retrieved fromother sources.
To establish the precedence and priority, suitable methods of marketing campaign
optimality analysis, often used in strategic planning, such as multivariate PERT
diagrams, could be applied. Selected priority joint exploitation activities, derived
from the above roadmapping diagram (Fig. 2) for the platform development project,
which serves here as an illustration of our methodology [13], are shown in Table 1.

The collaboration strength, expressed as the number of cooperating partners for
a joint activity, was used as a score. It was weighted with each activity duration and
value.

The information needed to perform the roadmapping process and build the RD
has been mostly provided by the Delphi survey [7] and by the consortium partners
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Table 1 Priority joint exploitation activities of the AILP developers, derived from the collaborative
roadmapping and other forward-looking activities

No. Joint exploitation activities with the highest
expected yield

Recommended to

1 The AILP can be a playground for testing
new services and AI-based functionalities.
Novel recommendation systems, decision
pilots, creativity support systems and
content-based multimedia processing may
enhance the platform for the benefit of its
users, while simultaneously providing an
opportunity to test novel services with
qualified users. These users will be attracted
by the quality of services offered and
promoted via social networks and media

All AILP developers, in particular, AILP
manager (owner) P3, project leader P1,
RdF—P9

2 Use the AILP as a permanent virtual
exhibition of research results, supplying to
the platform new and improved versions of
AI algorithms and other research outcomes to
enhance the platform services. Include
platform stakeholders into related
dissemination and promotion campaigns

AILP owner, other developers as
‘exhibitors’

3 Organize common commercialization offer
presentations, including meetings with
AI-implementing companies. These activities
may involve one or more of several
consortium partners and are based on
agreements regarding joint projects, arising
as a direct consequence of such a meeting or
another activity

All research partners

4 Cooperation of research institutions with
industrial partners may be supported by
different regional and national funds
promoting industry-academia cooperation in
AI. Such joint projects can only be supported
if they have a commercial character.
Diversified information campaigns should be
addressed to public administration as well as
to industry. Successful industry-academia
cooperation will increase the chances of
obtaining research funding by academic
partners

All developer consortium members

during the roadmapping sessions during the last sixmonths of theproject performance
period. Publicly available statistics, results of statistical forecasting and other IT/AI
foresight exercises were also used.

Another characteristic feature of roadmapping-based planning is the need to take
into account multiple conflicting criteria that describe the financial, technological
and social goals of the planning object. These criteria are then applied to define the
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set of non-dominated future plans. In the next step, multicriteria analysis and the
corresponding decision support procedures were applied by roadmapping experts to
point out several compromise solutions and select one for real-life implementation.
This process is dynamic and the compromise plan, once chosen, can be updated
to respond to varying external or platform-dependent circumstances. The collabo-
ration roadmapping methodology complemented the AN-based model [10] when
establishing a strategic plan for the above-presented AILP.

Finally, the provision of new content and services on the platform ismodelled as an
innovation development andmarket placement problem (ID-MP, cf. the NewProduct
Development problem in [12]). The latter is a dynamic four-criteria problem with
options-enhanced net present value (ENPV) [12], used as the principal investment
selection criterion. ENPVaggregates subordinatedmomentaryfinancial performance
criteria. The remaining three quantitative indicators are:

• option-affected yield risk,
• social impact index (SII) defined as an aggregation of social impact measures

proposed in [11],
• the Strategic Position Index (SPI) [12].

The multicriteria optimization problem that arises can be solved during an inter-
active group decision procedure with the above roadmapping methodology. The
solution process can be assisted by an interactive real option detection algorithm,
standardized real option valuation, collaborative SWOTC, Delphi-based investment
efficiency assessment by experts and multicriteria analysis methods.

Social impact analysis is a supplementary activity that overlaps in part with
the business-oriented roadmapping process. It refers to the micro- and meso-scale
of platform uses. Social impact assessment and optimization are dealt with via
other methods such as cellular-automata-based diffusion modelling [11]. Macro-
scale social impact can be modelled by ANs and merged with the outcomes of the
roadmapping process.

4 Summary and Conclusions

Marketing action planning as part of a platform’s exploitation strategy supplements
management and fosters service provision. The marketing of research results and
of the platform as a whole may refer to research and innovation support policies at
different levels, from regional to supranational. Building viable open-access AILP
user communitiesmay be regarded as a first step towards a distributed software devel-
opment ecosystem, which comprises testing, debugging and user needs reporting.
The research onAILPs, theirmarketing, social acceptance and governance is relevant
to ensuring a positive impact and wide social support to AI strategies.

When designing the exploitation strategy and individual platformmarketing activ-
ities, it turned out that existing approaches do not adequately suit the needs of
planning the achievement of contractual goals that the developer consortium was
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obliged to fulfil. The main goal of the platform has been the achievement of a
prescribed number of users within the 5-year project durability period. We had
to define a novel methodology of AILP exploitation strategy building with new
paradigms and approaches, then involve all consortium partners and monitor the
strategy implementation.

The origin of the roadmapping technique, which dates back to semiconductor
production strategic planning in Motorola [14], then adopted in other large corpora-
tions, has left an imprint on the usual organization of this process, focusing on well-
defined goals and involving the company’s higher managerial staff. Collaboration
roadmapping aims at coordinating diversified organizations from several countries,
which follow different goals beyond common exploitation of the platform. Thus,
when designing collaboration strategy,we faced newconsensus finding problems that
do not occur in single-company roadmapping processes. The newly designed collab-
orative RD building principles proved useful when fusing the outcomes of various
forward-looking activities, including the expert Delphi and technological trend anal-
ysis, as well as taking into account consortiummember preferences, market research
and constraints imposed by external factors. Nevertheless, the efficient coordination
of various goals in collaboration roadmapping is a challenge which requires further
research and collection of real-life experiences in applying group decision support
techniques and teleconferencing, rather than classical in-person sessions.

Beyond the technical aspects of marketing action planning, the exploitation
strategy should often fulfil additional requirements of the grant-giving institutions,
resulting in, for example:

• Conforming to regional- or national-level innovation strategies to ensure the
achievement of sustainable development goals, based on smart specialization
ranking. A real-life example: strategic planning for a regional innovation support
centre [10], where recommendations to the R&D policymakers are derived from
an anticipatory model.

• Selecting technological investment strategies for software companies, allowing
corporate users to integrate the platform into their enterprise information systems.

The methodology presented in this paper can be regarded as a base for further
research and development towards a general approach to building marketing strate-
gies for information systems. Collaboration roadmapping, merged with other tools,
such as causal and anticipatory networks, aswell aswith social impact simulation and
optimization models, can become a universal market expansion planning method-
ology for web-based information systems and software-as-a-service (SaaS) plat-
forms. The recommended decision models to selecting the ultimate exploitation
strategy are those based on multicriteria analysis with ANs, reference sets and
quantitative criteria describing the marketing goals achievement.
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Does Concept Recall in Brand Image
Show High Loyalty? An Experimental
Study on the Apple MacBook

Takumi Kato

Abstract With technological advancements, product functionality and durability
often exceed the standard that consumers require, and there is little difference
between brands. This implies that competitiveness between brands is shifting to
emotional value, such as design and usability, from functional value. The impor-
tance of emotional value is now recognized, and companies increasingly focus on
the value creation. Despite improved design and usability, products may seem similar
from the consumer’s perspective, and it becomes difficult to enhance their percep-
tions of product value. This may be attributed to the ambiguous concept. Design
and usability are effective means of embodying value, but these are not the essence
of value. Consumers who attracted to superficial features like design will easily
switch brands when another product with a more fashionable design appears. If a
consumer remains loyal to a brand, it is because they understand, sympathize with,
and value the brand’s concept. However, few studies have focused on brand concept
as a factor of loyalty. Accordingly, the present study hypothesized that consumers
who recall a brand concept are more likely to exhibit loyalty than consumers who
recall specific features, such as design and usability. It was evaluated the four brands
loyalty factors—concept, design, usability, and technology—for Apple’s MacBook,
which has a strong brand in Japan. The results showed that the concept effect was the
largest, proving that conceptmanagement is crucial for building and growing a strong
brand. Hence, the concept recall index should be emphasized in brand management.

Keywords Brand concept · Emotional value · Design · Usability

1 Introduction

The market is full of products that have not developed into a strong brand and
are buried among similar products. One of the root causes, concept of a product,
is considered ambiguous. Concept is defined as values, consisting of target (who),
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value and positioning (what), and execution method (how) [1, 2]. For a product to
become a strong brand, it is necessary to clearly define the concept before the product
even enters the market, maintain the concept, and continue to embody it as perceived
by the consumer [3].

In recent times, the source of competitiveness for products has shifted to emotional
value, such as design and usability, from functional value [4]. Emotional value that
meets psychological needs is the most important predictor of purchase behavior of
the product/service [5]. Although corporate engineers were not previously interested
in products’ subjective esthetics [6], the importance of emotional value is now recog-
nized, and companies increasingly focus on design and usability. However, despite
improved product design, products may seem similar from the consumer’s perspec-
tive, and it becomes difficult to enhance their perceptions of product value. Thus,
whether a product can be established as a strong brand in the market depends on
a well-defined attractive concept. Consumers may be attracted to superficial func-
tionality and design, but they may easily switch brands when a different company’s
product offers higher functionality and a more fashionable design. A consumer’s
brand loyalty stems from how well they understand, sympathize with, and value the
brand’s concept [7].

However, there are few examples of this concept as a factor of loyalty.
Although this concept has been addressed many times in marketing and business
administration-related discussions, its effect has not been quantitatively demon-
strated. Therefore, this study comprehensively verified the contribution of the four
factors of concept, design, usability, and technology toward customer loyalty for
a personal computer brand, Apple MacBook Pro (hereinafter, MacBook), in the
Japanese market. The study also provides suggestions for both business and research
to reaffirm the importance of the concept as a brand loyalty factor.

2 Literature Review and Derivation of Hypothesis

Product concept is the criterion for decision-making in all corporate activities, such
as planning, development, production, and sales [8, 9]. Product development involves
many daily decisions by various departments, and consistent standards must be
applied throughout the process. Additionally, the concept significantly expands a
brand or helps to form brand alliances. The distinguishing factor between success
and failure of a brand extension is consistency in categories and concepts [10–12].
Consumers who exhibit high loyalty also have high demands for consistency [13],
and the consistency of the concept is more important than its category.

Despite the big role of concept in a product’s journey, few studies have evaluated
it as a factor of loyalty. Some concepts are divided into general categories (e.g.,
functional and symbolic) [14–17]. However, it is difficult to determine whether these
methods highlight consumers’ understandingof product concepts because the general
categories are too broad. There are three possible reasons why the concept has not
been addressed. First, researchers and corporate marketers believe it is difficult for
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consumers to evaluate concepts that cannot be directly experienced. Second, many
product concepts are often ambiguous, and marketers can lose sight of their purpose
because they cannot clearly identify how their products/services are meaningful to
customers [18]. When the concept is ambiguous, products rely on trendy, superficial
designs, and advanced functions, and it is difficult to evaluate the brand concept.
Third, even if there is a clear concept, there may not be a consistent embodiment of
the product, and it comes across as ambiguous in the marketplace. Much effort is
required to consistently embody a conceptwithout compromiseswhen each corporate
department makes different claims; this is the reason why a thoroughly implemented
product that can grow into a strong brand is a rare entity.

Consumers form brand images through their experiences with the product brand.
Whether consumers recall the product concept when asked about the brand image
is expected to have a significant impact on their loyalty. Therefore, when asked
about the same, consumers should be able to recall the keywords in their concept.
This is because a consumer’s brand loyalty stems from how well they understand,
sympathize with, and value the brand’s concept [7]. If the focus is on the product
with a clear concept that builds a strong brand in the market, evaluation becomes
possible. Accordingly, the following hypothesis was formulated.

H1: Recalling concepts as the brand image positively impacts brand loyalty.

Next, from the perspective of products, the influence of emotional value has been
pointed out recently [19]. In particular, concept [20], design [21–24], and usability
[25–28] have been demonstrated and claimed to be effective in many studies. For
example, in the past, product sound design had been aimed at noise reduction;
however, recently, its purpose has changed to convey the product concept and provide
emotional experience [29]. Accordingly, the following hypothesis was formulated.

H2: Recalling designs as the brand image positively impacts brand loyalty.
H3: Recalling usability as the brand image positively impacts brand loyalty.

However, functional value is never unnecessary. Regardless of how good the
design is, the product will not be accepted by consumers if the quality or safety
performance is defective. Many emotional values are generated from corresponding
functional values [30]. For example, comfort levels in the interior of an automobile
are realized by the quietness of the engine and the suppression of vehicle body
vibration. In addition, among the functional values, technology provides consumers
with direct value [31–33]. Moreover, in order to effectively convey the technology to
consumers, the technology should be given a name and promoted as a brand [34, 35].
This is because a brand has a much greater effect than the characteristics of its object
[36]. In fact, many have shown that brand logos have a greater impact on consumer
behavior than the objective characteristics of the subject [37–39]. Accordingly, the
following hypothesis was formulated.

H4: Recalling technologies as the brand image positively impacts brand loyalty.
H5: Recalling brands as the brand image positively impacts brand loyalty.
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And finally, as already mentioned, it is presumed that consumers with higher
loyalty place more emphasis on the concept that is the essence of the product, and
the following hypothesis was derived.

H6: Consumers who recall a brand concept are more likely to exhibit loyalty than
consumers who recall specific features, such as design and usability.

3 Method

3.1 Survey

An online survey was conducted in Japan fromNovember 5 to 10, 2020. The respon-
dents’ eligibility criteria were: (a) age ranging from 20 to 59 years, (b) MacBook
owner, and (c) use MacBook at least once a month. The survey comprised questions
regarding: (1) gender, (2) age, (3) use frequency, (4) preference, (5) recommen-
dation intention, (6) repurchase intention, and (7) brand image. From among the
responses to (1) and (3), those from people who did not meet the eligibility criteria
were automatically excluded, and 400 responses were finally collected. Additionally,
responses to gender and generation were evenly distributed. Loyalty indices (4)–(6)
were rated on a 7-point Likert scale (1 = not at all preferable and 7 = extremely
preferable). The mean values for each are as follows: preference, recommendation,
repurchase = 5.928, 5.523, 5.713, respectively. Compared to the other two indica-
tors of self-emotion, recommendation intention, which requires involvement with
others, is the answer with the least value. This means that it has the highest psycho-
logical barriers and is therefore frequently used as a loyalty indicator. The question
pertaining to brand image was asked because, as mentioned in Sect. 2, consumers
form brand image through brand experience. Item (7) was a pure recall question,
wherein respondents were not presented with options. This is because aided recall,
which presents options, introduces bias, and the options may then be overestimated.
By using pure recall, the respondent could provide an answer about the concept only
if they really understood it.

3.2 Verification

In this study, natural languageprocessingwasused to extractwords related to concept,
design, usability, technology, and brand from the text of the responses to brand
image. Since many expressions such as “brand power” and “high brand” were seen,
brand factors were also set. To exclude subjectivity, five words belonging to each
factor were set. As shown in Table 1, words belonging to each factor were defined.
The concept of MacBook as extracted from the official Web site is: “the ultimate
work tool for professionals who innovate in the world” [40], so target words were
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Table 1 Words in each factor and number of detections of each factor

Word Concept Design Usability Technology Brand

1 Ultimate Design Usability Technology Brand power

2 Work tool Looks Operability High performance High brand

3 Professional Appearance User-friendly Functionality Philosophy

4 Innovative Stylish Stress-free Powerful Name value

5 Creative Fashionable Intuitive Speed Reputation

Number of
detected words in
each factor

44 162 67 114 43

Number of
mention flags for
each factor

35 127 59 94 35

set based on this concept. In Japanese, there are four ways to express an idea in
writing: kanji, hiragana, and katakana for Japanese words, and katakana for English
words. Different notations for the same words were extracted similarly. Therefore,
the words (nouns and adjectives) of interest, including the different notations for the
same words, were extracted from the respondents’ sentences using morphological
analysis, and the detectedwordsweremarkedwithmention flags. The Japanese open-
source software,MeCab,was used. Table 1 shows that 430wordswere extracted from
the 400 responses, and 350mention flags were identified for all the factors combined.
This implies that respondent mentions of the same factor were not counted twice,
and each factor was represented by its respective mention flags.

As for the image of MacBook, design was found to be the most recalled factor,
followed by technology and usability. Although the recall frequency is centered on
the features that come into direct contact with consumers, the interest of this study
was its effect on loyalty. As shown in Table 2, the variables for the evaluation were
loyalty indices (preference, recommendation, and repurchase) and factors (concept,
design, usability, technology, and brand). Using these variables, the hypotheses were

Table 2 Variable list

No. Classification Variable Type Mean SE

1 Loyalty index Preference 7-point scale 5.928 0.057

2 Recommendation 7-point scale 5.523 0.060

3 Repurchase 7-point scale 5.713 0.061

4 Recalling dummy Concept 0/1 0.088 0.014

5 Design 0/1 0.318 0.023

6 UX 0/1 0.148 0.018

7 Technology 0/1 0.235 0.021

8 Brand 0/1 0.088 0.014
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0.207* (H2)Design

Usability

Technology

Brand

Preference

Recommendation

Repurchase

Loyalty0.388** (H3)

0.263* (H4)

0.475** (H5)

Concept 0.645*** (H1)

CFI 1.000, GFI 0.984, AGFI: 0.942, SRMR: 0.015, RMSEA 0.000 
***p<0.001; **p<0.01; *p<0.05.

1.000***

1.065***

1.507***

Fig. 1 Result of the structural equation modeling

tested using structural equation modeling. The analysis environment was R, and the
lavaan package was used for structural equation modeling.

4 Results

Figure 1 shows the results of the structural equation modeling. The indicators of the
model showed high suitability: CFI = 1.000, GFI = 0.984, AGFI = 0.942, SRMR
= 0.015, and RMSEA = 0.000. All five factors had a significant effect on loyalty;
hence, the hypotheses H1, H2, H3, H4, and H5 were supported. Furthermore, the
factor that has the greatest influence on loyalty is the concept, followed by brand,
usability, technology, and design. Comparing Table 1 and Fig. 1, the superiority and
inferiority of frequency and contribution are different. Therefore, decision-making
should not be distorted by being overwhelmed by numerous voices and trends. Thus,
the hypothesis H6 is supported.

5 Practical Implications and Limitations

Regarding practical implications of this study, companies should first reaffirm the
importance of brand concepts. There are still many products/services equipped
with superior functions and designs, while their brand concept remains ambiguous.
Accordingly, the concept recall index should be emphasized in brand management.
The index is used to evaluate whether or not the concept is recalled when the
consumers are asked about brand image. Like many previous studies, this study also
found that design, usability, and technology certainly contribute to loyalty. However,
the effect of concept was greater than all others. Hopefully, the index of concept
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recall will gain prominence not only in the industrial world, but also in the academic
world that studies consumer behavior and brand management.

This study has three limitations. First, since it covered only Japan, the general-
izability of its results to other countries remains limited. Second, the results may
vary depending on the evaluation method of concept recall. In this study, pure recall
was adopted to eliminate subjectivity, and five words were used for detection from
sentences. This index should be continuously examined in the future. Third, since
pure recall was applied, features that consumers usually have difficulty recalling
are unlikely to appear in the evaluation (e.g., corporate social responsibility, consid-
eration for the environment). Therefore, only typical features, such as design and
usability, were compared in this study. In other words, the survey method changes
depending on whether the evaluation is based on factors that are easy for consumers
to notice without bias or on factors that are difficult for consumers to notice despite
bias. In brand management practice and research, a discussion on the method of
evaluating concepts is still lacking, and further research is required.
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What Makes a Movie Get Success?
A Visual Analytics Approach

Bruno Vaz, Maria de Fátima Barros, Maria João Lavoura,
and Álvaro Figueira

Abstract It is common for people to choose their next movie or show through other
viewers’ experience statements, like the Internet Movie Database (IMDb) presents.
In this paper, we will be inspecting the IMDb public datasets, processing them, and
using a visual analytics approach to understand how amovie can be successful among
its fans. The main exploration focus is regions where titles are translated to, how the
success of a title relates to its cast, crew, and awards nominations/wins. We took a
methodology based on hypothesis formulation based on the EDA exploration and
their testing based on a visual analytics confirmation.

Keywords Visual analytics · IMDb · Movie success · Data analysis

1 Introduction

The Internet Movie Database (IMDb)1 is a well-known source for obtaining infor-
mation about titles, TV shows, actresses, actors, directors, screen players, and much
more. People are accustomed to selecting their next film or program according to its
ratings and reviews. This database comprehends an immense opportunity to relate
information. For instance, we have an insight of the crew members with details on
some information relevant to their lives [1] but also to other movies or directors. It
also specifies different labels for each instance according to world region and even
describes the duration and genres of each title.

1 https://www.imdb.com/pressroom/
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Table 1 Brief description of IMDb datasets and variables used

Dataset Description

Title Basics
5,752,893 rows

This dataset contains the main information for each title. That is, the name of
movie or show. It includes features such as the identity of the title (tconst), the
most used title (primaryTitle), the title in the original language (originalTitle),
the genres (genres) and if it’s for adults (isAdult). It also includes the year it
was released (startYear), and for TV series, the end year (endYear)

Title Akas
19,922,791 rows

In this dataset, according to the titleId (of type tconst), we can find
enumerated information (ordering) about the title (title) by region (region)
and language (language), taking in consideration if it is the original title or
not (isOriginalTitle). A set of numerated attributes (types) and not numerated
(attributes) is also provided

Title Ratings
1,086,028 rows

For each title (tconst), we can find in this dataset the corresponding rating
(averageRating), and number of votes (numVotes)

Title Crew
7,281,233 rows

This table refers to the directors (directors) and writers (writers) for each title
(tconst)

Title Principals
40,449,024 rows

In each title (tconst), principal cast and crew are listed (ordering) and detailed
with an Id (nconst), describing their job category in a given title (category),
and specific job, if applicable (job). For actors, we may also find the name of
the character played (characters)

Name Basics
6,283,772 rows

IMDb also provides information about titles’ celebrities. So, in this dataset,
for each person (nconst), their name (primaryName), birth year (birthYear),
primary professions (primaryProfession), and titles the person is known for
(knowForTitles) are described. The death year (deathYear) is also provided, if
applicable

In this paper, we analyze the IMDb dataset,2 which is publicly available and
updated daily (data retrieved in October 2020). Our motivation is to find reasons
behind the success of movies, that can be identified and quantified, which ultimately
can then be used to obtain more profit from the movies enlarging the fan base, and
offer to the public what rationally (or not) is wanted. For such, first, a description of
the dataset is presented. Then, we review the processing techniques used for filtering
and cleaning the data, making it useful for the visual analysis [2]. Then we formulate
hypothesis concerning the movies’ success. At last, we explore and prove (or refute)
the proposed hypothesis. All figures in this paper were created using R and plotly
[3].

2 The Datasets

In this research, we used 6 of the 7 available IMDb data tables (in CSV).We excluded
the onewith information about TVSeries or episodes, which is not our focus. In Table
1, a brief description of the information for each table is provided.

2 https://www.imdb.com/interfaces/

https://www.imdb.com/interfaces/
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2.1 Filtering

Table Title Basics was used to filter the data through the type of title, including the
categories short,movie, and tvMovie, and excluding the remaining (related to tv series
and video games) obtaining now 1,443,759 rows. After this, the filtering process for
Title Akas, Title Principals, Title Crew, and Title Ratings was based on the title Id’s
(tconst) present in the Filtered Title Basics. Then, for filtering Name Basics, we used
the instances of people’s Id’s in the now filtered Title Principals.

2.2 Cleaning

Title Basics: Entries without a start year were removed (6.1%). The column endYear
only referred to series, so it was deleted. Entries with the duration (runtimeMinutes)
of more than 4 h were also removed since they are considered to be outliers and only
represent around 0.067% of the instances. Finally, the instances without any value
for the attribute genres (around 5.7%) were removed. Since the column genres have
up to 3 values, it was divided into 3 columns each one containing only one genre and
a 0 whenever there is no data. The cleaned table was left with 1,277,962 rows.

Title Akas: After filtering has 2,211,001 rows. The ordering feature does not add
any additional information, so it was erased. For the attributes and types features,
most of the entries do not have this information (95 and 50%), so theywere discarded.
The localized title (title) does not include additional information, and it was problem-
atic since it comes in different types of alphabets. Hence, it was removed. For region
feature, 13.6%of the entries donot have avalue, so theywere also removed.Language
feature also hasmuchmissing data (85.1%), so this columnwas removed. The isOrig-
inalTitle feature has, now, 0.0016% of missing values, being also removed. At last,
after cleaning, Title Akas was left with 1,911,339 entries (a decrease of 13.6%).

Title Ratings: After filtering, the Title Ratings table was left with 423,183 rows,
these corresponding tomovie, tvMovie, and short.We can state there are no averageR-
atings outside the interval [0,10], nor are negative values for the attribute numVotes.
Since there are also no missing values, no preprocessing was made for this table.
Besides this and analyzing the distribution of average ratings versus the number of
votes (Fig. 1), we decided to only consider entries with numVotes bigger than 1000.

Title Crew:The filtering process left theTitle Crew tablewith 1,443,759 instances.
We noticed there were around 7.8% observations with neither a director nor a writer.
Since this is not useful, theywere removed. Then, two new columnswere created, one
containing the number of directors per instance and the other the number of writers,
also per instance. The table was left with 1,330,669 rows. Additionally, we created
a new table from Title Crew transforming each column of writers and directors into
rows, so each instance contained a tconst, a nconst, and a boolean for determining if
the nconst referred to either a director or a writer.
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Fig. 1 Scatter plot of
number of votes vs. average
ratings (threshold of 1000
vote in red)

Title Principals: In Title Principals, we have 4,621,598 instances (post-filtering).
The ordering column did not give any relevant information, so we discard it. Also,
85.5% and 62.7% of the population did not have a job or characters, respectively, so
these features were also discarded. After this, we were left with the variables tconst
for identifying the movie, nconst for the person in question, and their category. Since
no rows were removed, we remained with the starting number of instances.

Name Basics: After filtering, the table had 1,634,635 instances. We discovered
that 85% of these did not have a birth year entrance, so we decided to discard
this variable. As for the death year, we transformed the data into a new column
isDead, a Boolean. Considering that each person may have up to 3 professions, the
PrimaryProfession columnwas replaced by3newcolumns, eachwith only one value,
where empty entries are imputed with 0’s. We removed empty instances (6.3%) of
the knownForTitles feature, decreasing the rows to 1,532,134. The knowForTitles
attribute has a frequency varying between 1 and 6 values per row. However, since
only 23 rows have 5 different values of knownForTitles and only 2 rows have 6
different values, we discarded these and replaced it by 4 new ones with the first 4
knownForTitles values.

2.3 Merging

After filtering and cleaning, the Title Basics, Title Crew, and Title Ratings datasets
were left joined by the tconst attribute. We left joined Title Basics and Title Crew.
Then, we left joined the resulting dataset and Title Ratings. The resulting merged
dataset has some instances in which the values of the attributes of the Title Crew and
Title Ratings datasets are missing. In such cases, a global constant (−1) was imputed.
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Fig. 2 Number of titles per region (left). Distribution of unique titles with two or more translations
(right)

3 Exploratory Data Analysis and Hypothesis Formulation

Table Title Akas induced us to study the distribution of titles around the globe. In
Fig. 2 (left), we plot a frequency distribution of translated titles to different regions. It
is noticeable that the USA has a much more of translated titles than any other region.
Moreover, for each title, only 25% are translated to other languages. We depicted the
distribution of the regions per title of these 25% in a violin plot Fig. 2 (right).

From the plot, we understand that most of the titles are only translated to two or
three regions, but some of them are translated to dozens of other languages, relating
to other regions in the world. Hence, we created the following hypothesis: “Is the
title’s success (rating and number of votes) higher when it is translated to other
languages?”.

In addition, the average ratings of titles per person, which results from the combi-
nation of averageRating and knownForTitles features, in Title Ratings and Name
Basics, respectively, are also considered average, as we can inspect when analyzing
Fig. 3 (right). Hence, we are led to formulate the following question: “What makes
a movie successful for the voters?”.

We wanted to go beyond the IMDb dataset to inspect the relationship between
titles and their success by analyzing the movie awards. We used three different
datasets publicly available: the Emmy Awards dataset3 contains data from 1949 up to
2020. TheGoldenGlobe Awards, 1944–2020 dataset,4 and finally, theOscar Awards,
1927–20205.We intersected these datasets withTitle Basics dataset through the name
of titles and their premier year. The analysis of this dataset made us question if the
titles are more recognized for the motion picture itself, or by the people that make the
movie.More than¾ of the nominees in theGoldenGlobes dataset are people, and not

3 https://www.kaggle.com/unanimad/emmy-awards.
4 https://www.kaggle.com/unanimad/golden-globe-awards.
5 https://www.kaggle.com/unanimad/the-oscar-award.

https://www.kaggle.com/unanimad/emmy-awards
https://www.kaggle.com/unanimad/golden-globe-awards
https://www.kaggle.com/unanimad/the-oscar-award
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Fig. 3 Average ratings per title/person

titles since most categories are made for the crew and cast. Since most movie awards
categories rely on the people making the movie, hypothesize: “Does the cast/crew
of a movie make it successful?”, when it comes to ratings, votes, and even awards.

4 Hypotheses Assessment

4.1 Titles Per Region

To have a general overview regarding the distribution of the titles concerning the
countries they were translated we plot a world map (using, among other, techniques
described in [3] with circles in the regions present in table Title Akas, and whose area
is given by the number of titles translated to that country. Moreover, the circles have
different colors representing the most frequently translated genres.

First, we remove some regions from the Title Akas dataset, for they do not repre-
sent countries (e.g., XWW, which means worldwide; XEU, represents the European
continent). These cases represent about 8% of the rows. We also used a dataset
Countries6 with coordinates (latitude, longitude) representing each country. We then
merged Title Akas with the Merged Basics Ratings Crew by tconst and transformed
the resulting dataset, so each region had one and only one row, its coordinates and
the number of titles for each of the genres. The resulting plot is represented in Fig. 4
(left). By analyzing the graphic, we see that the USA is the country to which most
titles are translated to, and the predominant genre is drama. But drama is not only
the most frequent genre in the USA. As one can notice from the number of yellow
dots, this genre is the most translated worldwide. We can also observe that the more
developed countries tend to have more titles translated to. This type of graphic led

6 https://www.kaggle.com/paultimothymooney/latitude-and-longitude-for-every-country-and-
state.

https://www.kaggle.com/paultimothymooney/latitude-and-longitude-for-every-country-and-state
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Fig. 4 Most frequent genres (left). Connections between countries and most frequent genres

us to the idea of representing the links between regions. That is, given a movie, we
assess to which regions it was translated to and we connected them by an edge, 2 by
2.

From the Title Akas, we removed countries only translated to one region, since
they wouldn’t be useful for our purposes and we transformed the resulting dataset, so
each movie had one and only one row, the regions to which it was translated to and
the number of such regions. Thenwe have a table of connections between regions and
the frequency of these connections. That is, each row represents a unique connection:
as attributes we had two regions and the number of links between them (the number
of titles that were translated to both regions) as depicted in Fig. 4 (right). As we can
see, the titles that are translated to more than one region are typically translated to
some European country.

Weanalyze nowhow the number of regions and themean average ratings correlate.
Using Title Ratings, we can, for each region, make the mean of the averageRatings of
all the titles that were translated to that region, and create the graphic in Fig. 5 where
the area of the circles represents the number of titles that were translated to a certain
number of regions. The big blue circle represents the number of titles translated to

Fig. 5 Correlation between number of regions and mean average ratings
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only one region, which is the majority. As the number of regions increases fewer
titles are translated to that many regions, but the mean of their ratings increases.

We can see the correlation is very close to 1, meaning that titles with higher ratings
are translated to more regions. This gives a very clear answer to our question. Indeed,
the success of a movie is higher when translated to other languages.

4.2 Title’s Success

Cast and Crew Influence: To explore the hypothesis “what makes a movie
successful?” we focused on answering more specific questions related to the hypoth-
esis like “Does the cast of a movie influences its success?” and “Is there a specific
profession that influences the success of a movie?”.

To answer these questions, we started by defining “success”. We took a slightly
different approach from [4] and looked into the distribution of the number of votes
(Fig. 1) and the histogram of the average ratings (Fig. 3, left). Since the rate range
is 1 to 10, we define a successful movie as having an average rating ≥7 and an
unsuccessful is one that has an average rating ≤3. We also filtered theMerge Basics
Ratings Crew with instances that had numVotes >1000.

Usually, the most commonly known cast professions for a movie are actors,
actresses, directors, and writers. To know how a cast influences a movie’s success,
we filtered the Name Basics keeping at least one of the three columns of primary
professions equal to one of the above mentioned. We realized that there are some
huge values regarding the number of people that are known for a specific movie.
People being known for a single movie goes from 1 to 3087. Even though the whole
crew of a movie can be as big as 3087, it is difficult to accept that the whole crew
gets to be known by it. Moreover, for visualization purposes, we filtered it by the top
10 frequencies (Fig. 6). We also looked only at the cast that is still alive.

Fig. 7 is represented a graph where each node is a movie, and each link is a casting
person in common. The red nodes represent unsuccessful titles, and the green nodes
represent successful titles. The links are colored based on the primary profession of
each person, with actor/actress being red, writers being blue, directors being black,

Fig. 6 Top 10 frequency of
known actors (goes up to
3087 people)
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Fig. 7 Relationship between
cast and crew of the titles
they participate in

producers being orange and other professions being gray. To analyze titles that have
more connections between them, a filter was applied where a person has to be known
for 3 or 4 titles. This graph is only represented 11 unsuccessful titles against 753
successful ones. There many of smaller groups of 3, 4, 5, 6, 7, or 8 titles bonded
together, somemedian chains bonded by 9, 10, 12, 13, or 15 titles, and 2 bigger chains
of 21 and 27 titles connected. The unsuccessful titles are present in small size chains
(groups of totals of 3, 4, 5, 6, or 8 titles connected). The successful titles are present
in all sizes of chains. Therefore, we can conclude that a successful movie tends to
have more common people with other successful titles, than with unsuccessful ones.
Regarding the links in the graph, there is a clear majority of actors and actresses,
followed by other professions and directors, writers and lastly producers.

The 5–8 node chains are connected by two different link colors, so 2 different
professions. The medium and big chains are the ones that gather up to three different
professions within their connections. The bigger chains (21 and 27 titles) and
medium chains (from 9 to 15 titles) are dominated by actors/actresses. Therefore,
we can conclude that the most relevant profession in successful titles is indeed the
actor/actress.

We explored the relationships among the crew (directors and writers) within a title
and their relationships in successful titles, by merging the contents from Title Crew
and Title Ratings and making a tree graph with the contents (Fig. 8). Each vertex
represents either a director (red square) or a writer (green circle), and the nodes are
titles with an average rating above 7, differing in color according to this feature. This
graph excludes all isolates and portraits only the maximum crew members that are
connected through at least one title. A division is clear among this data: On the left,
the directors relate themselves through some titles, and then these also relate to some
writers, comprehending titles that include more than one director or writer per title.
On the other side (right), a significant part of the directors only relates themselves
to one writer, which makes us believe that most of the titles portrayed on this side of
the graph only have one director and one writer. Given that most of the connections
are blue (average ratings between 7 and 8), we conclude that there is no specific
kin between the number of members of a crew and the title’s average rating above
8. Despite this, one specific director (second on the top) is heavily related to many
others, which can indicate that making amovie with this director may lead to success.
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Fig. 8 Tree showing the relationships among the crew of successful titles

Title’s Awards: The Emmy, the Golden Globes, and the Oscar awards datasets
have 1649, 3808, and 8997 correspondences with Title Basics dataset, respectively.
In Golden Globes dataset, 727 correspondences are nominations to titles itself, and
3081 nominations are for people in a certain title.

After this merge, we are able to display the distribution of the average ratings
(Fig. 9) showing that titles with no nominations have a distribution of ratings with a
muchwider range than thosewhich had nominations,where themajority of titleswith
nominations andwins have their IMDb average ratings above 5. Also, the distribution
of titles with nominations and with winnings is very similar, although titles with wins
only account for 27% of the titles with nominations. We notice that outliers from the
distribution of titles with nominations do not appear as much in the titles with wins.

Fig. 9 Distribution of average ratings across titles
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Considering only the titles that won an award, we also inspected how their genres
may vary. Hence, we plotted the number of titles with each genre (Fig. 10, left)
and concluded that drama is the most popular genre for titles that won any type
of award studied here, followed by romance, comedy, and biography. We separated
these features into titles with 1, 2, or 3 genres, resulting in the middle graphic from
Fig. 10. This division only affects the distribution inside each bin. From this, we
can conclude that drama appears mostly in titles with three genres, but it also has a
considerable part in titles with two or even one genres. It is also the most popular
genre across titles with only one genre. We also evaluated if the position of the genre
(first, second, and third) is an important feature of this analysis in Fig. 10. From
this, we can take that most drama titles have this genre as their first genre, but a
considerable amount has genre in the second position. Also, most of the biography
titles have this genre as their first genre, which indicates that the position of the genre
is important for defining the type of the movie. Going further, we depicted the genres
for titles (techniques described in [5]) with awards (Fig. 10). Drama is clearly the
number one, and the second place is dominated by romance unless for the Emmy
winners, where short comes after the drama. Hence, not considering drama, a movie
is more likely to get a Golden Globe for the people if it is a romance, and for the
movie if it is a comedy. Since we could separate the nominees that were people, we
inspected how they relate through the titles they were nominated for.

The resulting graph showing these relations is in Fig. 11, where each vertex is
a nominee, and each node is a title. Nominees that did not win an award are more
likely to be connected to other nominees that also did not win, regardless of the
movie ratings. Some nominees participate in titles with high ratings but never won

Fig. 10 Genres in titles that won some award



90 B. Vaz et al.

Fig. 11 Relationship between nominees by the nominated titles

an award. Besides this, there is no relevant connection between the rating and the
winning.

5 Conclusions

Concerning the regions of titles, the USA is the country to which most titles are
translated. Furthermore, titles that are translated tomore than one region are typically
translated to a European country. As the number of regions increases, the average
ratings get higher, and the frequency of translated titles diminishes. Concerning cast
and crew, from the analysis performed we concluded that actors are the most relevant
people for characterizing the title’s success, that is, the average ratings. Despite this,
there may be some specific members of the crew, more exactly directors that can be
related to a title’s success.

Titles that win any type of the awards explored (Emmy, GoldenGlobes, or Oscars)
have significantly higher ratings. Drama is clearly the predominant genre for titles
that win awards, and genre features may determine the type of nominee of an award.

Taking all of this into consideration, our analysis responds to how can a title be
successful according to the studied terms.
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Impact of COVID-19 and Rapid
Response of Small Restaurants
in Thailand

Saruda Sunthornpan and Sadayo Hirata

Abstract The restaurant and service industry is a very important contributor to the
global economy and the Thai economy. In particular, small restaurant in Bangkok,
the capital city of Thailand, accounts for 41.78% of the total restaurants in the
country. However, these sectors are vulnerable and susceptible to the COVID-19
outbreak. This research aims to report the impact of COVID-19 on small restaurants
and consider the rapid short-term measures that restaurants are taking in response to
the crisis. It is based on the latest fact-finding surveys to provide real-life solutions to
problems. This research collected data from 290 respondents from small restaurant
business via interview by telephone.We found the level of impact was directly related
to sales and staffing rates, including making decisions about the business status as
well as the rapid response of restaurants depending on consumer behavior, society,
and technology to increase sales and reach consumers in this era.

Keywords COVID-19 · Small restaurant · Response · Technology

1 Introduction

1.1 Importance of Restaurants Businesses

Today, consumers want more convenience and speed. Therefore, they prefer to eat
out more. Restaurants play an important role in meeting the needs of consumers. It is
one of the businesses that are extremely important to the country’s economic sector.

Thailand has a large number of restaurants and is known to both Thais and
foreigners. At the beginning of 2020, restaurant business in Thailand has a turnover
value of not less than 124 billion US dollar (USD). It accounts for 4.7% of the total
service sector of gross domestic product (GDP service sector). In 2020, Kasikorn

S. Sunthornpan (B) · S. Hirata
Shibaura Institute of Technology, 3-7-5 Toyosu, Koto-ku, Tokyo 135-8548, Japan
e-mail: na20503@shibaura-it.ac.jp

S. Hirata
e-mail: hirata-s@shibaura-it.ac.jp

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
J. L. Reis et al. (eds.), Marketing and Smart Technologies, Smart Innovation, Systems
and Technologies 279, https://doi.org/10.1007/978-981-16-9268-0_8

93

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9268-0_8&domain=pdf
mailto:na20503@shibaura-it.ac.jp
mailto:hirata-s@shibaura-it.ac.jp
https://doi.org/10.1007/978-981-16-9268-0_8


94 S. Sunthornpan and S. Hirata

BankResearch Center (Thailand) expects the restaurant business to be valued at 135–
138 billion USD or expand by 1.4–2.4% from the previous year and has a tendency
to increase steadily [1].

The importance of restaurant businesses segment in Thailand is small restaurant
because it is located everywhere in Thailand. More than 42.21% of restaurants are
located in Bangkok, the capital city [2]. In addition, small restaurants are many of
businesses accounting for 22.79% of small business and have high employment rates
accounting for 15.37% of total employment rate in Thailand. It can be seen that the
restaurant business can generate a large amount of labor and become a source of
income for the middle and lower classes of the community [3]. It can be seen small
restaurants are very important to Thailand’s economy.

1.2 Coronavirus and Impact for Restaurant Businesses

At the end of 2019, there was a major outbreak of coronavirus disease (COVID-19)
around the world. It not only affects health but also the economy especially restaurant
businesses. The government has recommended or directed restaurant businesses to
focus on delivery services or reduce the number of seats due to social distancing
policies. The forecast for the restaurant’s future is disastrous. Experts estimate that
more than half of restaurants will not survive [4]. Additionally, several governments
in Europe, America, and East Asia, including Thailand, have temporarily closed bars
and restaurants as a final measure to stop the epidemic [5].

According to the National Restaurant Association survey of more than 6000
restaurant owners. Income in mid-April About 60% of US restaurants have been
forced to close due to financial hardship [6].

The Indian restaurant industry is experiencing a 50–70% drop in revenue this year
due to disruptions caused by the pandemic. Dine-in restaurants now rely on home
delivery and takeout services. It also leads to restaurant closures and employee loss
[7].

In the case of a Portuguese restaurant, it was found that 75% of restaurants were
close for two months and only 25% were open by takeout and/or delivery. It also
stated that more than 70% of restaurants would not be able to pay employee’s salaries
without timely government support. More than 30% of restaurants are considering
bankruptcy [8]. The epidemic continues, challenges will increase in terms of income
generation, employment, business growth, and the ability to turn capital. And if the
spread of the COVID-19 virus increases, the proportion of restaurants reopening or
starting a new business will be greatly reduced [9].

Thailand started to have infected in early 2020. During COVID-19 in 2020, small
restaurants business in Thailand contracted by 5.8%. Thailand has many challenges
due to the negligent lifestyle of people who do not follow the rules—social distancing
leads to rapid spread of disease, disease management measures and delayed procure-
ment of vaccines including the recession in the country. Now, the number of infected
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patients continues to increase. The Office of Small and Medium Enterprises Promo-
tion (OSMEP) reported in March 2021, small restaurants business closed business
permanently 5.3% and propose a small business adaptation plan during COVID-19
in the country which does not have a recommendation that focuses on a particular
business [2]. We know the state of the business is deteriorating. But we do not know
the real problem. We therefore do research to understand the real problems and
understand rapid response measures of restaurant business.

This research onCOVID-19 is important and aims to report the impact of COVID-
19 on small restaurants and consider the rapid short-term measures that restaurants
are taking in response to the crisis. It is based on the latest fact-finding surveys to
provide real-life solutions to problems.

The researchers believe that if we know the severity of the impact, anxiety, and
decision-makingwithin the business. It will help policymakers to plan, adopt policies
or regulations to the needs of small restaurant operators, which are the core of the
restaurant business. This will reinforce the economic confidence of the restaurant
business in the future.

2 Methodology

We collected data from small restaurant in Bangkok. The data were collected by tele-
phone using a questionnaire. This method suitable to collect information compre-
hensively and quickly also saves money compared with going out to collect data
[8].

We collected data from February 22, 2021, to June 01, 2021, from 290 respon-
dents from restaurant business in Bangkok, Thailand, that approximately 85% of
the respondents were business owners or managers. They had the authority to make
decisions for the business. Business data were analyzed using descriptive statistics.

The questionnaire was evaluated by two experts and three restaurant owners. The
questionnaire asks about the level of impact of COVID-19 and other dimensions that
have changed from the impact of COVID-19 such as sales, headcount, business status
including rapid response crisis. Our research principles are to inform the research
objectives in full, obtain consent, maintain confidentiality, and respect respondents
[10] (Table 1).
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3 Result

3.1 Impact of COVID-19 on Small Restaurants in Thailand

COVID-19 has affected small restaurant businesses in Bangkok on several levels:
the majority of restaurant businesses (62.07%) suffered a very serious impact, repre-
senting 71–100% severity, followed by 25.17% of small restaurant that suffered a
largely negative impact (51–75%severity), 11.38%of small businesses that suffered a
small negative impact (26–50% severity), and only 1.38% of businesses that suffered
a slightly negative impact (1–25% severity). The results are presented in Fig. 1.

Smaller restaurants affected by a slightly negative impact saw a 25% increase
in sales, a 25% sales remain the same (no change), and the majority of smaller
restaurants affected by a slightly negative impact accounting for 50% drop in sales
(21% = <40%). The majority of smaller restaurants affected by a small negative
impact sawa42.42%drop in sales (41%= <60%). Impact of largely negative affected
restaurants accounted for 63% found that sales decreased (61% = <80%), which
is considered a significant reduction in sales began to affect business operations.
The majority of smaller restaurants affected by a very serious impact accounting for
66.11% drop in sales (81% = <100%). The results are presented in Fig. 2.

Studies have shown that the degree of COVID impact is directly related to sales.
It can be seen that the restaurant was slightly affected, sales have hardly changed.
Compared to restaurants that were very seriously affected, sales have dropped
dramatically.

Almost all the declining sales resulted in the need for operators to find urgent
solutions and some decisions to keep their stores alive, which we will discuss in the
next section of results.

We surveyed about the number of full-time employees in a small restaurant. It
was found that the rate of staff reductions was also correlated with the level of impact
caused by COVID-19.

Restaurants affected by the slight negative impact still retained the same staff as
the most, at 75% and the proportion of staff reductions only 25%. Small negative

1.38%

11.38%

25.17%

62.07%

0.00% 20.00% 40.00% 60.00% 80.00% 100.00%

Slight nega ve impact (1% <25%)

Small nega ve impact (26% < 50%)

Largely nega ve impact (51% <75% )

Very serious impact (76% <100%)

Impact of COVID-19 on small restaurants in Thailand

Fig. 1 Level impact of COVID-19 on small restaurants in Thailand
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Fig. 2 Correlation of the degree of impact of COVID and sales of small restaurant business
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The impact of COVID on full- me employees
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Fig. 3 Impact of COVID on full-time employees in restaurant business

impact restaurants still retained the same staff at 63.64% and a staff reduction rate
of 36.36%. Stores affected by largely negative impact still retained the same staff at
52.05% and a staff reduction rate of 47.95%. Stores affected by very serious impact
found that still retained the same staff at 42.78% and a staff reduction rate up to
57.22%. The results are presented in Fig. 3.

Most restaurants rarely lay off full-time employees. Due to the termination of
employment will have to pay a large amount of compensation. Most restaurants have
to be repressed to hire staff. They may reduce working days or pay less wages to
survive.

In addition to the full-time employees affected, daily workers are also affected.
Daily employees including part-time job are important to the restaurant business as
well, that employ daily workers to taking orders, serving or even cashier. Restaurants
are also source of income for daily employees such as students and people in the
community.

We will find that the layoff rate of daily employees will increase with the effect
of the restaurant received from the COVID-19 crisis. For example, we did not find
any daily employee layoffs in restaurants that received a slight negative level. On
the contrary, we have found that very serious affected restaurants decided to cut
their daily workforce by as much as 82.52% in order to cut costs. Because a large
percentage of the cost in the store is staff wages, the results are shown in Fig. 4.
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We also saw an increase in the number of daily employees being hired. Part of the
layoff of full-time employees/full-time employees resigning and hiring daily workers
to replace them.And there are some restaurants that have changed their full-time staff
to be daily employees instead. It is a voluntary change of permanent employees. This
way, the restaurant’s wages will be reduced (paid according to working hours) and
cut down benefits as well to support the restaurant to survive in this difficult situation.

From our research on the impact of COVID-19, we have found that the slightly
negative affected restaurants were still 100% operational. Restaurants affected by
small negative impact found that 87.88%were open and decided to reduce the number
of branches by 12.12%. Followed by restaurants that had a large negative impact, with
72.60% still operating, 24.66% reduce the number of branches and 2.74% closing
down temporarily and restaurants affected by a very serious impact, 67.22% remain
open, 16.11% decide to cut down, 7.78% decide to close temporarily and 8.89%
decide to close permanently. Due to a large decrease in sale including the expenses
that entrepreneurs are responsible for the month is so high. Some operators need
to find a way to respond to this dire situation until they decide to close the shop
permanently. The results as shown in Fig. 5.
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Fig. 5 Business status of restaurant in each level of impact



Impact of COVID-19 and Rapid Response of Small Restaurants … 99

0.3
1.08
1.72

8.97
18.97

28.28
29.66

43.10
43.79

48.97
52.07
53.45

56.90
72.41

0 20 40 60 80 100

Other
Transi on to non-restaurant business

Plan to close
Loan applica on

Reduc on in produc on (menus, services, etc.)
Ordering via social pla orm technology

Cost savings
Transforming restaurant opera ons or…

Introduc on of cashless payment
Reduc on in employee salary/Reduc on of…

Temporarily closed
Shortening working hours

Shortening business hours
Increase sale channel - delivery pla orm

Response of small restaurants to the COVID-19 crisis

Fig. 6 Response of small restaurants to the COVID-19 crisis

3.2 Rapid Response of Small Restaurants to the COVID-19

The study found that small restaurants. There are several ways to respond quickly to
COVID-19. It was found that more than 70% of small restaurants chose an increase
sale channel—delivery platform. It can be seen that in this era, technology is impor-
tant to reach consumers. Followed by shortening working hours 56.90% and short-
ening business hours 53.45%. Following by temporarily closed 52.07%, reduction in
employee salary/reduction of employees 48.97%, introduction of cashless payment
43.97%, transforming restaurant operations or business models 43.10%, cost savings
29.66%, ordering via social platform technology 28.28%, reduction in production
(menus, services, etc.) 18.97%, loan application 8.97%, plan to close 1.72% and
transition to non-restaurant business 1.38%. The results as shown in Fig. 6.

An in-depth analysis reveals that small restaurants affected in each level have
different response decisions as shown in Fig. 7. Small restaurants affected by the
slight negative impact will respond to COVID-19 with increasing sales channel—
delivery platforms and shortening business hours mainly. Small negative impact
restaurants will respond by ordering via social platform technology and transforming
restaurant operations or business models mainly. Followed by a largely negative
impact of smaller restaurants, which would respond by planning to close because he
began to see problems that were difficult to manage. The accumulated funds began
to run out including not sure when this crisis will pass and some decided to close
the shop permanently. Small restaurants affected by a very serious impact also faced
financial difficulties due to declining sales. Some people decide to apply for a loan.
Some of the menus or services are reduced to save costs. Some have chosen to close
their stores permanently and turn to other businesses that are not restaurants. This is
a crisis where restaurants are struggling and respond quickly to survive. But if the
COVID-19 situation is long, there may be more restaurants to close.
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4 Recommendation and Suggestion

The COVID-19 crisis has caused a lot of damage to small restaurants. It can be seen
that many small restaurants are severely affected by the decline in sales. Including
layoffs of employees. That means economic losses that occur not only in Thailand
but all over the world.

Various Indian restaurants have seen a huge drop in consumers. As the trend of
eating at home increases, amid pandemic fears. There are experiencing a 50–70%
drop in revenue in 2020. There find opportunities to introduce innovations including
creating innovations to provide a safe dining experience for customers, for example,
contactless experience, digital payments, cloud kitchens, and immunity-boosting
food options [7].

COVID-19 has dramatically reduced restaurant sales. Improving the customer
experience by promoting services and offering attractive restaurant menus (via
website or online platform) can be a strategy to drive sales and generate new revenue.
Most of the large chain restaurants have provided an online platform that works
well with attractive menus. However, many smaller restaurants do not provide such
a system [11]. The way to make successful small restaurant with increase sales
through online platforms, them found that consumers’ demand for food and conve-
nient services along with eye-catching pictures and menu. This will give consumers
more opportunities to buy food in restaurants [12].

This study addresses one side of the pandemic from a market perspective.
Emphasis only on the ability of experts to respond. Regardless of the complexity
of other important factors such as policies that support restaurants and technology,
readiness of entrepreneurs to new technology, culture, and society are all involved in
the survival of the restaurant. That is the weak point of this research, we will study
in the future.
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5 Conclusion

Our research found that smaller restaurants were affected by a very serious impact
62.07%, followed by largely negative impact 25.17%, small negative impact 11.38%,
and slight negative impact only 1.38%. We found that the severity of the impact was
directly proportional to sales and employment. Thismeans that small restaurantswith
a very serious impact (80%-100% decrease in sales) are laying off employees of both
full-time and daily employees, including the opportunity to close the shop perma-
nently. However, restaurants have responded quickly to the crisis. More than 70%
of small restaurants chose an increase sale channel—delivery platform, followed by
shortening working hours, shortening business hours, temporarily closed, reduction
in employee salary/reduction of employees and other ways. It can be seen that tech-
nology has started to play an increasingly important role in the restaurant business.
The researchers hope that this researchwill help policy planners understand the prob-
lems of small restaurant and make measures that are the interests of restaurants in
this crisis.

Table 1 Questionnaire
design

Questionnaires

Question 1: Level of the impact of COVID-19 (Overview)

(One choice) • Positive impact
• No impact
• Slight negative impact (1% = <25%)
• Small negative impact (26% = <50%)
• Large negative impact (51% = <75%)
• Very serious impact (76% = <100%)

Question 2: Declining sales in 2020

(One choice) • Increase
• No loss
• 1% = <20%
• 21% = <40%
• 41% = <60%
• 61% = <80%
• 81% = <100%

Question 3: Amount of full-time employee

(One choice) • Increased staff
• Same amount
• Reduced staff

Question 4: Amount of part-time employee

(One choice) • Increased staff
• Same amount
• Reduced staff

(continued)
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Table 1 (continued) Questionnaires

Question 1: Level of the impact of COVID-19 (Overview)

(One choice) • Positive impact
• No impact
• Slight negative impact (1% = <25%)
• Small negative impact (26% = <50%)
• Large negative impact (51% = <75%)
• Very serious impact (76% = <100%)

Question 5: Business status

(One choice) • Open
• Reduce branches
• Temporarily closed
• Permanently closed

Question 6: Rapid measures to respond to COVID-19

(Multiple choice) • Loan application
• Introduction of cashless payment
• Increase sale channel—delivery platform
• Ordering via social platform technology
• Shortening business hours
• Shortening working hours
• Reduction in employee salary/reduction
of employees

• Cost savings
• Plan to close
• Temporarily closed
• Transforming restaurant operations or
business models

• Reduction in production (menus, services,
etc.)

• Transition to non-restaurant business
• Other
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Improving Communication with Media:
Portuguese National Public Police Case

Sónia M. A. Morgado

Abstract Good communication between media and National Public Police is
one imperative contrivance in thought-provoking in consumers. Yet, communi-
cating processes to date have been conditioned by the unique phenomenon asso-
ciated with the type of information provided by police. Problems in communi-
cating involve unbalanced, disruptive, unproductively, and disenchantment opinion
of police activity. By probing the external communication that bond depictions of
media support to consumers’ reactions, this research addresses the elements which
fundament an improved communication plan to incorporate the legitimacy and fair-
ness of the communication, reliability, and the representation of media, to support
the adjustment of the conception of police mission and values in the media and social
vicinity. Using the Delphi method, the authors built a model in which an alliance
and a crossover effect between past and present fundament the creation of gate-
keeping narratives, information messages, dissemination accurateness, and educa-
tional proactive approaches, structuring a co-creative environment. The research
offers a substantial contribution to the reflection of the managers and may be a
powerful element of guidance to enhance the success of interaction between the
main stakeholders. This approach develops a model that sustains an idiosyncratic
communication framework for determining the content, form, style, and sequence
of transmission and reception.

Keywords Communication plan · Disruption · Communication fairness · GIDE
model · Legitimacy · Media

S. M. A. Morgado (B)
ICPOL—Centro de Investigação do Instituto Superior de Ciências Policiais e Segurança Interna,
Lisbon, Portugal
e-mail: smmorgado@psp.pt

CIEQV—Life Quality Research Center, Leiria, Portugal

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
J. L. Reis et al. (eds.), Marketing and Smart Technologies, Smart Innovation, Systems
and Technologies 279, https://doi.org/10.1007/978-981-16-9268-0_9

105

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9268-0_9&domain=pdf
http://orcid.org/0000-0002-7036-5174
mailto:smmorgado@psp.pt
https://doi.org/10.1007/978-981-16-9268-0_9


106 S. M. A. Morgado

1 Introduction

Communication in the public sphere must endure rigorous rationalization princi-
ples, optimization, and management to avoid misunderstandings, disproportionate,
and the unexpected. In this sense, the revision of communication politics is neces-
sary to enable the consideration of the needs of the institutions and target audience.
Meirinhos [1] considers that a strategic plan from the organization provides a set of
directional references of activity, while the communication plan stipulates the sense
and form of its presentation.

The importance of communication is not static entails an evolutive process, which
institutions rely on because its development is reinforced by the confidence of recep-
tors, compelling a continuous dialog between [2]. Emery et al. [3] underpin this
concept. They confirm that the reach of audiences is only possible by using commu-
nications instruments such as radio, television, journals, digital platforms, and others.
In this sense, media are active participants in the institution’s image construction,
help to form ideas, and generate values [4] about a brand, organization, or the imaging
of an institution. So, media have a determinant role in the process of cultural conser-
vation and society transformation [5], contribute to news notoriety, and incite higher
levels of consumption [6]. On the other hand, media, and evenmore social media, are
the “ideal medium (…) to expose views and reach out” to society, which upheaval’s
“media populism and online disinformation” (p. 181) [7] and misinterpretation.

Consequently, the National Public Police (Polícia de Segurança Pública—
PSP) role of public service is promoting the participation and involvement of all
participants. These affect the interest and collective lives [8, 9].

In the current environment, solid communication processes are a requirement,
even though is a modest endeavor in public services [10]. By understanding the
needs of the society, the institutional objectives are ensuring communication to have
a philosophy and strategy of integration of those aspects [11, 12].

ToPSP, the communication is paramount to avoid disturbance in the public percep-
tion. The brawl may be a result of the regular interaction between police and citizens.
It is up to the institution to communicate daily activities as a way to reflect its identity.

This paper incorporates the external communication of the police, to be able
to characterize it, identifying its objectives, and explain how to improve the
communication process.

2 Conceptual Background

The word origins are embedded in the Latin word communication.onis, refereeing
that if there is no agreement in the process, there is no communication [13]. By this
fact, communication plays a meaningful role in society because it is not possible to
live without communicating or relating [14]. As a complex process of information
production [15], it has a persuasive dimension as stated by Aristoteles [16].
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The interactivity of the information allows the development of society, from the
transmission of well-founded and essential knowledge for the continuous growth of
citizens, organizations, and society. The responsibility of good and effective commu-
nication relies upon the information producers rather than on the receptor [17, 18]. A
process of communication without disturbances advocated by Shannon and Weaver
[19] is utopic because the channels used for the transfer are also its sources and
depend not only on the language, quality of the information received but also on the
subjectivity and the experience of the receptor.

Some common ground is established considering what makes the communication
effective: (i) codification [20, 21]; (ii) change of meanings [22]; (iii) language [23];
(iv) information [24]; (v) human activity [25], and (vi) opportunities creator.

Technology has gained terrain over the years and has become a part of human
evolution. In the information society, digital means, communication process [26],
and social media [27] communicating have been transferred to a digital environment,
which poses transmutations in the process [28, 29].

Organizations and communication are intertwined. The transmission of informa-
tion can be unilateral [12] but must be public relevant [30] to generate assimilation,
interpretation, and learning [31]. Zémor [32] states that there are five main cate-
gories for organizational communication: (i) obligation to report to his publics; (ii)
creation of the relation with the public; (ii) presentation and promotion of services;
(iv) internal and external communication; and (v) development of actions of public
interest.

Our focus lies in external communication that is defined as the creation of links
between organizations and stakeholders, as to be an integrative part of the orga-
nization [33], contributing to form its identity [34] and the image and reputation
[35].

Adjustments on the vision and mission statements and the formulation of orga-
nizations goals and objectives concerning the communication plan are a strategy to
achieve visibility and legitimacy [36]. Strategic communication is persuasive [37]
and more efficient than public relations [38]. How media receives information is
essential because the correct dissemination allows people to process information
and being judgmental with the legitimate arguments, even if case-based, rather than
on the whole institutional behavior [39].

The information obtained from the communication of institutions that comply
with democratic states endeavor is the main element for combating disruption of
communication, the disinformation order, and consequently the potential dwindle of
democratic institutions [40].

Establishing a communication plan is the way to align it according to institutional
strategy [41]. On the other hand, while guaranteeing the trust in democratic institu-
tions, it avoids the growth of the credulous public, which might affect the quality, the
understanding, and the veracity of the information. PSP is not unaware of the benefits
of having a plan, and in the major strategic options (GOP) 2017–2020 [42], there
was the consideration of the external communication with the following measures:
(i) new web page; (ii) PSP APP; (iii) redefinition of communication strategy; and
(iv) concretization of the plan of communication. These follow previous orientations
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that included the setting up of the Press and Public Relations Department (GIRP), the
definition of the stakeholders, and the communication manual. PSP is no exception,
and the communication plan (internal and external) is also a part of the management
toolkit.

3 Methodology

To investigate the hypothesis, in this exploratory study of qualitative nature, we
combined a literature review of the communication in law enforcement with the
Delphi technique about the aspects necessary to improve PSP communication. The
principal approach is the qualitative method which is prevailing in communication
research [43]. Daba-Buzoianu et al. [44] states that “the epistemology of commu-
nication is deeply linked with qualitative inquiries” (p. 1). The investigation also
considers the quantitative analysis for testing some hypotheses.

3.1 Conceptual Model and Hypothesis

Accordingly, with the introduction, an organization must have an effective means of
communication.

Our purpose with building a conceptual model is the excavation of the subject,
tested by the scientific rigors of logic, facts, and statistical empowerment. In fact,
for resolving problems, more than descriptive knowledge [45] is necessary to ask
questions, choose variables, describe objectives, and the population in the study [46].

The perception of the logic between propositions that enables the definition of a
hypothesis allows deriving a conceptual model (Fig. 1). The literature review and
objectives proposed are the basis for themodel. It is also the leverage for the upgrading
of the communication process. Conceptual models are tools adequate to represent
knowledge [47] and for case studies [48].

In this view and because the search of the facts is the main objective of the
investigation [49], the hypotheses are assertations that compel to learn and explore
the relations between concepts [50, 51].

Benn et al. [52], Boros [53], Brown et al. [54], and Carrilho [11] suggested that
organizations must understand the outside stakeholders as elements of the institution
because they are targets, but also the receptor of information. Drawing on these
conclusions, the public positioning is due to stakeholders, and how they receive and
perceive information, a first hypothesis was identified:

H1: The performance of the PSP for external communication is considered
positive by the media.

Barichello and Dall´Agnese [36], Cunha et al. [55], França [56], Kent and Taylor
[57, 58], and Moreno [59] stated that the leading role of media is the dissemination
of information, and organizations should use it to reach out the public. They are
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leverage in the prosecution of institutional objectives, which leads to the following
hypothesis:

H2: The current strategy of the PSP external communication answers the needs
of the media.

At last, we raise the relatable standpoint studied by França [56], Kotler and Keller
[60], Meirinhos [1], and Smith [37] that the communication is a strategic action.
Alongside these authors, Steyn and Puth [41] revealed the connection between plan-
ning and effective communication and as a resource andmandate to changing patterns
and perceptions [61]. Thus, the following hypothesis was tested:

H3: A communication plan is a strategic option for the PSP as a management
instrument.

The present conceptual hypothesis is the mainframe for defining the elements of
an upgrade and improved communication plan for PSP.

3.2 Method

Based on the scientific method, within exploratory, descriptive, and correlational
approach, the resource for determining the level of interlinked and consensus between
questions was the Delphi method [62].

The technique was applied to a panel of experts that comprises the media mailing
list of the PSP (journalists, pressman, newspapers editors, magazine publishers, of
social media traditional, online mass media). The goal was to achieve convergence
concerning the communication plan. Even though the core mission is not at the
communication level, an external communication plan is a strategic management
tool and must be planned, assessed, and efficient to evolve to an accurate public
perception of the police activities.
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Considering the need of stimulating the development of new ideas [63], the lack
of information about the substance of matter [62, 63], the dimension of the mailing
list, and the heterogeneity of backgrounds, the technique is adjusted to study [64],
for consensus building.

This technique is essential to structure a group communication because it allows
dealing with a complex problem [65] and withstands the anonymity of the partic-
ipants, the representation of the results, and the feedback to the response for a
re-evaluation of the results [66].

In deference to qualitative methodology, this technique is reliable [67] and
effective because the knowledge and experience of the experts sustain it [63].

Descriptive measures demonstrate and reveal the search for consensus [68–71].
On the other hand, a Chi-square measure was applied, to perform the examination

of the differences between categorial variables according to analyze the performance
of PSP as best actor in the relation with the media.

The Chi-square test is a statistical procedure used by researchers to examine the
differences between categorical variables in the same population.

3.3 Corpus and Procedures

The data were recollected by a questionnaire sent to the panel comprised of experts
relating to media. The professionals, media experts, in the mails list of GIRP
constitute a dynamic panel with professional experience in divergent fields of
expertise.

There was a total of 28 informants, composed of 53.6% of females and 46.4%
of males, ragging and an average age between 31 and 40 years old. The majority is
single (50%) and had a university degree (92.9%).

Concerning the media, the press and television represented 42.9% each and the
radio 14.3%. The analysis considered traditional media. Fifty-seven percent of the
experts had more than 15 years of experience.

Following the study objectives, the panel comprehended ofmedia experts received
the questionnaire. They are the external target audience and a mediator between PSP
and the general public. The questionnaire was available to the experts by a hyperlink
on Google docs. It was in a structured format which allowed the extraction of data
for future analysis. The respondents were encouraged to participate and asked to
grade the statements regarding an inverted Likert scale (5—completely disagree,
1—completely agree).

Basing the threshold for judging the level of agreement among the experts when
the scoring was equal or lower than 3 and if 50% of the topics received the majority
of votes [71].

The first section of the questionnaire included the objectives and consent form
and socio-demographic data, followed by the questions concerning communication.
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The data were analyzed using Statistical Program for Social Sciences (SPSS, Inc.
EUA), version 24, and Excel 2007 (Microsoft Corporation). The level of confidence
was p ≤ 0.05.

4 Results

Through the exploration of the results, the first step was considering the questions
according to the dimensions: 1—the importance of communication activity for PSP;
2—perspective of the media as beneficiaries of PSP communication; 3—character-
istics of the communication actions from the media; 4—relevant aspects of insti-
tutional communication; 5—pertinence of the current PSP initiatives in promoting
institutional communication in the media.

On the questions relating to the first dimension, there was a unanimous consensus
about how meaningful communication for the PSP is, with 85.7% of the experts
completely agreeing about the importance. About 42.9% of the experts also revealed
satisfaction with the current communication strategy, which validates its perfor-
mance. The turning point of the positive approach is that most experts express uncer-
tainty about exemplary behavior in the communication process. One may assert
that this uncertainty is not evanescent but stranded in the hollowing of the need for
communication consumption, without the veil of confidentiality, which sometimes
is associated with police activity, to maintain public order.

For this aspect, the experts consider that the output of PSP external communication
is valued and accepted by the media as adequate. Bearing in mind that the agreement
of the results is not successful in every question, the first hypothesis is not confirmed.
Yet, despite the results, we cannot overcome the “relationship between press visibility
and public knowledge” (p. 16) [6] so relevant in the context of PSP communication.

As beneficiaries and users of the external communication, the experts reported
that they frequently received news from PSP. It is possible because the consensus
resulted from applying cumulative criteria (median and means). The agreement is
also acquired relating to a lack of interest in the Web site of PSP. As so, the utility
of the page to the media is scarce. This disinterest also covers the YouTube channel,
with a consensual agreement. In other areas, there was less consensus concerning
Facebook, Twitter, or Instagram. Given the results, the media are not considering
social media as a relevant aspect of the communication process.

Regarding the characteristics, the discoursemeets themedia needs and is objective
(mean = 1.25; 1.29; median = 1; 1, respectively); even though there is a lack of
common ground concerning the existence or non-existence of delays, the timing
of news to the newsroom. It might be due to the tight schedule of the newsrooms.
The factor time is incompatible with the police’s need for verifying facts before the
press release. It is also necessary to mention that PSP is the primary news source
concerning operational activity as PSP (mean = 1.32, median = 1).
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Even in the borderline of having consensus, the fact is that only five of the six
questions have unison. Hypothesis two is not confirmed.

The non-confirmation of H1 and H2 reveals that the police is not adjusting the
communication to the media. If it were, the strategy was optimal, as stated by
Barichello and Dall´Agnese [36], and França [56].

From the analysis of the fourth dimension, it is clear that PSP should: (i) promote
protocols (75%); (ii) interviews and reports; (iii) domore press releases (78.6%); (iv)
reinforce the social media; (v) create a platform with operational data accessible to
the media (60.7%); and (vi) promote regular meetings with editor-in-chief (78.6%).

It seems that media is eager to be in the spectrum of accessing data promptly by
making protocols to improve communicational relations, maintaining press releases.
On the other hand, the development of a structured platform according to the police
objectives is beheld as a tool of public interest with information available according
to the media’s needs. Promotion meetings should change the non-consensus answers
concerning the quality of information, accessing the digital toolkits (web page,
YouTube, social media).

The respondents felt that PSP initiatives, such as expositions (89.2%), events
(78.6%), conferences (89.3%), demonstrations (78.6%), publications (75%), part-
nerships (64.3%), interviews (96.4%), are an important mean to consolidate the
communication strategy.

Summing it up, the respondents agreewith the importance of communicationwith
quality from the PSP concerning the operational activity. It is a way of interplaying
the growing complexity of media systems, combating the disruption, populism, and
radical interpretations, avoiding entailing dubious information [73, 74]. That addi-
tionally eludes the awareness of knowledge gaps that can provide an “unequal use
of media information even if the available information diet is the same” (p. 72) [75].

Testing if the choice as the best force security in communicating has its tole in
the satisfaction for the current of the PSP communication conveys the end of the
analysis.

Considering the results in Table 1 is possible to determine that the experts scru-
tinize the PSP as the best communicator among the GNR and PJ (p-value = 0.02
≤ 0.05). The recognition of good communication is entwined with: respecting the
media language, criteria objectivity, and the importance of the information.

To withstand the communication strategy experts, refer to tools such as clip-
ping, email, press releases, announcements, bulletins, press conferences. The non-
existence of a structured external communication plan in PSP is a deterrent for a
more prophylactic approach and understanding of the police activity. According to
Meirinhos [1], Smith [37], and Steyn and Puth [41] pro-organizational purposes, the
elaboration of a communication plan is a mandatory tool for PSP. PSP [42] considers
the concretization of this kind of plan in the GOP’s envisaged for the triennium
2017–2020. In this sense, it is possible to confirm the third hypothesis.

Efforts to introduce a communication plan model in police are advisable [37, 41]
and may have been composed as the model GIDE (Fig. 2) that emerged from the
aspects recollected:
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Table 1 Testing the relevance of PSP as the law enforcement best communicator

Question χ2 Df sig

Satisfaction with present communication 11,643 4 0.020*

Respects media language 10 3 0.024*

Objective criteria 37,714 3 0.000*

Right timing for the newsroom 5429 3 0.143

Communication with necessary information 11,643 4 0.020*

Knowledge of operational activity 3714 3 0.294

Expositions 8429 4 0.024*

Events 23,429 4 0.000*

Conferences 26,000 3 0.000*

Demonstrations 18,876 4 0.001*

Publications 16,286 3 0.001*

Partnerships 8000 3 0.046*

Interviews 15,500 2 0.000*

Gatekeeping
• Social media (instagram and facebook)
• Online emissions for media
• Web funcionalities and PSP app
• Dedicated channel on the web page

Informing
• Reports of police activity
• Information of Police Commands
• Interviews for clarification

Disseminating
• National and regional mailing list
• Promotion of events and conferences
• Publications ad demonstrations
• Partnerships and protocols

Educating
• Regular seminars and conferences
• Traninig for media
• Reunions with editors in chief

GIDE

Fig. 2 Communication model GIDE for improving communication

To bring the expert vision to an empirical approach, GIDEmodel is presented. The
locus of the model is the details provided by the specialists such as: to make some
investments (e.g., mailing list, reports of police activity, interviews), to maintain
the strategies that work (for instance, social media of rapid and visual stimuli like
InstagramandFacebook, online emissions formedia), and to drop out some strategies
that are not so meaningful concerning communication with the media by the police
(Twitter, random talk shows, among others) (Table 2).
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Table 2 Proposal for an
external communication plan
for media

Maintaining Investment Disinvestment

Instagram
(photographs and
publications)

National and
regional mailing list

Twitter for rapid
response

Facebook
(photographs and
publications)

Dedicated channel
on the web page

YouTube for
promotional videos

Daily update of
social media

Reports of police
activity

Random talk shows

Online emissions
for media

Interviews for
clarifications

Press releases

Information of
police commands

Regular seminars
and conferences

Email
correspondence

Promotion of
events and
conferences

Training for media

Publications and
demonstrations

Reunions with
editors in chief

Partnerships and
protocols

Web functionalities
and PSP APP

Adapted from “Communication planning: A template for organi-
zational change”, by Newman [76]

In effect, themodel removes some tools that considered less effective and suggests
the introduction of others to encourage police to act competitively to improve the
overall communication. Thus, police compete for a higher positive perception of the
audiences through the mediators and first-line receivers of information, the media.
The media are the mainstream of rampant cultural processes, perceptions and stimu-
late interest in many areas of public affairs [6], including police activity. This convic-
tion is the core to draw up a plan of communication [1]. It bypasses the recourse
to untrustworthy measures that uncover the resources’ inefficiency [11], knowledge
gaps [75], and misinterpretation of information.

The media are the first beneficiaries of the need of widespread the message,
being the receptors but also the mediators between police and society [36], avoiding
the disruption lumped by populism that overcomes above institutional order in a
cantankerous public [40], or harshness of public voices [77], that are exhaustive
consumers of the headlights.
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5 Conclusion

The results of this study corroborate previous research findings shedding light and
providing the understanding needed concerning the communication process and plan
of PSP.

The comprehensive approach to plan communication is a subject of protracted
discussion. From a systemic point of view, human communication is inherited.
Globalization, technological evolution, the importance of being informed, the fluxes
of information in society cover the fundamental need for collective and individual
survival.

Society’s perception of police is fundamental. In the current social structure,where
media seek to attract more audience, the capacity for reporting unadulterated infor-
mation can be propitious to generate positive perceptions concerning police activity.
For this reason, it is crucial to review and configure the external communication of
PSP. It empowers PSP to deal with media situations and biased collective opinion.

Decision-making supported by a communication plan is a mixture of public order,
national security, and political approaches. It seems plausible to assume that the
decision-making process is constrained by security issues rather than by information
or collective needs. However, the media might argue that their need for informa-
tion is higher and guided by the interest of the audience and their level of news
consumption. The difficulty, however, is that they often lack understanding of the
impossibility to disclose sensitive police information. Feeding information to media
must be a priority in the strategic public exposure of PSP, to undermine the gaps
in interpretation, to gatekeep the truth, to provide a better understanding of the use
proportionate and adequate use of resources according to the circumstances. Police
should communicate to promote comprehension and legitimacy of the actions by its
stakeholders.

Inherently, the nature of public service needs the projection of the institutional
message. As first responders of police news consumption, receptor, and mediators,
the media have the implicit role in restraining disruption, exacerbation of misinter-
pretation of the public, the ruggedness, and belligerency of the public comments that
are proactive consumers of images, videos and newspapers, and social media mast-
heads. For this role to be promptly and active, the GIDE model is the tool capable of
providing this vicinity.

Admittedly, the relation between media and police endures an akin path. Good
relations sustained by effective communication can facilitate a proactive rather than
a reactive response to facts.

The external communication plan presented is the core element for building the
strategy to keep the audiences informed and satisfied. It is also a way of diverting
disruptions from media scrutiny by inverting it and deflecting moral judgments.
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Database Encryption Performance
Impact on PostgreSQL and MongoDB

Marcelo Costa, Margarida Rodrigues, Pedro Baptista, Cristina Wanzeller,
Pedro Martins, and Maryam Abbasi

Abstract The security of data is an essential aspect for organizations because today’s
most significant trade-off is information. Although assuring information is safe is
the most critical aspect for organizations, there are other concerns about making
information secure. Encryption is very used to protect data, but what are the costs in
terms of performance? According to Gomes et al. (Database encryption for balance
between performance and security, 2021 [1]), encryption has a significant impact on
database read and performance. The impact of encryption in different databases was
tested using PostgreSQL and MongoDB. We wanted to understand if it was more
beneficial to use encryption at the client side (PostgreSQL) or Rest (MongoDB). The
results have shown that using encryption at Rest improved the performance of the
inserts in the database.
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1 Introduction

Companies heavily rely on information systems, and considering knowledge as an
organizational asset, it must be protected.

This work is based on the future work proposed in the “Database Encryption
Performance Impact” article, published last year [1]. The main objective in the refer-
enced paperwas to prove that encryption had a significant impact on the database read
and write performance; this led to the conclusion that it was inevitable to decrease
performance in data encryption. As future work, it proposed an analysis about the
encryption mode that was tested but with larger volumes of data to continue the
evaluation of the performance degradation with the increase of data quantity and the
impact of encryption in different databases.

We also decided to explore another possibility. To analyze if performance
improved when using encryption at Rest, we used MongoDB. We encrypted the
data at Rest—simultaneously, using client-side encryption in PostgreSQL to see the
differences between the two types of encryption. The results have shown that using
encryption at Rest improved the performance of the inserts in the database.

The remainder of this work is organized as follows. Section 2 presents the state-
of-the-art review. Section 3 outlines our methodology. In Sect. 4, we present the final
product preview.

Finally, in Sect. 5, conclusions are drawn, followed by the introduction of future
work guidelines.

2 Related Work(s)

In this section, we will present somemethodologies adopted in similar research. This
research is a part of the future work presented in [1]. This paper presented results
about a performance analysis for encryption in a relational database, using PGP and
AES. The results were performance degradation when using encryption to read data.
When using keys, the time to process was less and more space occupied when using
encryption or keys. This means it is challenging to avoid loss of performance when
using data encryption [1].

The article proposed by M. Zeghid, M. Machhout, L. Khriji, A. Baganne, and R.
Turki gives a modified AES algorithm for the encryption of text and images. The
authors of this research started with an analysis of the AES algorithm, and then, they
added a keystream generator to guarantee a better encryption performance. They
concluded that this new scheme could offer higher security, and it is easier to apply
it in software and hardware [2].

Another paper we explored was proposed by Shaza D. Rihan, Ahmed Khalid, and
Safe Eldin F. Osman. The starting point was the role that encryption algorithms play
to secure data. Their main objective was to compare the performance of AES and
DESalgorithms, considering processing time,CPUusage, and encryption throughput
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on Windows and MAC platforms for different text sizes. The results demonstrated
that AES is faster than DES in execution time, and it has higher throughput. DES
algorithm proved to be better than AES in CPU usage consumption [3].

Eman Salim IbrahimHarba researched a method to protect data transferring using
three hybrid techniques. Symmetric AES was used to encrypt files, asymmetric RSA
to encrypt AES, and HMAC was used to encrypt the symmetric password. This
combination allowed us to explore the advantages of each one, to build a high-security
system. As a result, it had simple and fast encryption while using low computational
requirements and providing high system security [4].

The paper’s [5] primary purpose was to illustrate how a problem solved using
MySQL would behave when MongoDB was being used on a big data dataset. The
results are that MongoDB has better performance than MySQL when inserting,
updating, deleting, and selecting data from the database.

3 Experimental Setup

This section overviews the analysis of different encryption types and the proposed
work to test the impact of encryption in different databases.

3.1 Encryption at Rest

In order to understand the concept of encryption at Rest, it is important to distinguish
data inmotion and data at Rest. Data inmotion is considered operational data because
it is manipulated daily. Data at Rest is stored and most likely protected by a firewall,
for example [6].

One of the most severe problems of MongoDB is that data files are not encrypted
by default during transmission [7]. MongoDB Enterprise 3.2 introduces a native
encryption option. This feature allows MongoDB to encrypt data files so that only
the parts with the decryption key can decode and read the data. The process of
encrypting data includes generating a master key and keys for each database, the
encryption of data with the database keys, and database keys with the master key [8].

3.2 AES Encryption Algorithm

The most popular and used symmetric encryption algorithm likely to be encountered
nowadays is the Advanced Encryption Standard (AES). With AES, we can use three
different block ciphers. AES-128 uses a 128-bit key length to encrypt and decrypt a
block of messages, AES-192 uses a 192-bit key length, and AES-256 has a 256-bit
key length to encrypt and decrypt messages. Each cipher encrypts and decrypts data



124 M. Costa et al.

in blocks of 128 bits using cryptography keys of 128, 192, and 256 bits, respectively
[9]. The process of encryption begins with byte substitution, and then, three more
steps follow this one, shift rows, mix columns, and add round key, respectively. The
process of decryption is similar to the encryption process but in reverse order. The
four processes mentioned before are conducted reverse: add round key, mix columns,
shift rows, and byte substitution [10].

3.3 Proposed Work

In Fig. 1, we show the solution architecture. For this experiment, 10 GB, 20 GB, and
40 GB of data were generated with the TPC-H. The interaction with the PostgreSQL
databasewas established through Python using the SQLAlchemymodule and Pandas
to open and read the dataset files. Since theAES algorithm proved to bemore efficient
for insertion, according to [1], we decided to use it with PostgreSQL.

The interaction with theMongoDB database was also using Python to get the data
file. The default encryption mode that MongoDB Enterprise uses is the AES256-
CBC (or 256-bit Advanced Encryption Standard in cipher block chaining mode) via
OpenSSL. AES-256 uses the same key to encrypt and decrypt text [8]. This means
the encryption is not made on the client side, like in PostgreSQL, it will allow us to
understand if it is more profitable to perform the encryption at the client side or Rest.

We uploaded the database to a virtual machine in AWS to test the performance
with the following features (eight vCPUs, 2.3 GHz, -, 32 GiB memory). Then, we

Fig. 1 Solution architecture
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Fig. 2 Performance comparison between databases, PostgreSQL and MongoDB, load 10 GB

did the inserts corresponding to 10 GB of data to compare with the database with
better performance with and without encryption.

4 Results and Analysis

The test database size was 10 GB in AWS. The results show that MongoDB has a
better performance than PostgreSQL when inserting 10 GB of data in the database.
Figure 2 shows similar results when it comes to encrypted data, but PostgreSQL has
degradation of performance when compared to MongoDB. This means that when
encryption is performed on the client side, it will take more time to do the inserts,
so MongoDB proved to be a better choice to do the inserts because the encryption is
done at Rest.

Figure 3 and Table 1 show the comparison between the inserts of the columns of
the database. We did this graphic and table to see if there were significant differences
in the times. In some cases, PostgreSQL is slightly quicker than MongoDB, but in
the total time spent, we saw that MongoDB had a better performance on the previous
analysis. The difference is sharper in tables with more columns, like the table “Line
item.”

5 Conclusions and Future Work

When choosing an encryption algorithm suitable for a database, there should be
some criteria in consideration. Ourwork has shown that, although there is a rupture in
performance when using encryption, it is possible to overcome this issue by choosing
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Fig. 3 Performance comparison between databases, PostgreSQL and MongoDB, inserts

Table 1 Performance comparison between databases, PostgreSQL and MongoDB, inserts

PostgreSQL MongoDB

No encryption With encryption No encryption With encryption

Costumer 00:23:13 00:51:26 00:16:11 00:16:09

Line item 14:45:13 56:35:02 14:30:33 15:23:22

Nation 00:00:00 00:00:00 00:00:00 00:00:01

Orders 02:44:49 08:31:03 02:50:17 02:52:02

Part 00:21:17 00:54:22 00:21:15 00:23:34

Part Supp. 01:28:50 02:40:40 01:26:41 01:26:35

Region 00:00:00 00:00:00 00:00:00 00:00:00

Supplier 00:00:50 00:03:43 00:01:41 00:00:19

Total 19:44:12 69:36:16 19:26:38 20:22:02

other methods and algorithms. Results show thatMongoDB has a better performance
than PostgreSQL when inserting 10 GB of data in the database. Despite similar
results, when it comes to encrypted data, PostgreSQLhas degradation of performance
when compared to MongoDB. So, when encryption is performed on the client side,
it will take more time to do the inserts. MongoDB proved to be a better choice to do
the inserts because the encryption is done at Rest.
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5.1 Future Work

Although we presented some conclusions about the performance of database encryp-
tion when using different databases, this study is not over. We recommend a study
with MongoDB where the tests should be performed on the client side to compare
with the same database if the best option is to do the encryption at Rest. The sizes
20 GB and 40 GB of data were not tested because we ran out of credit in AWS, so
another suggestion would be to test the inserts with this quantity of data. We also
recommend some improvements:

• In PostgreSQL, our suggestions are reduced indexes, reduce unique keys, use
separate disks for write-ahead logging (WAL) and data, and use parallel writes;

• InMongoDB, reduced indexes, concurrent inserts, andmore performing hardware
are our recommendations.
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Abstract Several systems today produce enormous textual, numerical, geospatial,
structured, and unstructured data. This data may serve many business requirements,
which implies specific performance requirements. These requirements typically
make it imperative that the application uses the most efficient means to store and
retrieve it. In the past, systems architects would implement SQL relational databases
systems (RDBMS). Still, today, the advances of NoSQL and document storage tech-
nologies offer a high-scalable non-relational database that can process and store vast
amounts of that with high performance and efficiency. Mixing the traditional rela-
tional databases with the new databases creates a database system model capable of
serving the different business needs. This paper proposes to create a stream architec-
ture capable of feeding the same data to other database systems based on open-source
technologies such as Apache Kafka, NoSQL database, time series database (TSDB),
relational database, and document indexing engine. The implementation will handle
massive incoming data from processed network traffic traces that will be ingested to
several databases through the stream architecture.
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1 Introduction

Massive volumes of textual, numerical, geospatial, structured, and unstructured data
are being generated at high rates. Traditional databases such as Oracle, MySQL,
PostgreSQL, and other relational databases (RDBMS)were not designed to complete
today’s data needs. One good example of the unfitted design model of RDBMS is
the big data. “Big data is a term to describe a bunch of data with six’ v character-
istics including volume, velocity, variety, veracity, variability, and value. Big data
computing is a popular term these days to solve complex data, and many companies
create their extensive data system to handle their massive data” [1]. This big data,
or massive data volumes, not address and exposed in a form that can be easily used,
may lead to an inability to deliver tangible benefits for the organization or business.

New infrastructural challenges rise to achieve the best efficiency and availability
of data through the implementation of architectures based on data streaming and
message queuing. “Streaming data refers to data that is continuously generated,
usually in high volumes and at high velocity.” The message queuing is a funda-
mental concept to provide the ability to the architecture to store messages and allow
asynchronous interaction.

While traditional data solutions are focused on reading andwriting data in batches,
streaming architectures consume data as it is being generated and may perform
data manipulation. Databases, document storage search engines, and other data
consumers, visualizers, or alerting systems ingest in real-time upward the consuming
pipeline.

The streaming architecture is composed of a message broker, producers, and
consumers. The message broker receives data from the producers, transforms it
into a standard message format, and streams it. The other components, designated
consumers, listen and consume the messages from the message broker.

The first generation of message brokers, such as RabbitMQ and Apache
ActiveMQ, relied on the message-oriented middleware (MOM) paradigm, which
“provides a clean method of communication between disparate software entities.
MOM is one of the cornerstone foundations that distributed enterprise systems are
built upon. MOM can be defined as any middleware infrastructure that provides
messaging capabilities” [2]. More recently, other high-performance messaging plat-
forms, more suitable for streaming, have emerged. Between then, there are two
popular ones, Apache Kafka and Amazon Kinesis Data Streams. “Apache Kafka is
a community-distributed event streaming platform capable of handling trillions of
events a day. Initially conceived as a messaging queue, Kafka is based on an abstrac-
tion of a distributed commit log. Since being created and open-sourced by LinkedIn
in 2011, Kafka has quickly evolved from messaging queue to a full-fledged event
streaming platform” [3]. Kafka through APIs and connectors allows integration with
several applications, databases, and storage systems. Figure 1 illustrates the Kafka
environment. “Amazon Kinesis Data Streams (KDS) is a massively scalable and
durable real-time data streaming service. KDS can continuously capture gigabytes
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Fig. 1 Kafka interaction [3]

of data per second from hundreds of thousands of sources such as Web site click-
streams, database event streams, financial transactions, social media feeds, IT logs,
and location-tracking events.” [4]

Big data is strongly connected to the concept of distributed systems, in which the
CAP theorem (consistency, availability, and partition tolerant) points out the promi-
nent use of the eventual consistency property in distributed systems. This has pushed
the need to use different types of databases beyond Structured Query Language
(SQL) that have properties of scalability and availability. Not-only SQL (NoSQL)
databases, mainly with the basically available, soft state, and eventual consistency
(BASE), are gaining ground in the significant data era. In contrast, SQL databases
are left trying to keep up with this paradigm shift [5]. Each one of these database
types has its strengths and weaknesses, which makes them not perfect. One way
to solve this problem is to use a polyglot persistence model. “Polyglot persistence
is an enterprise storage term used to describe choosing different data storage/data
stores technologies to support the various data types and their storage needs. Poly-
glot persistence is essentially the idea that an application can use more than one core
database (DB)/storage technology” [6]. The streaming architecture plays an essential
role in the polyglot persistence’s design and implementation.

The work presented in this paper aims to demonstrate the implementation of a
multilingual persistence model based on a producer, a message broker, and several
consumers.

The producer used network traffic traces, either online or offline, captured with
Wireshark. This network protocol analyzer allows to capture packet data from a
live network or read packets from a previously saved capture file. Packages are
materialized into a decoded form of those packets to the standard output or writing
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the packages to a file [7]. The trace was then piped into a Python script in which
data was enriched with geolocation information provided by MaxMind [8] and data
ingested to Kafka message broker.

On the consumer side, different databases types were used:

• NoSQL:

MongoDB, which is a general purpose, document-based, distributed database
built for modern application developers and for the cloud era [9].
InfluxDB, a time series database (TSDB) [10].

• Document-oriented database: ElasticSearch, which is the world’s leading free and
open search and analytics solution [11].

• Relational database: PostgreSQL, which is an open-source object-relational
database [12].

Besides the previously described implementation, a multi-platform open-source
analytic and interactive visualization web application was also used, Grafana. It
provides charts, graphs, and alerts when connected to supported data sources [13].

The complete experimental work setup was performed on a single server running
Docker [14] withmultiple containers installed with images obtained from theDocker
Hub [15].

With this experimental work, we were able to demonstrate a fully functional
multilingual persistence model system. The data goes through a single application,
distributed to several consumers from a single point (broker), keeping the consistency
between all the different databases and at the same time delivering a system capable
to respond to several business needs.

The paper is organized as follows. Section 2 presents the state-of-the-art review.
Sect. 3 presented the architecture and technologies used in the experimental work.
Section 4 describes the experiment setup. The experiment work and results analysis
are presented in Sect. 5. Finally, in Sect. 6, conclusions are drawn, followed by the
introduction of future work guidelines.

2 Related Work(s)

The increasing needs for scalability and performance have gradually pushed new
alternative database systems, namely NoSQL technology, gradually reducing tradi-
tional relational databases. With this change, enormous studies and papers have
been written. Some work focuses on the performance comparison between SQL and
NoSQL databases operations of reading, write, delete, and instantiate processes on
key-value stores [16]. Others concentrate on choosing the best NoSQL database for a
specific job but taking into account quality attribute focused survey or classification
of NoSQL databases where databases are compared with regards to their suitability
for quality attributes common on the design of enterprise systems [17]. More works
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were done on performance, based on CAP’s theorem, of streaming data processing
using popular NoSQL databases [18].

3 Architecture and Technologies

Aiming to demonstrate a multilingual system and evaluate results, a fully func-
tional experiment involving a message broker and data streamer able to feed several
databases types through it was implemented. The architecture and technologies
presented in Fig. 2 involve concepts of producers, message brokers, and consumers
as central players in this implementation. The producer is composed of a Python
script receiving piped data from a network protocol analyzer designated Wireshark
[7]. To enrich data piped by the Wireshark, a GeoIP database provided by MaxMind
[19] in conjunction with a Python API [20] was used. The message broker and data
streamer are composed of Kafka by Confluent [3]. Kafka stands as the orchestrator
of the complete architecture by interacting with the producer and consumers.

Composing that the consumers are tree different databases types and a document
indexing search engine:

• MongoDB and influxdb can be categorized as NoSQL databases. The first is a
general purpose, document-based, distributed database [9]. The second one is a
time series database (TSDB) [10].

• PostgreSQL, which is an open-source object-relational database [12].
• ElasticSearch, document indexing search engine is the fourth consumer element

of the architecture [11].

Finally, with the purpose of easily visualize the data stored in the different
databases, additional applications were used:

Fig. 2 Experiment architecture
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• Grafana, which is multi-platform open-source analytics and interactive visualiza-
tion web application that provides charts, graphs, and alerts when connected to
supported data sources [13].

• MongoDB COMPASS, a GUI for MongoDB, allows visualizing and exploring
data on the database. Additionally, it also allows to run ad hoc queries in seconds
and interact with the data with full CRUD functionality [21].

4 Experimental Setup

The experiment was run in phases, and each step brought more complexity to the
investigation.

The first phase started by implementing the base system. This base system was
composed of the producer. As previously mentioned, it contained a network protocol
analyzer, a Python script, and a GeoIP database, followed by the implementation of
the message broker streamer. For faster deployment, this and the following phases
were done using a containerized solution using Docker images. In this phase, a set
of tests was performed using different sizes of previously captured network traffic
traces files and performing real-time network traffic capture and ingestion.

In the second phase, two consumers were added to the experiment. First, it was
added a time series DB (influxDB) and relational DB (MySQL). In this phase and the
next phases, new sets of tests were done using a previously captured network trace
file containing 509 K packets with an average capture rate of 8.8 packets/s. Table 1
shows the complete trace file properties.

The third phase adds two more consumers to the experiment architecture, Elas-
ticSearch and MongoDB. The first one is the indexing search engine, and the second
is a document-oriented database.

In the fourth phase, to test inter-database consistency, a network connectivity
interruption to the message broker was simulated.

The final phase was done by integrating ksqlDB, which enables “to build modern,
real-time applicationswith the same ease and familiarity of building traditional appli-
cations on a relational database. It also simplifies the underlying architecture for
these applications, so you can build powerful, real-time systems with just a few

Table 1 Dataset Trace file statistics

Measurement Captured

File name dataset.pcap

Packets 509 K

Data byte rate 33 MBps

Data bit rate 271 Mbps

Average packet size 3846.58 bytes

Average packet rate 8,809 packets/s
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Table 2 Ingestion
combinations

Trace file statistics

Test no. Num. events Events/s

001 10,000 25

002 50,000 50

003 100,000 100

SQL statements.” The ksqlDB introduced on the experiment near-real-time data
enrichment.

Additionally, to the mentioned phase, the data visualizers were also implemented.

5 Experimental Work and Results

5.1 Phase 1: Producer and Message Broker

The main goal of this phase was to verify the performance of the implemented
architecture and technologies without any consumer integration. For that, it was
defined a set of data ingestion combinations described in Table 2 and used real-time
network traffic capture and ingestion. The event data rate output was performed by
introducing delays on the Python script.

No data events loss or delays were observed when using any of the ingestion
combinations.

5.2 Phase 2: Producer, Message Broker, and Two Consumers

Phase 2 introduces two consumers, influxDB and MySQL. The introduction of the
consumers into the Kafka ecosystem was done by using Kafka connectors. These
connectors are divided into two types, Source and Synk, and they allow to receive
data from other DBs into Kafka or send data out of Kafka into DBs.

Running again the dataset combination scenarios on Table 2, once again, we do
not observe any delay or event loss on the events received from the producer. The
variable delay was observed on the consumer between the time the events were
received by the message broker from the producer and received by the consumers.
This delay was observed on the Apache Kafka GUI [22] reported on the column
“messages behind,” illustrated on Fig. 3.

After the producer finished sendingdata to the broker and the consumers, influxDB
and MySQL finished to receive all the events. Both databases had the same number
of events.
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Fig. 3 Two consumers delay

Fig. 4 Four consumers

5.3 Phase 3: Producer, Message Broker, and Four
Consumers

In Phase 3, two more consumers were added, ElasticSearch and MongoDB, which
brought higher complexity and experiment resiliency. Using the same dataset inges-
tion scenarios, no delay or event loss was observed on the message broker related to
events coming from the producer. Since there were already events on the topic stored
on the Kafka message broker from previous phases, all of these events were sent to
the newly introduced consumers. Since these new consumers were subscribing to an
existing topic, by the Kafka design, this was expected behavior. This design is based
on the principle that any new consumer, or existing, that has not transferred all the
events that are inside the retention window will do so until the end offset is equal to
the current offset. Figure 4 shows the number of messages behind, not consumed,
before and after the two new consumers were activated.

5.4 Phase 4: DB Isolation and Connectivity Restore

The goal of Phase 4 was to test the inter-DB consistency on the polyglot persistence
system.Thiswas done by putting theMySQLDBsink connector into pause status and
proceedingwith the producer’s data ingestion. All the other consumers consumed the
new just ingested events. Since theMySQL connector was in pause status, simulating
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Fig. 5 ksqlDB stream flow

a lack of connectivity or DB problem, MySQL DB was not updated. To “restore
connectivity,” the MySQL connector was put in the play status. After some seconds,
it was observed that all the missing event records were fed to the DB and theMySQL
DB had the same number of events as the other DBs.

5.5 Phase 5: ksqlDB Data Enrichment

Aiming to evaluate the near-real-time data enrichment, this was done using the
ksqlDB stream feature of the Confluent Kafka.

From the existing topic, a new data stream was created with only two fields,
ip dst and server name. This new stream allowed creating a table containing only
the association of the destination IPs and server names. Joining this table with the
near-real-time stream provided a near-real-time data enriched stream containing the
IP address associated with the server name. Figure 5 illustrates the enriched stream
creation.

6 Conclusions and Future Work

The experimental work performed, and described in this paper, allows us to conclude
that an architecture containing a message stream broker, a producer capable of
ingesting events at a high data rate, and different types of databases, as consumers,
has excellent performance and excellent data resilience and persistence. This type of
architecture fits quite well in scenarios where the same data has to be store enriched,
aggregated, correlated, or in full detail, responding this way to several business needs
and retention intervals. Additionally, we may also conclude that the open-source
applications available today allow us to construct complex architectures capable
of responding to scalability needs in the significant data era. Future work may be
conducted to explore new data enrichment and real-time metrics calculations at the



138 L. Oliveira et al.

message broker before being fed to the databases. The introduction ofmore producers
with other data types and aggregated into a single stream would also be valuable.
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OSSpal Qualitative and Quantitative
Comparison: Couchbase, CouchDB,
and MongoDB

Tiago Cardoso, João Penela, André Rosa, Cristina Wanzeller,
Pedro Martins, and Maryam Abbasi

Abstract With the rapid increase in cloud computing, big data, andweb applications
in real time, there is a great need to turn to database platforms that can handle and
process large volumes of data, with high performance and excellent scaling capabili-
ties. Since its creation, this has been one of the main goals of NoSQL databases. This
article will cover three of the most popular NoSQL databases, MongoDB, Couch-
base, and CouchDB. We will take a more theoretical approach to each database and
compare them using the OSSpal methodology.

Keywords Big data · NoSQL databases ·MongoDB · Couchbase · CouchDB

1 Introduction

There is a large volume of data generated by millions of users who use applications
or work platforms daily, whether for personal or professional purposes. With the
different requirements of these applications, such as scalability and the high degree
of availability, they have contributed to new technologies and platforms. Social
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networks, for example, require the management of large amounts of unstructured
data, which are generated daily by millions of users in search of sharing informa-
tion, knowledge, and interests. In this context, a new category of database emerged,
called Not-only SQL (NoSQL), was proposed to meet the management requirements
for large volumes of data, semi-structured or unstructured, which require high avail-
ability and scalability. The need for a newBD technology arose due to the inefficiency
of relational databases in dealing with this task. NoSQL databases use a flexible data
model with no predefined schema. This is the complete opposite of a relational
database perspective, with a fixed schema and table structure. This means that each
row in a table is defined in a very narrow way in the relational database. Therefore,
one of the advantages of NoSQL is that it supports unstructured data, which means
that there are no database-level restrictions on what types of data can be stored at
any point. Another problem that NoSQL databases can help with is scaling. NoSQL
databases are scaled horizontally, as opposed to the relational database, which is
scaled vertically. We will describe this in more detail later. Because of the growing
interest in adopting this technology and the new challenges generated by the use of
NoSQL, it is essential to know the main concepts and their uses. In particular, this
knowledge has great relevance for those interested in collaborativeWeb applications,
which, most of the time, need a technology that supports the management and scal-
ability of large volumes of data, simply and effectively. The OSSpal methodology
used in this article to compare databases proved to be suitable for collaborative open-
source projects. The latter one compares databases in six categories: general quality,
instability, usability, robustness, security, and scalability.

2 Related Work

2.1 NoSQL

SQL databases known for being relational databases were developed in the 70s to
solve data storage and to help with data loss problems. In this model, the data is
stored in the rows of a table, if there is a need to add or change a data type (table),
we must change the entire database, and in these databases, the scale is vertical and
performance can be improved with updating servers and machines [13]. The NoSQL
concept was introduced in 1998, and it has an unrelated model that aims to simplify
databases while improving performance and flexibility. The scale in NoSQL models
is horizontal, if more performance is needed, the system will spread the database to
more machines and spread the tasks among them. Due to its simple structure, the
performance in the reading and writing processes is very good, combined with high
availability, easy scalability and flexibility [14]. Most of these NoSQL systems will
fall into one of the following four categories:
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• Document-oriented storage: This database model stores your data in the form of a
key-indexed document. It offers great performance options and horizontal scala-
bility, which allows them to storemore data whilemaintaining a high performance
level [12].

• Key-value storage: A simple yet powerful and efficient model consisting of an
application programming interface (API) allows the user to store data in a schema-
free form [8].

• Column-oriented database: Somewhat similar to a relational database, this model
also stores data in tables, but each row contains a dynamic number of attributes.

• Other non-relational database models, such as a graph database or an object-
oriented database, are also considered to be part of the NoSQL category.

2.2 NoSQL Scaling Capabilities

As the volume of data increases, the need for scalability and performance improve-
ment increases as well. As mentioned before, one of the characteristic grids of
NoSQL systems is horizontal scalability [13]. The absence of locks is critical in
NoSQL databases, allowing for horizontal scalability and making this technology
suitable for solving exponentially growing data volume management problems. A
well-known alternative to achieve horizontal scalability is sharding, which consists
of dividing data into multiple tables to be stored across several nodes of a network.
Another reason NoSQL models have great scalability is the lack of schema [6]. This
lack of schema both facilitates scalability and contributes to increased availability.
These structures are, for the most part, based on a key-value concept, allowing for
high flexibility in the way data is organized. Another way to promote scalability is
through replication. Allowing replication natively cuts down on time spent retrieving
information. NoSQL databases use APIs to facilitate access to information, so that
any application can use database data quickly and efficiently, to promote an efficient
way of accessing data, offering high availability and scalability, that is, the focus is
not on how the data is stored, but on how we can retrieve it efficiently [17]. Even-
tual consistency is also a characteristic of NoSQL databases related to the fact that
consistency is not always maintained between the various data distribution points.
This characteristic is based on the consistency, availability, and partition tolerance
(CAP) theorem, which says that, at a given time, it is only possible to guarantee two
of three properties between consistency, availability, and partition tolerance.

2.3 Document-Oriented Storage

In this work, we will focus only on tree document storage databases where docu-
ments depend on the internal structure to extract data that the database engine uses
for optimization. Document stores store the data of an object, that is, an instance of
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the database, and each object stored can be different from all the others. This elim-
inates the need for object-relational mapping when loading data into the database
[17]. Documents are addressed in the database via a unique key that represents that
document. This key is a simple identifier that can be used to retrieve the document
from the database. Typically, the database maintains an index on the key to speed up
document retrieval, and in some cases, the key is needed to create or insert a document
into the database. Document implementations include a variety of document forms,
including: collections, tags or metadata, and selection hierarchies. These databases
support an API or query language that allows the user to retrieve documents based
on content. For example, we might want a query that retrieves all documents with a
certain field set to a certain value. To update or edit a document’s data, the database
allows for document replacement or a structure piece of the document [12, 17].

3 MongoDB, Couchbase, and CouchDB

MongoDB is an open-source NoSQL database management system developed in
C++ by MongoDB, Inc. To this day, it has high availability through replication and
fault tolerance, horizontal scalability, end-to-end security: to-end, global support, and
management tools for automation, monitoring, and backup. MongoDB stands out in
the document-oriented segment. The grouping of documents is called the collection
and storage format of BinaryJSON (BSON) [14]. By default, MongoDB uses a
dynamic schema, which means that documents in a specific collection do not need
to have the same set of fields and data types. However, it is possible to implement
JSON schema validation. MongoDB also does not implement a query language
similar to SQL [9]. MongoDB uses MapReduce to improve database performance
[16]. MapReduce is a command that makes available to condense a large amount of
data into valid aggregated results. Indexes are unique data structures that condense a
small portion of the data in a collection to help improve query performance. Server-
side scripts are implemented through JavaScript executions [9]. MongoDB clusters,
Fig. 1, are made up of a primary node, secondary nodes, and an arbitrary node [16].
The primary node has the function of receiving all write operations. To provide data
redundancy and high availability, MongoDB implements clustered replication. The
secondary nodes will have a replica of the data on the primary node and will also
apply the same write operations as the primary node. The arbiter node will select a
new primary node in case of failure and will not have any data.

The MongoDB cluster has the following components: shard, mongos, and config
server. The first, shard, is responsible for storing documents or parts since a collection
can be partitioned into multiple shards. The contents of a shard are stored in a set of
replicas, a replica set, which consists of a set of hosts that replicates all the informa-
tion between them. The second, mongos, plays the role of the query router, that is, the
interface between the application and the MongoDB cluster. Finally, the third config
server is responsible for storing cluster-specificmetadata and configurations. Content
stored on the config server must also be in a replica set [2]. Replication follows
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Fig. 1 MongoDB clusters

the master–slave mechanism and is identified as a replica set in MongoDB. When
configuring a replica set, all nodes that will be part of the cluster shard are informed.
The master receives all write requests and replicates them to cluster members asyn-
chronously. In case of problems with the master, automatic failover occurs, in which
one of the slaves takes over as master in the replica set [2] (Fig. 2).

CouchDB

CouchDB is a document-oriented open-source database management system that
can be accessed through the RESTful JavaScript Object Notation (JSON) API [15]
and has drivers for several programming languages. CouchDB was designed to be
a new type of database, based on scalability challenges and developed for the web.
This database system stores information in JSON documents and does not force
the use of a rigid information structure or schema, provides a web interface via
HTTP for data access and database management, and allows you to search and index
documents using JavaScript. It works with web and mobile applications allowing
efficient distribution and replication of data, supporting master-master configura-
tions with automatic conflict detection [5]. CouchDB brings many features, making

Fig. 2 MongoDB sharding
configuration
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application development easier. It is highly available, fault tolerant, and eventu-
ally consistent. It also implements security mechanisms. This database system was
used to store information as it is a system that meets the requirements and is easy
to install. Another key factor in this decision was the Futon functionality to visu-
alize and manipulate visualizations and data. Couchbase compatibility was also a
feature of this system. It was then possible to present an information storage solu-
tion suited to the project’s requirements. CouchDB uses the slogan “relax” because
of its ease of installation. In just a few steps, you can install a document-oriented
NoSQL-distributed database system and then development. It is possible to install
this system in a cluster environment on several operating systems, from Linux, Mac
OSX, Windows, and even mobile devices [6]. CouchDB is a peer-based distributed
database system that allows users and servers to access and edit shared data offline
and later replicate (bidirectional) those changes across multiple nodes [5].

Couchbase is open-source NoSQL software document-oriented databases. It is
based on an architecture that supports flexible JSON templates, easy to scale,
high performance, mobile synchronization, and high security. It is the first NoSQL
database to enable the development with agility and operate at any scale. Couchbase
database emerges from the merge of two products; several leaders of theMemcached
project (a distributed memory caching system) foundedMembase, and some of these
leaders merge with people of CouchDB (distributed memory caching system of
apache) in order to create Couchbase server. Couchbase is a memory first solution
(distributed cache and the backend are the same), and each time you interact with
Couchbase, youwrite or read directly frommemory. FromCouchDB, Couchbase has
inherited the key-value architecture, and each value has a maximum size of 20 MB
for the Couchbase key-value store. However, the most typical way is to use Couch-
base like a document store (a document is a JSON file); in this way, you can access
the documents with key-value, with index access, or with N1QL (it is an implemen-
tation of SQL in JSON). Couchbase has two main products, Couchbase server and
Couchbase mobile (an implementation of Couchbase server for embedded systems).
Moreover, Couchbase can work as a distributed database as well [4]. Couchbase,
with its simple and intuitive interface, provides telemetry from a pre-selected server.
Thus, it allows easy visualization of the server’s performance and the database, with
dynamic and interactive graphics updated with the RAM used in real time, reading,
writing, search time, and other helpful information for a database manager. It is also
possible to identify other features characteristic of this software, such as buckets,
documents, and indexes. Buckets are the elements that connect to applications and
store their information in JSON documents [11]. Documents can be compared to
records, and they store information in JSON format. Indexes identify the data inside
the buckets, and they are a crucial element for running queries efficiently. Couchbase
offers a wide variety of indexes and management options. It is also possible to iden-
tify shortcuts to management features such as logs, security, server management, and
query editor [18].
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4 OSSpal Results and Analysis

In this section, we evaluate and compare MongoDB, CouchDB, and Couchbase
using the OSSpal methodology to classify the systems. This methodology aims to
help organizations find the best quality free software. It is also a widely accepted
methodology to combine quantitative and qualitative measures and, consequently,
better classify free software [1]. In order to classify the systems,wedefined six criteria
based on OSSpal: instability, usability, robustness, security, scalability, and overall
quality. For each criterion, we defined a weight according to our considerations and
research. For the most relevant categories with greater weights, it should be noted
that we chose each weight to assign and that in other scenarios, the weights of each
category may be different.We gave more weight to global quality, representing thirty
percent of the total. We consider this category a global assessment for the system, an
aggregation of the other categories, and, therefore, the most influential for the final
assessment. Usability with twenty percent of the weight is a critical factor for the
success of a system, and for that, we defined a weight greater than instability and
security. Robustness and scalability are the categories with less weight, but they are
no less important than the previous ones; we are just considering it less relevant for
the evaluation of the system (Table 1).

In order to rank each systemcategory,we again followed theOSSpalmethodology,
assigning a value from zero to five to each category, starting with zero for the lowest
score and five for the highest. The evaluation of each system, Table 2, was based
on our own experience working with each system the information we researched,
ratings, reviews, and analysis in G2 [10], DB-engines [7], and the article [3].

Table 1 Categories weight Categories Weights

Instability 15

Usability 20

Robustness 10

Security 15

Scalability 10

Overall quality 30

Table 2 OSSpal results Categories MongoDB Couchbase CouchDB

Instability 4.5 3.5 3

Usability 5 4.5 4

Robustness 4.5 4 4

Security 4 3.5 3

Scalability 4 4 3.5

Overall quality 4.5 4 3.5
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In Table 2, we attribute 4 for robustness in CouchDB and 4 in Couchbase because
both of them support live cluster topology changes and 4.5 to MongoDB because it
uses BSON files which allow read and write operations faster. All three systems are
designed to be as scalable as possible, and both of them are fairly scalable, but by
comparison, we have assigned a similar score to all of them with the exception of
CouchDB which we give a lesser score, which is 3.5. In terms of instability, we can
see that MongoDB stood out a somewhat more, and that is why we gave it a score
of 4.5. In terms of usability, we think MongoDB is the best, and because of that,
we gave him the maximum score of 5 values, as it has a lot of features and a good
user interface. To assess the security and stability of these systems, we resorted to
comparisons made in [14] and [15] that once again MongoDB came out to win.

CouchDB: 3 * 0.15+ 4 * 0.2+ 4 * 0.1+ 3 * 0.15+ 3.5 * 0.1+ 3.5 * 0.3= 3.5
Couchbase: 3.5 * 0.15 + 4.5 * 0.2 + 4 * 0.1 + 3.5 * 0.15 + 4 * 0.1 + 4 * 0.3 =
3.95
MongoDB: 4.5 * 0.15 + 5 * 0.2 + 4.5 * 0.1 + 4 * 0.15 + 4 * 0.1 + 4.5 * 0.3 =
4.475

To compile the information from Table 2 and Fig. 3 and obtain a final value that
represents the ranking of each system, we use a mathematical method. The value of
each category is multiplied by its weight, and all results are added together to obtain
a final system rating. As we can see, MongoDB is the application that obtained the
best final score with the application of the OSSpal methodology, with a final score
of 4.475 (from 1 to 5), Couchbase gets the score of 3.95, and then, CouchDB gets
the worst score of 3.5.

Fig. 3 Graph of final results
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5 Conclusions and Future Work

By our analysis, both qualitatively and quantitatively, through the OSSpal method-
ology, we conclude that MongoDB is the NoSQL database management system
(DBMS) open-source with the best results. MongoDB scored 4.475 on our scale,
Couchbase and CouchDB 3.95 and 3.5, respectively. CouchDB was the database
that we scored the least as it has a big disadvantage compared to Couchbase, and
MongoDB is that it uses arbitrary queries, which are expensive in terms of perfor-
mance, because these queries need a temporary view to run. An advantagewe noticed
of Couchbase over other systems is that it uses SQL as the query language, which
makes it easier for the user to get the data/information they want, and we gave it
a score of approximately 4. In general, MongoDB has better scores in almost all
categories, because, according to our analysis and uses given, it is the system that
offers better resources with higher quality in relation to the others databases. It is
essential to mention that based on our results, we cannot say that MongoDB is the
best solution for every company. The aimwill be to provide more information to help
choose the DBMS that best suits each organization’s needs. We also have to take into
account that these applications were developed for different types of systems that
this evaluation is done in windows and that can influence the final result.

As future work, we recommend comparing more NoSQL databases using the
OSSpal methodology. It would also be essential and beneficial to test different
systems with other benchmarking methodologies to evaluate these applications
through their performance in each operation (data creation, update, and deletion),
and these tests can take into account the number of records, number of operations
per second, and the number of threads.
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Security Analysis in the Architecture
of the ATM Service

Gissela Quiña, Daisy Imbaquingo Esparza, Tatyana Saltos-Echeverria,
José Jácome León, and MacArthur Ortega

Abstract In this research, a GAP analysis of the ATM service architecture was
carried out; as a starting point, the current architecture of the ATM service was
analyzed, identifying each of its components that make it up, to determine which
components are suggested to be maintained, modified, and eliminated, to reduce the
points of failure in the ATM system. In addition, the architecture of the ATM service
was analyzed through a technical security procedure based on the good practices of
the international Payment Card Industry Data Security Standard (PCI DSS) regula-
tion. For the present study, a documentary and field researchwas carried out with data
collection techniques such as the structured interview in which the Delphi method
was usedwith 2 iterations, and thismethodwas carried out to obtain efficient commu-
nication by the interviewer and the interviewee. In the first iteration, certified experts
in computer security were interviewed, and in the second iteration, experts certified
in the international PCI DSS standard were interviewed. The instrument used was a
checklist, where compliance with the PCI DSS controls focused on the security of
the ATM architecture service was evaluated. The results showed that thanks to the
implementation of the GAP analysis, it was possible to determine improvements in
terms of the diagram that makes up the architecture of the ATM service. In addi-
tion, through the technical procedure of the security analysis, the vulnerability of the
medium and informative risk level was found. Finally, thanks to the implementation
of the checklist and the interview, relevant information on the technological security
of an automated teller machine (ATM) was obtained.
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Keywords Computer security of ATMs · PCI DSS · Computer audit at ATMs ·
GAP analysis

1 Introduction

The increase and evolution of technology means that society the need to carry out an
analysis of threats, vulnerabilities, and risks to the computer assets are exposed, for
that reason computer security has a very important role within organizations since
they can suffer from some type of data corruption since in most organizations the
data is stored by a computer system.

To minimize types of criminal computer activities within companies, there are
security audits that review equipment and procedures to ensure the safety and security
of the most important asset owned by the company, the information [9]. In addition,
it is important to carry out an initial diagnosis of the audited company, through a
GAP analysis, which is a measurement method to determine the gap between the
performance of a variable and the expectations that are expected for that variable
[12].

In the case of financial institutions, they present various attacks on ATMs,
which used to be only physical attacks, such as card theft. However, criminals now
frequently usemalicious software to remove unauthorized cash from these computers
[10].

Within logical attacks, security criminals violate the ATM network to control its
server, where they install malware with the help of improved code, thus obtaining
access to the internal command of the ATM and making the server order several
endpoints that are infected to distribute cash [2].

Given the problems described above in ATMs, this research aims to carry out an
initial security analysis in the architecture of the ATM service to identify, verify, and
evaluate the vulnerabilities existing in them. In addition, information on the security
of an ATM architecture was collected through a structured interview and a checklist
to assess compliance with the international PCI DSS regulations. The regulation is
focused on identifying security guidelines in ATMs worldwide. This is done because
ATMs are equipment that stores and dispenses money; therefore, they are a point of
attraction for attacks by cybercriminals.

2 Materials and Methods

For the development of this research on the security analysis in the architecture of
the ATM service, activities were carried out to collect information and activities that
allow the security analysis to be carried out in a technical and structured way.
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Table 1 Reviewed articles

Informatic security Computer security in ATMs

Repository Number of items Item year Repository Number of items Item year

IEEE IEEE 5 2017–2020

SCOPUS 1 2019 SCOPUS 1 2019

Computer audit in ATMs

Repository Number of items Item year

IEEE 1 2016

SCOPUS 3 2018 - 2019

Source Own elaboration

2.1 Documentary Research

To obtain information on the issue raised, dentary research was carried out in high-
impact indexed journals such as IEEE and SCOPUS using search strings such as:

TITLE-ABS-KEY (seguridad AND informática) AND PUBYEAR > 2016 AND
PUBYEAR < 2021
TITLE-ABS-KEY (computer AND security AND in AND atms) AND
PUBYEAR > 2016 AND PUBYEAR < 2021.

The articles that were reviewed are related to computer security in a general
context, computer security in ATMs, and computer auditing in ATMs, taking into
account the years 2016–2021, giving a total of 11 articles reviewed, which were
relevant to the investigated topic.

Table 1 shows the bibliographic review carried out.

2.2 Field Research

A field investigation was carried out by implementing a technical procedure to
analyze existing vulnerabilities in ATMs.

As an initial step, a GAP analysis is performed to evaluate the current state of
the ATM service architecture and, based on this, propose points for improvement,
following the phases that are within the analysis such as current situation, proposed
situation, and gaps or improvements.

In addition, a checklist was carried out to analyze the architecture of the ATM
service to measure compliance with the international PCI DSS regulations.

Finally, a structured interview was conducted with certified experts in computer
security and certified experts in the international PCI DSS regulations, to identify
the existing vulnerabilities in ATMs and the positive and negative aspects involved
in implementing the international PCI DSS regulations in ATMs.
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2.2.1 Implementation of GAP or GAP Analysis to the ATM Service
Architecture

To carry out the GAP analysis, an unreal name of the financial entity will be taken,
which will be named “Cooperativa X” for confidentiality reasons; however, the data
obtained from the financial institution is real.

Figure 1 shows the conceptual diagram of the current architecture of the ATM
service with its respective elements that compose it, and the conceptual diagram
belongs to Cooperativa X.

Table 2 describes each of the elements that make up the ATM service architecture
diagram.

Then perform the analysis of the current architecture of the ATM service of
Cooperativa X, with the information provided by the financial institution.

Figure 2 presents the conceptual diagram of the proposed situation of the ATM
service architecture.

Fig. 1 Current architecture of the ATM service
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Table 2 Elements of the conceptual diagram of the ATM architecture

Elements of ATM architecture Description

Diebold terminals Diebold brand ATMs recyclers and dispensers. They have the
Agilis system installed to manage their devices and to
manage the connection with the transactional switch
emulating NDC (ATM protocol) messaging

Terminals GRGBanking GRGBanking brand ATM dispensers. They have the YDC
system installed to manage their devices and to handle the
connection with the transactional switch, and they emulate
NDC messaging

Terminals PINPADs Generate or reset the passwords of the cardholders

PhiHub Switch Responsible for the orchestration of transactions and the
interconnection of the terminals

Card system Life cycle management system for customer debit cards

ATM system ATM administration system and transactional reports

SQL database Systems data and configurations reside

SQL database Carry out cryptographic processes such as generation of
communication keys for terminals, PIN validation

Parameters database Stores ISO8583 messaging settings and mappings

S29 System Evaluates whether the transactions were approved by the
Core FitBank to send SMS or email notifications in cash
withdrawal and/or password change transactions

UCI Core Entry system or interface to the Core FitBank

FitBank Database Financial core

SMSPlus SMS notification system

Office 365 Email notification system

Terminals FrontEnd ATMs of other financial entities managed by BANRED’s
Base 24 platform

Terminals BackEnd ATMs of other financial entities are managed by the systems
of each financial entity

Switch BackEnd Transactional switch of other financial entities responsible
for the orchestration of transactions and the interconnection
of their terminals with the BackEnd Switch and with
BANRED’s Base 24 platform

Base 24—BANRED BANRED transactional switch is responsible for managing
FrontEnd terminals and the orchestration of interbank
transactions

Source Own elaboration
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Fig. 2 Proposed architecture of the ATM service

2.2.2 Technical Procedure for Security Analysis in Automated Teller
Machine Architecture

Each of the points that are part of the security analysis are described below.

Definition of Tools

Table 3 lists the tools used to perform the security analysis in the ATM architecture.

Attack Scenario

Table 4 presents the information of each ATM where a vulnerability analysis was
carried out, using the tools described in Table 3.
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Table 3 Tools to audit

Tool name Description

Nmap Nmap is a very flexible tool that performs security tests, and it has a scripting
engine and an extensive and customizable scripting library, allowing a wide set of
advanced and specialized security tests in a wide range of scenarios [13]

Nessus The Nessus tool is used to perform vulnerability scans, obtaining a list of these [1]

Kali Linux Kali Linux is the most popular software package for penetration testing and
security auditing, it consists of hundreds of predesigned tools, the tools are divided
into sections, and each section performs different tasks with the same objective, to
do penetration tests [6]

Source Own elaboration

Table 4 Devices to analyze

Cashier’s name Cashier brand

Cashier 1 GRG

Cashier 2 Diebold

Source Own elaboration

Vulnerability Detection, Verification, and Evaluation

In recent times, it has been observed that the security measures implemented in
ATMs to access funds smoothly and safely have many loopholes that are exploited
by hackers [14].

To detect, verify, and evaluate the vulnerabilities, each of the tools described
above was used. Using the Nmap tool, the search for IP addresses and open ports
of each ATM analyzed was carried out. Likewise, the Nessus tool was used to scan
the existing vulnerabilities in ATMs, and this tool shows a complete report of each
vulnerability found, with its respective level of impact and the recommendation that
should be followed to mitigate each of the vulnerabilities.

Table 5 shows each of the vulnerabilities found within the analysis of the GRG
brand ATM.

Table 6 shows each of the vulnerabilities found within the analysis of the Diebold
brand ATM.

2.2.3 Collection of Information Through a Checklist Applying
the International PCI DSS Regulations

The international PCI DSS regulation implies the implementation of technological
and operational controls within financial companies. Organizations must implement
technological controls with computer security tools to protect their infrastructure,
through the LAN network, the wireless network, IT assets, databases, and Web
applications [3].
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Table 5 Vulnerabilities of the GRG brand ATM

Vulnerability Impact Detail/recommendation

IP forwarding enabled Means The remote host has IP forwarding
enabled, which an attacker can exploit to
route packets through the host. Unless
the remote host is a router, it is
recommended that you disable IP
forwarding

Addresses
MAC Ethernet

Informative Este plugin reúne direcciones MAC de
varias fuentes y consolida en una list

Host fully qualified domain name
(FQDN) resolution

Informative It is possible to resolve the name of the
remote host

Nessus Scan Information Informative This plugin shows, for each tested host,
information about the scan: edition of
scanner used, scanner type, the port
scanner used, range of scanned ports,
scan date, scan duration

Source Own elaboration

Table 6 Vulnerabilities of the Diebold brand ATM

Vulnerability Impact Detail/recommendation

Addresses
MAC Ethernet

Informative This plugin gathers MAC addresses
from various sources and consolidates
them into a list

Microsoft Windows SMB2 dialects
supported (remote check)

Informative Nessus was able to get the set of SMB2
dialects running on the remote host by
sending an authentication request to port
139 or 445

Nessus Scan Information Informative This plugin shows, for each host, tested,
information about the scan: scanner
edition (Nessus or Nessus Home),
Nessus engine version, scan policy used,
scanner IP, scan date, scan duration

Windows NetBIOS/SMB Remote Host
Information Disclosure

Informative The remote host is listening on UDP port
137 or TCP port 445 and responding to
NetBIOS or SMB requests

Source Own elaboration

A checklist was prepared to measure compliance with the requirements and
controls of the international PCI DSS regulations. The requirements and controls that
apply only to the security of the ATM service architecture were chosen. This process
was carried out with experts certified in the international PCI DSS regulations.

Table 7 describes the requirements of the international PCI DSS standard that
were applied to assess compliance and verify the security of ATMs.



Security Analysis in the Architecture of the ATM Service 159

Table 7 Compliance with the requirements of the international standard PCI DSS

PCI DSS requirements and controls Achieve

Requirement 2: Do not use vendor-supplied defaults for system passwords and other
security parameters

Always change vendor defaults and remove or disable unnecessary default accounts
before installing a system on the network

Yes

Develop configuration standards for all system components. Make sure these
standards address all known security vulnerabilities and are consistent with
industry-accepted high system security standards

Yes

Implement only one primary role per server to prevent roles that require different
levels of security from coexisting on the same server (e.g., Web servers, database
servers, and DNS must be deployed on separate servers)

No

Enable only the necessary services, protocols, daemons, etc., as required by the
system role

No

Implement additional security features for required services, protocols, or daemons
that are not considered secure

Yes

Configure system security settings to prevent misuse Yes

Encrypt all non-console administrative access using strong encryption No

Keep an inventory of system components that are within the scope of PCI DSS Yes

Ensure that security policies and operating procedures for managing vendor default
settings and other security settings are documented, implemented, and known to all
affected parties

Yes

Requirement 5: Protect all systems against malware and update antivirus software or
programs regularly

Deploy antivirus software on all systems which are typically affected by malicious
software (especially personal computers and servers)

No

Ensure that antivirus programs can detect and remove all known types of malicious
software and protect systems against them

Yes

For those systems that are not typically affected by malicious software, conduct
regular assessments to identify and evaluate the malware threats that may appear to
determine whether or not antivirus software is required to deploy on those systems

Yes

Ensure the antivirus mechanisms are up to date Yes

Ensure that antivirus mechanisms are working actively and that users cannot disable
or alter them unless specifically authorized by management in particular cases and for
a limited time

Yes

Ensure that the security policies and operating procedures that protect the systems are
documented, implemented, and known to all affected parties

Yes

Requirement 6: Develop and maintain secure systems and applications

Establish a process to identify security vulnerabilities using known external sources to
obtain information about security vulnerabilities, and assign a risk rating (e.g., “high,”
“medium,” or “low”) to security vulnerabilities recently discovered security

Yes

Ensure all software and system components have vendor-supplied security patches
installed that protect against known vulnerabilities. Install security patches within one
month of their release

No

(continued)
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Table 7 (continued)

PCI DSS requirements and controls Achieve

Removal of data and accounts from system components before production systems are
activated

Yes

Requirement 7: Change control procedures should include the following:

Incident documentation Yes

Documented change approval by authorized parties Yes

At the end of a significant change, all relevant PCI DSS requirements must be
implemented on all new or modified systems and networks, and documentation
updated as applicable

Yes

Ensure that security policies and operating procedures for developing and maintaining
secure systems and applications are documented, implemented, and known to all
affected parties

Yes

Requirement 8: Identify and authenticate access to system components

Give all users a unique ID before allowing them access to system components Yes

Immediately terminate access to any dismissed user Yes

Limit repeated login attempts by locking the user ID Yes

Make all authentication credentials (such as passwords/phrases) unreadable during
transmission and storage on all system components using strong cryptography

No

Verify the identity of a user before modifying any authentication credentials, for
example, reset the password, deliver new tokens, or generate new keys

Yes

Do not allow a person to submit a new password/phrase that is the same as any of the
last four passwords/phrases used

Yes

Document and communicate authentication policies and procedures to all users,
including the following:
• Guidelines on how users should protect authentication credentials
• Instructions not to select previously used passwords
• Instructions for changing passwords if the password is suspected to be at risk

Yes

Authentication mechanisms must be assigned to a single account and not shared
among multiple accounts

Yes

Ensure that security policies and identification and authentication operating
procedures are documented, implemented, and known to all affected parties

Yes

Requirement 10: Track and monitor all access to network resources and cardholder data

Implement audit trails to link all access to system components with specific users Yes

Implement automatic audit trails on all system components to reconstruct the following events:

Verify that all actions performed by people with administrative privileges are logged Yes

Verify that access to all audit trails is logged Yes

Verify that all changes, additions, and deletions for an account with administrative or
root privileges are logged

Yes

Verify that the following is logged
• Initialization of audit records
• Stop or pause audit logs

Yes

(continued)



Security Analysis in the Architecture of the ATM Service 161

Table 7 (continued)

PCI DSS requirements and controls Achieve

Recording at least the following entries of the audit system component trail for each event:

Identificación de usuarios Yes

Event type Yes

Date and time Yes

Indication of success or failure Yes

Origin of the event Yes

Identity or name of the affected data, system components, or resources Yes

Protect audit trails so that they are not modified Yes

Retain audit trail history for at least one year, with a minimum availability for analysis
of three months (e.g., online, archived, or retrievable for backup)

Yes

Requirement 11: Regularly test security systems and processes

Implement processes to determine the presence of wireless access points, and detect
and identify all authorized and unauthorized wireless access points

Yes

Perform internal and external network vulnerability scans at least quarterly and after
every significant network change

No

Use intrusion detection and intrusion prevention techniques to detect or prevent
network intrusions

Yes

Ensure that security policy and operational procedures for monitoring and verifying
security are documented, implemented, and known to all affected parties

Yes

Requirement 12: Maintain a policy that addresses information security for all personnel

Establish, publish, maintain, and distribute a security policy Yes

Review the security policy at least once a year and update it when changes are made to
the environment

Yes

Develop usage policies for critical technologies and define how to use them correctly Yes

Ensure that security policies and procedures clearly define the information security
responsibilities of all personnel

Yes

Establish, document, and distribute security policies and procedures Yes

Monitor and analyze alerts and security information and communicate them to the
appropriate personnel

Yes

Establish, document, and distribute security incident response and escalation
procedures to ensure timely and effective handling of all situations

Yes

Train staff immediately upon hire and at least once a year Yes

Require staff to make a statement at least once a year that they have read and
understood the company’s security policy and procedures

Yes

Screen potential staff prior to hiring to minimize the risk of attacks from internal
sources

Yes

Implement an incident response plan. Prepare to respond immediately to a system
failure

Yes

Source Own elaboration
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2.2.4 Collection of Information Through a Structured Interview
Applying the Delphi Method

The interview is a technique in which one person requests information from another
about a specific problem. The structured interview is one that takes place within a
more rigid framework, where the interviewer uses a format of questions that are not
changed or disrespected in their order or meaning [5].

The Delphi method is a consensus tool that provides excellent reliability when
applying qualitative criteria. This method must have a logical order according to the
goals achieved, and the problem to be analyzed must be clear to develop the precise
instruments with experts on the subject [8].

Using the method Delphi data collection was performed in two iterations, with
structured interviews, and complyingwith the phases that arewithin thismethod, such
as the definition phase and expert selection phase. The first iteration was performed
by certified experts in the security of the ATM service architecture, and the second
iteration was performed by experts certified in the international PCI DSS standard.
En la Table 8 se presenta las fases del método Delphi con su respectiva descripción
aplicando dos iteraciones.

Table 8 Phases of the Delphi method

Phases Description

Definition phase 1 Identify existing vulnerabilities in the architecture of
the ATM service through the implementation of the
international PCI DSS standard to mitigate the risks to
which these devices are exposed

Phase 2 of selection of experts The interview was conducted with certified specialists
in the security of the architecture of the ATM service
and specialists certified in the international standard
PCI DSS

Phase 3 of preparation of consultations In the first iteration, a structured interview was
developed, directed to the personnel in charge of the
security of the ATM service
In the second iteration, a structured interview was
developed, directed to specialists in the security of the
ATM service and experts certified in the international
regulations PCI DSS and PCI PTS

Results phase 4 The result of the interview was carried out in each
iteration

Source Own elaboration
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3 Results

Thanks to the literature review in the bibliographic databases such as IEEE and
SCOPUS, it was possible to obtain information that was relevant to the subject of
this present investigation; with a total of 11 articles, 6 articles were found in the IEEE
bibliographic base and 5 articles were found in the SCOPUS bibliographic database.

Once the proposed architecture of the ATM service has been analyzed, the GAP
analysis is carried out, to specify the components that must be modified and elim-
inated. Table 9 shows the GAP analysis with the components of the diagram that
must be modified or eliminated.

Using software tools to assess existing vulnerabilities in the ATM service archi-
tecture, vulnerabilities were found in the IP network analysis of two GRG-branded
ATMs that were detected, verified and evaluated under the DIEBOLD brand.

Table 10 shows the total vulnerabilities found in the GRG brand ATM and the
level of risk to which each vulnerability belongs.

Figure 3 presents the summary of vulnerabilities that were found in the analyzed
ATM of the GRG brand, 1 medium-level vulnerability was found representing
25%, 3 informational vulnerabilities were found representing 75%, and no level
vulnerabilities were found critical, high, and low.

Table 11 shows the vulnerabilities found in the Diebold brand ATM and the level
of risk to which each vulnerability belongs.

Table 9 GAP analysis

Elements Description Action

Terminals Diebold It suggests installing the version of Agilis that
emulates messaging 912 to take advantage of
all the functionalities for handling screens
with animations

Modify

S29 System
Parameter database

The S29 System in each transaction accesses
its parameter database to retrieve the
configuration of the frame sent by the
transactional switch and the setting of the UCI
Core system frame and its respective
mapping. This functionality can be executed
by the transactional switch, as happens in
other financial entities that have FitBank as a
core financier

Remove the 2 components

PhiHub Switch Create an interface or direct connection with
the UCI Core component to connect with the
FitBank authorizing system
Assesses if the transactions were approved by
Core FitBank to connect with the SMSPlus
and Office 365 notification systems to send
SMS or email notifications in cash withdrawal
and/or password change transactions

Modify

Source Own elaboration
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Table 10 Total vulnerabilities of the GRG ATM

Vulnerability name Critical High Medium Low Informative

IP forwarding enabled 0 0 1 0 0

Ethernet MAC addresses 0 0 0 0 1

Host fully qualified domain name (FQDN)
resolution

0 0 0 0 1

Nessus Scan Information 0 0 0 0 1

Source Own elaboration

0% 0%

25%
0%

75%

ATM - GRG

Critical High Medium Low Informative

Fig. 3 Total vulnerabilities of the GRG brand ATM

Table 11 Total vulnerabilities of the Diebold ATM

Vulnerability name Critical High Medium Low Informational

Ethernet MAC
addresses

0 0 0 0 1

Microsoft Windows
SMB2 Dialects
Supported (Remote
Check)

0 0 0 0 1

Nessus Scan
Information

0 0 0 0 1

Windows
NetBIOS/SMB Remote
Host Information
Disclosure

0 0 0 0 1

Source Own elaboration

Figure 4 presents the summary of vulnerabilities found in the analyzed Diebold
brand ATM; 4 informational vulnerabilities were found representing 100%.

Table 12 shows the results of compliance with the requirements and controls of
the international PCI DSS regulations, which were applied to the analyzed ATMs.

Figure 5 shows the 59 controls are established in the international PCI DSS regu-
lations, of which they comply with 52 controls representing 88% and do not comply
with 7 controls representing 12%.
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Fig. 4 Total of vulnerabilities of the GRG brand ATM

Table 12 Result of compliance with the international regulations PCI DSS

PCI DSS requirement Total, controls Yes No

Requirement 2: Do not use vendor-supplied defaults for system
passwords and other security parameters

9 6 3

Requirement 5: Protect all systems against malware and update
antivirus software or programs regularly

6 5 1

Requirement 6: Develop and maintain secure systems and
applications

7 6 1

Requirement 8: Identify and authenticate access to system
components

9 8 1

Requirement 10: Track and monitor all access to network
resources and cardholder data

13 13 0

Requirement 11: Regularly test security systems and processes 4 3 1

Requirement 12: Maintain a policy that addresses information
security for all personnel

11 11 0

Source: Own elaboration

Fig. 5 Compliance with
international PCI DSS
regulations

88%

12%

Compliance with international PCI
DSS regulations

Yes No

Table 13 presents the result of the interview applied in the first iteration using the
Delphi method.

The personnel interviewed in the first iteration answered with clarity and preci-
sion each question asked; however, another iteration was carried out where the inter-
view reformulated and to be able to capture positive and negative aspects that the
implementation of the international PCI DSS regulations entails.

Table 14 shows the result of the interview applied in the second iteration using
the Delphi method.
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Table 13 Interview of the first iteration

Delphi method—first iteration

Question Answer

¿ What are the services that banks or
cooperatives offer through ATMs?

Experts responded that the services offered by
financial entities are: withdrawal of money,
payments, and transfers

¿ What is your opinion regarding the quality
of service offered by ATMs? ¿ Do you
consider that the different users are satisfied?

Experts agree that some customers who use
ATMs are not satisfied, as there are problems
due to the lack of availability of the service they
offer

¿ How do you think the security of the ATM
service is currently?

Experts responded that the security of the ATM
service is stable

¿ What situations of unavailability in the ATM
service have you witnessed?

Experts agree that they have witnessed
situations of unavailability, such as: out of
service

¿ What flaws do you most often find in the
security of ATM service?

Experts respond that they have witnessed
failures in the security of the ATM service, such
as lack of connection

¿ How do you identify the security flaws that
are present in the logical infrastructure of an
ATM?

Experts responded that they identify security
flaws in the logical infrastructure through a
monitoring system

¿What solution would you give to improve
these types of failures?

Experts responded that the solution is: toughen
computer platforms and network traffic analysis

¿ How do you prepare to successfully face the
new threats that appear in the ATM system?

Experts agree about using an adequate
installation of computer security components
that must be carried out in ATMs, such as
antivirus, to face new threats

¿ Do you document the security policies to
keep the systems safe and known to all
affected parties?

Experts do document security policies so that
they are known to all affected parties

¿ Do the ATMs have the good practices
established in the international PCI DSS
standard??

Experts responded that in most financial
institutions, they do, but only as good practices,
but financial institutions do not reach a
certification

Maintaining an information security policy is
a goal of the PCI DSS; ¿Do you implement an
ATM system incident response plan?

Experts responded that it is convenient with the
implementation of an incident response plan to
mitigate the risks to which they may be exposed

Maintaining a vulnerability management
program is a goal of the PCI DSS; do you
implement antivirus software on all systems
that are generally affected by malicious
software in ATMs?

Experts agree to carry out a vulnerability
analysis with the implementation of antivirus
software

Source Own elaboration
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Table 14 Interview of the second iteration

Delphi method—second iteration

Question Answer

¿ How do you think the security of the ATM
service is currently?

Experts responded that the security of the ATM
service is high, medium, and stable, while
other experts responded that since 2012, with
the entry of the certifications, the resolution of
the banking board JB-2012–2148 has improved

¿ Do you think that most attacks on ATMs are
due to security problems and because they
have insecure software why?

Experts responded that most of the attacks are
due to security problems since not many
institutions considering the minimum security
standards required for the operation of ATMs

¿ Do you consider that the operating system
used by an ATM is a weak point against
attacks by cybercriminals and why?

Experts agree that the operating system is a
weak point against attacks, since they have not
been completely updated in all ATMs, and
some ATMs maintain an OS that no longer has
technical support from the manufacturer, that is
why they become obsolete with many security
problems or bugs

¿ What are the benefits of implementing IT
security in ATMs?

Experts responded that the implementation of
computer security in ATMs helps mitigate
different types of risks, raise security levels,
and minimize security risks concerning
confidentiality, integrity, and availability of
information

¿ Do you consider that the international
regulations PCI DSS and PCI PTS manage to
determine certain guidelines to reduce
vulnerabilities in ATMs and why?

Experts respond that the regulations are a
standard for the treatment of ATM information
that help to define some guidelines since the
minimum requirements must be considered in
security over electronic channels

¿How do you implement the PCI DSS and PCI
PTS regulations in ATMs?

Experts implement regulations and evaluate
ATMs, considering processing offices,
databases, people who have access to data,
among others
In addition, they implement the controls
indicated in the standards at the hardware,
software, process, procedures, and policies
level; other experts responded that it should be
initiated with a GAP analysis and then plan the
implementation of the controls

¿ What are the benefits of implementing the
PCI DSS and PCI PTS regulations in ATMs?

Experts responded that the benefits of the PCI
DSS regulation and the PCI PTS regulation are
obtained when they are adequately limited and
implemented since they provide control
measures, regulation of the media, and
payment processes
In addition, they respond that reducing
information security risks is another benefit of
regulations

(continued)
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Table 14 (continued)

Delphi method—second iteration

Question Answer

¿What negatives have you witnessed regarding
the implementation of PCI DSS at ATMs?

Experts responded that not all companies that
carry out a real implementation of the controls
are properly implemented, so this is considered
a negative aspect in the implementation of the
regulations

Source Own elaboration

In this second iteration, the interviewees answered each question asked, obtaining
a better result regarding the implementation of the PCI DSS with the positive and
negative aspects.

4 Discussion

Toanalyze the security in the architecture of theATMservice, the results reflected that
by performing theGAP analysis on the conceptual diagram of theATMservice archi-
tecture, it was established to modify and eliminate components that do not generate
value. The time of making a transaction and are points of failure of the system. Like-
wise, a technical procedurewas carried out, where the existing vulnerabilities inGRG
and Diebold brand ATMs were detected, verified, and evaluated, obtaining a total of
4 vulnerabilities; in each ATM, the majority of them were informative. In addition, a
checklist wasmadewhere compliancewith the requirements and controls of the inter-
national PCI DSS regulation was measured, evaluating 59 controls focused on the
security of the technological infrastructure of an ATM, resulting in compliance with
52 controls that they represent 88% and do not comply with 7 controls giving a total
of 12%; this means that the evaluated ATMs comply with most of the controls of the
regulation; however, with the existence of unfulfilled controls, it is recommended to
provide an immediate solution to obtain quality technological security. This research
was carried out because at ATMs several logical attacks based on software and this
is corroborated by Jacintha et al. [7] who highlights that digital transactions play a
very important role in all factors of ATMs and have a higher priority in fraudulent
ATMs, for that reason recommends using protective equipment against threats to
which they are exposed. Likewise, Patoliya and Desai [11] highlight that financial
users prefer to make cash withdrawals at an ATM, and for that reason, banks focus on
the security of this equipment, adequately protecting them from criminal activities,
continuing rules, and procedures for analyzing security. Embarak [4] describes that
logical attacks on ATMs are done using external electronic devices or malicious soft-
ware to violate the confidentiality and authenticity of ATM transactions. This method
is affected by the ATM operating system, communication system, and software.
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Yulianto et al. [15] recommend that, to comply with the international PCI DSS
regulations, a simple, reliable, and easy-to-use evaluation mechanism or tool is
needed to advance the general security status of an organization.

Once the thoughts of each aforementioned authors have been analyzed and the
results of the present investigation have been analyzed, it can be seen that it is
necessary to carry out an analysis of computer security within ATMs. Likewise, it is
important to carry out a technical procedure to mitigate the risks to which ATMs are
exposed since they are devices that are always under constant computer attacks.

5 Conclusions

Through the literature review, adequate informationwas obtainedwhichwas selected
for the research topic in the IEEE and SCOPUS bibliographic databases, filtering
articles on computer security in general, computer security in ATMs, and computer
auditing in ATMs, varying from 2016 to 2021.

With the implementation of the GAP analysis in the architecture diagram of the
ATMservice, improvementswere established: eliminating andmodifying the compo-
nents that are part of the points of failure of the system and thus achieve improved
performance in terms of conducting transactions.

With the technical security procedure of the ATM service architecture using soft-
ware tools, the vulnerabilities existing in this equipment were analyzed, where 4
vulnerabilities were found in the GRG brand ATM, 1 vulnerability belongs to at a
medium risk level, and 3 vulnerabilities at the information risk level, while in the
Diebold brand ATM, 4 vulnerabilities were found, all of the information risk level.

Through a checklist to comply with the controls of the international PCI DSS
regulations, security guidelines were identified and evaluated in ATMs to protect
hardware and software against attacks that could compromise the confidential data
of each user of a financial organization.

Through a structured interview carried out with certified experts in computer
security and experts certified in the international PCI DSS regulations, the necessary
information was obtained to verify how vulnerable ATMs are to computer attacks
by cybercriminals and what positive aspects and negative is the implementation of
the international PCI DSS regulation in ATMs.
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Critical Success Factors for BI
Implementation in a Portuguese Higher
Education Institution

Filomena Castro Lopes , Paula Morais , and Abílio Cardoso

Abstract The benefits recognized by integrated systems, integration, and infor-
mation quality are beginning to prove insufficient to support decision-making and
organization competitiveness. In this context, there is a marked growth of business
intelligence (BI) systems, recognizing their analytical capacity and data integra-
tion. However, BI implementation projects bring to light two relevant technological
critical success factors (CSFs): systems integration and information quality. This
article reports the implementation of a BI project in a higher education institution.
This project corroborates the literature highlighting the relevance of the technolog-
ical CSF in achieving a successful BI implementation. Some recommendations to
overcome difficulties regarding the technological CSF are also proposed.

Keywords Business intelligence · Decision support systems · Information systems
integration · Data quality · HEI data analysis

1 Introduction

The need for organizations to acquire competitive advantage through available infor-
mation has become increasingly pressing. To be able to make informed decisions,
organizations require quality information supported by technological information
systems, with decision support systems being particularly relevant.
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Over the years, organizations have invested in information systems and tech-
nologies to better manage the information they need. Organizations moved from
“monolithic” systems to systems integration and after that to integrated systems,
characterized by centralization and information quality [1, 2].

Integrated systems brought benefits to organizations [2, 3] such as the integration
of business processes, ensuring the flow of information between different areas,
increased productivity, and improved access to quality information. In this context,
the integration of information becomes crucial, on the assumption that the right
repositories can be accessed and that the content is trustworthy, timely, and structured.
However, in recent years, the ever-changing andmore complex environment have led
to business intelligence (BI) systems gaining relevance in organizations [4]. These
systems are seen as an umbrella term that includes the applications, infrastructure
and tools, and best practices that enable access to and analysis of information to
improve and optimize decisions and performance [5]. BI systems manage and gather
the information stored in the various systems of the organization to monitor its
performance indicators.

Many works have focused on identifying the factors that, if not carried out prop-
erly, can compromise the successful implementation of information systems in orga-
nizations. These factors are commonly referred to as critical success factors (CSFs).
CSFs are a relevant issue, considering the importance and impact of information
systems (ISs) in organizations, so these studies have been carried out for various
types of information systems.

Nowadays, Higher Education Institutions (HEIs) are also operating in this
dynamic and complex environment, facing a strong competition among themselves.
Therefore, they are also implementing advanced analytical technologies, such as
BI tools for analyzing their information and for supporting their internal quality
assurance system (IQAS).

This article describes the implementation of a BI system in a HEI, with the aim
of evaluating the critical factors that contributed to its successful implementation,
having as reference the technological CSF identified in the literature.

This article is divided into 5main sections: In this first section, the work is contex-
tualized, justifying its relevance. Section 2 presents a brief literature review on the
main concepts. The third section describes the BI implementation project, focusing
on the technological CSF. The results are discussed in Sect. 4 and Sect. 5 concludes.

2 Literature Review

2.1 Critical Success Factors in BI Implementations

There are several CSF identified in the literature, common to different types of infor-
mation systems, such as top management support, alignment with the organization’s
strategy, business knowledge, user involvement, and training of end users [6].
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However, regarding the implementation of BI projects, technological factors
appear that are not found for other types of systems [7], namely the integration
between the BI system and other systems and the quality of data [8–11].

These CSFs are justified for a BI system since it is necessary to ensure the integra-
tion of information spread throughout the organization, whether in legacy systems
or in enterprise systems (e.g., ERP, CRM), or in social systems and in many others.
This integration of the BI system with the other systems is necessary to aggregate
the different sources of information in the organization, thus enabling complex anal-
ysis of the organization’s data and supporting the decision-making process. In turn,
the integration will make it possible to unify the databases of the organization’s
different information systems. Data quality, sometimes also referred to as informa-
tion quality, is the other technological CSF assigned to BI systems implementations.
Several works [9, 11–14] suggest a set of measurements of information characteris-
tics that evaluate information quality.Adetailed analysis of those has highlighted four
common characteristics for information quality: accuracy, completeness, timeliness,
and consistency.

2.2 BI in Higher Education Institutions

The adoption of a quality assurance system (QAS) is, according to ISO 9001, a
strategical decision of organizations. In recent years, HEIs have also implemented
this kind of systems, for responding to requirements from assessment agencies, but
also by recognizing that they are a tool for continuous improvement. In Europe, when
speaking about QAS, the main point of reference is the standard and guidelines
for quality assurance in the European Higher Education area document, devised
by the European Association for Quality Assurance in Higher Education [15]. In
Portugal, Portuguese Agency for Assessment and Accreditation of Higher Education
(A3ES) also created a manual for the internal QAS audit process [16]. Both referred
documents define a set of key process indicators (KPIs) that institutions should use.

In 2012, EDUCASE Center for applied research presented a report about the
benefits, barriers, progress, and recommendations of the use of analytics in higher
education [17]. At that time, the study concluded that analytics was viewed as impor-
tant, but that data used at most institutions were still limited to reporting. Nowadays,
to effectively monitor their indicators and support decision-making, many HEIs are
already using BI systems.

According to some authors [18–20], one important advantage of implementing
BI is the integration of the data from the different systems HEI use. HEIs face many
challenges such as student retention, academic success, and costs reduction. They
need to get a profound knowledge of their main stakeholders and processes to turn
these difficulties into strengths.

In addition to support administrative and management activities, BI systems have
been implemented to enhance one of the fundamental vectors of any institution’s
mission, education, as the examples below show.
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Villegas-Ch et al. [21] say that most of the HEI systems store large amounts of
data about students socioeconomic and academic variables, but do not use these data
to generate knowledge about their students; therefore, they propose a BI framework
that can be used to influence the development of learning.

Jayakody and Perera [22], considering the importance of identifying, guiding, and
monitoring less-able students to develop them toward their full potential, describe the
development of a BI framework to identify and compare less-able and able students.

Kabakchieva [18] describes an experience of using BI for analyzing the student
performance with the aim of improving the educational process.

3 Case Description

This section describes the implementation of a BI system at Universidade Portu-
calense, with the objective of evaluating the critical factors that contributed to
the success of its implementation, having as reference the two technological CSF
identified in the literature.

The BI implementation process went through several stages: (i) analysis of the
business processes, as well as of the HEI’s mission and strategy; (ii) analysis of
the pre-existing indicators for each process; (iii) literature review to identify and
define the KPI; (iv) KPI validation by the members of staff responsible for each
process and ensuing adjustments to the list of KPI resulting from the validation; (v)
identification of the information systems implemented in the institution; (vi) analysis
of the information systems to identify the necessary information sources for the KPI;
(vii) definition of the users access profile, and (viii) selection and implementation of
BI technological solution. In this project, Qlick Sense was the BI tool used [23].

In the context of this work, the relevant stages are stages v, vi, and viii.

3.1 HEI Characterization

Universidade Portucalense (UPT) is a private HEI founded in June of 1986, located
in Porto (Portugal). UPT is organized into six education departments and 4 research
centers. Its main scientific areas are Law; Economics; Management; Information
Technology; Heritage and Tourism; Psychology and Education; Architecture and
Multimedia. Today, UPT has 3300 students. As a private institution, its main
governance structure is divided into a Board and a Rectory.

The university has unambiguously assumed the principle that quality and quality
assurance are one of the fundamental vectors for its operation and development.

Having its continuous improvement in mind, the university has implemented an
internal quality assurance system (IQAS).
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The IQAS includes, among others, themonitoring of processes as a way of contin-
uously improving UPT’s activities. UPT has identified its processes and has estab-
lished methods for their operation, control, and monitoring, which are echoed in the
process map contained in the quality management manual and in the performance
monitoring plan which already includes a set of KPI. The processes are the matrix of
the structure of the IQAS, and its performance measure is decisive for UPT quality
assurance.

The process map was built following the Porter [24] idea of the value chain and
is divided into primary and support processes. There are nine primary processes:
marketing and communication (MC), course design and development (CDD),
teaching management (TM), innovation, research and development (IRD), appli-
cation management (AM), enrollment management (ER), inter-institutional and
community collaboration (ICC), internationalization (I), and skills and careers
management (SCM) and nine support processes: supply management (SM), scholar-
ship management (ScM), information resource management (IRM), administrative
and financial management (AFM), infrastructure management (IM), information
system management (ISM), strategic planning (SP), human resource management
(HRM), and quality assurance management (QAM).

3.2 Information Systems Integration

The information needed to monitor HEI’s performance indicators is spread across
several information systems, some internal (24) and others external (5). Figure 1
depicts the UPT information systems portfolio highlighting the systems that support
the 18 UPT processes.

The BI system will have to integrate these systems to respond to the 380 KPI
defined in this project. During stage “vi”, it was noticed that 16 processes lack full
technological support and that there are still many of those supported by Excel and
Word files.

3.3 Data Quality

For each process and its KPI, the data quality issues considering the four common
characteristics (consistency, completeness, accuracy, and timeliness) were identified
as displayed in Table 1.
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Fig. 1 Information systems portfolio supporting UPT processes

4 Discussion

The implementation of this BI system has proved to be advantageous. However, it
made the institution aware of new needs since, as described in the previous sections,
various problems have arised in this implementation. Technological CSFs were
detected, however, integration of systems was not a problem; although UPT has
a vast IS portfolio supporting its processes, the BI tool used was able to integrate all
the digitalized information coming from the different sources.

The lack of information system support to feed some KPI was a problem. The
institution does not have a completely integrated IS, andmany “monolithic” different
systems using different data formats coexist. Moreover, some activities are still
supported by personal Excel sheets and informal data sources such as Word and
other have no computerized support. Obviously, this lack of information systems
supports jeopardizes obtaining several KPI, diminishing the project’s success. So,
this BI implementation allowed to alert the prioritization of new IS implementations.

As corroborated with the literature, data quality was reality a CSF. In this imple-
mentation, this factor is strong related to organizational factors such: user education
and training and user participation, as also highlighted in the literature [9]. Table 1
enhances this problem mainly in two data characteristics. There is lack of consis-
tency in the data needed to feed 40 KPI. Some of the problems are related to the lack
of data typification (for example: extracurricular activities, student dropout reasons,
curricular units grade ranges, inter-institutional collaboration events). Considering
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Table 1 Data quality problems identified in KPI generation

Processes KPI Consistency Completeness Accuracy Timeliness

Teaching management 60 1 9 4

Course design and development 14 2 1

Innovation, research, and
development

33 4 2 3

Application management 14 1 2 1

Enrollment management 34 2 7 1

Marketing and communication 25 3

Skills and careers management 10 1

Inter-institutional and community
collaboration

9 7

Internationalization 31 3 13 2

Supply management 8 1 1

Scholarship management 11 5 1 2

Information resource
management

21 1 1

Administrative and financial
management

21 3

Infrastructure management 21 8 2 1

Information system management 12 3

Human resource management 29 2 1 10

Strategic planning 9

Quality assurance management 18 2 1

completeness, the problem arises in 43 KPI. It was observed that the institution
does not collect the necessary information to support some of the identified KPI. But
there are also problems regarding accuracy (in 9KPI) and timeliness (in 16KPI). The
issues concerning these two data problems are primarily related to human factors,
mainly due to the lack of sensibility and responsibility regarding data introduction
in the different systems.

4.1 Recommendations

A successfully BI project implementation is not simple. Institutions should define
policies to minimize data problems, such as the typification of data, wherever
possible. To successfully implement a BI project, it is necessary for CIOs to design
more holistic policies regarding data quality. But the problem is not only at the CIO
level. It will also be necessary to raise awareness and make users of the IS portfolio
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responsible for the quality of the data. We can highlight that the IS social compo-
nent is a crucial component in the success of these systems, reinforcing that the
involvement and training of users are aspects that cannot be neglected.

In addition, only institutionswith a high level of digitizationwill be able to achieve
greater benefits with the implementation of BI projects, since the lack of information
in digital support does not allow the integration of the information and consequently,
the achievement of KPI.

5 Conclusions

As stated in the literature, BI implementation projects bring to light two relevant
technological critical success factors: systems integration and information quality.

Although the tool used (Qlick) has integrated information from different sources,
the lack of necessary information in digital support was felt. The problem detected
has to do with the lack of IS support in several processes; the level of digitization
is still relatively low in some of them, in the Innovation, research and development,
teaching management, marketing and communication processes, internationaliza-
tion, human resources management, ISmanagement and infrastructure management.
This analysis enabled the identification of IS development needs.

Information quality really stood out as a (missing) critical success factor in this
implementation. This was caused by the existence of a lot of information in personal
tools such as Word and Excel and IS developments at different times, responding to
immediate needs. These facts led to the need to review the data design in an integrated
manner.
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An Application of Open Data in Public
Administrations: The Lanzarote Tourism
Indicator Dashboard

Christian González-Martel and José Manuel Cazorla-Artiles

Abstract Increasingly public administrations provide their data under the open data
umbrella. It is necessary to develop tools that take advantage of the full potential of
new information resources. In this work, we developed a package for R that provides
a collection of functions to retrieve, download and manipulate the dataset available
by the Canary Institute of Statistics (Instituto Canario de Estadıstíca, ISTAC) through
the ISTAC BASE API. In addition, a Shiny web application was designed for the
improvement of tourism information to Lanzarote. The collected data in this Shiny
web application is related to demand and supply of tourism in Canary Islands and
especially in Lanzarote.

Keywords Economic · Databases · Dashboard · Shiny · Tourism

1 Introduction

Open Knowledge [1] define open data as “data that can be freely used, reused and
redistributed by anyone—subject only, at most, to the requirement to attribute and
sharealike”. During the last years, public administrations have been concerned with
offering citizens their data in the open.

Several works have studied how the public consortium deal with open data.
Ruijer et al. [2] conclude that a context-sensitive open data design helps the

transformation of raw data into meaningful information. Thorsby et al. [3] research
on features and content of open data portals in American cities. Their results show
that, in general, the portals were in an initial stage of development and need to
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improve user help and analysis features as well as inclusion of features to help
citizens understand the data, such as more charting and analysis.

On the other hand, and linked to open data, there is a tendency, in the academic
world, for research to be reproducible. Reproducibility requires that researchersmake
code and data available so that the data can be analysed in a similar manner as in
the original publication. It implies that code must be available to be distributed, data
must be accessible in a readable format, and a platform must be available for widely
distributing the data and code. In addition, both data and code need to be licensed
permissively enough [4]. The complete analytical workflows, fully replicable and
transparent, that span from raw data to final publications can benefit from the avail-
ability of algorithmic tools to access and analyse open data collections [5, 6]. Dimou
et al. [7] present a case of the use of publishing research metadata as linked open
data and creating interactive visualizations to support users in analysing data in a
research context.

However, due to the data provided in open access are not in a standardized format,
it should be adapted in order to accommodate variations in raw data formats. The
aim is that end-users can avoid repetitive programming tasks and save time allowing
simplification, standardization and automation of analysis workflows facilitating
reproducibility, code sharing and efficient data analytics. Following this idea, within
the ecosystem of R, several packages have been created to work with data from Food
and Agricultural Organization (FAO) of the United Nations (FAOSTAT [8]), World
Bank (WDI [9], wbstats [10]), Open Street Map (osmar [11]) among others.

The ISTAC is the central organ of the autonomous statistical system and official
research centre of the Government of the Canary Islands. Among its functions are to
provide statistical information and coordinate the public statistical activity of Canary
Island autonomous region. It provides a rich collection of data, including thousands
of datasets on Canarian demography, health, employment and tourism and other
topics in an open data format.

ISTAC has made an effort to make the data accessible. The main one is through
a web-based graphical user interface (GUI) from where the data can be consulted
and downloaded in alternative formats. This access method is tedious for large selec-
tions and when the user must access to data very frequently. Other method uses an
application programming interface (API) that can be embedded in a computer code
to programmatically extract data from ISTAC. In this work, a R package has been
developed. It integrates the API into the code and allows downloaded data to be
directly manipulated in R.

Based on this package, we have also created a Shiny application that allows a visu-
alization of ISTAC data related to tourism indicators in Lanzarote. In this application,
the way to present the information is mainly through graphics. The visualization
characteristics are one of the most important features in analysing information from
open data sources. Chen and Jin [12] have proposed a data model and application
procedure that can be applied for visualization evaluation and data analysis in human
factors and ergonomics. Jones et al. [13] research innovative data visualization and
sharing mechanisms in the study of social science survey data on environmental
issues in order to allow the participatory deliberation. Kao et al. [14] show how to
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use a visualization analysis tool for open data with the aim to verify whether there
exists sensitive information leakage problem in the target datasets.

This paper provides an overview of the core functionality in the current
release version. A comprehensive documentation and source code are available via
the package homepage in Github (https://github.com/rOpenSpain/istacbaser). The
package is part of rOpenSpain, an initiative whose objective is to create R packages
to exploit open data available in Spain for reproducible research.

This paper is structured as follows: firstly,we explain the data extraction procedure
implemented in the R library and the workflow to achieve visualization of data. In
Sect. 3, we explain the architecture of the Lanzarote Tourism Indicator Dashboard.
Finally, we present some concluding remarks.

2 The Extraction Routine in Istacbaser

To install and load the last release version of istacbaser, the user should type in R the
installation from GitHub command from the remotes package.

When the package is loaded the metadata of each dataset available by ISTAC
BASE API are also loaded into the cache variable. It contains information about the
title, topic, subtopic, the url to access to the json data, among other. For searching
about a specific term, the istacbase search function is provided.

This seeks among all the ISTAC BASE datasets those in which the pattern “paro”
appears within the field “datos publicados I”. Other fields can be “titulo” (default),
“tema”, “subtemaI”, “subtemaII”, “datos publicados I”, “origen” and “encuesta”.
You can obtain the list of fields with names(cache).

The pattern can be used with regular expression operators. The output is the rows
or row of cache that keep to the pattern. Values in the ID column of the output provide
data identifiers for subsequent download commands. For example, we can filter the
ID of the dataset that collects the registered unemployment according to sex and age
groups by islands and months using

https://github.com/rOpenSpain/istacbaser
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2.1 Downloading Data from ISTAC

We retrieve the data from the dataset with the ID reference using the ISTAC BASE
API.

By default, the function istacbaser works with human-readable labels. With the
argument label= FALSE the function transforms the labels into less readable codes.

The indicators in the ISTAC open data service are typically available as annual
time series grouped by islands, but sometimes at a different granularity or geographic
levels. If the dataset has the “Islas” column, it can be filtered by islands using the
argument islas=TRUE; otherwise, this argument is ignored.Valid values for islands
are: El Hierro, La Palma, La Gomera, Tenerife, Gran Canaria, Fuerteventura and
Lanzarote.

The function allows filtering the dataset by dates using the arguments start-
date, enddate and mrv. The argument freq controls the granularity of the data for
fetching yearly (“anual”), biannual (“semestral”), quaterly (“trimestral”), monthly
(“mensual”), bi-weekly (“quincenal”), weekly (“semanal”) values.

2.2 Data Visualization

Istacbaser by itself does not have a dedicated function to plot the data but you can
use the potential that R provides to visualize the data retrieved. Figure 1 shows the
result of the combination of istacbaser and ggplot2 package [15].



An Application of Open Data in Public Administrations … 185

Fig. 1 Data obtained through istacbaser. Visualization with ggplot function from ggplot2 package.
Source ISTAC (2018)

Because that most of ISTAC dataset contain geographical information, map
visualization can be represented in a very natural way.

3 Dashboard for Lanzarote Tourism Data Visualization

To provide tourism information to the Lanzarote stakeholders, the Centro de datos
de Lanzarote, which is the department of the Cabildo de Lanzarote, which provides
with statistical information to Lanzarote and the Universidad de Las Palmas de
Gran Canaria establish a collaboration to develop a Shiny web application where
the relevant tourism indicators are shown in a friendly way to the stakeholders.

The dashboard can be accessed online.
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(https://datosdelanzarote.shinyapps.io/turismodashboard/).
The dashboard is based on the idea from the New Zealand Tourism Dashboard.

In that sense, the Lanzarote Tourism Indicator Dashboard was developed. The code
is written in R statistical software (R Foundation for Statistical Computing, Vienna,
Austria) with special attention to the Shiny [16] package, which it is used as a
framework for javascript. The Web resource is hosted in shinyapps servers. The
maintenance is carried out by Centro de Datos de Lanzarote. The Lanzarote Tourism
Indicator Dashboard allows the user to download data and export visualizations.
The main visualizations of this Shiny web application are made with the dygraphs
package [17], the billboarder package [18] and leaflet package [19].

The package istacbaser was essential in the development of this application
because it is the connector between ISTAC data and the Lanzarote Tourism Indicator
Dashboard. All the data it is managed with this package. The istacbaser package
gets the information that previously ISTAC has obtained by surveys. The Lanzarote
Tourism Indicator Dashboard exploits statistics which come from three surveys
carried on by ISTAC: Tourism Expenditure Survey, Tourist Move ment on Borders
Survey (FRONTUR) and Tourist Accommodation Occupancy Survey.

The Shiny web application must keep informed the tourism stakeholders about
the sector situation. The information provided by the Lanzarote Tourism Indicator
Dashboard is about tourism demand and supply in Lanzarote.

The tourism demand keeps the focus on data about arrivals, expenditure, travel
characteristics and tourist profile. The arrivals evolution from themain originmarkets
it is shown by different time series graphs, and the information comes mainly from
the Tourist Movement on Borders Survey (FRONTUR). The evolution could be
observed according to a monthly or annual periodicity. The user could also see the
values in level, as monthly average of 12 months or as annual variation. There are
several options to analyse the results (see Fig. 2, as an illustration), according to the
number of nights, the origin market or kind of accommodation.

The expenditure informationput the focus on the total expenditure, the expenditure
by tourist and the expenditure by tourist and day. The expenditure evolution from
the main origin markets comes from the Tourism Expenditure Survey. The evolution
could be analysed with annual or quarterly frequency. There are several filters to
analyse the origin market even with a breakdown by item of expenditure.

The travel characteristics information is focused on the valuation of aspects to
choose the destination, the type of accommodation, length of stay and activities made
by the tourists. The travel characteristics evolution from the main origin markets
comes from the Tourism Expenditure Survey. The evolution could be analysed with
annual or quarterly frequency.

The tourist profile is also analysed to describe tourist characteristics in terms of
gender, age, occupation and income. The tourist characteristics information comes
from theTourismExpenditure Survey. The evolution of the tourists according to these
characteristics could be analysed with time series graphs with annual or quarterly
frequency. Also, a customer journey map was developed to describe by period and
origin market the tourist characteristics and the behaviour before and during the
travel and the valuation after the travel (see Fig. 3, as an illustration).

https://datosdelanzarote.shinyapps.io/turismodashboard/
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Fig. 2 Screenshot of “Llegadas” tab in the “Panel de Indicadores de Turismo de Lanzarote” web
resource. Accessed: 2021-10-09

Fig. 3 Screenshot of the “Perfil del turista” tab in “Panel de Indicadores de Turismo de Lanzarote”
web resource. Accessed: 2021-10-09
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Fig. 4 Screenshot of the “Oferta alojativa” tab in “Panel de Indicadores de Turismo de Lanzarote”
web resource. Accessed: 2021-10-09

On the supply side, the focus is on occupation, accommodation capacity, revenue
and tourism employment. The supply information comes from the Tourist Accom-
modation Occupancy Survey. The evolution of tourism supply can be analysed
with annual or monthly frequency with observations in level or annual variation
for different regions in Lanzarote, according to the type of accommodation or the
origin market. The supply side of this Shiny web application shows indicators, such
as number of establishments, number of rooms, occupancy rates, average daily rate
(ADR), total revenues and touristic employment among others (see Fig. 4, as an
illustration).

Within the “Cuadro de mando” section, the user can see at a glance the situation
of the tourism sector in Lanzarote by period. The indicators of tourism supply and
demand are summed up in just one tab. In concrete, the indicators shown are arrivals,
expenditure by tourist and day, length of stay, occupancy rate, number of nights and
ADR. Also, there are graphs to show the breakdown of arrivals by origin market and
time series graphs for the evolution of arrivals, ADR and expenditure by tourist and
day.

4 Conclusions

Nowadays, the public sector is becoming aware of the need their data should to
be open. This is useful for researchers and experts in different areas but the hetero-
geneity of data formats, their complexity and continual updates forces the use of tools
that require computational and data visualization expertise to extract and display
information. ISTAC offers their statistics under open API and web services.

The objectives of this project were mainly two. First, developing a R package,
istacbaser, which manages the databases accessible by the API ISTAC BASE. This
package allows handling the data provided by ISTAC programmatically for direct
use or to include it in other developments.



An Application of Open Data in Public Administrations … 189

Second, develop a web service to visualize in real-time the data given by ISTAC.
Cabildo de Lanzarote through Centro de Datos de Lanzarote have financed a project
where this vision is applied. The result is the Lanzarote Tourism IndicatorDashboard.
At this point, the web applications are and improvement to the static reports. A web
application lets the user to interact and obtain different responses according to the
configuration established. This is quite useful in case of non-technical users because
they do not need knowledge about programming or datamanagement, they can obtain
insights just by the use of the configuration of the application. This service provides
to professionals in the sector all the information related to tourism gathered in one
place for consultation and analysis, thereby allowing the public institution to achieve
one of the main objectives of the public administration (Fig. 5).

As the reader can see, these projects of dissemination of information can be
possible only when the open data is available and as much data is available more
information can be offer to the society. As limitations, the procedures for reporting
tourism data need to be standardized. Current practices for aggregating data gener-
ally involve combining several surveys meaning different granularity. Despite the
differences in each source, this can be managed informing, in the application, the
source and granularity in order the user knows which source are using at the moment
of the query.

In conclusion, we developed the istacbaser package and the Lanzarote Tourism
Indicator Dashboard to communicate up-to-date tourism information to the profes-
sional and general public. The web application’s pipeline was developed to be
extendable.

Fig. 5 Screenshot of the “cuadro demando” tab in “Panel de Indicadores de Turismo de Lanzarote”
web resource. Accessed: 2021-10-09
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Structuring Best Practices of Search
Engine Optimization for Webpages

Riaze Miguel Ribeiro Issá and Jose Paulo Marques dos Santos

Abstract The main objective of search engine optimization (SEO) is to present
the most relevant information to the user, so that his necessities may be satis-
fied. Therefore, it becomes imperative to understand and be familiarized with the
constant developing algorithms, on what mainly concerns the variables it gives the
most importance to. In this article, an in-depth explanation is presented, from a
basic to a more advanced level, of the internal and external variables required for a
good positioning of website pages, enabling them to escalate in the search engine
results page (SERP). Such holistic approach is useful, so that the reader, using the
most appropriate techniques and tools, may be one step ahead of the remaining
competition.

Keywords Search Engine Marketing (SEM) · Search Engine Optimization
(SEO) · Search Engine Results Page (SERP)

1 Introduction

In a digital environment that is under constant development and rapid expansion,
where just one Internet connection provides unlimited access and the sharing of
massive amounts of information, where there are millions of websites in which
the daily increment of information is immeasurable, increasing difficulty in finding
reliable and quality information, the need of creating relevant pages for user queries
is of pivotal importance. The strive for a digital presence that is visible to the user has
been driven by search engines that feed off this struggle which, in turn, fosters their
development. The search engine algorithm will always give priority to the pages of
optimized websites and, therefore, the strive for top and prominent rank positioning
is achieved by websites with the best optimized pages for certain queries.
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This paper presents recommendable search engine optimization practices and
shows that, when used properly, they make it possible for a website to achieve a rele-
vant position in relation to its competitors. The concepts presented in this study stem
from the basic to the more advanced by means of a more comprehensive approach to
SEO, by defining what it is and once the basics are covered, it provides details and
in-depth information on the potential strategies that can be applied inside or outside
websites, aiming at improving the visibility of pages while maintaining consistency
in their optimization.

2 Search Engine Marketing—SEM

The main objective of search engine marketing is the development of strategies that
increase traffic on certain website pages, whether these are organic—SEO, or by
means of ads—SEA [3]. SEM can be highly complex due to the large number of
factors that influence its behaviour, whether these are the user or the search engine
algorithm. The volume of searches for a given page has a very significant impact on
the moment of positioning [7].

The organic search results organized by the search engine results page (SERP) are
ordered by their relevance according to the user’s choice of keywords. It is important
to knowhow to distinguish organic results frompaid results. Paid results are strategies
developed in which the marketer pays the search engines to be displayed in ad format
at the top of the page. The goal of any user is to find relevant information according
to his query that can be broken into different categories: navigational, transactional
or informational. The most important fact when creating a SEO digital marketing
strategy for awebsite is to develop it with a deep understanding of the target audience.
Understanding how most user searches and target market searches work can help to
have a more effective impact on the user and, subsequently, to find ways to target
new leads [13].

Query formulation can be carried out by using words or short phrases. Most users
formulate their queries by using one to three words. When the search engine returns
the results of a query on the SERP, it is possible to determine if the contents are the
desired ones by observing these results or in other words, if they correspond to the
expected response to the query or if on the contrary, they require users to refine their
search until the desired results are obtained. Thus, when users find the content they
need, this query translates into a satisfying experience because the user was able to
complete the intended task [13].
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3 Search Engine Optimization—SEO

Search engine optimization is, by definition, one of the most effective marketing
strategies in gaining organic traffic by means of processes such as writing, program-
ming and design. All these efforts help in the gradual increase of the volume, quality
and visibility of any website page which users can access by means of a search
engine [22]. Williams [43] states that SEO, search engine optimization, includes all
the steps that a webmaster (whoever designs and maintains a website) takes to ensure
the visibility of their pages on Google’s results page, SERP. SEO strategies help in
the visibility of digital platforms not only from a technical perspective, but also in
an equally creative way that helps improve the ranking position in organic searches
and achieve high rankings on SERP’s [24].

The creation of strategies and their implementation in SEOare not static processes.
While observing results, thewebmastermust resort to his know-how and flexibility to
change or update optimization techniques. This constant transformation which takes
place by means of experimentation must meet previously established objectives.
As such, this manipulation of a website’s characteristics should be considered to
improve its positioning on the SERP in relation to competitor pages [25]. Within
this scope, Zilincan [47] states that SEO is characterized as the set of modifications
and techniques that help search engines to collect, index and interpret the contents
of a website. Zhang and Cabage [45] explain that within search engine optimization,
SEO is characterized as a set of techniques, namely content marketing, link building
and social sharing. A well-developed SEO strategy is critical to the success of online
businesses.

According to Chotikitpat et al. [9], the search engine algorithm rules must be
strictly followed in order for page contents to be properly indexed. With this traffic-
boosting art inside a website, there will be new visitors and leads and, in turn, not
only will increase user engagement but also brand perception. Once users see the
reputation within the brand or, in other words, the authority within the segment, this
will boost the probability of an increase in the volume of sales.

4 Google’s Guidelines

In this SEO reality, not all strategies and techniques are consensual, and the scientific
community is divided between what is to be considered good practices and what is
not. There are webmasters who follow Google’s guidelines and webmasters who use
algorithm manipulation to achieve their goals.

White hat SEO include all strategies that aim to place a page in a high-ranking
position by always following the guidelines, i.e. the SEO strategies approved by
Google itself [43]. These are techniques that contribute to the ranking of a page [23]
in the form of quality content, engagement and user-friendly navigation. According
to Berman and Katona [6], White hat SEO contributes to the content of a website
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effectively and positively which, in turn, translates into consumer satisfaction and
consequently,makes thewebsitemore relevant from the user’s and theGoogle robot’s
point of view.

On the other hand, black hat SEO encompasses all the manipulation and exploita-
tion of Google loopholes to position pages with the risk of being penalized or banned
if these practices are discovered [43]. Accordingly, Killoran [23] characterizes this
type of SEO by the set of unconventional initiatives that boost traffic, namely the
use of spam and irrelevant or thin content. Moreover, Aswani et al. [3] add that this
way of earning more traffic has its dark side considering that in the long run, black
hat SEO is ephemeral due to the constant regulation and updating of Google’s algo-
rithm mechanisms, which identify and penalize these types of strategies. According
to Zhang and Cabage [45], these types of penalties result in the demotion of the
website on SERP positions and result in fewer impressions, or the website may also
be banned and blacklisted by Google in a worst-case scenario. Most websites that
are caught by the search engine have a kind of black hat, which can include practices
of keyword stuffing, duplicate content, spamming, link farming, cookie stuffing and
doorway pages [20].

The grey hat SEO lies between these two extremes. Although not approved by
Google, these types of SEO strategies have, unlike black hat SEO, a low probability
of being penalized. Grey hat tactics have a higher risk than white hat tactics, but not
as high as black hat tactics [43].

5 Long Tail Keywords and Keyword Research

Anderson [2], the creator of the long tail concept, states that there is a clear division
between two product realities: mass market products and niche market products.

According to Enge et al. [13], there are search terms that receive more than five
thousand searches per day but correspond to only 30% of all searches carried out
on the Web—long tail searches, as opposed to the most common searches, short tail
searches that are 70%of allWeb traffic. The keywords long tail addmore relevance to
a given user’s query because they are the most descriptive and precise and therefore
confer more value to the traffic generated for the pages in question. Understanding
the demand for each search is pivotal, considering that there is a need to create long
tail content, i.e. niche content that is not searched for by all users, but bymore specific
users who are interested in the topic. Before starting any SEO project, it is necessary
to establish the keywords target because the entire content and optimization strategy
will stem from them. Market trends may be understood through analyses, as well
as potential trends within the segment, because they make it possible to foresee the
increase in demand for certain products. This way, it will be easier to find the best
search terms and meet consumers’ search needs. Considering that any search term
that is typed into the search engine is recorded, the use of keyword search tools is
vital. Although important, these tools do not directly show how valuable or important
a keyword really is, as it is necessary to understand the two variables of a keyword,
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its difficulty (keyword difficulty—KD) and its search volume (SV). Also, important
to note is the metric scale of these two variables which in the case of keyword
difficulty, goes from 0 to 100%, and in the case of search volume, which in theory
can be unlimited, can start at 0 and exceed 100%.

When selecting keywords, there are aspects to take into account. A search that is
carried out very randomly or broadly may cannibalize other keywords. This process
is counterintuitive because it does not show an internal hierarchy on the pages.
Consequently, the search engine crawler is forced to make its choice between what
is more and less relevant, creating a serious optimization error. Therefore, search,
hypothesis formulation and testing must be targeted at the SEO goal [13]. Within
this scope, Ramlall et al. [35] state that a short tail strategy is more challenging
than a long tail strategy, considering that short tail keywords have more competition
due to fact that they facilitate queries as opposed to long tail keywords, which are
more specific, have less search volume and queries are less common. This way, an
ecosystem of billions of unique queries is built [24].Webmasters should always carry
out keyword analyses from the users’ point of view so that there is a greater degree
of understanding of the keywords and, in turn, insert them into the SEO strategy,
thus ensuring qualified traffic to the website pages [41].

6 On-Page Optimization

As described by Yalçin and Köse [44], on-page optimization consists of all website
improvement tactics that are carried out internally. The goal is to make sure that the
entire page construction of a given website is readable to search engine indexers or
in other words, the capture and transformation of HTML and CSS code into data
that describe and rank this Web property to perfection. Thus, Ghulam et al. [14] state
that there are a set of variables which together make up the on-page optimization of
any website. As such, a correct and complete on-page optimization depends on tree
structure, the selection of the name for the domain, the page name, the title metadata,
the site description, the meta keywords, the organization of the URLs, the heading
tags, image alt texts, the written content on the pages, website navigation, its sitemap
and robots.txt status.

In the hierarchical structure of a website, pages should be organized in a top-down
formatwith a staticURLstrategy that facilitates their indexing in search engines as for
example, the search carried out by users. There must also be a semantic relationship
with the brand and the name of the product or service for which it is targeted, hence
the use of hyphens or addition symbols to separate the terms identifying the subpages.



196 R. M. R. Issá and J. P. Marques dos Santos

6.1 Title Tags

The function of a page title or title tag is that of being merely indicative of the themes
and sub-themes of the pages, as well as to help guide users in their search. The title
tag is ranked by the search engine algorithm, so it is critical that the theme of the
page correlates with the user’s search context (UI) [33]. According to Enge et al.
[13], to achieve this optimization, the length of the title tag must be limited and no
shorter than 50 to 60 characters long. There should be no duplicate title tags and the
main keyword must always be present, ideally as far to the left as possible [46].

6.2 Meta descriptions

According to Khraim [22], meta descriptions are visible to the eyes of a consumer
but they should focus on the search engine and its respective indexing. By norm, the
function of meta descriptions is to provide a summary of a page´s contents in order
to persuade the user to click on the page.

According to Enge et al. [13], considering that a meta description is created by
the webmaster, their writing should be clear, objective and promotional within a
minimum of 70 characters and a maximum limit of 155 characters to be able to boost
website traffic. The correlation between the user’s query and the keywords inserted
in a meta description will not only allow the search engine to read their content,
but also to rank the most relevant pages according to the UI for the user within its
indexing process [46].

According to Williams [43], this variable, as well as the page title, is primarily
responsible for increasing click-through-rate (CTR). The more clicks the page
receives, the better its ranking position on the SERP and more importantly, the
satisfaction of a user’s search need is achieved. A page that is in the first position
receives, on average, about 31% of all clicks generated on that page on the SERP.
Next, the page in the second position receives on average 14% of all clicks, while the
page in third position receives 10% of clicks. On the other hand, pages on the second
page of the SERP receive about 4% of clicks and those on the third page receive only
1.6% of clicks.

It is important to understand the importance of good ranking position. The higher it
is the better, considering that a drop in one or two positions is enough for a significant
decrease in traffic. For example, pages between the sixth and tenth position on the
first page of the SERP have a CTR of only 3.73%, which is less than the CTR of the
page in fifth position which is about 5%. [43].



Structuring Best Practices of Search Engine … 197

6.3 Meta keywords

When Google’s algorithm first appeared, webmasters discovered that the search
engine considered meta keywords to be very relevant, and they were one of the key
ranking factors. Thus, they began to over-optimize this field by means of keyword
stuffing practices to manipulate rankings on the SERP. However, Google identified
this practice and started ignoring this tag although not completely because it is still
used to identify spammers. It is currently considered a good practice to leave the
meta keywords field empty [43].

6.4 Heading Tags

Heading tags are titles, and their function is to organize and rank the content within
a page. These titles and subtitles must reflect the content of the page to inform the
algorithm and grab the user’s attention, because the more interesting the content, the
longer the user will stay on the website. As stated by Busche [8], Heading tags serve
to provide greater organization and sequence of titles and subtitles, both for the user
and for the Google crawler. The H1 or Heading tag 1 is the main and most relevant
title, so there can be no other H1. It is unique. The subheadings that follow range
from H2, H3, H4, H5 and H6, the latter being the least important on the hierarchical
scale. Heading tags play an essential role in organizing content delivered to the user
[13]. Heading tags should contain the main keyword, mainly the H1, H2 and H3 as
they are the second most important on-page factor [46].

6.5 Images and Media Alt-Text

According to Bailyn [4], search engines are only able to read text. During their
indexing process, when the crawler identifies an image or other type of media file
such as videos, this type of content is discarded.

With major technological advances leading to the consumption of other types of
content other than text, alternative texts (alt-text)were created. They are basically tags
that are used to describe non-text content to the crawler. For proper optimization, the
alt-text should contain the keyword or descriptive phrases of the page topic [46]. In
agreement, Enge et al. [13] stress that search engines only accept HTML language
and refuse any other type of format present in websites. However, by placing Alt
attributes, it becomes possible to name attributes such as images, audios, videos,
Adobe Shockwave files or even another type of computer language such as Java,
so that the algorithm can understand the content exposed in the digital property.
Choudhari and Bhalla [10] indicate there is a specific way to optimize videos called
video search engine optimization (VESO). This optimization takes variables such
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as the title, the description, the transcribed script, the thumbnail which describes
the content with an image, as well as annotations that promote linkbuilding through
external links. As such, there must be thorough knowledge of the market segment
and the target to whom you want to pass the message to, so it is possible to make
extraction of keywords more effective because these are the ones that have a higher
search volume of the target audience.

6.6 Taxonomy and Ontology

Enge et al. [13] state that taxonomy is essentially a two-dimensional hierarchical
model of awebsite’s architecture. It is essential in the presentation and arrangement of
the website’s themes to the consumer because the better this architecture is designed,
invariably, the better the consumer experiencewill be. According to the same authors,
ontology is a way to map the human mind. When people think about a certain topic,
it is common to interrelate it with other topics, and this is important to consider
when planning the categorization and creation of clusters of similar and correlated
topics within the site. In this same line of research, Batsakis et al. [5] defend that it
is the taxonomy that allows grouping similar topics or categories to boost the user
experience by delivering more content and making it easier for them to navigate on
pages.

6.7 Sitemap

The sitemap is the map of a website that contains a cluster of URLs and other
files, such as extension files (PDFs, TXTs, DOCs) that make up the virtual property.
According to Ziakis et al. [46], the XML file is created by the website’s developer,
and it is submitted to make it easier for the crawler to find all the subpages of a
website. Additionally, this file notifies the search engine when any change occurs at
the website level or even certain aspects at the page level. According to Visser and
Weideman [42], the XML extension is used to indicate the indexing of pages to the
search engine on the website so that they appear on the SERP. This same indication
can also reinforce the priority of the pages you want to give more relevance to base
on their traffic, considering that the higher the volume of traffic is, the higher its
priority on the site should be. However, Enge et al. [13] guarantee that it is not by
adding a new URL to the sitemap that its indexing is guaranteed. It is essential for
the site to have its sitemap optimized as this allows for the customization of URLs
and metadata if they are duplicates or hard for the crawler to collect. In addition, it
is also possible to change or choose canonicals.
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The sitemap must be present in robots.txt because according to Google [16], the
robots.txt file is automatically read by the robots when they arrive at a given website.
This file should contain “commands” for the robots, such as pages we want or do not
want to index.

6.8 Responsive Navigation, Page Speed and Structured Data

When working on the hierarchical structure of a website, there are two sides to
consider, the human’s and that of the robot’s. From the user’s point of view, i.e.
the human side, the site must respect how the user usually consumes information,
namely the menus in the header, the fact that reading is done from left to right, the
webpage layout should avoid too much sensory information for users so that they do
not get dispersed or frustrated by not being able to absorb everything on a particular
page. Each webpage must be designed with the user in mind, so that they enjoy a
good UX, with a simple and optimized navigation and no distractors. From the point
of view of the crawler, it must be able to read and assimilate the most important page
details. For this to be possible, the tree structure must also be optimized [43].

According to Lali et al. [24], the loading speed of a website’s pages (pagespeed)
is a determining factor in the positioning of results on the SERP. Within this scope,
Manhas [26] reinforces this line of thought by stating that for a good performance
of pagespeed, it is necessary that the internal and external elements of the page in
other programming languages—such as HTML, CSS, JavaScript and json—improve
aspects related to site navigability. High-performing websites have higher percent-
ages of user retention, engagement and conversions. For Ziakis et al. [46], loading
time is an extremely important factor, considering that engines include it in their
algorithm. The longer the loading time of a page, the worse its position on the SERP
will be.

One element that helps the crawler in its interpretation of page information is
structured data. This type of interpretation can be found on the Google results page
from a previous HTML construction. This type of classification is a great support
in sending information to the search engine so that it can categorize and present the
data in the best way possible [24].

6.9 Bounce Rate and Time on Website

The bounce rate happens when the user clicks on one of the SERP results and then
returns to theGoogle results page again. The faster the user returns to the results page,
the greater the user’s dissatisfaction is identified byGoogle, penalizing the reputation
of thewebsite. On the opposite side of this experience, we find the user who navigates
from page to page on a website increasing their dwell time and informing Google
that the webpages are relevant and, therefore, it places them in better positions [43].
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In agreement, Ziakis et al. [46] state that websites with low bounce rate inform the
search engine that this is a high quality and extremely relevant website for the user.

In addition to Ghulam et al.’s [14] perspective, there are more key variables to
take into account when a webmaster analyses the on-page optimization of a given
website, namely: the status code of the various URLs that make up the website; the
SSL security certificate; the structure of the URLs; checking the status of indexing
tags and authority; the depth of the website and the correspondence between the
website’s language and the programming language.

6.10 Status Code

According to SEMrush [39, 40], HTTP status codes represent all requests sent to a
Web server by search engines or platform users.Multiple webpages with 4xx and 5xx
codes can negatively affect user and crawler experience, resulting in traffic drops,
which in turn lead to loss of organic positions.

When analysing multiple status codes, it is essential to establish a priority in
checking the code statuses and fixing existing errors. Priority should first be given
to errors that affect the website, be it in the presentation of results to the user or to
the search engine, and only then to less harmful codes. As such, the status codes that
come up in a status code analysis more frequently are 2xx, 3xx, 4xx and 5xx.

The 2xx status codes indicate that the communication was successful and that the
Web server was able to respond to the user’s request [31].

The 3xx or redirect codes are an indication for a certain internal URL to redirect
to another URL. This can take on seven different names: 301, 302, 303, 304, 305, 306
and 307. However, a special preference should ideally be given to the 301 redirect—
permanent redirect, since it is the redirect that ensures that there is absolutely no loss
of URL authority. On the other hand, 302 redirects are also quite common. This type
of redirect is temporary, indicating to the search engine in question that the user is
temporarily being redirected to another page, and thus there is no passing of authority.
These should be done with caution, as a slight change will cause discomfort and a
bad user experience, which the search engine will detect and take action, according
to the severity of the situation [31].

4xx Errors indicate that there was a request to access a certain page or when
access to a webpage is restricted. The most common errors are 401—Unauthorized;
403—Forbidden; 408—Request Timeout and 404—Not Found. This type of URL
jeopardizes the user experience within the website and penalizes users, considering
they cannot access a certain page or file through the link they click on. Additionally,
internal links that send users and the search engine crawler to dead end pages imply
a spending of the crawl budget (number of pages that are read by the crawler on a
daily basis) with a subsequent penalization. Webpages with status code 4xx will be
removed from the Google Index [31].

5xx Errors or Server Errors indicate that there are problems with the server.
These problems should be immediately reported to the website developer or
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hosting provider of the digital platform and resolved with the utmost urgency.
The most common errors include misconfigurations, server overload or poor server
performance [31].

6.11 SSL Security Certificate

According to Ziakis et al. [46], the acronym SSL stands for secure socket layer, a
protocol that establishes a code between the server and the browser which allows
information to be transmitted securely. This certificate ensures that the website is
trustworthy, that it protects user data and prevents spam tactics. Websites with an
installed SSL certificate use the https protocol instead of http. Thus, sites with an
SSL certificate tend to rank better on the SERP than others.

6.12 URL Structure

According to Ahrefs [1], in the optimization of URLs, Google’s algorithm gives
preference to friendly URLs, that is, those with a simplified structure that allows the
user to knowwhere the website is located, as well as deliver easy-to-read information
to the crawler, thus also improving its loading speed. When a new page is created, a
new URL is generated and as such, knowing its structure is vital.

TheURLprotocol is the first element of analysis, and it is characterized by a colon,
two forward slashes, followed by the host name. It can be referred to as a transfer
protocol or scheme and will determine how information is transferred between the
host and the user who is carrying out the search [1].

The choice of a good domain is essential when creating a website because good
accessibility represents the users’ gateway to the Internet. During the selection
process, the choice for an exact domain strategy (EMD) as Williams [43] states,
is a type of strategy that will be penalized by Google itself, due to the unfair advan-
tage positioning it represents. On the other hand, the subdomain is the extension of
the primary domain and is used to organize the different content on a website and
for redesign functions. It is most often used in blogs and eCommerce stores [1].

The top-level domain (TLD) is a suffix related to the last letters after the period
in the URL. There are over 1000 possibilities of TLDs which a webmaster can
choose from, considering that the most used are the geographic location ones that
are typically related to where the website domain was created [1].

The subfolder and slug are the organization and structuring of the website. By
norm, a subfolder is the category pertaining to some broader topic that, in turn,
unfolds into more specific content, the slugs. In a blog, a subfolder would be the
main page which unfolds into other more detailed webpages on a part of the base
topic. In the case of ecommerce, it is the category or parent page, which in turn
incorporates other product webpages related to the category described [38].
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An idea and good practice in the slug to take into account is to use the keyword
of the page and, if there is more than one term, resort to the use of hyphens. This
should be short and objective, excluding the use of special characters such as capitals,
underlines and numbers [1]. In the same research line, Ziakis et al. [46], state that
including the main keyword in the URL is an important positioning factor and that
it presents a simplified URL structure, considering that the crawler will identify the
webpage theme in a simpler way.

6.13 Noindex and Nofollow Tags

According to Google [15], the content attribute instructs the search engine on how it
should crawl and index the pages. If there is nometatag blocking certain webpages in
robots.txt, the crawlerwill interpret the information to index and follow thewebpages.
By doing this, it is giving itself permission to show the pages on the SERP and read
all the links from them. On the other hand, pages with the noindex metatag will never
be displayed on the SERP and read by the crawler. However, for the metatag to work,
pages that are not intended to be indexed cannot be blocked by robots.txt, otherwise
the bot will not read the information [18].

6.14 Crawl Depth

Crawl depth is extremely important for both the user and the crawler. According to
SEMrush [39], search engines consider the most relevant pages to be those which,
starting at the homepage, require the fewest clicks to be accessed. A good navigation
structure allows access to allwebsite pageswith aminimumnumber of clicks. Ideally,
no more than three clicks.

6.15 Canonical Tag

The canonical tag provides information to search engines about which version of
the page has priority. It must appear in the sitemap and be indexed. Canonicals are
extremely useful in situations where the same page is presented with different URLs
(e.g., parameters, pagination) or in cases where there are slight content variations
(e.g., product variants) [28].
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6.16 Hreflang Tag

The hreflang tag is useful when there are multiple versions of pages in different
languages, and it indicates to the search engine these different variations and shows
the appropriate version of the page according to the language of the given region
[37].

The hreflang tag must be in line with the <html> lang attribute which, in turn,
must be configured on the website [32].

7 Page Rank—PR

There is one essential factor that is a strong indicator in the presentation of results.
This technology is called Page Rank, PageRank or simply PR, and it is the algo-
rithm used for Google searches that effectively positions website pages on the SERP.
PageRank was named after one of Google’s founders, Larry Page. This algorithm is
measured on a scale of zero to ten but in fact, no page has rank zero. The page is
unrank, which is a value very close to zero. It is important to note that Google can
index pages with no rank [43].

When a page links from page A to page B, page B, the destination page increases
its PR in proportion to the PR of page A, the source page. If the source page, A has a
PR of zero, the destination page, B receives only a tiny portion of its PR. However,
if page A has a high PR, page B receives a huge leverage.

If a page has a lot of inlinks, it will receive PR from the pages that are sending those
inlinks, making it a more relevant page. A simple way to understand this concept
is to consider links as “votes”. The pages with the most votes are the most relevant
pages from Google’s perspective [43]. The more authority and quality links a page
has, the more PR it receives and, in turn, the more relevant it becomes from Google’s
perspective. In other words, the page gains reputation and status. Themore reputation
a page has, the better it will rank on Google’s SERP. Nowadays, Page Rank is still
a topic that is a subject of debate and discussion in the scientific SEO community.
Taking into consideration that this is the technology used to position pages, it is
essential to understand themetric and the variables that enable this process onGoogle
[43].

Today, the Page Rank information that Google made available when SEO first
appeared, namely with its first algorithms, is completely hidden from all users,
webmasters included. However, multiple companies have invented tools that make
it possible to simulate the search engine algorithm with the aim of coming close to
the real authority of the websites.

Among the most successful tools, Moz stands out. Similarly to PR, Moz has a
scale that goes from 1 to 100 to evaluate both the authority of a domain (domain
authority—DA) and of a given page (page authority—PA). The domain authority—
DA is calculated based on several factors, of which we can highlight the number of
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links to the domain root and the total number of links [29]. This score is the closest
way to reality and is very useful in comparing sites when checking the reputation of
a given domain. On the other hand, the DA is, as its name indicates, the authority of
each web page. The set of all webpages of a given website is called domain authority,
the DA [30].

8 Off-Page Optimization—Link Building

As described by Yalçin and Köse [44], off-page optimization includes all the website
improvement tactics carried out externally. The goal of a link building strategy is
to connect multiple platforms, namely brand and other platforms, to gain greater
awareness and digital maturity, which in technical SEO language is better known as
increasing authority.Apagewithmore links, i.e. both internal and external hyperlinks
to other websites, is the best signal to the search engine that that page is relevant to
users, and therefore has a larger digital footprint, a closer-knit community, a greater
link of trust and effectiveness in presenting results [19]. In Killoran’s [23] view,
working on link building as a way to gain authority involves knowledge of attributes,
namely how to gain popularity, relevance and trust for user search. According to Enge
et al. [13], the authority of a webpage is the unit of measurement of its reputation.
This authority is measured by havingmultiple links to different websites, resorting to
the hyperlink method, where it transfers authority via the different links. As a norm,
there should be a relationship between the links, such as interaction sites related to
the business area (core business) or social networks, so that this management can be
done correctly. A higher authority is correlated with better quality content, since it is
this type of content that generates greater social engagement by existing platforms,
thus helping the positioning of the page on the SERP. ForDeitel [11], the link building
strategy is based on three pillars, namely the reciprocal link, where there is a mutual
exchange of links; the natural link, in which the link is created through a content
marketing strategy (for example, a blog article); and link baiting where there is a
fostering of awareness in relation to a certain content.

When comparing link building and social sharing strategies, the link building
strategy is undoubtedly the one that generates more positive results, such as greater
traffic generation for the website, which results in a growth of authority that, in turn,
allows for a better positioning on Google’s results page. Social sharing proved to be
a less efficient strategy because the volume of traffic was lower when compared to
link building strategies [45]. A link building strategy can be approached in different
ways (Fig. 1), such as article submission, directories, forum postings, presence on
social platforms, blogging (which is based on contentmarketing), and guest blogging,
which is the creation of written content pieces to be published elsewhere with the
intention of placing the anchor text and receiving the backlink from the site where it
was published [21]. Anchor text is a key element within content pieces which make
it possible to link to other pages, either in or out of the website [27].
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Fig. 1 Link building strategies

For an understanding of domain authority, it is essential to understand how links
work. There can be two types of links: internal and external. Additionally, they also
have two attributes: nofollow and dofollow. Nofollow links are those which tell the
search engine robot (robots.txt) not to follow a certain link, thus not passing authority.
Unlike nofollow links, dofollow links give the robot permission to follow them, in
turn passing authority to the domain [17].

9 Content Marketing

Search engine optimization and content marketing are two inseparable realities
that need each other. SEO generates traffic and optimizes content while content
marketing creates the content. According to Pažėraitė and Repovienė [34], this form
of marketing exists when there is good SEO work supporting its entire structure,
considering that the more traffic to a page, the more users will consume the content
on that page. In the same line, Rowley [36] states that it is through good pieces of
content, that positive emotions are attracted and generated in the user, with the final
result being a higher degree of loyalty, satisfaction and trust. In this light, Di Gangi
and Wasko [12] state that personalization of communication between users has a
significant and positive impact on their social interaction during their navigation,
as this engagement is defined as an individualized concern. Moreover, when users
receive a type of communication that is personalized andmeets their interests, greater
satisfaction is inherent, with the final result being that of greater engagement. It is
also necessary to consider that interaction quality must be based on the amount of
information about the user, and once you have this information broken down and
analysed, the greater the likelihood of success in engaging a lead. That is why it is
so important to focus on the quality and not the quantity of the message, where in
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the second case, the brand may become associated with negative feelings due to its
high intrusiveness and lack of interpretation of needs [12].

In SEO, pages that want to rank high in search results need to be unique, authentic
and have relevant content. Thus, all quality content must respond to two attributes:
it must match search engine queries and it must contain links. Keyword research is
essential to ensure that they are searched for by users [46].

The more quality content each page has, the more likely it is to rank correctly in
Google. A recommended number would be 500–1000 words per page. Otherwise,
when reading the page, the search engine will struggle with missing keywords and
have a harder time positioning the pages [37].

When writing content, it is important to understand what the topic of the page
is. Next, considering which keywords are best to include in the content, to meet
the search carried out by users [41]. A competitor analysis should be carried out,
especially those that have a good positioning in search engines, to have an idea of
the type of content that generates good results.

At the time of writing, including the keyword of the page with proper sentence
coherence is recommended. Keyword density is the number of times a given keyword
appears in the text of a page when compared to the rest of the website text and can
be calculated by the following formula:

number of times the keyword appears

total words
× 100

It is a key concept to consider when creating content [46].
Another important factor to take into account is the linking of each page of the

website. The intention of creating internal linking is not only to make the user’s
visit more enjoyable, but also to facilitate the paths and indexing of the individual
components of the website which consequently leads to improved page positioning
[46].

10 Conclusion

We hope that the description of the techniques and tools that aim to improve the
positioning of website pages in search engines have contributed to the understanding
of the variables that require greater attention, so as to enable the search engine
algorithm to carry out a better reading of all the information presented. For such a
search, the greater the detail of each optimization, the greater the probability of a
better ranking positioning on the SERP in relation to competitors.

The SEO approach must be a holistic one or, in other words, it must take into
account several variables in order to understand which ones have the greatest impact
and if they are correctly optimized, so as to achieve consistency in the presentation
of the results and in turn, in their positioning.



Structuring Best Practices of Search Engine … 207

It is essential to monitor results and constantly track page positions because the
search engine algorithm is constantly being updated, and it is this monitoring that
makes it possible to assess the impact of algorithm updates on all SEO work.
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The Influence of Emotions and Score
Attributes on Online Ratings in P2P
Accommodation: A Data Mining Study

E. Bigné , M. L. Fuentes-Medina , and Sandra Morini-Marrero

Abstract User-generated content posted on social media reveals users’ reviews
based on their own assessments. Bookings of peer-to-peer accommodations have
increased in the last decade, and research is needed to better understand tourists’
experiences. Based on 1million online reviews posted inAirbnb, this study combined
a textmining analysis and statistical analysis of online reviews to evaluatewhether the
emotions expressed in online reviews and the rentals’ attributes explained the online
ratings. Our findings suggest that emotions and attributes influence online ratings.
However, the typeof emotion aswell as its intensity affectedonline ratings differently.
Furthermore, online reviews in English had higher average scores than reviews in
Spanish.Our findings contribute to a better understanding of the antecedents of online
ratings generally.

Keyword Airbnb · Ratings · Sentiment analysis · Content analysis

1 Introduction

In the tourism and hospitality industry, the development of social media has
boosted user-generated content (UGC) on a wide range of platforms. UGC contains
customers’ evaluations of products or services, making it an appropriate and reliable
way to understand tourists’ feelings and perceptions about their experiences. Peer-to-
peer (P2P) rentals provide different services than hotel chains [1], such as living like
a local and the opportunity to interact with the host and local community [2]. Online
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review content allows researchers to identify P2P guests’ experience dimensions and
analyze what antecedents trigger their comments and the main outcomes.

Online review ratings are commonly used as a proxy for customer satisfaction
[3]. The antecedents of guest satisfaction include emotions and the assessment of the
experience’s attributes. As [4] noted, when tourists recall their experiences, emotions
are the most memorable dimension of their visits. Online guests’ textual reviews are
now considered an effective means of identifying such emotions, as they have been
posted on social media [5]. Further, previous studies have analyzed the relationship
between emotions and online ratings [3, 6, 7], while others have studied the rela-
tionship between P2P accommodations’ attributes and online ratings as a proxy for
customer satisfaction [3, 6, 8–11].

A hotel’s surrounding environment is known to affect online ratings [12–14].
Thus, it seems reasonable that the surrounding environment of P2P accommodations
would also affect guests’ experiences. However, to the best of our knowledge, no
studies have addressed the impact of location on P2P accommodations’ guest ratings.
Furthermore, understanding of consumer experiences across different languages and
cultures is limited. Some studies have examined the impact of language on online
ratings because customers’ expectations in the hospitality industry differ between
nationalities [15, 16]. However, the effect of language on reviews of P2P accom-
modations is inconclusive. Thus, while some studies [17–19] found differences in
ratings of Airbnb accommodations’ attributes according to nationality, another [20]
suggested that Airbnb guests’ experiences were similar across cultures. Therefore,
it is imperative to study the possible cross-cultural tourist experience by examining
the online reviews of P2P guests who speak different languages.

Despite efforts to understand the concept of satisfaction, no studies havemeasured
customer satisfaction in an Airbnb setting by integrating emotions with P2P attribute
ratings. Thus, our research goal was threefold: to analyze how the emotions in online
reviews shape the overall online ratings of P2P accommodations, to determine how
the attributes indicated in online reviews affect the overall rating, and to assess to
what extent language and destination affect the rating in the online review.

2 Theoretical Background and Hypothesis

Previous literature has explored P2P experience variables that are sorted into three
types of variables: antecedent variables, the P2P experience, and outcome vari-
ables. This study identified two antecedent variables (accommodations’ attributes
and emotions or sentiments expressed by guests) from extant literature that play a key
role in forming the P2P experience, which leads to the outcome variable (customer
satisfaction).

The conceptual model builds upon the model proposed by [21], adopting the two
levels of attribute–consequence from Gutman’s means-end chain theory [22] and the
cognitive, affective, and behavioral (CAB) model [23].
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2.1 Emotions and Ratings

Previous studies of hotels showed a relationship between sentiment and online ratings
[24]. In these studies, a change in customer rating was influenced by reviewing senti-
ment polarity. In P2P accommodations, previous studies indicated that the ratings
given by Airbnb users were consistent with the emotional expressions present in
their comments [3, 25, 26]. Our study drew on previous findings and paid special
attention to the overall emotion and the intensity of the emotion in online reviews.
Expanding upon previous findings, we proposed the following hypotheses:

H1 The overall emotion and emotional intensity of online reviews affect the overall
rating of P2P accommodations.

H2 Reviews with high valence lead to higher ratings for P2P accommodations.

2.2 P2P Attributes and Online Ratings

Previous studies have shown a relationship between rentals’ attributes and the overall
online rating of P2P accommodations [7, 9, 11, 27]. The attributes that influenced
customer satisfaction most was property location, followed by the host–guest inter-
action. The remaining attributes, such as home facilities, cleanliness, or decoration,
exerted less influence. However, [28] found that tourists did not use compensatory
models to rate a service. Therefore, the literature yielded inconclusive results. Based
on these findings, we proposed the following hypothesis:

H3 The attributesmentioned in the online review affect the overall rating differently.

2.3 Location of the P2P Property and Ratings

The location of a rental property is crucial to its performance [12]. The location
affects, among other things, hotel guests’ ratings [13], and hotel rates [14]. However,
to the best of our knowledge, no studies have analyzed the impact of location on
guests’ ratings or overall experiences of P2P accommodations. Thus, the attractions
surrounding the propertymight influence its overall rating. Therefore,wehypothesize
that:

H4 The attractions surrounding the P2P property affect its online rating.
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2.4 Language and Online Ratings

Cultural background might affect how customers assess services. Language can be
considered a proxy for cultural background. Indeed, cross-cultural analyses have
found differences in the scores given to Airbnb properties’ attributes [17–19].
However, another study [20] found a similar number of pleasant Airbnb experi-
ences in three countries with different cultural backgrounds and languages. In light
of these inconclusive findings, we proposed the following hypothesis:

H5
Online ratings of P2P accommodations differ by language.

3 Method and Data

The data were retrieved from the Inside Airbnb database. The database contained
1,066,929 reviews of 7 Spanish tourist destinations: Barcelona (BCN), Bilbao (BIL),
Donostia (DON), Madrid (MAD), Malaga (MAL), Seville (SEV), and Valencia
(VAL).

After retrieving the data, we first performed a sentiment analysis, locating specific
emotional words from a defined lexicon in each review (NRC Emotion Lexicon),
developed by Mohammad (see details here http://saifmohammad.com/) to iden-
tify Plutchik’s [29] basic emotions: anger, anticipation, disgust, fear, joy, sadness,
surprise, and trust. The sentiment analysis was analyzed through (1) the presence or
absence of each emotion and (2) the intensity of each emotion in the review. That
is, it considered how many words expressed the same emotion within each review.
Further, the sentiment analysis measured the valence of each online review, that is,
the net sum of all positive and negative words in the review. If the valence was higher
than zero, the polarity of the review was positive.

The attributes mentioned in the reviews were identified using content analysis.
This paper analyzed four attribute sets: host, accommodation, location, and envi-
ronment. To identify if the host was mentioned in the review, we searched for
first names. Regarding the accommodations, we aimed to determine whether the
reviews mentioned the facilities, comfort, decoration, etc. For this analysis, the loca-
tion included features of the property’s surrounding area, such as its proximity to
transportation, leisure areas, and similar places, while the environment referred to
the city and its tourist resources.

We tested the hypotheses through multiple statistical analyses, depending on the
nature of the variables. The Wilcoxon–Mann–Whitney test allowed us to analyze
whether there were differences in a property’s rating depending on the presence
of each basic emotion in the review, a positive polarity, and whether the review
mentioned the four analyzed attributes. This test was also used to assess whether
there were differences in ratings based on the review’s language.

http://saifmohammad.com/
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The Kruskal–Wallis test was used to analyze differences based on the town where
the property is located with the support of the Dunn test for post hoc analysis.
To measure whether there was a statistically significant relationship between the
score, the intensity of the emotions, and the valence of the review, we analyzed the
individual significance of the regression coefficient of the model consisting only of
the independent variable. Finally, the independent variables were incorporated into
a linear regression model to calculate the contribution of each one to the property’s
online rating. Two models were estimated, one considering the presence of emotions
and their positive polarity and the other considering the intensity of emotions and
the valence of the reviews.

4 Results and Discussion

Table 1 shows a descriptive summary of the sample, considering all variables involved
in the analysis. Trust and joy were the most expressed emotions in the reviews,
and disgust was the least expressed. Almost 89% of reviews had a positive polarity.
Finally, the attribute relative to the host was mentioned in almost 90% of the reviews.

The average overall score was 9.38 over 10, with a standard deviation of 0.46.
The first quartile included scores up to 9.2, and only 2% of the scores were below 5.

Regarding the presence of basic emotions in the reviews and their impact on
accommodations’ ratings, the Wilcoxon–Mann–Whitney test detected statistically
significant differences in the average online ratings given by guests who expressed
joy, surprise, trust, or anticipation (p-value < 2.2e−16). Reviews with these emotions
had higher average scores than reviews that did not. There were also statistically
significant differences when the review expressed disgust, anger, fear, or sadness
(p-value < 2.2e−16). Thus, the average scores of reviews that did not express these
emotions were higher.

Table 1 Descriptive data summary (frequencies)

Language and destination Frequency of emotions Frequency of attributes

English reviews 69.03% Joy 80.65% Host 89.77%

BCN 21.88% Surprise 33.58% Accommodations 67.11%

BIL 2.02% Trust 87.12% Location 56.38%

DON 3.31% Anticipation 60.87% Destination 20.46%

MAD 33.24% Disgust 9.48%

MAL 10.22% Anger 12.77%

SEV 16.94% Fear 15.02%

VAL 12.39% Sadness 31.2%

Positive polarity 88.89%

(Source Own elaboration)
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A simple linear regression was conducted to determine the influence of an
emotion’s intensity on online ratings. The results indicated that all emotions showed
the expected sign and were significantly related to the overall score (p-values <
2.2.e−16). In addition, the higher the intensity of positive emotions, the higher the
score, and the higher the intensity of negative emotions, the lower the score. There-
fore, the results seemed to support hypothesis 1 and were consistent with previous
results [3, 25]. Regarding positive polarity and valence, positive polarity generated
a statistically significant higher overall score (p-value < 2.2e−16), and the valence
of the review showed a positive linear relationship with the overall score (p-value
< 2.2e−16). Thus, the results supported hypothesis 2 and were consistent with the
results of previous studies [7].

The univariate analysis of attributes showed that, when the review mentioned the
host, the accommodations’ characteristics, its location, or the destination’s resources,
the score was significantly higher (p-value < 2.2e −16). Therefore, hypothesis 3
could not be rejected, and the results were consistent with those of previous works
[7, 9, 27].

Regarding the influence of the destination, the Kruskal–Wallis test indicated
differences between the scores given to accommodations in different destinations.
Furthermore, the Dunn test showed such differences between all pairs of cities of
the study (p-values < 2.2e−16). Therefore, the results seemed to support hypothesis
4 and were consistent with previous studies [13]. There were also significant differ-
ences in scores depending on the language of the review: reviews written in English
had higher average scores than reviews written in Spanish (p-value < 2.2e−16),
confirming hypothesis 5.

The joint influence of all variables on the overall online ratings was analyzed
with two linear regression models (Table 2). One model considered the presence
of emotions in the review and whether the review had a positive polarity (presence
model), along with the rest of the variables. The other model considered the intensity
of the emotions and the valence of the review (intensity model), along with the rest of
the variables. The results of the presence model (Table 2) showed a low coefficient
of determination, indicating that, although the analyzed variables influenced the
score jointly and individually, they did not capture an important element of score
variation. Regarding the attributes, the host, apartment, and destination were always
significant. Further, reviews written in Spanish scored lower than reviews written in
English, which were used as a reference. Finally, for destinations, Barcelona was
the reference, and it showed lower overall scores than other cities. Concerning the
intensity model, Table 2 shows that the global adjustment was slightly higher than
in the previous model. The intensity of all emotions except sadness was significant.

5 Conclusions

This study analyzed how emotions and the attributes of online reviews shaped the
overall online ratings of P2P accommodations. It also assessed the influence of
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Table 2 Presence model and
intensity model

Presence model Intensity model

Intercept 9.069 * 9.196 *

Joy 0.067 * 0.028 *

Surprise 0.033 * 0.008 *

Trust 0.010 * − 0.005 *

Anticipation − 0.001 − 0.016 *

Disgust − 0.076 * − 0.054 *

Anger − 0.106 * − 0.074 *

Fear 0.002 0.006 *

Sadness 0.016 * 0.000

Pos. Pol. | Valence 0.122 * 0.022 *

Host 0.073 * 0.063 *

Apartment 0.020 * 0.012 *

Location 0.000 − 0.006 *

Destination 0.022 * 0.002

BIL 0.246 * 0.246 *

DON 0.250 * 0.244 *

MAD 0.082 * 0.083 *

MAL 0.113 * 0.110 *

SEV 0.163 * 0.160 *

VAL 0.109 * 0.107 *

Spanish − 0.089 * − 0.091 *

R2 6.63% 7.75%

(Source Own elaboration)
* Indicates p-value < 0.001, and ** indicates p-value < 0.05

language and destination on online reviews. Our results showed that emotions signifi-
cantly influenced online ratings. However, the type of emotion affected online ratings
differently. Joy, anticipation, disgust, and anger were significant for all scores. The
following attributesmentioned in a post, the host, location of the rental, and resources
of the destination, lead to higher overall rating. The attractions surrounding the prop-
erty affect its online rating. Furthermore, online reviews differed by language. Thus,
reviews in English had higher average scores than reviews in Spanish. These findings
provide implications for managers in three directions. First, hosts should stress the
emotional dimension of the tourist experience. Second, hosts should deliver detailed
information about the location and the resources. Lastly, the language is affecting
the online ratings.

This study had two main limitations that create avenues for future research. The
memorability of the experience and their relationships were not analyzed over time.
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Sensing the Impact of COVID-19
Restrictions from Online Reviews: The
Cases of London and Paris Unveiled
Through Text Mining

Bruno Silva, Sérgio Moro, and Catarina Marques

Abstract This study aims to understand how the COVID-19 pandemic affected
the hotel sector and to identify the current traveler demands. The traveler’s reviews
were analyzed based on sentiment analysis and a guest satisfaction model was also
proposed, demonstrating a data mining approach within tourism and hospitality
research. Given its popularity, TripAdvisor was the chosen platform for collection
of hotel reviews in London and Paris. Text data were extracted from reviews made
in two time periods, before and during the COVID-19 pandemic. The sentiment and
specific aspects highlighted by travelers were compared between each period.

Keywords Text mining · Sentiment analysis · Tourism · Hotel traveler’s online
reviews · COVID-19 pandemic

1 Introduction

Over the past years, we have witnessed a notorious increase in the number of text
reviews made in several online accommodation platforms following the exponential
growth in tourism [3]. However, during the year of 2020 as the COVID-19 pandemic
continued to spread, the online reviews amount has completely changed, namely
with the drastic decrease of travel research [7].

COVID-19 pandemic brought a radical change in people’s lives with many
economic sectors severely impacted. Tourism was one of the most affected business
sectors contrastingwith the steady growth seen over the years [3]. For this reason, it is
now extremely important to help tourism, andmore specifically hotels, to understand
how COVID-19 affected the sentiment of travelers during their stays. The present
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research aims to identify a gap on subareas within tourism on which data science
has not yet been applied. More particularly, this investigation will focus on data
mining on online reviews from the TripAdvisor platform, written during COVID-19
pandemic, to understand what travelers are seeking and what demands they now
have. The TripAdvisor reviews were collected from two capital cities, London and
Paris, for being very similar in terms of tourism characteristics, focusing on findings
answers essentially for one main question: “How is the effect of the pandemic being
perceived by visitors to major European capitals severely affected by COVID-19?”

2 Literature Review

2.1 Sentiment Analysis and the Impact of COVID-19

Sentiment analysis is a natural language processing tool that is useful for monitoring
Web 2.0 applications, as it can reveal public opinion about numerous issues without
requiring satisfaction surveys [8]. The interest in sentiment analysis has increased
significantly over the last few years due to the large amount of text stored in Web 2.0
applications and the importance of online customer opinions [8]. As a result, more
than 1 million research papers contain the term “sentiment analysis” and various
start-ups have been created to analyze sentiments in social media companies [8].

The spread of the COVID-19 global pandemic has generated an exponentially
mounting and volume of data that can be harnessed to improve our understanding
of big data management research. It is also applied in the need among scholars,
practitioners and policymakers for a better and deeper understanding of a range
of analytical tools that could be utilized to better anticipate and respond to such
unforeseen ‘black swan’ events and risks. [6].

2.2 Conceptual Framing and Research Hypothesis

Based on other studies that identified a list of dimensions drawn from quantitative
features known to influence customer satisfaction under the context of TripAdvisor,
the list below (Table 1) was considered, as well as a proposal for a guest satisfaction
model to illustrate a data mining approach within tourism and hospitality research.

Restuputri et al. [5] published a research comparing the staff service quality, oper-
ational, technical logistics service providers, with customer satisfaction and loyalty
during the COVID-19 pandemic. In this study, they refer that an employee must be
reliable, punctual and careful at work. An employeemust also have effective commu-
nication skills, be courteous and ready to serve. The quality of operations service
from source to customers must be well-coordinated, on time and with appropriate
transportation capacity so no damage occurs to the customer’s property. In the end, he
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Table 1 List of considered
dimensions for this study

Dimension Reference

Services Chen et al. [3]

Amenities Moro et al. [4]

Health measures Chen et al. [3]

Hotel facilities Moro et al. [4]

Location Chen et al. [3]

Value/price Chen et al. [3]

Cleanliness Moro et al. [4]

Type of travel Moro et al. [4]

Hotel prestige Moro et al. [4]

Seasonality Moro et al. [4]

concluded that a good relationship between staff, operational and technical services
is crucial for a good perception of customer satisfaction and loyalty to the services
provided by hotels.

Based on the above, the main hypotheses tested in this research was:

H1 Hotel guests appreciate safety concerns by hotels and express about them in
online reviews.

Big crisis affects the macro-environment that brings big changes in customer
behaviors and hotel performances [3]. The outbreak of COVID-19 has brought
changes in guest experiences at hotels as customers usually describe their expe-
riences and feedbacks after their stays in the form of user-generated content, such
as online reviews which are then used by practitioners to understand the nature and
structure of guest experiences [3]. Since hotels are customer-centric that should keep
up with customer preferences and requirements, it is essential to understand the
impact of COVID-19 and track the changes of guest experiences brought by the
same [3].

3 Methodology

The aim of this investigation is to propose a guest satisfaction model by seeking any
available data and to illustrate a data mining approach within tourism and hospitality
research. One of the methods utilized was based on the identification and analysis
of a list of specific dimensions drawn from quantitative features known to influence
customer satisfaction under the context of TripAdvisor [4].

The method used for this investigation is based on a problem resolution paradigm
that contains several activities [1]:

Identification and motivation of problem was the first step which defines that the
artefact must be viable, that is, it must provide a solution to the research problem. In
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the presented case, it will be produced in the form of a method to study the impact
of COVID-19 restrictions on the TripAdvisor reviews from 2 foreign locations very
similar in termsof tourismcharacteristics.Chosen the platform for the data extraction,
it was necessary to define the solution objectives, which must be achievable, in
addition of the need to understand if this analysis could identify a research gap in
the utilization of data mining in tourism.

The third step, Development, involved the current creation of the artefact defined
in the first step, that is, the development of a method that allows the analysis and
comparison of both hotel reviews. For the sake of the extraction, a pre-existent coding
script was chosen to perform the scraping that contained several features to quickly
setup and extract data from a website. In this phase, it was necessary to understand
if the objective and its influencing factors could be translated into data features and
instances [4]. As soon as this was achieved, the data needed also to be prepared (data
cleaning) for model training.

Next to development was the Demonstration, which was used to verify the effec-
tiveness of the solution to the problem identified. To achieve this goal, graph plots
and word clouds or any other most appropriate visualization methods were used in
addition to and a pre-build script to plot the most common words from the hotel
reviews.

The qualitativemeasurement of howwell the created artefact supports the solution
to the problem corresponded to the next step, the Evaluation, which involved the use
of the model previously trained to make predictions versus observations [4].

And lastly, the communication of the results, whose purpose helped highlight and
identify the importance of the problem through the dissemination of the developed
artefact, that is, its usefulness and its relevance to other researchers.

4 Results

The discussion of the output results will help clarify of what were the major differ-
ences within the customer reviews between the pre and during COVID-19 restric-
tions on equivalent time periods. In addition, a comparison between capital cities is
provided.

Figure 1 represents the number of reviews extracted per year and city. A significant
reduction can be immediately seen from 2019 to 2020 in both cities. In case of
London, there is, in average, a reduction of 86% on the reviews and Paris with a
95% of decrease. Nevertheless, on 2020, London had a slight increase between June
and October mainly due to ease of lockdown restrictions in that period (Institute for
Government 2019), followed then by a second decrease as the number of deaths from
COVID-19 disease were rapidly rising, as per Fig. 2.

Figure 2 provides amore detailed insight about the evolution of reviews of TripAd-
visor and the number of COVID-19 cases and deaths, reported in each city permonth.
The data from 2019 is also showed to have a fair comparison in the homologous
period. In 2020, an increase in the number of reviews, in London, can be seen during
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the peak of Summer. An increase is also noticeable in Paris but with much less
evidence. This difference is related to the severity of the restrictions implemented on
each city which were higher in Paris.

In fact, this chart allows to determine the periods where each government applied
and eased the pandemic lockdown restrictions. In the case of London, the ease of
restrictions started on June 23, 2020 and on October 31, 2020, England announces
second national lockdown (Institute for Government 2019). During this period, the
number of reviews done on TripAdvisor rose compared with the first wave of cases.

On a same analogy, in Paris, the government eased the restrictions on June 14,
2020. On August 20, France announced that the pandemic was again on the rise [2].
Due to there was also a slight increase in TripAdvisor reviews but with much less
expression, compared to London.
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Figure 3 shows the difference in terms of the nationality of the TripAd-
visor reviewers. The total number of reviewers categorized by nationality and the
percentage based on the total in each year are compared. The scenario of London,
in 2020, is an example of expected decrease in the total number of reviewers (87%)
and when comparing in terms of nationality a significant increase is noticeable on
the national tourists of about 40%.

Paris, on the other hand, demonstrates that the city is more visited by the inter-
national tourists than those living within borders, in 2020. This behavior could be
explained by the fact of the collected data being filtered in the English language only.
Also, this last point can explain the significant decrease in the written reviews on
TripAdvisor (95%) as it is very likely that, for Paris, there are even more reviews
written in French.

The sentiment analysis part was also included in the mining process of TripAd-
visor’s extracted data. Figures 4, 5 and 6 present three different perspectives on the
analysis of guest satisfaction based on the dimensions chosen for the study that were
already discussed in previous chapters.

To evaluate the guest satisfaction, in each review, the sentimentwordswere drawn,
and their scores were calculated. A score higher than zero was considered a positive
review, a score equal to zero a neutral score and finally a score less than zero a nega-
tive one. For example, reviews with the words “helpful,” “greeting” and “friendly,”
“amazing” got the best scores and reviews with word combinations like “excel-
lent space optimization” and “real pleasant surprise” also were classified with best
positive scores. After the identification of the key words for each review, a new clas-
sification was done using the list of ten dimensions shared in the study. An average
was then calculated per each dimension based on positive and negative perspectives.

As per Figs. 4 and 5, almost every dimension was classified with a positive senti-
ment, in both years. It is possible to see that in Paris during 2020, seasonality nega-
tively impacted the reviewers when scoring their stays. This may be justified by the
pandemic situation lived during this time. Health measures is another dimension
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Fig. 5 Sentiment perception average score by dimension, city and year over total number of reviews

affected by this reason getting 42% of negative reviews. In the case of London, curi-
ously, was not possible to retrieve any feedback referring both seasonality and health
measures dimensions.

Figure 6 shows another perspective of the dimension analysis. As already referred,
seasonality clearly stands out as the most negative perceived dimension in 2020.
Healthmeasures were also classifiedwith low review scores. In 2019, the dimensions
with poorer review sentiment were related to amenities, hotel facilities and prestige
and the type of travel of the guests.
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Fig. 6 Sentiment perception by dimension and year over total number of reviews

In the other hand, dimensions like the services and value/price were the ones with
better sentiment classification, in both cases of Paris and London.

Table 2 contains a summary of the analysis of each of the dimensions discussed.

5 Conclusion

The main objective of this study was to understand what travelers are seeking nowa-
days during the current pandemic that we are all living. From the results and analysis
done on the data mining process, it was possible to understand some aspects of the
behavior, profile and most importantly how guests are now perceiving the effect of
COVID-19 pandemic in their hotel stays in two major capital cities being this the
major research question of this investigation.

A guest satisfaction method was proposed demonstrating that most of the reviews
(55%) done on TripAdvisor on 2020 showed a positive perception, despite the
COVID-19 pandemic when comparing to 2019.

Some limitations were also felt during the analysis and data extraction that could
not allow for a deeper investigation on some interesting hypothesis. The need of
travel insurance has raised with the pandemic or the existence of a full refund option
in case of travel cancelling could be some examples. To achieve this, it could beworth
to perform a deeper analysis into the TripAdvisor reviews data such as extracting the
day guests book their travel. Despite not being a mandatory field, it could lead to the
testing of other hypotheses such as if the fear of confinement leads visitors to book
their travels only on the same day, they will actually travel.
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Table 2 Effects on customer satisfaction

Dimension Paris London

Services In general, services have a positive
effect on the guests; 2019—the best
rated dimension; 2020—the worst
rated

The dimension has also a positive
perceived value on customer;
2019—best rated than in 2020 (with a
neutral feedback)

Amenities 74% of positive feedback in both
years. No negative effect perceived
by guests

2020—the second-best rated
dimension; 2019—the second worst
rated dimension. Nevertheless, the
average positive rating is greater than
the negative feedback

Health measures 2019—top negative rated dimension;
2020—second negative rated
dimension along with Cleanliness

No feedback extracted

Hotel facilities Third negative dimension in 2019;
Mostly rated positive in 2020

Positive rating in general

Location Increase of 17% of negative rating
value in 2020 compared to 2019

100% positive feedback

Value/price Top positive rated dimension in
2020 and in overall

Second-best positive rated dimension

Cleanliness Second most negative rated
dimension

Top positive rated dimension in 2019

Type of travel More decisive for travelling in 2019 More decisive for travelling in 2019

Hotel prestige Mostly rated positively in 2020 Positive rating improvement from
2019 to 2020

Seasonality Mostly negative perceived by guests
in 2020

No feedback retrieved from analyzed
guests reviews
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Sources Used to Data-Driven
Decision-Making in Tourism
Management. Identifying the Main Areas
of Research

Juan Vidal, Ramón A. Carrasco , María F. Blasco, and Manuel J. Cobo

Abstract The tourism sector is one of the most affected by the health situation
caused by COVID-19. As a result, digital transformation is accelerating in this sector.
One of the pillars of this transformation is the management of organizations based
on data-driven decision-making. The raw material for such data-driven strategies is
obviously the sources of information used. This paper attempts to give a knowledge
map of the diverse sources of information used in tourism for this decision-making.
To this purpose, we analyse the scientific publications of the last five years in order to
identify the main areas of action related to the sources used for data-driven manage-
ment in tourism. As a result of this bibliometric analysis, we have identified 14 topics
that have attracted the interest of the scientific community grouped into three main
areas of action.

Keywords Data-driven decision-making · Tourism management · Tourism data
sources

1 Introduction

Data-driven decision-making is an area of crucial importance in the digital trans-
formation in which society in general and many organizations in particular are
immersed. These decision-making methodologies allow organizations to be truly
market oriented, enabling them to focus on customers in order to build customer
loyalty in a more cost-effective way than their competitors [1].

Of course, the tourism sector is no exception to this situation.Moreover, this sector
has been one of the worst affected by the health situation caused by COVID-19 and
is considering a deep transformation in which this type of management will be the
predominant one.
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The raw material for such data-driven strategies is obviously the sources of infor-
mation used for decision-making. Therefore, it would be interesting to have a knowl-
edge map of the diverse sources of information used in tourism for this decision-
making. The aim of this paper is to respond to this knowledge by means of a biblio-
metric analysis based on the scientific publications of the last five years that allows
us to identify the main areas of action related to the sources used for data-driven
management in tourism.

To this purpose, Sect. 2 shows the methodology used for the development of this
work. Section 3 applies the methodology to identify the areas mentioned above.
Finally, conclusions and future work are suggested.

2 Methodology of the Thematic Analysis

2.1 Methodology and Tools Used

The study to be carried out can be classified as a bibliometric analysis. This term was
first introduced by Pritchard [2]. The leading bibliometric methods are performance
analysis, which focuses on scientific impact and the number of citations reached, and
scientific mapping, which refers to the graphical representation of the structure of
scientific research in the intellectual, theoretical or social sphere [3]. For this type of
study, it is common to use co-word analysis which is a powerful bibliometric tech-
nique for identifying, describing and visualizing the interactions between keywords,
terms and topics. More precisely, it evaluates the frequency of co-occurrence, i.e.
the number of documents in which two keywords appear together [4]. Therefore, the
analysis of co-occurrences is a step prior to the construction of the strategy diagrams.
Such diagrams are very powerful as a tool for analysis as they allow the semantics
to be given to the different issues identified (see Fig. 1).

However, in many cases, themes have logical groupings that can only be identified
by experts in the field of knowledge through a more qualitative analysis. Combining
these quantitative and qualitative techniques, the methodology shown in Fig. 2 is
proposed in this paper.

There are a multitude of bibliometric analyses, but if we restrict ourselves to
studies related to the one proposed in this article, we would have the following ones:
Kirtil and Askun [6] and Lv et al. [7], although these works are oriented to the use
of artificial intelligence and/or big data in tourism and not specifically to the data
sources used for data-driven management in tourism.

In this research, we used the SciMAT software (science mapping analysis soft-
ware tool) [8] to perform the bibliometric analysis, since it integrates everything we
required for this research and because it is free and open-source software.



Sources Used to Data-Driven Decision-Making … 235

Fig. 1 Example of strategic diagram and thematic network [4]

Fig. 2 Methodology of the thematic analysis
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2.2 Data Set

Although there are a variety of scientific databases such as Google Scholar and
Scopus, the Web of Science (WoS) database can be seen as a standard in the scien-
tific field [1]. This database is therefore the one most commonly used for biblio-
metric analysis [5]. Therefore, we will extract the data from our study of WoS which
includes, among other things, the keywords provided by the authors of the papers.

The time period analysed is from 2016 to 2020.

3 Bibliometric Thematic Analysis

In order to achieve the thematic bibliometric analysis objective of this work, we will
follow the steps shown in Fig. 2, which are detailed in the following sections.

3.1 Data Collection

Bibliographic records have been downloaded from the main WoS collection for
period 2016–2020, based on the following query:

TS = ( (“tourism” OR “tourist*” OR “hospitability” OR “hotel*”) NEAR/3
(“data source*” OR “information source*” OR “dataset*” OR “information
system*” OR “database*” OR “data warehouse*” OR “data lake*”)).

Here, the TS field is a search based on a given topic (title, abstract and keywords).
A total of 328 documents were obtained. The data were downloaded on

17/05/2021. The documents were exported from WoS as plain text file including
the complete record. This file was imported into SciMAT to build the database from
which the bibliometric analysis will be performed. To improve the quality of the data,
a debugging process was performed in which words representing the same concepts
were grouped together.

3.2 Pre-processing

To improve the quality of the data, a debugging process was performed in which
words representing the same concepts were grouped together.
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3.3 Co-occurrence Analysis

A co-word analysis [9] is applied to the raw data. Next, we performed keyword
clustering using the simple centre algorithm [10] that identify networks of keywords
that are closely linked to each other and correspond to centres of interest or research
problems of significant interest among researchers. This similarity between keywords
is evaluated using the equivalence index [10]: eij = c2ij/cicj, where cij is the number
of documents in which two keywords i and j coexist and ci and cj represent the
number of documents in which each appears.

3.4 Building the Strategy Diagram

Once the co-word analysis has been carried out, the strategy diagram shown in Fig. 3
is constructed. In this strategic diagrams, the size of the sphere of each research topic
is proportional to the number of papers published on that topic.

Next, we obtain the performance analysis. In this phase, the contribution of
research topics and thematic areas to the entire research field is measured, both
quantitatively and qualitatively, to establish which are the subfields with the greatest
importance, production and impact. The performance analysis is performed as a
complement to the scientificmappingwork, and for this purpose the following biblio-
metric indicators are used: number of published papers, number of citations and H-
index [11]. To evaluate these performance indicators, the SciMAT programme uses a
function that assigns a set of documents to each detected topic. SciMAT obtains the
algebraic union of the set of documents associated with the keywords of the topic. A
document has several keywords, since each of them can be associated with a different
topic, so that a document could be associated with several topics.

In Table 1, we can see the performance indicators: number of documents, citations
obtained by these documents and the H-index. According to these indicators, we
could highlight the following as the main topics: determinants, tourism destination,
online reviews, management, impact, machine learning and information sources.
These seven topics together account for 83% of the total number of citations and
81% of the documents. The H-index of these topics is also higher, although there is
not a great difference as in the number of citations or documents.

3.5 Identifying the Main Areas of Data-Driven
Decision-Making in Tourism

The main themes identified in the previous step are as follows:

• Online review: It is amotor theme; it is the third themewith the highest number of
documents and the second in terms of citations, equal with determinants theme. It



238 J. Vidal et al.

Fig. 3 Strategic diagram for the period

focuses on the information generated by the tourist, either through evaluations or
opinions on platforms or marketplaces of tourism services, satisfaction surveys,
comments on social networks, exchange of information in virtual communities or
e-mails. It can be classified into two subgroups: electronicword ofmouth (eWOM)
and user-generated content (UGC). Within this theme, there are keywords related
to data analysis. It reflects the great relevance that the analysis of tourist-generated
information has acquired for tourism, both because technology makes it possible
to capture and store it and because of the shift towards a more focused approach
to analysing tourist behaviour and experience.

• Information sources: It is a motor theme; it is the third theme with the highest
number of citations, and its importance is minor in terms of number of documents
or H-index. It includes topics related to the different data sources differentiated by
their type and origin. It covers data from travel, Internet search engines, images,
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Table 1 Themes
performance indicators

Theme Documents H-index Citations

Determinants 83 14 705

Tourism destination 78 15 1127

Online reviews 57 14 846

Management 55 8 379

Impact 54 13 627

Machine learning 53 8 481

Information sources 51 13 725

Decision-making 24 7 205

Deep learning 18 7 228

Performance 15 4 48

Destination image 15 5 140

GIS 14 6 169

Economic growth 11 5 168

Tourism promotion 2 1 2

tourist behaviour or hotel reservations. It reflects the wide range of available data
sources that has been growing in variety over the last years.

• Impact: It is amotor theme; it addresses differentiated topics, including the impact
of social networks on tourism, which are becoming increasingly relevant, and on
the other hand, a classic topic such as the impact of tourism on the economy, with
emphasis on macroeconomics. On the other hand, it deals with issues related to
the hospitality industry, distribution channels and online tourist agencies.

• Management: It is a motor theme; of the main themes, it is one of the least
important in terms of number of documents, number of citations or H-index. It
contains several topics, including tourism information systems and organizational
issues such as management and service quality.

• Machine learning: It is a motor theme; similarly to the previous theme, compared
to the rest of the main themes, it is one of the least important in terms of number
of papers, number of citations or H-index. It focuses on data analysis techniques
applied in tourism research such as machine learning, recommenders, classifica-
tion algorithms, collaborative filtering or variable selection. It also refers to more
general topics, but also related to data analysis such as big data or data mining.

• Tourism destinations: It is a basic and transversal theme; it is the one with the
highest number of citations, the highest H-index and the second highest number
of documents. It focuses on analysing tourism destinations from the perspective
of demand, tourist behaviour and experience. In this theme, we find keywords
related to current issues such as sustainable tourism and smart tourism that relies
on technology to improve services and the tourist experience. The analysis of
tourism destinations from different perspectives is one of the central themes in
data-driven tourism research.
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• Determinants: It is a basic and transversal theme; it is the theme with the highest
number of papers, the second highest number of citations and also the second
highest H-index equal with online reviews. It focuses on the main factors that
determine tourism demand. We also find a wide variety of issues related to hotels,
the industry, trust, differentiation and prices.

Based on this study, we can detect the following three major areas of research in
data-driven analysis in tourism sector:

• Research focused on analysing tourist behaviour at a descriptive or predictive
level with an increasing use of advanced analytical techniques. Tourist decision-
making is increasingly based on more factors and is heavily supported by infor-
mation generated by other users on platforms or social networks. This information
is increasingly analysed to understand tourist behaviour. In this research area, we
also find researches on tourism demand forecasting.

• Research at an organizational level focused on tourism management issues
such as marketing actions or the analysis of tourist destinations from different
perspectives such as sustainable tourism or smart tourism (use of technology to
improve quality and experience).

• Research aimed at performance, quality and impact measures in tourism
sector: economic performance of the different actors in the tourism industry such
as hotels, travel agencies and others, measures of the quality of tourism service
and the measurement of the impact of tourism on macroeconomics

4 Conclusions and Future Work

In this work, a bibliometric analysis of tourism research based on data sources has
been carried out. WoS publications from 2016 to 2020 have been used. It consisted
of a performance analysis with the most important indicators and a thematic analysis
through science maps. The following conclusions can be obtained:

As a result of the bibliometric analysis, we have identified 14 topics that have
attracted the interest of the scientific community: determinants, tourism destina-
tion, online reviews, management, impact, machine learning, information sources,
decision-making, deep learning, performance, destination image, GIS, economic
growth and tourism promotion.

The following major areas of research in data-driven analytics have been
identified:

• Research focused on the analysis of tourist behaviour at a descriptive or predictive
level with an increasing use of advanced analytics techniques.

• Research at the level of organizations focused on tourismmanagement issues such
as marketing actions or the analysis of tourist destinations.

• Research oriented to performance and impact measurements in the tourism sector.
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Future work should be aimed at analysing the temporal evolution of the topics
taking a broader time frame. On the other hand, our study shows the importance of
information sources and data analysis techniques in data-driven tourism research.
A broader bibliometric analysis could address these issues. Similarly, the use of
databases other than WoS may provide a broader view.
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Assessing Corporate Reputation
from Online Employee Reviews

R. E. Loke and IJ. A. A. Steentjes

Abstract The overarching aim of this paper is to define, develop and present a
processing pipeline that has practical application for companies, meaning, being
extendable, representative from marketing perspective, and reusable with high relia-
bility for any new, unseen data that generates insights for evaluation of the reputation
construct based on collected reviews for any (e.g. retail) organisation that is willing to
analyse or improve its performance. First, determinant attributes have to be defined in
order to generate insights for evaluation with respect to corporate reputation. Second,
in order to generate insights data has to be collected and therefore a method has to
be developed in order to extract online stakeholder data from reviews. Furthermore,
a suitable algorithm has to be created to assess the extracted information based on
the determinant attributes in order to analyse the data. Preliminary results indicate
that application of our processing pipeline to online employee review data that are
publicly available on the web is valid.

Keywords Corporate reputation · Online reviews · Aspect based sentiment
analysis (ABSA) ·Web scraping

1 Introduction

Reputation has become an important risk concern for many companies worldwide
in recent years according to Vig and Dumičić [1]. Reputation represents and creates
value for a business. Furthermore, the concern for organisations is that reputation
has a sensitive nature and it can take years to build reputation, but it can be destroyed
in seconds. A global survey held by Deloitte [2] highlighted reputation risk as top
strategic business risk in 2014. This research presented that business executives are
finding a loss of reputation one of the biggest risks. Furthermore, a survey conducted
byAONGlobal RiskManagement 2019 is underpinning this fact and highlighted that
damage to reputation is in the second place, after the risk economic slowdown/slow
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recovery [3]. In addition, according to a study conducted by the World Economic
Forum, several lines of evidence suggest that reputation accounts for more than 25
percent of the market value of a company [4].

The relevancy of this paper, investigating how corporate reputation can be
measured by using online reviews, is twofold. First, according to Resnick [5], a
decrease in confidence by investors, employees, clients and other stakeholders are
potentially damaging for the sustainability of an organisation in the long-term. An
organisation’s corporate reputation is the reflection of how it is perceived by its
stakeholders. Second, according to Baka [6], online reviews are electronic word-of-
mouth and are essential for the reputation management of organisations. Electronic
word-of-mouth (reviews) is essential because clients, employees, investors and other
stakeholders have become sophisticated users and search online for unbiased infor-
mation that will help and guide them in their decision-making process. According
to Ye and Law [7] and Gruen and Osmonbekov [8], purchase intention and stake-
holder’s loyalty will be strongly influenced by online reviews. Therefore, a proper
corporate reputation management system of online reviews can help an organisation
to monitor and analyse its reputation. Ultimately, a company can improve its repu-
tation by using the model which could possibly influence its business performance,
positively.

The structure of the paper is as follows. First, we discuss relevant literature in
Sect. 2. Thereafter, in Sect. 3, we outline our proposed methodology for measuring
corporate reputation and, in Sect. 4, give results that have been obtained for online
employee reviews from the public web. We conclude with recommendations in
Sect. 5.

2 Literature Review

This literature review gives a relevant overview of recent content of internation-
ally published scientific literature. As already has been outlined in the introduc-
tion, reputation is an important risk concern for businesses and CEOs. Furthermore,
according to Rindova andWilliamson [9] andDijkmans andKerkhof [10], reputation
is a fundamental intangible asset for companies. The review will mainly focus on
the customer and employee-based reputation which are known to be two relevant
stakeholders in corporate reputation research. The data for such stakeholders can be
publicly collected on customer and employee-oriented platforms on the public web.

2.1 Definition of Corporate Reputation

To continue, what does the general term corporate reputation mean? And how can
we define it? Several studies have attempted to define the term corporate reputation,
but currently there is no general accepted meaning or definition. Whilst the meaning
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and definition of the term corporate reputation is arguable, some authors proposed
a definition of corporate reputation. A considerable amount of literature has been
published on corporate reputation that recognises corporate reputation as a multidi-
mensional construct. However, despite the extensive focus on the subject of corporate
reputation in the literature, there is still a lack of consensus on the definition [11].
Table 1 presents an overview of the different definitions used in the literature.

It can be concluded fromTable 1 that the existing literature on corporate reputation
shows a broad spectrum of definitions. The variation in definitions seems to arise
from the different stakeholders that are involved with organisations and the different
perspectives seen from varying disciplines.

There is however an overlap between several of these dimensions. One of the
aspects of this overlap is that corporate reputation mostly has impact on a few
stakeholders or groups of stakeholders. Stakeholder theory suggests, according to
Freeman [16], that the expectations towards a company may vary between different
stakeholders. Furthermore, “a stakeholder in an organisation is (by definition) any
group or individual who can affect or is affected by the achievement of the organisa-
tion’s objectives” (2012, pp. 9–10). Using this approach, Wheeler and Sillanpää [17]
and Clarkson [18] have been able to distinguish and categorise stakeholders based
on their level of interaction with the company and influence in two groups, primary
and secondary stakeholders. The former group, according to Vig and Dumičić [1],
are interacting with the organisation frequently and include, customers, employees,
suppliers, investors and other business partners. The latter does not frequently interact
with the organisation and consists of the government, the media, social pressure
groups and competitors. The perceived reputation between stakeholders seems to
vary, each specific stakeholder seems to experience the corporate reputation in a
different way. Therefore, the deeper question could be, does a company has one
reputation or many?

A strong perception of the corporate reputation pays off because research has
shown that a positive corporate reputation leads to increased sales because it has a
positive impact on loyalty and customer purchase intention [19]. Previous research
has established according to Lai et al. [20], that brands based on intangible and
emotive characteristics are more durable and it seems that competitive erosion has
less effect on these brands. Thus, intangible and emotive aspects of a company
seem important sources of sustainable competitive advantage. To elaborate on the
emotive and intangible aspects that influence the corporate reputation, several lines of
evidence suggest that the quality of products,with satisfying service levels that fits the
need of a customer, are important in building reputation [21]. Furthermore, an impor-
tant variable that influences the corporate reputation is the thoughts employees have
about their employer [22, 23]. In addition to these variables, according to Fombrun
and Ponzi [24], products/services, innovation, workplace, governance, citizenship,
leadership, and performance are dimensions to assess reputation. The dimensions
that Fombrun mentions [24] have an overlap with the dimensions that Cravens and
Oliver [21] and Gatewood and Gowan [22] mention and complement them. These 7
dimensions have been elaborated on in 23 attributes in Fig. 1.
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Table 1 Definitions of corporate reputation in the literature

Literature Definition

Gotsi and Wilson [12], p. 29 “A corporate reputation is a stakeholder’s overall evaluation
of a company over time. This evaluation is based on the
stakeholder’s direct experiences with the company, any form
of communication and symbolism that provides information
about the firm’s actions and/or a comparison with the actions
of other leading rivals”

Walker [13], p. 370 “A relatively stable, issue-specific aggregate perceptual
representation of a company’s past actions and future
prospects compared against some standard”

McKenna and Olegario [14], p. 2 “A collective assessment of a company’s attractiveness to a
specific group of stakeholders relative to a reference group of
companies with which the company competes for resources”

Abimbola [11] “A stakeholder’s overall evaluation of an organisation over
time. This evaluation is based on the stakeholder’s
experiences with the organisation and its brand(s),
relationships with these and the organisation’s employees
and representatives, memberships of brand communities and,
any other perceived communication and symbolism that
provides information about the organisation’s actions and /or
a comparison with the organisation’s rivals”

Fombrun and Gardberg [15] “Economics Reputations are traits or signals that describe a
company’s probable behaviour in a particular situation”
“Strategy Reputations are intangible assets that are difficult
for rivals to imitate, acquire, or substitute, and so create
mobility barriers that provide their owners with a sustained
competitive advantage”
“Accounting Reputation is one of many types of intangible
assets that are difficult to measure but create value for
companies”
“Marketing Reputation describes the corporate associations
that individuals establish with the company name”
“Communications Reputations are corporate traits that
develop from relationships companies establish with their
multiple constituents”
“Organisation theory Reputations are cognitive
representations of companies that develop as stakeholders
make sense of corporate activities”
“Sociology Reputational rankings are social constructions
emanating from the relationships firms establish with
stakeholders in their shared institutional environment”

In the study that Fombrun and Ponzi [24] conducted to measure corporate reputa-
tion, Fombrunmade a schematic overview of the relation between Corporate Reputa-
tion and his RepTrak Pulse model. RepTrak Pulse summarises the seven dimensions
into four attributes which are Good Overall Reputation, Good Feeling About, Trust,
and Admire and Respect.
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Fig. 1 Establishing constructs of corporate reputation: dimensions and attributes

The seven dimensions itself are the result of interviews with reputation managers,
senior communicationmanagers of global companies around theworld (2015). These
executive interviews were supplemented by consumer focus groups that were run in
the United States, Europe, and Asia, and nine countries of Latin America [25]. These
interviews and focus groups, conducted between1999 and2006,were used to identify
the seven dimensions of corporate reputation.

Again, these seven dimensions are products/services, innovation, workplace,
governance, citizenship, leadership, and performance. Each of these dimensions
consist of several underlying attributes. The dimension products/services include
whether an organisation offers high-quality products and services that are good
value for money. Standing behind its product or services and meeting the customer
needs is of importance as well. Together these four attributes represent the dimen-
sion products/services. According to Fombrun and Ponzi [24], innovative companies
that adapt quickly to change and that launch new products and develop new ideas are
more likely to earn respect and admiration and get publications for example in maga-
zines or are being published in rankings of innovative companies. Publications and
rankings are visible to stakeholders and thereby adding to an organisation’s reputa-
tion. Fombrun’s [24] qualitative research suggests that stakeholders like and respect
companies that maintain proper workplaces. Several lines of evidence suggest that
satisfied employees are more often committed to long-term involvement and are less
likely to turn over. Maintaining a good workplace is critical in recruiting quality
workforce for an organisation [26]. The attributes of whether an organisation is
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rewarding employees fairly, is offering equal opportunity in the workplace and is
demonstrating the concern of health and well-being of its employees are representa-
tive for the workplace dimension. Furthermore, governance is determined whether
an organisation is perceived as being ethical and transparent. If this is the case,
then it’s more likely to generate admire and trust for the stakeholders and it will
build reputation [27]. With respect to the dimension citizenship, stakeholders tend
to respect and admire organisations for their good deeds [28]. In addition, by acting
responsibly and by communicating about it, organisations recognise that they are
good citizens, and thereby the organisation builds trust and reputation. CEOs can
have an important influence for generating admire and trust with the stakeholders
[29]. Appealing leaders seem to attract more favourable media coverage and investor
endorsements, thereby communicating credibility to stakeholders about company
activities and increasing trust in the company, and, thus, building reputation. Perfor-
mance with respect to the profitability of the company and strong future prospects
for growth are important attributes for the performance dimension. Profitability and
growth prospect of an organisation have been consistent correlates of reputation in
research [30].

Fombrun’s [24] RepTrak Pulse model consists of four attributes that have been
depicted to the right in Fig. 1: Good Overall Reputation, Good Feeling About, Trust,
and Admire and Respect. Analysis of the validity of the four attributes and their
ability to assess the overall reputation of an organisation can be incorporated with
other measures of interest. The RepTrak pulse model can also be standardised cross-
culturally, it can be used with both traditional and online polling techniques, and it
can be used to distinguish between corporate reputation and its attributes [31].

These two sides of the RepTrak model correlate with each other.
To underpin again the relevancy for organisations tomeasure corporate reputation,

good reputation management by an origanisation that can be assessed for instance
from online reviews will result in increased purchase intentions and customer loyalty
[32].

2.2 Attributes to Assess Corporate Reputation

As elaborated on in the last section, dimensions to assess corporate reputation could
be according to research: the quality of products and services, innovation, work-
place, governance, citizenship, leadership and performance as well as the underlying
attributes of these dimensions.

In addition, the RepTrak Pulse model [31] defined the attributes Good Overall
Reputation, Good Feeling About, Trust, and Admire and Respect to measure
corporate reputation.

To extract such attributes from collected review data aspect-based sentiment
analysis will be proposed in the next section.

Both sides of Fombrun’s model in Fig. 1 will be explored and used to assess and
measure corporate reputation.
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In the next subsection, the difference between the modelling constructs with
respect to the relevancy of the attributes on both sides will be elaborated on by
formulating a hypothesis with which the validity of Fombrun’s model on online
review data can be tested.

2.3 Hypothesis

To be able to test assessing and measuring corporate reputation from online review
data we would like to validate whether the two sides that have been mentioned in the
conceptual model of the study that Fombrun conducted [24] provide the same score.
Therefore, we test the following hypothesis:

H0: A company’s corporate reputation measured on online review data with
Fombrun’s RepTrak Pulse model [24] provides the same score with respect to
corporate reputation as the seven dimensions with its underlying attributes.

2.4 Conceptual Model

The conceptual model that we use is based on the attributes defined by Fombrun and
the RepTrak model [24] elaborated on in Fig. 1.

The conceptual model consists of two sides: on the left side, corporate reputation
and its corresponding seven dimensions and underlying attributes and, on the right
side, the RepTrak Pulse model consisting of the four attributes.

In Fombrun and Ponzi [24], these two sides are being presented as two different
measurement tools to assess and measure corporate reputation that complement each
other with a different intention on different attributes.

The RepTrak Pulse model can be used by practitioners in a lightweight manner
to easily assess the status of a firm as well as competitors or business partners.

Assessing lightweight measures of corporate reputation allows organisations to
implement market research findings or to leverage reputational advantages [31].

3 Methodology

To be able to assess corporate reputation for organisations, publicly available datasets
from an employee-oriented platform at Glassdoor.co.uk have been scraped from the
web. An advantage of this platform is that we were able to collect data from multiple
companies, like, for example, Albert Heijn, Bol.com, Booking.com, and Philips. A
limitation stems from the fact that not all organisations post their reviews publicly
online on this platform; also, there are organisations that never, or barely, post any
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reviews online. However, it can be argued that stakeholder transparency will be
beneficial for organisations in the long run.

The review datasets that were collected have been assessed with unsupervised
Aspect Based Sentiment Analysis based onBidirectional LSTM (hereafter BiLSTM)
[33]. Using an unsupervised ABSA model increases the efficiency because there is
no need to label the reviews into a specific category. The ABSA model used in our
work has been developed by Intel AI. [34] and is using state-of-the-art topologies
(e.g. Spacy, TensorFlow, and PyTorch) to extract corresponding aspects and opinions
from online reviews. The authors of this paper had contact with the architects of this
model to adjust and tune the model according to the needs of our project. Intel’s
ABSA model seems impossible to surpass in terms of quality, especially within the
given timeframe of small projects.

In the following subsections, we describe the data collection and data processing
that is involved in our corporate reputation measurement pipeline.

3.1 Data Collection

The primary data used in our project is collected from employee-oriented plat-
form (Glassdoor.co.uk). Data has been collected from English and Dutch-speaking
employees. There hasn’t been a distinction made between cross-cultural differences,
and according to the findings in [31] with respect to the RepTrak Pulse model, it
seems that this isn’t necessary while comparing and analysing the data.

However, not all the data thatwe collectedwas used for analysis, only the collected
Booking.com dataset has been used. Due to limited time and the time it takes to
analyse a dataset with the proposed model (takes ~6 h to run one dataset) one dataset
has been analysed to give an indication about the model’s performance.

The dataset that has been used for the analysis consists of 2391 reviews written
in English. This dataset has been used because it has the most reviews, is the most
complete dataset from the companies that have been scraped and therefore the biggest
sample set to test our hypothesis. A larger sample size of reviews is affecting the
accuracy and reliability of the outcomes in a positive way. Therefore, the dataset of
Booking.com has been used to get the best results possible from using reviews with
the proposed model.

The data has been retrieved by using a web scraping tool [35] based on a .NET
framework to systematically mine and collect data to limit the chance of human error
[36]. It can extract images, text, and files fromweb pages and the data can be exported
into multiple formats like .CSV (Comma Separated Value), Microsoft Access, and
in an SQL Database.

This scraping tool has been used due to its ease-of-use and the fact that developing
and building a web scraper in Python takes time. EasyWebExtract takes less time to
deploy than a customised Python solution and the time saved is used to be able to
setup and apply the Aspect Based Sentiment Analysis (ABSA) method.
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Fig. 2 Example of reviews RepTrak side

A limitation with respect to the results is the lack of spread in the data. Only one
dataset and only one company have been used to test our hypothesis.

Figure 2 shows several reviews from the scraped dataset as well as relevant
processing on the RepTrak side that we will explain in the next subsection.

3.2 Data Processing

The reviewdatawas analysedwith aspect-based sentiment analysis (hereafterABSA)
method that has beenused toderive an in-depthunderstandingof the collected reviews
and to extract meaningful aspects from the reviews.

According to Intel [34], ABSA is the process of co-extracting opinion terms and
aspects, and their relation within a given corpus. For our purpose, these aspects
should preferably be similar to the variables and attributes from Fombrun and Ponzi
[24] RepTrak model as well as his corporate reputation model.

During the quest of finding an applicable processing method, we found, after
extensive search and consideration, the Python library NLP Architect [34]. This
ABSA method is unsupervised, which means to some extent that the user doesn’t
have to label the data, which is labour intensive, especially when analysing thousands
of reviews [37]. A huge advantage of unsupervised processing is that you are able to
analyse raw review data right away.

The process flow in the ABSA method is as depicted in Fig. 3.
The first training step is pre-processing of the review text and is performed by a

package called spaCy [38]. During this step the text is being tokenized meaning that
a paragraph or review is splitted into sentences and sentences into words, a word is
then a token in the sentence.

The secondpart is applying a dependencyparser to the trainingdata.Adependency
parser establishes grammatical relationships within the structure of a sentence [39].
The NLP Architect package makes use of a parser that’s based on BiLSTM [33].
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Fig. 3 ABSA processing pipeline, overview

The third part is applying a lexicon acquisition algorithm on the training data
that is based on double propagation as described in [40]. An advantage of double
propagation is that it only needs the initial lexicon acquisition to start the process.
According to Qiu and Liu [40], this method outperforms several compared existing
methods significantly. Furthermore, the algorithm uses a generic lexicon introduced
in [41].

The last step includes a Multilayer Perceptron and re-ranks the opinion term and
polarity estimation algorithm.

The inference phase inputs the selected dataset together with the opinion and
aspect lexicon. The output of this phase is a list of aspect-opinion pairs complemented
with polarity and score. The inference phase is used to detect related aspect-opinion
pairs.

Figure 4 shows the aspect lexicon that we applied on the RepTrak side.

Fig. 4 Aspect lexicon, RepTrak side
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4 Results

The proposed hypothesis has been tested on the collected Booking.com dataset. The
reason for using only the Booking.com dataset has been elaborated on in Sect. 3.1.

The results on the right side of Fombrun’s model [24] are depicted in Fig. 5.
The amount of positive and negative reviews on the attributes of the RepTrak side

are depicted in Table 2.
The results on the left side of Fombrun’s model [24] are depicted in Fig. 6.
The amount of positive and negative reviews on the attributes of the corporate

reputation side are depicted in Table 3. Not all the attributes of Fombrun’s RepTrak
model [24] are present in the reviews within the dataset, therefore not all attributes
are present in this table.

The equal weight method [42] has been used to determine the relation between the
two sides. The calculation to determine the differences in results has been established
by dividing the positive reviews by the sum of positive and negative reviews with
respect to a specific attribute. This resulted in a difference of 7.42% in outcome

Fig. 5 RepTrak side score on the attributes for booking.com

Table 2 Four attributes side

Attribute Reputation Feeling Trust Admire and respect Score

Positive 5 19 41 47

Negative 0 21 27 18

Score 0–1 1.00 0.48 0.60 0.72 0.70

Fig. 6 Results booking.com Corporate Reputation side
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Table 3 Seven dimensions side

Dimension Attribute Positive Negative Score 0–1

Products Product 62 20 0.76

Innovation Innovate 39 10 0.80

Workplace Rewards 7 2 0.78

Workplace Opportunity 319 98 0.76

Governance Open 134 36 0.79

Governance Ethically 56 12 0.82

Citizenship Environment 1026 161 0.86

Leadership CEO 16 9 0.64

Leadership Vision 18 9 0.67

Leadership Organized 10 7 0.59

Leadership Manager 225 176 0.56

Performance Profitable 4 0 1.00

Overall 0.75

between the two sides of Fombrun’s model [24]. This outcome could be considered
to reflect a positive correlation.

5 Recommendations

In the following paragraphs, we give some recommendations that are related to our
work.

We advise that decision makers in companies measure and assess corporate repu-
tation by using the mentioned ABSA method to extract the seven dimensions and
the four attributes that are mentioned in the RepTrak Pulse model [24] from online
reviews.

Assessment of the seven dimensions from the RepTrak Pulse model [24] will, in
general, agree in outcome with assessment of the four attributes from the RepTrak
Pulse model. Both assessments can bring to light various relevant signals to compa-
nies. Interpretation of the signals should be carefully guided in order to be able to
steer and influence decision making.

Our processing pipeline and theASBAmethod employed can be used to determine
corporate reputation but also wider in society which is of vital importance since the
amount of online reviews is increasing sharply and has become more important for
decision makers [6].

Reputation accounts formore than25percent of themarket value of a company [4].
Therefore, measuring corporate reputation has become important for organisations
and possibly can become of vital importance for a company’s existence. Ultimately,
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based on established corporate reputation (measurements), a company could even
improve its reputation.

The seven dimensions and the four attributes that we use in our approach are
all relevant to corporate reputation. A company can assess its reputation for each
attribute or determinant.

A recommendation for further research is to test the proposed hypothesis on
multiple companies and datasets to strengthen the reliability.

Similarly, another recommendation for further research is to assess and validate
the mutual correlation between all the attributes both at the left and at the right of
Fombrun’s model [24] to demonstrate the reliability of online data.

Corporate reputation has been tested on employee stakeholder data, if tested on
other stakeholder data, customers, for example, results could differ.

Similarly, the ABSA model has been tested in this study based on online reviews
from employees, further research is needed to test whether this model can also be
applied to other stakeholder reviews to measure corporate reputation.

More research is needed with respect to fake online employee reviews and how
they affect the outcome of the measurements.
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Online Reviews of Discount Products:
The Case of Steam

Bruno Sista, Beatriz Casais , and Nuno Moutinho

Abstract This paper analyzes the role of price in the consumers’ pre-purchase
expectations and post-consumption evaluations. The researchers observed, in the
Steam platform, how promotional discounts can lead to fluctuations in user recom-
mendations for discount products. Applying the change point analysis method for
the observation of longitudinal data, the results indicate that temporary discounts
can disrupt the stable process of word of mouth generation. There is a significant
effect on the volume of reviews posted for a product shortly after the occurrence of a
discount and also variations in review scores that can be either positive or negative.

Keywords Price promotions · Electronic word of mouth · User reviews · Steam ·
Online rating · Price discounts

1 Introduction

The advent of the commercial Internet allowed for the development of new commu-
nication tools and several new forms of interaction between users online. The Web
2.0, in turn, has redefined the Internet, giving its users new powers to contribute
with content to the network and bringing a social component to most online experi-
ences [1]. Several services have appeared on the Web appealing to the “participative
culture,” from blogs to social networks, inviting the user to take part in the creation
of social, economic and cultural value. e-Commerce is perhaps one of the most
impactful new paradigms to emerge from this trend. The appearance of dotcoms
such as Amazon.com and ebay.com, pioneers in the creation of online marketplaces
that facilitate the fulfillment of transactions through the Web has come to revolu-
tionize the way citizens of the Internet (individuals or companies) relate to trade and
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shopping. The performance of these marketplaces is dependent on the participation
of consumers, their main selling point being the direct interaction between sellers,
prospects and buyers, which sets them apart from physical points of sale [2]. Social
Commerce is a relatively recent concept, appearing under the umbrella of the Web
2.0 that represents business made through social media [2]. The modern user is no
longer limited to the information producers/retailers choose to make available for
their merchandise, or articles published in the specialized press, instead sourcing
his information to his peers, who share first-hand opinions and reviews on their
experiences with those products.

The creation of this collective intelligence has brought such impact on the
decision-making processes for online shopping, that electronic word of mouth
(henceforth, eWOM) and user-generated Content (UGC) have become two of the
most discussed subjects between marketers, who now more than ever recognize the
effects of customers participating in the creation of brand equity, either by increasing
notoriety and reach of the brand, or through the part they play in changing other users’
perception of quality of the products [3]. Customer feedback management and moni-
toring of user reviews in online platforms must be a concern addressed in marketing
since these public manifestations of word of mouth can have very a positive effect
on the generation of leads and business, but also a notably negative impact in the
event negative buzz starts to circulate online.

Although recent literature recognizes consumer-to-consumer (C2C) communica-
tion as having a relevant impact on the purchasing decision-making of e-Commerce
platform users, with the potential to affect volumes of sales [4], there is still a lack of
research on how word of mouth reacts to mutations in the marketing mix. The aim
of this article will be to analyze how pricing changes (specifically through promo-
tional discounts) can lead to fluctuations in the user review scores of products in
an online marketplace. This will hopefully shed some light on the role of price in
the customers’ pre-purchase expectations, and the post-purchase evaluation of their
consumption experience.

2 Literature Review

Social commerce is a recent concept, appearing under the umbrella of theWeb 2.0 [2,
5]. Themodern user is no longer limited to the information producers/retailers choose
tomake available for theirmerchandise and services, articles published in the special-
ized press, but they tend to source for information from peers, who share first-hand
opinions and reviews of their experiences with those products [3, 6]. The creation of
this collective intelligence has brought such impact on the decision-making processes
for online shopping, that electronic word of mouth (eWOM) and user-generated
content (UGC) have become two of the most discussed subjects between marketers
[6, 7], who now more than ever recognize the effects of customers participation in
the creation of brand equity, either by increasing notoriety and reach of the brand,
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or through the part they play in changing other users’ perception of quality of the
products.

Recent literature recognizes C2C communication has a relevant impact on the
purchasing decision-making of e-Commerce platform users, with the potential to
affect volumes of sales [4]. Since that pioneer work, several studies have applied
the same principles to different markets, the main consensus being that online shop-
pers adopt online reviews as reliable information sources in their decision-making
[5, 7–9].

Online marketplaces have recognized the potential of having recommendations
systems and public review systems, where consumer opinions are gathered and often
condensed in the formof review scores, or ratings, giving the customer a greater range
of information about the products on salewithout having to visit otherwebsites [8, 9].

Besides users perceiving value in verbalizing their opinions online for the same
motives we have discussed earlier, users read those opinions. The most common
goals are to save decision-making-time and make better decisions, but there are
other factors such as remuneration or the sense of belonging to a community that
drive users to consume word of mouth [6, 7].

Furthermore, the fact that communication in online platforms is durable and infor-
mation is stored and visible for most visitors to read, brings a new light to the
community involvement motivation for engaging in eWOM [9]. Here, more than
in traditional discussions that contribution is not completely altruistic. By sharing
their opinions through the Internet, users of Web-based opinion platforms hope to
motivate others to do the same, increasing the flux of information. That way, for
example, if they encounter some problem with their product, they are more likely to
find someone who has encountered the same issue before and knows how to solve
it. And, in turn, that is more likely to happen once the platform has reached a critical
mass of users and interactions [6, 8].

The idea that online reviews influence the consumer’s decision-making process
has been proven true by several studies. Online recommendations acted as reliable
information sources in the pre-purchase information seeking phase. Online word of
mouth has been suggested by several authors as a promising variable in forecasting
future sales [10]. One particular study, regarding daily box office performance for
recently released movies, concluded that average online review ratings had no influ-
ence in future daily revenues, suggesting that the scores attributed by other users
had no persuasive effect over consumers’ decisions of which movie(s) to watch [11].
However, the same study confirmed that the increased volume of online posting alone
had a positive impact on revenues due to the awareness effect, as online reviews are
an indicator of intensity of word of mouth, which is a significant driver for movie
sales. Chevalier and Mayzli [4] deserve a special mention for their pioneer analysis
of user reviewing behavior through the observation of aggregate review scores and
sales figures across two different online book stores (Amazon.com and Barnes and
Noble’s website bn.com) over the course of a year. They concluded that changes in
user reviews had a significant effect on sales at least on Amazon.com, not only if
you consider fluctuations in average review scores, but also based on the percentage
of negative opinions.
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Users who share their opinion in search of recognition, self-enhancement or social
benefit, can also see the Internet as a facilitator. Online marketplaces often recognize
a user’s frequency of activity through reputation systems, letting shoppers access
other users’ review history, which ultimately allows the perception of expertise and
how helpful they have been in the past. There is a competition for attention between
online reviewers and their strategic perspective on content creation.

Despite the impact of eWoM in the success of e-Commerce strategies, and the fact
that price is generally accepted as a relevant determinant of customer satisfaction;
we found a lack of research on the impact of pricing on online product reviews.
Li and Hitt [12] confirmed a correlation between price and product evaluations for
cross-sectional datasets.

In steam, a digital games distribution platform, consumer reviews are made on a
two-option scale: users either recommend a product they purchase, or recommend
against it. The outcome is then aggregated and translated into a 9-point scale, ranging
from “Overwhelmingly Negative” to “Overwhelmingly Positive” based on the total
number of reviews and the percentage of reviews that are positive. This percentage
is also shown on the platform’s product search engine and can be used as a sorting
criterion to order products from the most recommended to least recommended. The
absolute number of positive and negative reviews can also be seen on the product
page.

The steam reviewing system invokes the notion of a certain standard of quality that
is pre-formed by consumers based on price and quality perceptions and that generate
feelings of satisfaction or discomfort when compared to the actual perceived quality
of products post-consumption. To understand thismechanism, it is particularly useful
to analyze the thesis by Voss et al. [10] which, although primarily focused on service
exchanges, is among the first articles to emphasize the role of pricing in predicting
customer satisfaction.

3 Methodology

The goal of this research is to confirm a relationship of causality between pricing
initiatives activated on a given product (specifically, promotional discounts) and the
generation of electronic word ofmouth (through the proxy of online product reviews)
for that product, analyzing the behavior of user reviews after a variation in price.

This exploratory study was translated into the following hypotheses:

F1Hypothesis 1 The occurrence of a price reduction in a product lead to an increase
in the number of user reviews published in the days following the discount.

F1Hypothesis 2 The occurrence of a price reduction causes a change in the average
review score of a product in the days following a discount.

To test these hypotheses, our study focuses on the behavior of users of the steam
platform, a software digital distribution service which has been developing efforts in
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making the purchase and consumption of videogames into a social experience. The
choice of a digital distribution service is justified because it allows us to eliminate as
many third-party intermediaries as possible between producers and consumers. Other
Web services such as Amazon or eBay, because they mostly sell physical products,
could lead to distortions on user review scores due to users biasing their product
reviews in the light of logistical distribution problems (delivery delays, damaged
products, stock ruptures, etc.). Steamusers are providedwith a homogeneous product,
and the variations in consumption experience derive only from the different hardware
setups which they use to play. Computerized scraping methods were used to down-
load data from the Steam storefront search engine (store.steampowered.com/search),
through daily extractions between the January 18 andMarch 30, 2015. The following
variables were stored for over 8.000 products on sale, for each of the 71 daily
observations:

• Gross price
• % of promotional discount
• Total no. of user reviews
• % of positive reviews.

These variables were considered to be the most adequate for a first exploration of
a relationship between pricing initiatives and word of mouth (volume and nature),
mainly for their exposure in the Steam platform, being the most emphasized and
readily available proxies of the constructs under analysis.

Although data was collected for all products in the Steam storefront, we opted to
select a sample that we assume most closely represents the behavior of the market
under regular circumstances. For that purpose, we selected only 658 products that
fulfilled a series of criteria of “normality” (e.g., not free, released before 2015,≥100
reviews).

For each of the products, we extracted the 29 observations that spanned the period
between 14 days before and 14 days after the occurrence of the discount. In this
timeline, and for the interpretation of the graphics and figures below, consider T =
15 as the first day of the price discount.

To test the hypotheses, we analyzed the evolution of two main variables:

• New reviews published daily. Considering that, we are able to extract the total
number of reviews existing at the time of extraction:

RT Total number of user reviews existing on day T.
rT Number of new reviews published on day T

RT = RT−1 + rT (1)

• Average product review score is defined by the percentage of all reviews posted
up until the time of extraction that are positive:

ST Average review score on day T, i.e.,
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PT Total number of positive reviews existing on day T.
pT New positive reviews published on day T

ST = PT
RT

= PT−1+ pT
RT−1 + rT

(2)

Hence, the data collected should be sufficient to detect periods inwhich the average
score of reviews posted was higher (or lower) than the sum of all reviews posted up
until that point in time.

The serially dependent nature of these variables defies the assumption of i.i.d.
observations for the change point analysis method that will be used to detect changes
in means. This will lead to an increased vulnerability to type I errors because of the
possibility of overestimation of residuals [13]. However, this assumption is one that
is frequently overlooked by literature in the analysis of empirical data since real-time
series are rarely stationary and truly stochastic processes.

4 Results

Figure 1 depicts the evolution of this variable, where it is easy to detect that an
outstanding number of reviews are published in the few days after the start of a price

Fig. 1 Number of reviews published daily
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Fig. 2 Standard review scores

discount (T= 15), when compared with the relatively stable process of generation of
user recommendations. Testing for a change point gives a positive result for a change
in means in T = 16 with at least 99% confidence. Thus, we confirm Hypothesis 1,
and conclude, about the behavior of consumers in the Steam platform, that a price
reduction has a significant impact on the volume of product reviews published in the
days following the pricing initiative.

For review scores, the result provided some information about the behavior of
our variables. One of the most evident interpretations of this plot is that average
review scores are relatively stable for the period of analysis, which is coherent with
the fact that we are analyzing cumulative, serially dependent scores. Out data is also
presented in a percent-point scale, which explains the predominantly parallel lines.
This chart was certainly not sufficient to answer our research questions; although it
was immediately apparent that review scores are subject to more frequent variations
after T = 15 (incidentally, the first day of the price discount), as we can observe
from the higher density of segments with non-null slope in the second half of the
time series plot.

Although review scores range from 12 to 100% for the period observed, they are
highly concentrated around the 85% mark and the distribution is relatively stable.

To visually interpret our data, we found it useful to compare the review score of
each product at a certain moment in time, St , to the review score it had on themoment
of occurrence of the discount.

For that matter, we create yet another construct—the Standard Score (S′
T ):

S′
T = ST

S15
(3)
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Results in this new time series chart (Fig. 2) seems to confirm that after the
occurrence of a discount (T = 15), there is a higher volatility in customer reviews
scores than before, and that in that case the signal of variation can be either positive
or negative.

We recognized a pattern for a considerable number of time series (products)
coherent with the existence of a change point. In fact, testing for a change point
of the distributional means with the ecp package returns positive results for a first-
level change point at T = 17 with at least 99% confidence, equivalent to dividing
the time series into two clusters, T = [1, 16] and T = [17, 29] with statistically
significant differences in means. This result is coherent with the previous analysis
of the CUSUM control chart, which is noticeably skewed toward the end of the time
series (and to the right of T = 15, the first observation with presence of a price
discount). This can easily be justified because of: (1) the delay between the moment
a discount is activated and the moment a consumer finally publishes his review, after
experiencing and evaluating the product; (2) the serial dependence of the variable in
cause, paired with some rigidity in the scale (percentages with no decimal places)
which provides resistance and causes a delay in variations of average review scores.

The confirmation of a statistically significant change point in the time series
around the occurrence of a price discount is deemed sufficient to accept Hypothesis 2.
Thus, we conclude that, regarding review scores for products in the Steam storefront,
the occurrence of a price discount causes a shift in the means of the distribution.
Regarding the signal of that shift, analyzing a sub-sample of products that have
review information available for both T = 14 (last observation before a discount)
and T = 29:

• 103 products for which S14 > S29
• 325 products for which S14 = S29
• 83 products for which S14 < S29.

5 Conclusions

Applying the change point analysis method for the observation of longitudinal data,
we confirm that temporary discounts can disrupt the otherwise stable process of
word of mouth generation. They have not only a significant effect on the volume of
reviews posted for a product shortly after the occurrence of a discount, but also cause
variations in review scores that can be either positive or negative. Regardless of the
direction of variation of review scores, it is implied by several studies that onlineword
of mouth and customer feedback are significant factors in the long-term generation
of business and can be used to forecast future sales. If a price promotion has a durable
effect in the review scores, and future buyers use those scores as quality cues in the
information gathering phase of their purchasing process: a temporary price reduction
made with the intent to generate a durable raise in online review scores could have
a positive return in the long-term; a temporary price reduction made with the intent
of generating a short-term increase in sales and/or awareness (by volume of word of
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mouth) could generate a decrease in review scores that has a negative impact on the
long run and in the price that customers are willing to pay in the future due to the
decrease in value perceptions.

Further exploration of how online word of mouth is generated and which factors
contribute to an increase or decrease of review scores in the presence of pricing
initiatives could lead to developments in the paradigms of e-commerce and social
commerce.

6 Limitations and Future Research

This study should be interpreted considering that Steam is a software digital distri-
bution service, a typical supply-side market with a posted-price context. When the
seller determines a price reduction, there is an increase in the total consumer surplus
leading to an increase in the volume of sales with no decrease in quality—there is
an infinite supply of homogeneous product [14]—which is not always the case for
retailers of physical goods. As for review scores, our study showed that the effect of
price promotions in review scores is not linear, and understanding which factors can
influence the signal of variation in user ratings should serve as the motto for future
research. Using sentiment analysis methods to identify differences in the contextual
cues of product reviews published before and after a price promotion can be key to
understanding the consumers’ thought processes whenmaking a purchasing decision
online. New customers may account for the temporary nature of the reduction when
creating their reviews and still evaluate their purchased products based on the gross
(non-discounted) price instead of the price at which they acquired them. This would
lead to “false-positive”/”false-negative” reviews, which present a conditional eval-
uation based on price [12]. According to Darke and Chung [15], price promotions
have negative effects in the consumers’ value perceptions of products. Introducing
a price reduction could undermine a customer’s appreciation of quality and online
feedback. Festinger’s dissonance theory [16] implies that consumers tend to raise
their evaluations of products when their cost of acquisition is higher.
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An Approach Based on Ensemble
Learning
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Abstract Cough identification usingDSP techniques in an audio signal is a complex
task; thus, an artificial intelligence approach is proposed by applying machine
learning, deep learning, and HMMs algorithms. Later, an ensemble learning model
has been used to differentiate cough from other environmental sounds, putting those
algorithms together and choosing the best result as the performance of the system.
Thefinal systemconsists of a preprocessing stagewhere the audio signals are adjusted
through data augmentation, normalization, removal of silent fragments, and the trans-
formation to Mel spectrograms, while, on back-end stage, three models have been
evaluated: a convolutional neural network, a random forest, and a classifier based
on hidden Markov models. We assembled a hard voting classifier (VC) model from
the three models to obtain a more robust and reliable model. The VC model reached
the highest precision and F1-score values without false-negative and up to 75% of
true-positive values.
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1 Introduction

The analysis of cough sounds through artificial intelligence has gained enormous
attention in recent years. The study focuses on the automatic detection and classifi-
cation of cough sounds fromamong other environmental sounds.One of the problems
in this task lies mainly in the insufficient amount of relevant cough sounds compared
to different environmental sounds. In many cases, obtaining cough sounds involves
ethical issues, the privacy of the participants, the confidentiality and security of the
information, and the cleanliness and quality of the data [1–3].

Researchers used to apply data balance methods as oversampling or undersam-
pling or directly through the creation of artificial data through data augmentation
procedures to solve these inconveniences [4–6].

Among the ways to analyze the characteristics of cough, the extraction of features
has been addressed through the generation of Mel Frequency Cepstral Coefficients
(MFCC) and linear predictive coding. This approach allows the recognition of sound
data to be transformed into a visual recognition task. In addition, the mentioned
characteristics allow representing the data in a spectrogram of the acoustic signals,
and the preprocessing can be carried out from a visual approach. These procedures
have been widely used in language recognition settings [7–9].

The use of image features in acoustic data detection and classification is another
approach in the feature engineering process. For example, the data represented by
the image spectrograms of the acoustic signals recorded in the data acquisition can
be preprocessed before feature extraction.

Among the models that have been designed to perform cough sound recognition
tasks are machine learning and deep learning algorithms. Thus, [10] implemented
a classification algorithm based on k-nearest neighbors; some authors implemented
support vectormachines, [9]modeledmultilayer perceptron, [3] used hiddenMarkov
models, and [11] implemented convolutional neural networks.

Convolutional neural network learns input–output relationships based on convo-
lution operations and involves convolution, pooling, and fully connected layers [11,
12]. Random forest is an assembly method that uses a set of decision trees as predic-
tors. The assemblymethodgenerally employs bootstrap aggregating, to train different
decision trees with different samples with replacement [13].

On the other hand, the hiddenMarkovmodels HMMare based on the probabilities
of occurrence of well-defined stages within the behavior of processes that generally
vary with time or situations and on indirect observations of the same. These stages
or states are not necessarily visible or measurable directly, but through their effects
or external observations. Transitions between states occur with specific probabili-
ties, which are known, either by learning the probability distribution function that
describes such a process or simply by counting the occurrence of such observations
and state transitions. Once the HMM is defined, various classification algorithms
based on these probabilities can be applied [3, 14].
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Nowadays, a trend known as ensemble learning proposes to build a new model
from previously trained, similar, or completely different models to obtain a syner-
gistic predictive capacity, that is, better than the predictive capacity of its individual
constituents [15–17].

In this work, we propose an ensemble learning approach, through the modeling
of a convolutional neural network, a random forest, and a classifier based on hidden
Markov models and its subsequent assembly in a hard voting classifier algorithm, for
the differentiation of the cough sounds from other environmental events by extracting
characters from MFCCs.

2 Methodology

2.1 Database

We have used three datasets in our study. The first one consists of 266 recordings
of cough collected telematically and anonymously on the Web site https://databa
secovid19.ups.edu.ec/. We have extracted, checked, and manually labeled all of the
recordings with any cough sound. The second dataset was the [1] database, and we
only considered the 54 cough recordings of users who reported dry or wet cough
in this case. Finally, the third dataset was the [18] database, consisting of 2000
recordings of environmental sounds, 40 of which were cough sounds.

2.2 System Architecture

Two components were defined for the system architecture: front-end and back-end.
In the front-end, the sounds are preprocessed. First, we carried out a data augmenta-
tion stage by frequency shift where we varied the pitch of the original audio sample
by a random variation factor adjusted to a maximum of 20% [4, 6]. Next, we normal-
ized the amplitude and removed extended silences fragments in each recording. We
defined the criteria for carrying this task out heuristically and by visual validation
[19]

After this first preprocessing step, the recordings lasted between 0.3 and 4.55 s,
with amodal value of 2 s. Consequently, we standardized the duration of each sample
to the modal value so that samples lasting more than 2 s were cut into 2-s segments.
In contrast, samples lasting less than 2 s were replicated and attached until reaching
2 s. We reanalyzed the resulting samples to discard all the silent ones. This process
also modified the ratio cough sound/non-cough sound to 1:4.

On the last stage of the front-end, we carried out a feature extraction step by trans-
forming the samples into Mel spectrograms (MFCC), since the resulting coefficients

https://databasecovid19.ups.edu.ec/
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Fig. 1 System architecture

are widely used for speaker identification from environmental sound events as well
as speech recognition [20–22].

In the back-end, MFCC were conveniently reshaping to fit the requirements for
each classifier modeled in this study. We trained 4 classifiers: a convolutional neural
network (CNN), a random forest (RF), a hidden Markov model-based classifier
(HMM), and a voting classifier (VC).

We trained theCNNwith two convolutional layers, two fully connected layers, and
a binary classification layer. Both convolutional layers contain 16 rectified linear units
each. The first convolutional layer takes the 16× 200 reshaped MFCC as inputs to a
9× 3 size filter, followed by a 2× 1 layer of max-pooling. The second convolutional
layer has a filter size of 3 × 3 followed by another 2 × 1 layer of max-pooling.
The fully connected layers contain 256 units each. Also, we implemented batch
normalization and 0.5-rate dropout regularization to reduce overfitting problems
[11, 23]. We developed this model with Keras library.

For the RF classifier, we reshaped the MFCC as a 1-D array and defined 100 trees
in the forest, Gini impurity, and the default hyperparameters of the random forest
classifier of scikit-learn library [16, 19].

TheHMMwas built on a class we recreated from hmmlearn of scikit-learn library.
We trained a classifier based on hidden Markov model with Gaussian emissions and
defined the number of hidden states by maximizing the likelihood [13, 14, 24].

Finally, in Fig. 1, we ensemble the three classifiers (CNN, RF, and HMM) to build
a hard voting classifier, which means the VC classifies the data based on the mode
of all the three classifiers [17, 25].

2.3 System Performance

We measured the system performance through the accuracy that is the fraction of
predictions that the model made correctly; the precision that is the ratio between
the cough sounds correctly classified as cough sounds and the instances classified
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as cough sounds; the recall that is the ratio between the cough sounds correctly
classified as cough sounds and the instances that are actually cough sounds; and
F1-score, which is the harmonic mean between precision and recall [26, 27]. In
some cases, these metrics give a specific idea about the system behavior. However,
in this case, because of the difficulty of the task, it has been necessary to include
the confusion matrix as metric to extract information about false-positive and false-
negative values, looking for the best configuration that allows to obtain a stable and
confidence system.

3 Results

Figure 2 shows that themodel tends to stabilize as the iterations progress.We observe
that the value of the four performance measures stabilizes at values greater than 0.95
in the validation set.

Table 1 shows that the CNNmodel in the test set achieved relatively high precision
and recall values even when the data were not completely balanced. These results,
in turn, translate into a significant value of F1.

On the other hand, Table 2 shows the confusion matrix of the RF model. We
observe similar performance to the CNN model: high accuracy, perfect precision,

Fig. 2 CNN accuracy, precision, recall, and F1 score in train and validation sets
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Table 1 CNN confusion matrix

Predicted class

Not-cough Cough Total

Actual class Not-cough 208 2 210

Cough 14 54 68

Total 222 56 278

Table 2 RF confusion matrix

Predicted class

Not-cough Cough Total

Actual class Not-cough 210 0 210

Cough 15 53 68

Total 225 53 278

Fig. 3 HMM accuracy, precision, recall, and F1 score in validation set

high recall value, and consequently high F1 score. Additionally, these were very
interesting since the RF model was relatively simple, we did not require fine-tuning,
and we practically worked with the default values of the hyperparameters.
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Figure 3 shows the evolution of the performance metrics as a function of the
number of hidden states (n-components) of the HMM model. We can see that there
is a growing trend for all metrics. However, before choosing an infinite number of
hidden states in the HMM, it is necessary to consider that the greater the number
of components, the greater the complexity of the algorithm, and the greater the
computational resources.

We train an HMM with 26 hidden states as a first approximation. As shown
in Table 3, we obtained a model with a relatively high classification accuracy, yet
an unacceptable precision value. However, it is the model with the greater recall
compared to CNN and RF.

Table 4 presents the results of the voting classifier ensemble model. This model
collects the characteristics of the three previously shown models, and consequently,
we obtain a model with balanced values in both false positives and false negatives.

Table 5 shows a comparison of the performance metrics of the models we trained.
We observe that the CNN and RF models achieved the highest precision values
and the HMM model presents the highest recall value. While the VC model, being
assembled with the previous three, achieved the highest performance metrics, so it
would be the most suitable model to identify cough sounds.

Table 3 HMM confusion matrix

Predicted class

Not-cough Cough Total

Actual class Non-cough 164 46 210

Cough 6 62 68

Total 170 108 278

Table 4 VC confusion matrix

Predicted class

Not-cough Cough Total

Actual class Not-cough 210 0 210

Cough 14 54 68

Total 224 54 278

Table 5 Performance of the trained models

Measure CNN RF HMM VC

Accuracy 0.942 0.946 0.813 0.950

Precision 0.964 1.000 0.574 1.000

Recall 0.794 0.779 0.911 0.794

F1 0.871 0.876 0.705 0.885
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4 Discussion

The present work aims to identify the cough sounds of other sound events in the envi-
ronment. One of the main challenges we faced in this work was the small number of
cough recordings available compared to other environmental noises. For this, we used
data augmentation in the cough sounds that we had. In addition, the standardization
of the duration will obtain a relatively less unbalanced dataset.

The models we trained work on finding patterns underlyingMFCCs that differen-
tiate cough sounds from environmental sound events. All the models reached clas-
sification accuracies greater than 80%. However, starting from a dataset that is not
entirely balanced,we focused our comparison on precision, recall, and, consequently,
F1-score.

The CNN and RF models reached the highest precision values. Looking at the
respective confusion matrices, we see that, indeed, they are the models with the least
number of false positives. These results imply that virtually all sounds predicted as
coughing by the CNN and RF models are actually coughing. Thus, if the application
objective of this system is to filter the cough data from other sounds and then perform
a cough sound analysis, the CNN and RF models are the most suitable for this task
[27].

On the other hand, the HMMmodel is the model that achieved the highest recall.
By observing the confusion of the HMM model, we verify that it is the model with
the fewest false negatives. This result implies that most of the sounds predicted by the
HMMmodel as not-cough are actually not cough. Thus, if the objective of applying
the system is to filter to differentiate cough sounds from other environmental sounds
and at the same time lose the least possible number of cough sounds, the HMM
model is optimal to perform the classification [27].

The VC model achieved high precision results and recall values similar to CNN.
Furthermore, VC is the model that achieved the highest F1-score value. That is, it is
the model that had the best balance between precision and recall. Thus, VC could
be the optimal model to effectively filter cough sounds from other ambient noises,
with a relatively small number of false positives and false negatives. Likewise, the
performancemetrics shown in Table 5 are similar and even higher than those obtained
in other works as the one carried out by [3, 9–11].

Among the reasons we obtained these encouraging results, we found that the
data processing and the extraction of characteristics through the MFCC allow us to
approximate the task of recognition of cough visually, which has been stated as an
optimal approach for this classification task [21, 22]. In addition, we can get rid of
non-informative traits such as silent fragments. Also, the ensemble learning approach
makes it possible to compensate for the weaknesses of some of the models with the
strengths of others, resulting in a much more robust and reliable model [16].
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5 Conclusions

In the present work, we assembled a hard voting classifiermodel with a convolutional
neural network, a random forest, and a classifier based on hidden Markov models to
differentiate cough sounds fromother environmental sound events from the extraction
of characters from the MFCC. The results obtained experimentally show that the
joint learning approach allows us to solve the weaknesses of some models with the
strengths of others. We brought a robust model, with high qualification precision, as
well as high precision and recovery.

Among the limitations underlying this work, we find the insufficient number of
recordings of cough sounds compared to other environmental sounds. To solve this
problem, we apply data augmentation; however, there are additional data balancing
techniques that we could use, such as oversampling.

On the other hand, future work could develop new models assembled with more
complex algorithms that implement deep learning or transfer learning. In this way,
cough detection systems are designed in this way that can be applied as the first stage
in a field of growing interest, given the current situation arising from the COVID-19
pandemic.
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Advantages and Benefits of Big Data
in Business Communication

Mario Román Rivera and Karina Valarezo González

Abstract Big data integrates and evaluates large amounts of data collected by a
company, which when crossed, allow obtaining indicators that contribute to visualize
and improve organizational management in the internal and external environment of
a business. The area of communication, marketing and advertising knowledge has
been widely benefited by the use and exploitation of data, makes it possible to make
intelligent decisions when proposing strategies that are better targeted and adapted
to a specific target audience and to objectives specific to the organization, among
others, to attract and/or retain consumers or customers; and, evaluate trends and new
business opportunities—innovation—to ensure the sustainability of the business.
Working under a data mining approach brings additional value and is that the actions
implemented can be evaluated in real time or very quickly to improve their effec-
tiveness. The main objective of the study is to demonstrate the criteria according to
the experience of those responsible for communication and marketing of companies
in Ecuador according to the ranking of the magazine Ekos Business 2019 and the
opinion of experts in big data and communication, on the advantages and benefits
of big data in the management of the strategic communication of organizations. The
results show that, in Ecuador, the use of big data is being adopted for the development
of better business and strategic communication strategies.
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1 Contextualization

1.1 Big Data, Definitions and Applicability in Strategic
Communication 360

Since themassive use of the Internet, organizations have been forced to transform the
way information is stored and analyzed, “organizations have reached a point where
they don’t know how much data they will generate and how to process it properly”
[1].

Big data, as its name implies, the management of a large amount of data, macro
data, structured or not, so large/voluminous and complex that are difficult or impos-
sible to process with traditional methods, is information that we may have or collect
as individuals or organizations.

The term Big Data not only refers to the volume of data, but to the technologies associated
with the capture, administration and visibility of these; and not only the volume but the
variety of these and the speed of access and processing are taken into account. [2, p. 312).

This data mining cannot be processed through common programs with basic
computer skills, but requires professionals or specialized human talent, special
software and machines with a large memory and processor capacity.

The large amounts of information currently generated are presented in “different
levels of complexity, which cannot be processed by commercial tools or common
technologies that can be applied to a traditional database” [3].

The attributes of big data according to Martínez-Martínez and Lara-Navarra [4].
They are (volume, speed, variety, value) established as an important axis of attention
for the study, processing and processing of the data collected through emails, videos,
documents, text messages, labels, social media among others.

Meanwhile, Revuelta [2] adds three more V’s to the concept of data:

• Feasibility: entities must be realistic in the technical and human needs necessary
to provide effective use of data, establishing customized resources in each project.

• Data visualization: it is essential to use visualization tools to be able to reach an
understanding of the data.

• Data value: Data should be transformed into information that is useful for an
entity’s decision-making. The processing of this data must therefore be properly
directed [2, p. 313]

Big data has become the basis for companies, among other things, it offers compa-
nies to know the behavior, concerns, the profile of their audience, their geolocation,
etc., information that is often unknown in the company; that is, it is a reference of
what the company should know and do with the large amount of data that it generates
itself. The data can be analyzed in such a way that the company identifies not only
the problems, but also the possible solutions for these and of course their strengths
to take even greater advantage of them. Every day, companies are faced with public
valuation, demanding better results in terms of product/service quality, care of the
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environment and contribution to the environment in which they operate; therefore,
having information can make the difference between one organization and another.

The receiver today not only listens to what the brand tells him, he has become
a propositional and demanding actor at the same time, “To be a recognized and
preferred brand by the consumer it is necessary to differentiate and be in the top of
mind and also be the first option considering that the brain has the capacity to store
only 7 brands” [5, p. 17]. A number of techniques and methods have now emerged
that have changed the management of strategic communication in all areas in order
to offer new alternatives that convert the proposals of the most interesting brands and
organizations (Table 1).

In short, we can analyze how communication has evolved, combining even with
other branches of technical and analytical nature, In addition, it leaves the door open
for us to know what we can expect for the future of one of the most multi-functional
branches of the social sciences.

1.2 Impact of Big Data on Communication 360

Data analysis and management is not something new in the management of 360
communication where they are included: public relations, advertising and marketing
in organizations. The traditional models of strategic communication are formed by
different phases of analysis and constant evaluation that have implicit the analysis of
data. However, due to the steady growth of new technologies, the need to implement
more flexible and cross-cutting planning and control processes in the research phases
to overcome traditional approaches is raised [7].

As companies increase their presence on the web and, especially, on social networks, it
is essential to know the possibilities offered by social analytics, including calculating the
successes and failures of organizations, detecting possible criticism, define positioning, etc.
[8, p. 125]

Just as communication evolves because of its new trends, business marketing
also converges in dynamic growth, it is vital to understand that “The evolu-
tion of marketing and communication is encompassed in three stages: marketing
and communication 1.0, marketing and communication 2.0 and marketing and
communication 3.0. The latter is also known as Social Marketing” [8, p. 124].

Thanks to the Internet,we are currently in the third IndustrialRevolution, and in the
first phase of the fourth, because it is based on the iconic invention of this (Internet)
“and is characterized by a fusion of different technologies (artificial intelligence,
robotics, machine learning…) that blurs the line that hitherto separated the spheres
of the physical, the digital and the biological” [8, p. 117].

Human beings create more and more information every day, all this information comes from
different places: social networks, Smartphones, Smart Cities, companies, so-called M2M
communications (machine to machine), digital sensors whether electrical or temperature
measurement, seismic, it is estimated that there are more than 30 million interconnected
sensors in different sectors and this number is expected to grow annually by 30% [9: 13].
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Table 1 New trends in communication

Communication 360° Based on the combined use of all possible
tools and methods to communicate with the
target audience

Online advertising and Web presence Stands out for the formats for advertising

Internet as a means of communication Intervening channels, platforms or digital
media

Viral communication and buzz marketing They rely on “mouth-ear” communication by
taking advantage of rumors that spread
quickly and exponentially

Communication techniques on mobile devices It refers to issues related to mobile networks:
Webs, mobile advertising formats and other
messaging formats (SMS-WhatsApp)
subscription services and advertising formats

New trends in internal communication Refers to communication processes and
mechanisms within organizations

Content communication and marketing Refers to the characteristics and elements that
make up content marketing

Advergaming as an advertising tool It consists of including a brand or product in a
very particular medium: a video game

Communication integrated in the environment:
street marketing and ambient marketing

They stand out because they open the doors to
new prospects for advertisers and consumers

Management of experiential and sensory
communication

Focuses on creating experiences and using the
senses

Neuromarketing and communication One of the currents that has raised the most
expectations in understanding the internal
mechanisms of the consumer

Tryvertising and advertorials It is based on advertising by testing the
product and combining advertising and
publishing

Big data and communication It is based on the analysis of the large amount
of data available today especially generated
by the activity of individuals on the Internet
for decision-making

Note Adapted from Pintado and Sánchez [6]. New trends in strategic communication

In this sense, the use and application of big data open the doors to a great oppor-
tunity in strategic communication for the potential and opportunities it offers when
making decisions and anticipating new possible changes in the market or public
needs “to create better objectives, more strategic positioning and target audiences,
and to discover more opportunities to quantify and improve the contribution of public
relations to business success” [10, p. 15].

Big data allows the communication and marketing teams of organizations, the
real-time analysis of large amounts of information and thanks to them to anticipate
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the creation of new services and/products; but it also poses challenges and opportu-
nities; for example, how to address data, its importance in decision-making and how
it affects business transformation, new skills and roles, data monetization, organi-
zational changes and new business models. These predictions are useful for making
strategic decisions in the organizational structure.

Today, companies present a high demand for technologies to solve many of their
problems or business situations. The transversality and interaction between commu-
nication and marketing departments is becoming a necessity in order to stay at a
competitive level in a rapidly changing environment [11, 12]. Thus, big data is begin-
ning to be considered as an option to obtain insights about the public or the context
in which the company develops.

As a relatively new trend, it is important to know the current state of use of big
data in Ecuador to be able to create an academic background that allows generating
a contribution to the line of research related to the use of big data in Ecuadorian
companies and its incidence in departments as in the communication and its strategic
management.

2 Methodology

Within a research work, it is important to manage criteria such as objectivity and
systematicity that, according to Maya [13], are bases of a scientific thought that
contribute to the development of a research work “to understand the research process
and the results thereof”. Maya [13, p. 14], taking into account the analysis of studies
carried out without neglecting new observations, discoveries and methodologies are
applied.

For the development of this work, a mixed methodology was used; the quan-
titative one, based on probabilistic induction and representation of data through
numbers and percentages, is objective, confirmatory, oriented to obtaining solid
results through reproducible processes [14]; and the qualitative one, which can be
defined as “research that produces descriptive data: people’s own words, spoken or
written, and observable behavior” [15: p. 7].

As information collection tools, an online survey was used which consists of
a structured questionnaire or set of closed questions or multiple choice, allowing
to obtain information on a specific topic, in a population from a sample [16]. For
the application of this survey, a convenience sampling was taken as a reference for
44 companies in the business ranking of the magazine Ekos 2019 [17], of which
14 agreed to participate by completing the questionnaire of 35 questions aimed
at learning about three important aspects: big data in the management of strategic
communication, importance and benefits of big data in communication.

In addition, a structured interview was applied, which allows obtaining percep-
tions from experience [18]; for the present study, a questionnaire of 22 questions was
applied to experts in strategic communication and big data applied to communica-
tion, whose names are described in Table 3, in order to collect data complementary
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to the online survey and thus to carry out a systematic comparison and analysis. This
interview was intended to know from the academic point of view and the experience,
the competitive advantages of big data in communication management.

The techniques implemented, the information collected and the analysis of it,
made it possible to achieve the objective that the study set out: to analyze the criteria of
those responsible for communication andmarketing, of the best ranking companies in
Ecuador and of experts in strategic communication on the development, application,
advantages and benefits of big data, objective that was dismissed from the following
question: Does the application of big data in the communication management of
communication strategies and brand positioning of companies with better ranking in
Ecuador generate advantages and benefits to the organization?.

3 Results

In order to improve the organization and understanding of the results obtained, they
have been divided into two sections (Table 2):

3.1 Business Environment and Professionalization

Business Area of the Company and Professionalization of Respondents
The sector with the greatest participation of professionals who completed the survey
is linked to the banking sector (21.43%), followed by the marketing of products
either of primary need or related, which is strongly related to that of food (both have
14.29%) (Figs. 1 and 2).

With regard to specialization, it is important to note that the majority of respon-
dents have studies related to strategic (28.57%) and organizational communica-
tion (21.43%), with a training in communication sciences, digital communication
or marketing (14.29%) and finally professionals with studies in big data analytics
(7.14).

It is also important to note that in the area of professionalization, 50% of those
surveyed completed their third level studies in the field of communication sciences,
35.71% inmarketing or journalism (14.29%). In addition, themajority of participants

Table 2 Classification of results

Business environment and professionalization Use and importance of big data in
communication management

The area of business in which communication
professionals work is completed and the degree
of specialization according to their professional
training

The contribution, advantages and benefits of
big data in the communicational structure of
the organization for decision-making are
analyzed
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Table 3 Advantages of big data in communication management, according to the criteria of
communication experts

Experts Concepts

Ph.D. Carlos Toural It allows to know more and better each and every one of the
contexts, agents and processes that operate in the strategic
communication

Ph.D. José Miguel Túñez It allows everything. It allows the public to be loyal

Ph.D. María Dolores Brito The digital use of users can be accurately and accurately
measured

Ph.D. Gustavo Cusot It allows us to understand how I make decisions and how I
adjust the strategic plan that I am implementing

Ph.D. Martha Lucía Buenaventura Big data allows to have governance. It generates fewer
errors, maintaining the privacy and security of the
organization

Ph.D. Susana Cadena It no longer gives us a competitive theme; it gives us a
survival theme

Ph.D. Albertina Navas Makes it possible to stop being operational and move to an
analytical level to make decisions based on those data

Ph.D. Marcelo Santos Speed. Accuracy

Ph.D. Carlos Arcila Real-time access to public perception or audiences that help
improve organizations’ communication strategies

Ph.D. Alejandro Álvarez Enables organizations to be more resilient to constant
change

Marketing of basic necessities

Banking services

Automotive

Internet and telephone

Food

Massive Consumption

Clothes

Appliances

Building

Health

Sports Products

Education

Another

0.00% 5.00% 10.00% 15.00% 20.00% 25.00% 30.00%

Fig. 1 Business area of the company
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14.29% 14.29%

28.57%

21.43%

0.00%

14.29%

0.00%

7.14%

0.00% 0.00% 0.00%

Fig. 2 Communication officer’s area of professional specialization

(71.43%) have a fourth level specialization and the remaining percentage (28.57%)
only third level studies.

On the other hand, it is also noted that according to the database collected for the
implementation of the online survey it was evident thatmost of the people responsible
for communication management in companies are male, Data that, at the time of the
implementation of the survey was ratified with a participation of 57.14%, compared
to 42.86% of female professionals.

3.2 Use and Importance of Big Data in Communication
Management

Contribution, Benefits and Advantages
According to communication and marketing professionals consider that Big Data
has an incidence (75%) when creating and executing communication strategies. It is
important to have an acceptable understanding of this type of strategy, especially if
the organisation in which it will be applied on a daily basis tends to generate large
amounts of information such as banks or other companies, therefore, according to
the study, 50% of those responsible for communication are very familiar with the use
of Big Data or are completely familiar with its application (14.29%) and also use it
in their institution, However, it is still striking the fact that there are still companies
(35.71%) that their knowledge about the use of this trend is low, since they are
somewhat familiar and therefore do not apply it in their organization (Figs. 3 and 4).
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0 % 25 % 50 % 75 % 100 %

Fig. 3 Contribution of Big Data to the company’s communication and marketing strategy

0.00%

21.43%

57.14%

21.43%

Inner External Both Another

Fig. 4 Big Data in communication strategies

Regarding the applicability of big data in communication management, profes-
sionals (57.14%) point out that it is applied both in internal and external communi-
cation actions, unlike another sector (21.43%) who points out that it applies only to
external management and others state that in none.

From the responses of the experts interviewed, the most significant advantages,
benefits and contributions that can be obtained with the application of big data in
communication were collected, as opposed to conventional strategies (Fig. 5; Table
3).

Regarding the most important benefits of big data in the communication manage-
ment of companies in Ecuador, it is noted that the main ones are evaluate trends,
geolocate consumers and improve sales (71%), added to new business opportunities
(57%) and attracting new consumers and followers on social networks (50%).

Data-based communication is a competitive advantage, according to Cadena
(2021), “it is no longer a matter of being better than the other, it is a matter of
whether I want to survive with my company or not, that easy. […] the pandemic
has not given us time to react, for example, many companies have gone bankrupt
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71.43%

50.00%

71.43%

71.43%

50.00%

35.71%

57.14%

35.71%

42.86%

28.57%

50.00%

IMPROVE SALES

ATTRACT NEW CONSUMERS

GEOLOCATE CONSUMERS AND POTENTIAL CONSUMERS

EVALUATE TRENDS

INCREASE FOLLOWERS ON SOCIAL NETWORKS

SHARPEN AND BETTER UNDERSTAND POTENTIAL 
CONSUMERS AND CUSTOMERS TO EMPATHIZE WITH THEM

IDENTIFY NEW BUSINESS OPPORTUNITIES

MAKE DECISIONS IN REAL TIME

LOYALTY TO CONSUMERS/CUSTOMERS

RISK EVALUATION

ALLOWS THE COMPANY TO KNOW WHAT DECISIONS THE 
USER OR CUSTOMER MAKES

Fig. 5 Benefits of big data in communication management

because they do not risk the digital issue and communication is one of the crucial
elements”. Analyzing the responses of Túñez, Taural and Cadena, it is highlighted
that the analysis of the data allows to know something in a deeper way and allows to
make better decisions within the strategic communication. A strategy can be creative,
but if it is based on weak research, it can risk its effectiveness.

3.3 Indicators and/or Variables to Be Taken into Account
for the Construction of the Communication Strategy

The indicators are born based on the objectives set; Below are those that, in the
opinion of (Cadena, Toural, Brito, Cusot, Arcila and Santos, online interview, March
2021) should be considered from the design of the strategy to achieve the expected
impact.

(Fig. 6).
The survey also consulted on the receptivity of users to the content produced

based on the contributions provided by big data. Forty-two percent mentioned that
their followers showed very good acceptance and 35% indicated that the receptivity
was excellent and 21% stated that it was good, of which it can be established that
big data gives 98 percent reliability over conventional strategies.

¿When to Apply Big Data?
Finally we close by analyzing when it is pertinent to apply big data and when it is
not; we will begin by analyzing the when not by the hand of Marcelo Santos, who
watches over the integrity of users since “to the extent that one identifies that one can



Advantages and Benefits of Big Data in Business Communication 289

Fig. 6 Indicators for building communication strategies based on big data. Note Enumeration of
indicators does not define level of importance

harm some person or group of people with the information and that, when exposing
certain data I will end up affecting it, in that scenario should not apply” (Santos 2021)
complementingwhat expressed by Túñez (2021) should not be applied, “when it does
not contribute, when they are very small elements”.

And when yes, “when there are organizations that have a great impact on the
lives of many people, And when I do not have time or access to other types of data”
everything will depend according to Cadena (2021) “depending on the impact and
the results you want to achieve” and also “depending on the type of data, variety and
volume, if you have variety and volume is vital”.

For Arcila (2021), Big Data must be applied when the information I require from
the data cannot be obtained by a manual process. “If a human can manually access
the information you need about the data, do not use big data. What human beings
cannot do manually has to be done by big data”. This depends on the volume and
complexity of the data to be analyzed.

For its part Buenaventura (2021) according to its experience should always be
applied (big data), “data has been key, data is the basis to develop communication
strategies”. And that has to say of Brito (2021), much will depend on the steps that
are indispensable, according to the campaign that wants to publish”. This is not
mathematical, it has certain indicators, but these quantitative indicators need to be
complemented with the qualitative.
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4 Discussion and Conclusions

It is interesting to know that the largest number of communication directors of the
companies surveyed (21.43%) belongs to the banking and finance sector; however,
it would come as no surprise that their communication managers are linked to the
world of data analysis, as their organizations record and analyses a large amount
of data on a daily basis. This action is called big transaction data which “includes
data frommass transactions of call centers, banking, finance, customer service, etc.,”
[19: 436]. That to the post will be used for the creation in strategies that allow to
strengthen the loyalty of its clients internally and externally, generating a competitive
advantage in the market before other business sectors.

Big data and communication are related; the impact they have on the creation
of strategies and action plans according to companies is 75%. This technology is
frequently used to maintain or create brand value, launch products effectively and
optimize audience and channel segmentation to create deeper customer relationships
[20]. To achieve these actions to give the expected result, it is necessary to have an
acceptable knowledge in this field; therefore, it is not by chance that the companies
with better ranking in Ecuador, have professionals graduated in the field of strategic
communication, digital, corporate, organizational, business, marketing and big data
analytics because their knowledge and skills on this type of trends allow them to
propose better strategies and generate greater confidence in the organization when
interpreting, manage and make visible the data obtained.

Regarding the advantages that big data can provide the communication strategy,
two aspects should be borne in mind that the communication experts surveyed point
out; the first, that the mere fact of applying data in communication already generates
a great advantage over the rest; and, secondly, it is no longer about being better than
the rest, in many cases, it is a matter of survival, at the moment “only the big compa-
nies are the ones who see the advantages, and some already apply with remarkable
success” [21, p. 8]. It is vital that organizations commit to the implementation of
these concepts in order to maximize their potential both for faster decision-making
and for the implementation of new high-impact strategies.

Organizations in Ecuador are using big data to evaluate trends, improve sales,
geolocate consumers, among their main options, which allows them to identify new
opportunities to generate business. These indicators have begun to generate posi-
tive changes in the management of communication and/or business marketing, since
the content for the Web produced based on the contributions of big data has a 42%
acceptance and loyalty of users, providing 98% reliability over conventional strate-
gies. Inbound marketing, for example, focuses on user loyalty through the sending
of personalized messages, not only according to its ranking as a stakeholder, but
according to the level of relationship it has with the company, with the ultimate
purpose of loyalty and achieving a purchase [22].

It must be clear that big data is not a magic solution to the communication of the
company; it is a tool that should complement and improve the actions, results and
objectives of the organization. It is necessary to evaluate when it is useful to apply
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it. Within the communication, big data contributes to the development of strategies.
It is important to highlight this because the data does not redefine a topic by itself,
its interpretation and its comparison with other aspects (environment, internal and
external aspects, etc.), are what determine its success.

Data analysis is beneficial to the company, they are part of what is called business
intelligence, and that is, “make it possible to take advantage of the storage of large
volumes of data provided by management information systems to transform them
into value for the company by generating knowledge and making timely decisions
in real time” [23, p. 40]. In addition, according to experts bring with them economic
returns, competitive advantages, real-time decision-making, knowing and loyalty
potential customers and mainly allows to optimize the budget.

Finally, it is important to note that for the development of this research and appli-
cation of data collection instruments. There were several limitations related to the
measures of social isolation and telework caused by the COVID pandemic-19, which
made it difficult to approach the public objects of study.
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Estimating Customers’ Profitability:
Influence of RFM Attributes, Web
Metrics and Product Data

Sunčica Rogić , Ljiljana Kašćelan , and Vladimir Ðurišić

Abstract This paper presents a method for the evaluation of attribute significance
for the prediction of customer profitability. The proposed approach is based on the
support vector regression (SVR), compared to most previous studies, which were
based on a subjective managerial assessment. The analysis was conducted on two
datasets—one with a smaller and another with longer prediction horizon. Results
of this study point to Recency Frequency Monetary (RFM) variables as the partic-
ular attribute group significant for the profitability prediction, in comparison to the
customer response modeling, where customers’ web log data are proven to be domi-
nant factors in previous research. Additionally, out of the three purchasing behavior
variables, Monetary attribute showed superior influence in short-term profitability
prediction, while its significance is almost equated with Recency and Frequency
variables in the longer prediction horizon.

Keywords Customer profitability · RFM · Support vector regression ·Web metrics

1 Introduction

Direct marketing has gained in importance along with the rapid decline in commu-
nication costs. As a result of the low cost of Internet access, the opportunity has
opened up for companies to create a direct connection with thousands of consumers
in a way that was unthinkable with the use of intermediaries [1]. The further decline
in communication costs has also brought certain challenges for direct marketing,
taking into account the increasingly competitive environment and lack of customer
loyalty, as well as the competition for consumer attention by a growing number of
companies, which greatly impacts customer profitability.

Research highlights the importance of being able to identify specific customer
segments within general segments and define different marketing strategies based on
their patterns of behavior [2]. By gaining the knowledge of customer profitability,
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appropriate strategies can be created and marketing decision-making systems can
be improved. Customer profitability analysis provides important information and
metrics that are crucial for the allocation of marketing resources, both to individual
consumers and to defined segments. Given that modern consumers are extremely
demanding and tech savvy, companies have a need to create customized offers, as
well as personalized “one-on-one” strategies.

In this paper, customer profitability will be assessed based on Recency Frequency
Monetary (RFM) method. Results of RFM analysis can help group customers into
segments based on profitability, which can then be further analyzed for future
marketing activities. The aim is to present an approach of predicting customer prof-
itability, based on Support Vector Regression (SVR), as well as testing the signifi-
cance of RFM attributes for this prediction, in comparison to web metrics, customer
data and product description data. The significance of RFM attributes is assessed in
terms of their influence on the SVR performance, compared to previous research,
where the importance for RFM attributes was based on a subjective judgment. The
paper also suggests a procedure for assessing the significance of these attributes on a
specific customer basis because it can vary significantly depending on the industry.

This paper is organized as follows: the second section provides a summary of
relevant literature for the customer profitability prediction based on RFM method.
Third section presents the used methods and data for the empirical testing of the
model, while the results of the applied model are described and discussed in section
four. Finally, the conclusions and recommendations for future research are given in
section five.

2 Literature Review

RFM method [3] is one of the most used methods for customer value analysis.
Additionally, this method is often used in direct marketing, due to its simplicity,
as well as in customer purchases analysis in general. Recency represents the time
since last purchase, Frequency is the number of purchases made by the customer and
Monetary is a total value of purchases in the observed period. Hughes [3] approached
the analysis by giving all three variables equal importance, which followed in [4].
However, a number of authors state that the importance of RFM variables should
be assessed individually, which would result in attaching unequal weights to each
one [5, 6]. The process of determining the weights of each variable ranges from
a simple managerial judgment to its combination with analytic hierarchy process
(AHP) method [7–9]. The weights give different importance to each of the RFM
variables, meaning that they do not have the same influence on customer value. The
RFM method has previously been used in customer value and profitability analysis
in [10–14].

Liu and Shih [7] applied the AHP method to obtain the weights of RFM variables
for customer lifetime value analysis by using the judgment from three groups of eval-
uators: administrative and business managers, marketing consultants and customers.
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Based on their assessment, the relative weights of RFM variables were 0.731, 0.188
and 0.081, respectively, with Recency as the most important variable. A group of
decision makers also determined the importance of each of the RFM variables for
customer value categorization in [9]: manager, supervisor and administrative worker,
whichwas an input forAHPmethod to determine theweights: 0.058, 0.546 and0.395,
respectively. In this case, Frequency obtained the highest weight. In [13], also, AHP,
based on the view from an expert in the sales department, determined the highest
valueweight for the Frequency variable: 0.637, followed byMonetarywith 0.258 and
finally, Recency with 0.105. These weights were later used to calculate the customer
lifetime value in order to later create different marketing strategies for each defined
segment. Similarly, an expert group evaluated the weights of RFM variables in [15],
where weights were set to: 0.17, 0.47 and 0.35, respectively, as well as in [16]: 0.3,
0.6 and 0.1, which was completely judgment-based and, in both cases, Frequency
was determined to be of highest importance. This information was used to calculate
RFM attributes and identify high-value and mass customers and provide insight into
their preferences and patterns. Table 1 presents the RFM weights obtained in the
previous studies.

In this paper, the influence of RFM attributes, as a group, as well as individu-
ally, will be assessed in predicting the customer profitability using SVR. Besides
RFM attributes, depending on the availability of different data categories, product
description variables, Web metrics and customer data will also be analyzed in terms
of affecting the accuracy of customer profitability prediction. This approach does
not rely on the judgment and potentially subjective estimations of different vari-
ables, but objectively shows, by assessing the model performance, which variables
are dominant in predicting customer profitability.

Table 1 RFM weights
obtained in previous research

Author(s) Recency
weight

Frequency
weight

Monetary
weight

Liu and Shih
[7]

0.731 0.188 0.081

Monalisa et al.
[9]

0.058 0.546 0.395

Khajvand et al.
[13]

0.105 0.637 0.258

Safari et al.
[15]

0.17 0.47 0.35

Chen and
Wang [17]

0.3 0.6 0.1



296 S. Rogić et al.

3 Data and Methodology

3.1 Data

Two datasets were used for the empirical testing of the proposed approach. The first
dataset is obtained from sports retailer e-commerce. This dataset is a result ofmerging
several databases: company’s own customer and product description database, aswell
as data from Google Analytics and Facebook Business Manager. The dataset shows
the purchases of sporting goods in the period from October 2018 until January 2019
that were completed directly through targeted social media advertisements. Namely,
the only traffic source in this database is the one referred from the sponsored posts
on social media. Therefore, the analyzed dataset shows precisely those customers
that have completed a transaction by clicking on the targeted (sponsored) Facebook
or Instagram post. In the observed period, there were six direct marketing campaigns
placed on social media by the company.

The final dataset was preprocessed and transformed into an appropriate form for
a customer profitability prediction and split into training and test datasets of approx-
imately the same size. The training set contains the history of Web and shopping
behavior of 130 respondents (customers) from campaigns C1 to C4 and an indicator
of their profitability was the value of all transactions ending with Campaign 5. The
test set contains the history of web and shopping behavior of 158 respondents from
campaigns C1 to C5 and the profitability indicator was the value of all transactions
from the beginning of observed period, ending with Campaign 6. Hence, the lifetime
profitability is being predicted, while the prediction horizon is the next campaign.

This dataset contains web log data, customer data, product data and purchasing
behavior data (RFM). Customer data contains region and gender. Web metrics
include: average number of sessions, average session duration, average bounce rate,
number of sessions from the Central, Southern and Northern region, number of
sessions using desktop, tablet andmobile devices, number of sessions usingAndroid,
iOS and Windows operating systems. Product data contains: number of purchased
products in each product and brand category. RFM attributes include: Recency
obtained by splitting the dataset into five equal parts from least tomost recent transac-
tions, Recency obtained by assigning numbers from 2 to 5 based on the last campaign
the customer ordered in, number of campaigns with orders, total number of orders in
all campaigns, number of orders in the last campaign, the average transaction amount
in all campaigns, average amount of transactions in the last campaign and a total sum
of realized transactions (dependent variable).

The second dataset used for model validation is the Direct Marketing Educational
Foundation 3 (DMEF3) dataset, which presents catalog sales for a 12-year period.
Following the procedure of data preprocessing given in [18], the present moment
has been defined as August 1, 1990, and also, Winzorisation (1%) and the square
root transformation to all amount and count variables were applied. The customer
sample before this date was 41,669, which determined the base and target periods of
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six years. In the last data preparation step, the sample was divided into training and
test datasets of approximately the same size.

This dataset contains the following customer attributes: customer ID, day and
year of entry in the database, time on file; RFM attributes: number of months since
last order, sales amounts and number of orders by product classes in the base period,
total number of orders and sales amount in the base period, whether there were
orders during each observed year, whether the customer ordered in two or 3 years in
a row, number of years with orders, dummy recency variables formed based on the
number of months since the last order and recency quantiles 1–20; as well as lifetime
attribute: lifetime sales (dependent variable). The prediction horizon in this dataset
is six years.

Even though this approach in customer profitability prediction is tested on two
direct marketing datasets, it can be applied in different other industries, with different
available attributes.

3.2 Methods

Themain challenge in predicting customer profitability is asymmetry since the distri-
bution of profitability across customers is usually skewed. This problem occurs
because the number of highly profitable customers is usually significantly lower
compared to other, less profitable groups. In traditional regression models [6–9],
the focus is on the average customer, while customer heterogeneity is usually not
taken into account. In this way, not sufficiently precise distinctions are made between
valuable and less valuable customers.

In line with the stated shortcoming of standard regressionmethods, some previous
research [10, 11] has shown that these methods can hardly successfully cope with
asymmetric distribution and give accurate predictions, especially for a group of
very highly profitable customers. This issue is highlighted even more if customer
segmentation or clustering has not been performed previously.

To estimate customer profitability, SVR method [19] was used. SVR considers
data to be vectors in n-dimensional space (input space) and in case the relationship
between the regressor and the dependent variable is nonlinear, the vectors aremapped
to a feature space. In the feature space, it is possible to find a hyperplane that can
linearly model this connection. SVR method has two aims: first, to minimize the
error in the evaluation of the dependent variable, and second, to make the model in
the larger dimension as flat as possible in order to increase its prediction accuracy
on an unknown dataset.

Since the profitability distribution of customers is usually skewed, the accuracy
of predictions decreases as the value of customer profitability increases. When the
sample heterogeneity is present due to outliers, data mining methods tend to overes-
timate predicted amounts. In some previous research, such customers with extreme
profitability values (outliers) were removed [20–22] in order to improve the predic-
tion accuracy. However, data on such customers contains significant information for
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the highly profitable customer segment, which is of great importance for decision
makers. In this regard, SVR method will be used in order to overcome the problem
of asymmetric variable distribution, as it was shown in some previous research [23].
Additionally, SVR works well with smaller sample sizes [24] and in this research, it
will be tested on both small and large dataset.

The methodological procedure consists of the following steps:

1. Database preparation—data preprocessing, calculation of RFM attributes and
normalization (range 0–1)

2. Training the SVR model for predicting the customer profitability. This step
includes finding the optimal parameters for the SVR model (C, G and ε), using
the fivefold cross-validation and grid-search technique.

3. After the selection of the optimal parameters, the model was generated using
the obtained parameter values and applied on the unseen data (test set).

4. The previous step was repeated by excluding the variable groups individually
in order to assess their impact on the prediction accuracy, i.e., the importance
of excluded attributes for the profitability prediction.

The same approach was applied for both datasets. The proposed predictive
procedure was implemented using RapidMiner.

4 Results and Discussion

This section will provide an overview of obtained results and discussion of the
proposed approach findings.

In Table 2, results on both datasets are presented. For each dataset, support vector
regression was applied on all attributes, as well as on a selection of attributes, by
excluding certain attributes or attribute groups. In this way, the influence on the
model performance will be tested for web attributes (if applicable), RFM attributes
as a group, as well as individually, product attributes and customer attributes.

By looking at the results for a sport retailer dataset, it can be seen that the model
obtained a relative error (RE) of 9.19% on all data, with squared correlation (R2)
of 0.899, which indicated an overall good model performance. Taking into account
the excluded attribute groups, it can be seen that the worst model performance was
achieved when RFM attributes as a group were left out, which increased the RE to
29.46% and lowered the R2 to 0.709. Another significant change in model perfor-
mance occurred with Monetary variable being left out—RE grew to 31.72% and R2

was reduced to 0.737. On the other hand, excluding web attributes and customer data
has just slightly impacted the model performance with RE of 9.45 and 9.63%, and
R2 of 0.851 and 0.859, respectively. Finally, product description data being left out
resulted in an improved RE of 8.29% and a lower R2 of 0.791.

On the DMEF3 dataset, model testing on all data achieved a relative error of
25.25% and squared correlation of 0.473. The higher error level is expected due
to a much longer prediction horizon (six years). Authors in [18] used this dataset
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Fig. 1 Relative error (RE) values across tested models for both datasets

for profitability prediction using linear regression and achieved the misclassification
rate of 55% of the top 20% customers. Authors discussed whether it is possible to
accurately predict the profitability in such a long prediction horizon. However, the
aim of this study is to assess the prediction accuracy in relation to the attributes used.

Similar to the first dataset, the left out RFM variables lead to significant wors-
ening of the model performance with RE and R2 equal to 32.77% and 0.116, respec-
tively. However, customer data had more impact here, as the model reached second
worst performance levels (RE = 27.18% and R2 = 0.399). Slight changes occurred
by leaving out product description data, as well as RFM variables individually.
The largest impact is obtained by leaving out the Monetary variable, followed by
Frequency andRecency, respectively. However, the differences are smaller compared
to the first dataset, due to a longer prediction horizon. Relative error and squared
correlation values obtained in all tested models are presented in Figs. 1 and 2.

Overall, the results show that adequate prediction can be made using RFM
attributes, if that is all that is available to a company. RFM attributes contain signif-
icant information about customers’ purchasing history and in both tested datasets,
these variables proved to be the most significant predictor of customer profitability.
This is in line with results from previous research, which highlights the importance
of RFM attributes for customer value estimation and profitability prediction [25, 26].

By analyzing these attributes individually, they would be ranked in the following
order: M, F and R. In the case of both datasets, Monetary variable determines the
customer profitability the most. This is not in line with most previous research
surveyed in literature review section. In [9, 13, 15], Monetary variable was second in
rank of importance, while in [7, 16], it was the least important of the three. However,
the fuzzy-AHP technique in [27] reached the same order of importance of RFM
variables, as in this study. Hence, the importance of RFM variables as a group is
undoubtable; however, their individual impact on customer profitability should be
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Fig. 2 Squared correlation (SC) values across tested models for both datasets

explored in detail in each individual case, industry or sector, as mentioned in [28].
Even though our results suggest that monetary variable has themost significant effect
on the profitability prediction, with longer prediction horizon, its leading position
reduces and all three RFM attributes have a similar importance in that case. Hence,
the larger influence of the Monetary variable in the first dataset can be explained by a
shorter prediction horizon—if a customer had substantial transactions in the previous
campaigns, these amounts will be transferred to the following period’s sum of trans-
actions. On the other hand, if the casewas to predict for the longer term (several years,
for instance), the transaction amounts from the first part of the observed period would
not dictate the ultimate profitability in the long run.

When it comes to web metrics, this research did not prove their significance for
predicting customer value. In previous research, authors pointed out that web log data
represent predominant factors for customer segmentation, based on their history of
purchases [29]. Additionally, web metrics proved significant in customer response
modeling and predicting future purchases [30, 31]. Therefore, web log data and
metrics can be used in several other customer analyses, but in the case of prediction
profitability, this attribute group did not prove to be significant. In that sense, if
average session duration, for example, is used in customer response modeling, it
could be expected to affect this prediction—it can determine whether the transaction
will occur or not, but it is less likely that it will determine the transaction value itself.
Usually, when evaluating the significance of attributes, managers have in mind the
customer’s response and make judgments based on that. However, when it comes
to profitability prediction based on the transaction value, then it is more important
whether the customer spent a lot or a little in the past. Hence, our results suggest that
for the profitability prediction, in comparison to response modeling, focus should be
put on the RFM, and especially Monetary attribute in the short term.



302 S. Rogić et al.

Utilizing different categories of data can help in profiling and segmenting the
customers, predicting their profitability and creating personalized messages and
offers for their value maximization.

5 Conclusion

In this paper, the significance of RFM attributes for the prediction of customer prof-
itability was tested, in relation to web metrics, customer and product description
data. For the prediction of profitability, as a continuous variable, SVR approach was
implemented. This study uniquely uses several different data categories and sources
and potentially new performance prediction factors that prior research has rarely
investigated.

The results of this study point out that companies could rely on RFM attributes
exclusively to analyze and predict the profitability of their customers. However,
purchasing behavior data can be used in combination with other data categories, such
as web metrics or customer data, but this data type proved its value for customer
profitability prediction, which is also confirmed in previous literature. This study
highlighted the Monetary attribute for a short-term prediction of customer prof-
itability. In the case of sport retailer dataset, excluding the Monetary attribute led
to an increase of the relative error to the value of 31.72%, which was the highest
level of error compared to all other tested models. Additionally, the results point to
the decreasing significance of this attribute with the increasing prediction horizon.
In longer term predictions, all three RFM attributes manifested similar effect on the
prediction performance.When it comes to theMonetary attribute and its impact in the
DMEF3 dataset, the RE levels across all RFM attributes are similar (26.13%,26.45%
and 27.18%, respectively) which highlights the obtained conclusion.

From a marketing standpoint, presented results can be a foundation for customer
segmentation and target selection based on profitability, for future direct marketing
activities. As a recommendation for future research, a combination of customer
profitability prediction, and customer response modeling can be conducted to obtain
a full picture of most profitable customers as well as those with highest probability of
a response. Information from such research can be particularly useful in companies
dealing with marketing budget constraints.
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Toward Consumer Sustainable
Consumption: Examining Factors
Influencing Green Product Purchase
Intention

Marleen Prigita and Yeshika Alversia

Abstract The rapid growth of the industrial sector and population causes waste
problems in Indonesia. The government began implementing regulations to limit the
use of plastics. However, this effort needs support from both consumers and compa-
nies. Consumers are expected to adopt sustainable consumption in their daily life,
and companies are urged to involve environmental sustainability in their strategy.
Thus, green products appear as one of the possible solutions for reducing environ-
mental sustainability issues. This study aims to analyze factors that could influence
green product purchase intention for generation Y and generation Z in Indonesia.
Generation Y and generation Z were known for their concerns toward the environ-
ment, and they are potential current and future consumers. Therefore, it is essential to
understand their consumption behavior. This study is based on the theory of planned
behavior framework that was extended with additional variables, namely environ-
mental concern, environmental knowledge, willingness to pay premium, moral atti-
tude, and health consciousness. Data were collected by distributing questionnaires
to 349 respondents adopting purposive sampling approach. Data were analyzed
using structural equation modeling. The result reported that all variables, except
environmental concern, have positive influence on purchase intention.

Keywords Green product · Purchase intention · Sustainability

1 Introduction

To reduce environmental impact, the Indonesian government begins implementing
regulations which are consistent with sustainable development goals by the United
Nations. However, these efforts need support from both consumers and companies
by changing their consumption and production pattern.
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For consumers, the first step to protect the environment can be taken by imple-
menting sustainable consumption in their everyday life. Sustainable consumption
refers to products or services consumption that responds to meet basic necessities
and improve quality of life while reducing the use of natural resources and toxic
materials in order not to hinder future generation’s ability to fulfill their needs [1].

On the other hand, companies are urged to involve environmental sustainability in
their strategies [2] as an embodiment of the triple bottom line concept. Triple bottom
line is the basis of a sustainable strategy and will help companies achieve sustainable
competitive advantage.

Thus, green products appear as a possible solution for achieving sustainable
production and consumption, which will further reduce environmental sustainability
issues. Green products refer to products that can minimize environmental damage or
products that are designed using recycled materials [3].

Millennials (generationY ) are the largest working-age population groups that play
an essential role in Indonesia’s economy [4]. Millennials in Indonesia were having a
serious concern for the plastic waste problem and trying to adopt an environmentally
friendly lifestyle. They prefer brand and product campaigns that positively contribute
to the environment and surrounding communities [5].

Meanwhile, generation Z is a generation group that was born between 1995 and
2010. Thus, generation Z also contributes to the economy of Indonesia. Generation
Z is known to be sensitive and concerned about the environment [6].

In Indonesia, prior research had been conducted on green product purchase inten-
tion. However, there is still very limited research using generation Y and generation
Z respondents. As both generations are potential current and future consumers, their
standpoint represents the community [7]. Thus, it is necessary to understand their
consumption behavior.Moreover, no previous studies have developed theTPB frame-
work by adding variables: environmental concern, environmental knowledge, health
consciousness, moral attitude, and willingness to pay premium. In fact, these vari-
ables can influence consumer purchase intention. Thus, this study aims to understand
the factors and the determinants of green product purchase intention for generation
Y and generation Z in Indonesia.

2 Literature Review

2.1 Environmental Concern (EC)

Consumerswith a greater environmental concernwill tend to protect the environment
and are willing to alter their consumption patterns to reduce environmental impact
[8]. Thus, they tend to show a greater chance of buying green products [9].

H1: Environmental concern positively influences attitude toward buying green
product.

H2: Environmental concern positively influences purchase intention green
product.
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2.2 Environmental Knowledge (EK)

Environmental knowledge refers to knowledge of facts and concepts about the envi-
ronment [10]. Information about consumers’ environmental knowledge is useful for
evaluating green consumer behavior and developing strategies [11].

H3: Environmental knowledge positively influences attitude toward buying green
product.

H4: Environmental knowledge positively influences purchase intention green
product.

2.3 Theory of Planned Behavior

The theory of planned behavior has three variables: subjective norm, attitude, and
perceived behavioral control. Attitude (ATT) is a psychological emotion that is
diverted through consumer evaluation, and if positive, then behavioral intention
will tend to be more positive [12]. Subjective norm (SN) is a person’s belief that
is influenced by other people to perform certain behavior [13]. Under the influ-
ence of subjective norms, an individual can feel the social pressure to participate in
eco-friendly activities, such as buying green products to match their role model’s
expectations. Perceived behavioral control (PBC) is an easy or difficult feeling to do
a behavior and reflects past experience and anticipation of obstacles that are expected
to emerge [14].

H5: Attitude toward buying green product positively influences purchase intention
green product.

H6: Subjective norm positively influences purchase intention green product.
H7: Perceived behavioral control positively influences purchase intention green

product.

2.4 Willingness to Pay Premium (WTP)

Green products generally have a higher selling price than conventional products
because they require higher costs in the production process [15]. Therefore, the
premium price can be a barrier to green product consumption, especially for young
people with limited purchase abilities [16]. Willingness to pay premium means the
maximum price can be accepted by a consumer to pay for a product or service [17].

H8: Willingness to pay premium positively influences purchase intention green
product.
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2.5 Moral Attitude (MA)

To overcome the theory of planned behavior’s limitation of moral influence on
behavior, Arvola et al. introduced moral attitude, which is a moral norm that is
operationalized as positive self-enhancing feelings of doing the right thing, rather
than negative feelings of obligation or guilt [18].

H9: Moral attitude positively influences purchase intention green product.

2.6 Health Consciousness (HC)

Health consciousness indicates the degree to which a person participates in health-
related actions and therefore reflects health-oriented choices [19].

H10: Health consciousness positively influences attitude toward buying green
product.

H11: Health consciousness positively influences purchase intention green product.

2.7 Purchase Intention (PI)

Green purchase intention is defined as the extent to which a consumer is ready to
buy eco-friendly products which have a low impact on the environment [20]. Various
studies reported determinants of green purchase intention, e.g., eco-concerns [21],
knowledge [7], attitude [22].

The conceptual model was developed by combining three previous studies [21–
23], which all used the basic framework of theory of reasoned action (TRA) and
theory of planned behavior (TPB), then extended by adding new latent variables.
The proposed conceptual model has nine latent variables, as shown in Fig. 1.

3 Methodology

Based on the preliminary survey result, green products discussed in this study
were limited in the beauty and personal care category. The primary data were
collected from a survey by distributing the questionnaire. Respondents are required
to answer 44 questions in the questionnaire. Attitude toward buying green product
was measured on a six points semantic differential scale, while the remaining latent
variables were measured with six points Likert scale, where (1) denotes strong
disagreement and (6) denotes strong agreement.
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Fig. 1 Conceptual model

Data were further analyzed using structural equation modeling (SEM). The
minimum amount of sample needed in this study was five respondents per indi-
cator [24]. There were 349 respondents participated in this survey which was higher
than the recommended amount of 220 respondents (= 5 × 44 indicator). This study
adopted a purposive sampling technique for collecting respondents. Respondents of
this study were generation Z (17–25 years old) and generation Y (26–40 years old)
who live in the Greater Jakarta area.

4 Results and Discussion

4.1 Respondent’s Profile

Most participants were female (63.9%), aged between 26 and 30 years old (33.8%),
hold a bachelor’s degree (61.3%), worked as an employee (50.1%), and lived in
Jakarta (64.1%) with monthly expenditure between Rp 2,000,001 and Rp 4,000,000
(32.7%).
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4.2 Measurement Model Analysis

The t-value of indicators ranged from 15.89 to 22.04. Standardized factor loading
value ranged from 0.75 to 0.91. The t-value of all indicators≥1.65, and standardized
factor loading value ≥0.70, then the validity requirements were met.

Meanwhile, the construct reliability value of all variables ranged from 0.865
to 0.942. The variance extracted of all variables ranged from 0.631 to 0.766. The
construct reliability value was higher than 0.70, and the variance extracted value
was higher than 0.5 indicate that all latent variables were reliable. In conclusion, all
variables and indicators were valid and reliable to be used for further testing.

Next, the goodness of fit (GOF) of the measurement model was tested. GFI =
0.80 (marginal fit), while RMR= 0.046, RMSEA= 0.06, NNFI= 0.99, NFI= 0.98,
RFI = 0.98, IFI = 0.99, and CFI = 0.99 (good fit). Overall, the measurement model
was identified as good fit because the results obtained ten good fit and one marginal
fit.

4.3 Structural Model Analysis

In this stage, the GOF of the structural model was examined. GFI = 0.80 (marginal
fit), while RMR = 0.049, RMSEA = 0.06, NNFI = 0.99, NFI = 0.98, RFI = 0.98,
IFI = 0.99, and CFI = 0.99 (good fit). Overall, the structural model was identified
as good fit because it obtained ten good fit and one marginal fit result.

As shown in Table 1, of the eleven hypotheses proposed, ten hypotheses were
accepted (indicated a significant relationship) because the t-value was above 1.65.
Meanwhile, hypothesisH2 was rejected because the t-value= 1.08, whichwas below
1.65. All the standardized coefficients estimates (β-value) were positive indicate

Table 1 Hypothesis testing result

Path Estimate t-value Conclusion Previous research

H1: EC → ATT 0.61 11.02 Accepted [12, 23]

H2: EC → PI 0.05 1.08 Rejected [21]

H3: EK → ATT 0.20 3.48 Accepted [23, 25]

H4: EK → PI 0.12 2.62 Accepted [23, 26]

H5: ATT → PI 0.16 3.05 Accepted [23]

H6: SN → PI 0.12 2.49 Accepted [23]

H7: PBC → PI 0.17 2.68 Accepted [23]

H8: WTP → PI 0.19 4.24 Accepted [22]

H9: MA → PI 0.17 2.33 Accepted [21, 27]

H10: HC → ATT 0.21 3.77 Accepted [21, 28]

H11: HC → PI 0.14 2.76 Accepted [21]
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Fig. 2 Structural model

that the causal relationships formed were positive. The relationship between latent
variables can be seen in Fig. 2.

4.4 Discussion

As shown in Fig. 2, environmental concern significantly influenced attitude toward
buying green product and supported hypothesis 1. This indicates, the greater
someone’s concern for environmental issues, he will show an increasingly positive
attitude toward buying green product.

Environmental concern did not significantly influence on purchase intention
because the t-value = 1.08, which was smaller than the t-table of 1.65 at a 95%
confidence level. Thus, hypothesis 2 was rejected. A similar result was found in the
previous research [21]. The reasons consumers purchase organic products can be
grouped into two categories, namely egoistic reasons and altruistic reasons [29]. The
environmental concern motive is more altruistic because it prioritizes the interests
of the community rather than personal interests [30]. Most consumers are unwilling
to give up their personal interests in order to benefit the community [29]. Therefore,
in making green product decisions, egoistic motives are considered more important
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than altruistic motives such as environmental concern [30], and this can be one of the
causes of the insignificant relationship between environmental concern and purchase
intention.

Environmental knowledge significantly influenced attitude toward buying green
product and supported hypothesis 3. This indicates, the greater someone’s environ-
mental knowledge, hewill showan increasingly positive attitude toward buying green
product.

Environmental knowledge significantly influenced purchase intention and
supported hypothesis 4. This indicates, the greater someone’s environmental knowl-
edge, he will show a greater intention to purchase green product.

Attitude toward buying green product significantly influenced purchase intention
and supported hypothesis 5. This indicates, the more positive someone’s attitude
toward buying green product, he will show a greater intention to purchase green
product [31].

Subjective norm significantly influenced purchase intention and supported
hypothesis 6. This indicates, the greater the subjective norm, the greater the purchase
intention. In other words, the greater influence ofmeaningful people around someone
to buy green product, then he will tend to show a greater intention to purchase green
product.

Perceived behavioral control significantly influenced purchase intention and
supported hypothesis 7. This indicates, the more a person is able to control factors
that can complicate his behavior of buying green products, he will show greater
intention to purchase green product.

Willingness to pay premium significantly influenced purchase intention and
supported hypothesis 8. This indicates, the higher the willingness to pay premium,
the higher the intention to buy green product. That is, it requires willingness to pay
premium for generation Y and generation Z to buy green product.

Moral attitude significantly influenced purchase intention and supported hypoth-
esis 9. This indicates someone with a greater moral attitude will have more intention
to purchase green product.

Health consciousness significantly influenced attitude toward buying green
product and supported hypothesis 10. This indicates someone with a higher health
consciousness tends to show a more positive attitude toward buying green product.

Health consciousness significantly influenced purchase intention and supported
hypothesis 11. This indicates, the higher someone’s health consciousness, the greater
the intention to purchase green product.

There were several indirect relationships in the model. First, the indirect effect
of environmental concern to purchase intention via attitude toward green product
was 0.61 × 0.16 = 0.0976. Second, the indirect effect of environmental knowledge
to purchase intention was 0.20 × 0.16 = 0.032. Third, the indirect effect of health
consciousness to purchase intention was 0.21 × 0.16 = 0.0336.

Meanwhile, the total effect from environmental concern to purchase intention was
0.05 + 0.0976 = 0.1476, environmental knowledge to purchase intention was 0.12
+ 0.032 = 0.152, and health consciousness to purchase intention was 0.14 + 0.0336
= 0.1736.
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Table 2 Result of comparison between generation Y and generation Z

Variable Sig. value
Levene’s test

Conclusion Value of equality of means Conclusion

Equal variances
assumed

Equal variances
not assumed

ATT 0.732 Homogeneous 0.419 – No differences

SN 0.024 Not
homogeneous

– 0.150 No differences

PBC 0.749 Homogeneous 0.588 – No differences

EC 0.833 Homogeneous 0.822 – No differences

EK 0.737 Homogeneous 0.372 – No differences

WTP 0.936 Homogeneous 0.208 – No differences

MA 0.327 Homogeneous 0.107 – No differences

HC 0.342 Homogeneous 0.285 – No differences

PI 0.980 Homogeneous 0.422 – No differences

The R-squared (R2) value of attitude toward buying green product (ATT) is 0.74,
indicates that 74% of the variance of attitude toward buying green product can be
explained by EC, EK, and HC. Meanwhile, the R-squared (R2) value of purchase
intention (PI) is 0.94, indicates that 94% of the variance of purchase intention can
be explained by EK, ATT, SN, PBC, WTP, MA, and HC.

Next, the independent sample t-test was conducted to identify any perception
differences between generation Y and generation Z in each latent variable by
comparing means between two independent groups [32]. As shown in Table 2, in
conclusion, there is no perception differences between generation Y and generation
Z in each latent variable.

5 Conclusion

The findings showed that green product purchase intention was influenced by seven
factors, namely subjective norm, attitude toward buying green product, perceived
behavioral control, environmental knowledge, health consciousness, willingness to
pay premium, and moral attitude. Meanwhile, attitude toward buying green product
was strongly influenced by environmental concern, followed by health conscious-
ness and environmental knowledge. Therefore, environmental concern was indi-
rectly influenced purchase intention, through attitude toward buying green product.
The findings provide valuable insights for marketers in developing green product
strategies, such as

• As generation Y and generation Z have serious concerns regarding environmental
issues, marketers should consider generation Y and generation Z as their target
market. Convincing generation Y and generation Z about the benefit of green
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products may provide companies additional profits as they are willing to spend
more money when buying green product.

• Willingness to pay premium has the strongest influence on purchase intention.
To encourage consumers to be willing to pay a premium price, marketers should
communicate the value and benefit of green products honestly and responsibly
so the consumers will understand the benefit they get for the premium price they
pay, and they will not feel deceptive by marketing claims.

• Attitude toward buying green product, the second strongest predictor, is strongly
influenced by environmental concern, followed by health consciousness and envi-
ronmental knowledge. Thismeans, marketers should develop consumers’ positive
attitude by encouraging consumers to be more concerned to the environment and
provide knowledge about the environment through education sessions or CSR
activities on health and environmental sustainability.

• Marketers are also recommended to increase consumers’ health consciousness by
communicating the importance of health awareness through education sessions
and campaigns.

• Marketers should enhance customer convenience to find green products and
develop good distribution channels to ensure green products’ availability in both
offline and online stores.

Future research is recommended to identify other factors that could influence
consumers’ intention when buying green products include other age groups, increase
the number of samples, expand the geographic area of the study, use other categories
of green products (e.g., food, clothing), and include the measurement of behavior.
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A Smart City IoT Crowdsensing System
Based on Data Streaming Architecture

Aleksandra Labus , Miloš Radenković , Stefan Nešković,
Snežana Popović , and Svetlana Mitrović

Abstract The subject of this paper is data streaming in IoT crowdsensing systems.
The goal of this paper is to present a way of designing a scalable IoT crowdsensing
system that enables design of various business models for smart city projects. The
system designed in such a way is capable of handling an increasing number of
users while maintaining acceptable performance. Performance of the system can be
measured in response latency, which allows for real-time tracking of crowdsensing
parameters. Thefirst part of the paper dealswith data streaming concepts and software
solutions, with a particular focus on Apache Kafka. The second part presents the
designed system for crowdsensing in smart city environments. The designed system
allows for use ofmobile andArduino devices as input data for theKafka cloud cluster
in order to provide crowdsourcing insights in real-time. The primary way that users
can utilize these insights is through a web or mobile application, where various data
visualizations can be presented. The development of a system based on the proposed
model can allow for easy access to recent crowdsourced data, and real-time smart
city indicators such as air pollution.
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School of Computing, Union University, Knez Mihailova 6/VI, 11000 Belgrade, Serbia
e-mail: mradenkovic@raf.rs

S. Popović
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1 Introduction

With the increasing needs of enterprises and reliance on the internet both on the
consumer and enterprise side, the ways of utilizing data is quickly changing. The
conventional use of data revolved around processing it, usually in a batch-processing
fashion, and then storing it in a database of some kind for later analysis and user query.
By utilizing the internet as the primary medium, data is becoming more diverse and
its volume is making it difficult for this conventional approach. A shift in paradigm
is emerging in order to tackle this problem, and one of the emerging solutions is to
utilize data streaming. In data streaming, data is generated continuously, often simul-
taneously, from a large number of data sources in small volumes, for example, some
usual streaming candidates are an ecommerce purchase, social network information,
sensor data, etc. In order to process these streams of data, specially designed systems
are needed where each stream can be processed sequentially and incrementally to
provide useful analytics.

One of the more interesting use-cases of data stream management includes the
utilization of Internet of Things (hereinafter: IoT) technologies in smart cities. In a
smart city environment, each user device or appliance can be regarded as a valuable
data source for future stream analysis. These systems enable development of various
smart city business models that leverage modern technologies, such as mobile and
IoT, to improve the quality of life in new cities, and provide citizens ubiquitous and
timely access to the right information and services.

In this article,wepresent a prototype of a system that enables collection of environ-
mental data frommobile and IoT devices, storing and processing that data in scalable
cloud infrastructure, and the delivery of the processed data to various clients.

Further text is organized as follows. Section 2 presents the theoretical back-
ground of the proposed system. Section 3 presents the architectural design of the
system,while Sect. 4 presents the implementation details. Finally,wegive concluding
remarks.

2 Theoretical Background

The theoretical background section is organized into two parts:

• analysis of concepts and software architectures of IoT crowdsensing,
• analysis of data streaming aspects of IoT crowdsensing systems.

2.1 IoT Crowdsensing

As one method of crowdsourcing, crowdsensing refers to collecting data generated
by sensors by a large group of people, i.e., the crowd [1–3]. It is typically done by
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utilizing mobile device sensors, such as accelerometers, microphones, and others.
Additionally, crowdsourcing can be done through various affordable IoT systems
that can be owned and managed by individual citizens [3–5].

Recent works show [1, 6–9] that in order to be efficient, crowdsensing systems in
smart cities need to collect data from various sources, combine and transform them,
in order to provide relevant reports to all interested parties. For example, for the
e-health stress management application, crowdsensing system should provide data
on the noise, air quality, allergen levels, etc., and alert individual users if the stressors
are detected. Such a system should be designed so as to be:

• Reliable—the system should be capable of serving its purpose timely,
• Scalable—the system should be capable to easily handle increased workloads,
• Distributed—various components are spread across multiple network locations.

In the past fewyears,microservice architecture has been recognized as an adequate
approach for this type of system, having in mind the following characteristics [10,
11]:

• Microservices can be developed independently by small teams, allowing for faster
and more efficient deployment of new features.

• Microservices can be implemented in diverse environments, allowing for ease of
development.

• Resource sharing is discouraged, and data is designed with data streams in mind.
• The use of lightweight network protocols, such as HTTP, further simplifies

development.
• The system is designed to work exclusively with events, and all communication

is done by passing messages.
• The automation in service maintenance and use of devops methods and tools.

An example of microservice architecture for a crowdsensing system is shown in
Fig. 1.
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mobile app
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Crowdsensing 
services

Smart traffic services

Smart healthcare 
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No fica ons
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Iden ty management

Crowdsensing

Incen ves 
management

Analy cal services

Event bus

Crowdsensing 
web service

Data analysis web app

Loyalty program app

Fig. 1 An example of microservices in a crowdsensing system
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2.2 Data Streaming in IoT Crowdsensing Systems

Crowdsensing systems generate data in data streams. Data streaming refers to contin-
uously generated high volumes of data. Typical sources of data streams include
sensors in IoT systems, event logs, clickstream, and similar. Data is usually semi-
structured and ETL (extraction, transformation, load) is necessary before data anal-
ysis. For data streammanagement, specific software components capable of handling
high volumes of data from various sources are necessary. This means the existence
of adequate software infrastructure, not just a selection of one database or ETL tool.
This infrastructure should provide:

1. capability for managing endless data streams,
2. near-real-time analysis, and
3. support for real-time pattern detection.

A core component of data streaming software infrastructure is a data streaming
platform, Apache Kafka being the most commonly used.

Data streaming concept assumes that the events are recorded in a log (event
stream), and clients can access this log and read any part of the data anytime.

In crowdsensing systems, data sources can be highly diverse, including IoT
sensors, data from mobile devices, data from social media, etc. (Fig. 2). All of
the received data is fed to the stream processor which translates messages from
the senders’ protocol to the receivers’ protocol. The translated messages are then
published within their respective topics. ETL tools and analytics software can be
subscribed to these topic feeds and used to further process and analyze the data. The
data collected by these streams can be stored in many different ways, such as:

• In a database or a data warehouse, such as MySQL, MongoDB, etc.
• In a message broker, such as Apache Kafka permanent storage.
• In a data lake in the cloud.

Data source

Data source

Data source

Data analysis
Con nuous 

stream processing
Data

Analysis results

Fig. 2 Data streaming
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3 Crowdsensing System Design

The main goal of the proposed system is to provide a comprehensive platform for
crowdsensing in smart cities (Fig. 3). The system should be scalable in order to
support participation of a large number of citizens in various crowdsensing initiatives.
The system should support realization of different crowdsensing projects, such as
collecting data about the environmental noise, vibrations, air quality, allergens, and
others. The crowdsensing can be performed using mobile phones, or dedicated IoT
stations with adequate sensors. Main features of the proposed system are presented
in the Table 1.

The main components of the proposed system are:

• IoT devices are used for collecting data from sensors. If needed and possible, data
measured from each sensor is processed and transformed at the edge device, and
then sent to the cloud.

• Mobile applications for crowdsensing are used to collect measurements using
participants’ mobile devices. They provide collecting data such as noise at
microlocations, vibrations in public transportation, number of people at a
microlocation, etc.

• Data streaming infrastructure includes several components: (1) ingress service,
i.e., a service that receives data from IoT systems and mobile applications; (2)
stream processing cluster, which enables transformation of data streams; (3)
access service which enables communication with consumers of the data, i.e.,
applications that use the data streams.

• Data analytics infrastructure provides services for real-time analytics. It enables
implementation of advanced analyses, machine learning techniques, or other
predictive models.
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Fig. 3 The overview of the proposed system
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Table 1 Main features of the proposed system

Feature Description

User registration Users who wish to participate in the crowdsensing can
register to the system

Device or sensor registration Registered users can connect their sensors, IoT systems, or
mobile devices to the platform, in order to participate in the
crowdsensing; one user can connect multiple data sources

Configuration Users are able to configure the type of participation for each
device (data stream). Participation can be opportunistic or
participatory

Collecting measurements Data measured by users’ devices is streamlined into the
crowdsensing system as an input stream

Measurement anonymization Measurements have to be anonymized, before becoming
available to other participants in the system. Still, the
participation of each citizen will be monitored, in order to
provide adequate incentives

Incentives management The system allows tracking individual contributions and
various incentives for participation

Data access Access to individual measurements is provided to all
authorized users

Data aggregation Measured data is aggregated according to the aggregation
criteria (type of measurement, location, time, etc.)

Notifications The system allows configuration of notifications sent to data
consumers

API access Various client applications can access the data through the
API

Administration and monitoring All components of the system can be configured, managed,
and are constantly monitored

• Consumer applications include various mobile, web, or other applications that
consume crowdsensed data in any form. They usually present data using adequate
visualisations and enable notifications.

4 Pilot Implementation

Within the pilot implementation, several components of the proposed system have
been developed:

• IoT stations for gathering data about air quality, including the levels of certain
allergens.

• Android mobile application for measuring traffic noise and vibrations in public
transportation. More details are given in [6].

• Data streaming infrastructure based on Apache Kafka.
• A web application for visual presentation of measurement on a map.
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• A mobile application for visual presentation of measurement on a map, as well
as alerting users if high level of allergens was detected.

Figure 4 presents a component for crowdsensing the air quality data, using low-
cost IoT stations that can be deployed with individual users. The sensorsMQ2,MQ7,
MQ135, or other are connected to Arduino board, and enable detection of various
combustible gases, carbon-monoxide, ammonia, sulfide, benzene series steam, etc.
UsingMQTT protocol, themeasure data is transferred to the RaspberryPi microcom-
puter, as the edge device that further sends data to the cloud using protocols such
as REST or websocket. Some of the measurement parameters, such as frequency
of measurements, can be configured remotely. Figure 4 illustrates the described IoT
component of the system.

When the data is transferred to the data streaming infrastructure, it needs to be
processed and transformed before being made available to consumers. An example
of the data flow in the proposed system, implemented using Apache Kafka, is shown
in Fig. 5.
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Fig. 4 Component for IoT crowdsensing air quality data
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Fig. 5 An example of the data flow in the proposed crowdsensing system
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Table 2 Selected list of topics used in the stream processing for CO2 measurements

Topic Description

raw_CO2_measurements Topic for entrance of air quality measurements

raw_ CO2_measurements_anonym Anonymized air quality measurements

average_CO2_time_location Calculations of averages for a location at selected time
periods; a topic is created for each combination of
predefined time slots (daily, hourly) and selected locations
of interest

max_CO2_time_location Maximal measured values for a selected time periods at a
location

Fig. 6 All measurements for a selected parameter in the selected time period are shown in a web
application

A selected list of Kafka topics from the crowdsensing system is shown in Table
2. Figure 6 presents an example of a report showing all measurements performed in
the selected period.

Figure 7 presents a mobile application that provides alerts to its users about the
allergens detected at the user’s location.

5 Conclusion

The primary goal of this paper is to offer an insight into a development of a
stream-based IoT crowdsourcing platform. One of the primary requirements of the
system was scalability and performance, which were achieved through Kafka stream
processing alongside our own developedmodules. The platform can be used to gather
data on noise and air pollution, allergens, and other parameters in a smart city envi-
ronment through various devices and sensors. The data is processed through Kafka
and made available in real time through the web application and mobile app for the
end users. The real-time nature of stream processing allows for interesting use cases
in smart cities, where the designed system can offer user alerts in real time to people



A Smart City IoT Crowdsensing System Based … 327

Fig. 7 Consumer mobile application for allergen alerting

affected by allergies or pollution. Some of the examples of the application of the
system include, but are not limited to:

• Service for alerting citizens about the allergen level at their location
• Service for crowdsensing air quality data at microlocations, using IoT stations
• Service for crowdsensing noise data at microlocations, providing mode detailed

information than official systems
• Loyalty platform that provides citizens with various benefits for participating in

data collection.

The model and the architecture presented can be utilized for most smart city
services, but can easily be extended to accommodate other use cases. Additionally,
the processed data the system provides can be utilized as a data source for advanced
analytics by other systems such as Apache Spark. Further research will include a
detailed analysis of performance of the proposed solution, a better optimization of
Kafka topics with respect to the user queries, as well implementation of additional
features within all the system components.
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IoT Application Model in Secondary
Education

Danijela Stojanović , Zorica Bogdanović ,
and Marijana Despotović-Zrakić

Abstract The implementation of certain smart classroom services in the educa-
tional process makes it possible to increase the efficiency and quality of the teaching
process, aswell as the level of competence of students, with lowfinancial investments
and a short process of teacher training. The application of the Internet of Things and
mobile technologies improves the quality of teaching, making it more interesting
for students, thus technologies have significant potential for improving teaching and
learning in all educational sectors. The advantage of this way of working is in the
application of mobile technologies that students already use. Organizing the teaching
process in smart learning environments enables quality and faster communication of
students with teachers, active participation of students, and a better type of teaching
as well as the efficient exchange of information in the teaching process. The research
presented in the paper aims to point out the possibilities of improving the learning
process in secondary education by applying pervasive technologies. The proposed
model was evaluated with secondary school students.

Keywords e-learning · Secondary school · Internet of things · Pervasive
technologies · Smart learning environments

1 Introduction

Internet of Things and mobile technologies are suitable for use for educational
purposes because they do not require large infrastructure investments [1, 2]. Although
an ideal smart classroom is expensive, a lot of functionality can be realized at a low
cost [3–5]. Innovations can also be realized through new pedagogical approaches
of teachers with small investments. Also, theoretical analyzes from the scientific
literature and the results of previous research show that in higher education there
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are numerous experiences that can be adapted and applied to the improvement of
secondary education [7, 8]. For developing countries, a better approach is the imple-
mentation of certain smart classroom services that would enable, with low financial
investments and a short process of teacher training, to increase the efficiency and
quality of the teaching process [9–11].

Analyzes of scientific research show that the Internet of Things (hereinafter:
IoT) has great potential for application in formal secondary education [9, 12–
14]. Their inclusion would improve the teaching process in secondary schools, and
students would receive a modern and efficient education system, suitable for modern
technological development.

Scientific research projects show that adequate equipping of secondary schools
with modern technology is a prerequisite for effective improvement of teaching in
secondary schools [15, 16]. In addition, teachers must be continuously educated, as
well as develop and apply innovative e-learning methods [17].

Technologically advanced teaching aids enrich the educational process daily,
creating smart learning environments. Smart learning environments are mainly
based on IoT and mobile technologies [18]. IoT enables resource virtualization by
presenting a concept that extends the Internet and the virtual world to physical things
from the real world [19].

Smart environments are realized throughvarious technologies, hardware, and soft-
ware components, so the IoT value chain itself consists of several different categories:
sensors, actuators, radio/communication chips, microcontrollers, modules, software
platforms, application software, telecom infrastructure, service infrastructure [20].

The goal of this paper is to point out the possibilities of improving the learning
process in secondary education by using pervasive technologies in the learning
process.

2 Literature Review

2.1 Electronic Education in Secondary Schools

Newer generations of secondary school students view the world through the prism
of computers, mobile phones, cameras, players, video games, and other modern
information technology devices, which give them the ability to perform multiple
tasks at once and at the same time listen to music, surf the Internet or chat online
while doing homework [21].

With the technological development of society, the importance of education is
growing, which thus becomes a condition for the survival and progress of modern
society [11, 15]. In line with that, there is an increasing need for educational activities
to be realized regardless of location and time. However, the question is whether the
standard educational process canmeet such requirements. The application ofmodern
technologies in the educational process can certainly enable that [16].
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The creation of smart learning environments has also improved e-learning, which
is being upgraded by using technologies of smart learning environments. Smart
education is considered to be education supported by technologies, smart tools, and
devices. Specific concepts of e-learning are collaborative andmobile learning, which
have the potential to support the development and application of crowdsourcing in
smart learning environments [17].

2.2 Technologies of Smart Learning Environments

Asmart environment is an ecosystem composed of objects, i.e., sensors, and actuators
that interact with each other and can manipulate and process large amounts of data
to automate actions that are often repeated [18, 19]. IoT enables the virtualization
of resources by presenting a concept that extends the Internet and the virtual world
to physical things from the real world. Physical things have the possibility of virtual
representation by connecting to the Internet and unambiguous identification. IoT can
also be defined as a higher level of pervasive technologies and intelligence, where
components, products, services, and platforms are connected, and everything is inte-
grated into a communication network for digital processing. IoT is based on several
different disciplines and technologies, including sensors, communication technolo-
gies, semantic and security technologies, but also requires a specific configuration
for object identification, lightweight protocols, open/closed data sharing, etc. [20].

The management of a smart learning environment is based on core values, such as
human rights, ethics, the common good, legislation, and transparency of educational
procedures [21].

Smart environments are realized throughvarious technologies, hardware, and soft-
ware components, so the IoT value chain itself consists of several different categories
[22]:

1. Sensors—generate most data;
2. Actuators—perform actions;
3. Radio/communication chips—enable connectivity;
4. Microcontrollers—process data;
5. Modules—combine radio, sensors, and microcontrollers and allow them to be

added to the device;
6. Software platform—enables management and capabilities of the IoT network;
7. Application software—provides the collected information in a format that is

suitable for end-users, so that they can use and analyze it;
8. Telecom infrastructure—enables mainly wireless data transmission;
9. Service infrastructure—enables design, installation, monitoring, and servicing

of IoT implementation.

Themost famous smart environments are smart classrooms. In smart learning envi-
ronments, several different technologies are used to develop crowdsourcing models.
The model is being developed in smart learning environments, so it is necessary to
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use IoT technologies. The development of crowdsourcing systems requires the use
of web and internet technologies, as well as technologies for building portals [9, 23].

Portals bring together information from different sources and present it to portal
visitors. In this way, different goals can be achieved, which relate to informing users,
advertising, connecting users, etc. Today’s portals are even more important because
they enable user interaction and their direct involvement [15, 24].

3 Model Development

Modeling the environment for secondary education is a way to connect the services
of the IoT into a unique and planned organized technological, organizational, and
educational system, aimed at the overall improvement of secondary education. The
proposedmodel of e-education in smart learning environments includes the following
components: e-education system framework, smart classroom architecture, smart
classroom software infrastructure, integration of IoT infrastructure components with
e-education system, e-education system services, and new pedagogical approaches
in e-education (Fig. 1).

Smart classroom architecture

Law regulation Curriculum harmonization Pedagogical 
methods

Projector and 
screen

Networked computer with accessories

Social media

IoT platform

Mobile technologies

Audio 
equipment

Smart interactive 
whiteboard

Interactive 
monitors

Wireless sensor 
networks

Sensors for 
monitoring classroom 

parameters

Integration of electronic diary with e-education system

Integration of a smart learning environment with the e-education system

Integration of social media with the e-education system

Student participation in the development of 
smart learning environment services

Teaching materials 
management services

Services for collecting and analyzing 
data on surroundings parameters

Problem-based learning Game-based learning Active teachingFlipped classroom

Fig. 1 General structure of the model of secondary school e-education based on the IoT
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The e-education system framework is the first component in the structure of the
secondary school e-learning model based on IoT technologies. It includes law regu-
lations, curriculum harmonization, and pedagogical methods. Implies harmonization
of law regulations and pedagogical methods with curricula.

The next component is smart classroom architecture, which involves designing
a smart learning environment for secondary school education.

The smart classroom represents a projected smart learning environment for
secondary education [9].

When creating smart classrooms, it is necessary to make a compromise between
the initiatives and wishes of teachers, students, and parents. The smart classroom
should provide easy access to information via an intranet, internet, electronic diary,
assessment and learning management system, digital content, school website, then
through individual or specific content made for individual departments or classes, as
well as through blogs, wikis, and social media that are used in school and are easily
accessible.

To design a smart learning environment for secondary education, it is necessary
to have in the classroom: networked computer with accompanying equipment, smart
interactive whiteboard, interactive monitors, projector and screen, wireless sensor
networks, audio equipment, sensors for monitoring classroom parameters.

Bymeasuring parameters related to the physical environment, such as lighting, air
quality, noise, or room temperature, student satisfaction can be accurately determined
during class. Using various devices or mobile phones with sensors, some of the
parameters of the physical environment can be easily measured. Based on these
parameters, a smart classroom can be designed, which will be able to analyze the
parameters of the physical environment to determine student satisfaction with the
quality of teaching at a given time. Thus designed and implemented smart classroom
systems, according to research, can determine how satisfied students are with the
quality of lectures with an accuracy of more than 93% [25].

The software infrastructure of the smart classroom consists of the IoT platform,
social media, and mobile technologies.

IoT platforms should integrate heterogeneous devices, aswell as store andmanage
data collected from sensors. To achieve a high degree of scalability, reliability,
redundancy, and better use of available computing resources, it is desirable to use a
cloud platform. Most elements of the IoT platform are cloud-based and wirelessly
connected by a combination of different technologies, includingmobile technologies,
web services, and the like [26, 27].

When it comes to IoT devices that can be used in secondary school education,
Raspberry Pi microcomputers (RPi) and Arduino microcontrollers appear to be
good solutions. Using these devices, IoT solutions that do not require specialized
components or expert knowledge for implementation can be easily created [28].

Some examples of open source IoT platforms that can be used in education are
the ThingSpeak Platform and the Mainflux Platform.
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LMS Distance learning
Video conference Digital library Electronic diary

Smart classroom
Student

Fig. 2 Educational services in a smart learning environment

Both platforms are suitable for use in a smart educational environment. From the
aspect of economic profitability, it is important that the implementation, implemen-
tation, and development of a smart environment are simple and do not require large
costs.

Within the software infrastructure, there are social media andmobile technologies
that are connected to the IoT platform. The paper [24] presents an approach to the
development of a web portal for adaptive e-learning. Mobile and wireless technolo-
gies have the task of enabling communication and cooperation between intelligent
devices, mobile devices, and the Internet [29].

The integration of IoT infrastructure componentswith the e-education system
is the fourth component in themodel. It represents the unity of theworkof theprevious
three explained components as a whole. It consists of several parts: integration of a
smart learning environment with the e-education system, integration of social media
with the e-education system, integration of the electronic diary with the e-education
system (Fig. 2).

Today, learning is no longer limited to the school and the classroom, and educa-
tional institutions provide a large number of extracurricular activities to improve
students’ knowledge and skills. But, while earlier information was obtained in
libraries or computer rooms, now it can and must be available to everyone regardless
of place and time.

By setting up WiFi access points in the school, students are given access to the
school computer network and the Internet.Within the school, areas should be created
where students will have the opportunity to use digital tools continuously, and mate-
rials for classes should be published on the school portal, which students could access
and download.

E-learning system services include student participation in the development of
smart environment services, services for managing teaching materials, services for
collecting and analyzing data on environmental parameters.
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Students can develop their services and share them with other students, and by
integrating student services with cloud-based services and external web APIs, more
complex services can be assembled.

Creating reports based on reading data from sensors is a typical scenario in appli-
cations of Internet intelligent devices, so students are provided with a simple API
for this purpose. It allows the storage, use, and sharing of data read from sensors, as
well as the input or generation of external data, to stimulate some specific conditions,
which cannot be directly measured in the educational environment.

For the e-learning model based on the IoT to be successfully established in
secondary education, teaching equipment and infrastructure are needed. The limiting
factor in this may be financial resources, given that it is necessary to provide
equipment for the design and implementation of various services of IoT.

Equipping classroomswith smart teaching aids is organized on two levels. Thefirst
level is global and includes the implementation of a solution that will be used by all
classroom users. The second level is individual and involves equipping workstations
[26].

The last component in themodel is newpedagogical approaches in e-education.
Examples of some of the pedagogical models that can be applied in secondary

school teaching are the following: Problem-based learning, Game-based learning,
Flipped classroom, Active teaching [7, 30–32].

4 Evaluation

The evaluation of the presented model was conducted with the students of the
Secondary School of Economics in Belgrade. The results of the evaluation are
presented in the article [9], and they show that the implementedmodel of e-education
based on IoT devices has enabled an increase in the level of knowledge and interest of
students to learn using smart devices and mobile phones in the process of knowledge
assessment.

Following the example of the proposed model, the research was conducted in
higher education, with students of the Faculty of Organizational Sciences, Univer-
sity of Belgrade. A smart learning environment system has been developed for the
research. The evaluation is presented in an article [23], and the results obtained
showed that students achieve better results by using modern technologies in the
learning process compared to traditional ways of learning. Increased motivation, as
well as a high level of interest, is relevant to the way of working with the application
of pervasive technologies.

The conducted research indicates that newmethodological approaches to teaching
can contribute to better vertical integration of secondary and higher education in the
educational process.
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5 Conclusion

The main goal of the research is the efficient and effective improvement of teaching
in secondary schools by applying the concepts and technologies of the IoT. As part
of the evaluation of the model, testing and measurement of relevant parameters were
realized.

One of the preconditions for the efficient use of pervasive technologies in educa-
tion is the adequately equipping secondary schools with modern equipment and
technology. After that, continuous theoretical and practical education of teachers is
necessary, so that they first understand and accept the role of pervasive technologies
in the teaching process, and then they can pass it on to students.

It is quite certain that in that way, the educational process in secondary schools
would be significantly improved, enhanced, and raised to a much higher level, and
students would get amodern andmore efficient education system suitable formodern
technological development.

Acknowledgements The authors are thankful to the Ministry of education, science and techno-
logical development, project numbers 11143.
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Digital Marketing Strategy:
A Step-By-Step Approach

M. J. Guerra and F. O. Silva

Abstract Digital communication has had a strong impact on the development of
society. Investing in multimedia to produce original content as a means of promotion
of a companyhas becomecrucial. The creation ofmultimedia content for socialmedia
platforms, the existence of a website, and the dissemination of information in digital
format is an essential criterion to inform themission, goals, products and services that
a company intends to provide to its current or potential customers. The definition of a
digital marketing strategy is central to give visibility to the company and strengthen
the relationship with its target audience. The main purpose of this paper is to present
the digital marketing strategy of “Alpha” (assumed name)—a Portuguese technology
company specialized in Internet-related services and products. For this purpose, data
were collected from a qualitative survey applied to companies, in the same sector of
activity.The aimof this study is to understand and to identify themethods, procedures,
and tools that companies are using to promote their services. A semi-structured
interview was conducted with the CEO of the company intending to understand the
company’s perception about the key factors to elaborate a digital marketing strategy.
Findings based on the questionnaire and on the depth interview indicated that most
of the participant companies have developed a digital marketing strategy. This study
reinforces the idea that complementing market analysis based on digital marketing
with the production of content through multimedia technologies provide benefits for
the company’s success.
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1 Introduction

New technologies, in particular the growth of the internet, have changed the way
individuals and companies communicate and interact, making communication faster
andmore efficient. More specifically, the use of new online tools has made it possible
to promote the image of the company and its services or products, creating targeted
advertising campaigns and attracting new customers [3, 4].

In this context, to strengthen the communication between companies and their
public, it is essential to create a digital marketing strategy that recognizes the
importance of interactivity with the public to gain new customers and ensure the
maintenance of the current ones.

The selection of “Alpha”, as the entity to be studied in this study, gathered some
relevant features, such as: being a growing start-up, found by a young team, dedicated
to new technologies, with a vision and mission focused on promoting the digital
literacy, making companies more digital and inclusive.

This paper aims to contribute to the definition ofAlpha’s digitalmarketing strategy
and the consequent implementation of multimedia content for promotion on social
media platforms. The starting question of this study is how to enhance the promotion
of Alpha’s technological products, through a digital marketing strategy based on
specific multimedia objects?

The methodology applied used a qualitative and quantitative approach. To carry
out the study focused on the present, regarding the definition of the digital marketing
strategy for “Alpha”, two phases of data collectionwere created. First, we approached
the universe of participants through the application of a questionnaire submitted
online, from which we obtained a sample of 30 companies. In a second phase, we
conducted a semi-structured interview with Alpha’s CEO.

This paper is structured as follows: the state of the art on Digital Marketing
and multimedia technologies, which allowed upstream to study and define a digital
marketing strategy for “Alpha”.Methodological options that guided the study; results
obtained by data collection; finally, a reflection about main findings and future work
proposals.

2 Digital Marketing, Social Media and Multimedia
Technologies

We can consider that marketing is a planning process that seeks the total satisfaction
of consumers, through a clear forecast of what they need and want, in a timely, and
need [7]. Along the same lines, Armstrong and Kotler [1] consider that the main
objective of marketing is to attract customers, providing them with the satisfaction
of their needs. Patrutiu-Baltes [15] argues that in the case of traditional marketing,
the marketing strategies of companies are divided between the consumer and the
product, on the other hand, in digital marketing, the focus is on the consumer and



Digital Marketing Strategy: A Step-By-Step Approach 341

the identification of their needs to achieve effective communication between the
company and the consumer.

Reflecting on the various definitions, which do not differ from each other, we can
conclude that marketing is the set of methods and means a company must create,
communicate, identify products or services that meet tastes, motivations, and pref-
erences of current and potential customers, satisfying their needs and leading to the
acquisition or consumption of these products/services. It is shown as a dynamic area
that is attentive to the requirements and needs of companies and consumers, a rela-
tionship that can be enhanced if we add the added value of technological innovation
and the virtual world.

2.1 Digital Communication

The consumption of the digital age has brought new perspectives and new ways of
using marketing to identify and position a brand or company, communicate with the
market, and attract customers [21].

The role of digital communication is widely spread as it is possible to adapt its
content to different social platforms and its audience, making communication more
personalized and interactive. According to Martinez-Rodrigo and Sánchez-Martín
[13], the development of Information and Communication Technologies (ICT) and
the adoption and implementation of the Internet have caused substantial changes
at the technological and social level, which, in turn, have favored the emergence
of new communication platforms. These new environments, created thanks to Web
2.0, culminated in a global transformation that led to substantial changes in the way
companies and brands communicate with their audiences.

In this regard, for Jenkins [9], transmedia narratives are important in the ability of
a story to expand through differentmedia. In turn, for Scolari [20] they are stories told
in different media. The most significant stories tend to flow across multiple media
and communication platforms. A transmedia narrative structure can be considered as
such when different languages (verbal, audiovisual, iconic, etc.) and different media
(cinema, television, radio, etc.) are present, that is, it is not an adaptation of one
medium to another, but the narrative can be seen as a whole, told from different
media and languages.

Communication is a fundamental part of the recognition and prestige of a brand.
The communication and interaction process between a company and their public has
become an asset in an increasingly digital society.
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2.2 The Role of Online Social Networks in a Company’s
Communication

With the evolution of ICT, online social networks had very strong growth. Most
companies are present in the online world and have a “profile” on the appropriate
digital platforms for their business area. The social networks facilitate not only the
interpersonal relationship between users, but also the interaction of these subjects
with brands and social media. Online social networks influence all areas of society
and are used on a personal, professional, or academic level [13].

According to the report presented by Hootsuite [8], on “Social Trends 2020”, the
world population is currently 7.75 billion, ofwhich 5.19B havemobile phones, 4.54B
are Internet users and 3.80B are active users of online social networks. Regarding data
on Portugal, whose total population is around 10.21 million, 8.52M use the Internet
and 7M are present on online social networks. Through these numbers, it is easy to
see that despite having a strong presence in the digital world, they also demonstrate
great growth potential and an opportunity for companies to create and strengthen
their visibility in an increasingly digital market, where personalized communication
is privileged, targeted and interactive, between a company and its target audience.

2.3 Implementing a Digital Marketing Strategy Based
on Multimedia Technologies

Justifying the importance of a company implementing a digital marketing strategy,
Ryan [17] states that formulating such a strategywill help tomake informed decisions
about its foray into the virtual market and ensure that efforts are focused on the most
relevant elements for the business area. It is crucial to understand how the digital
market works, how it evolves, and how it relates to the company and current or
potential customers. Through digital channels it is possible to connect to a much
wider audience, transcending issues such as geography or time zones, as well as
adjusting communication to a particular market niche.

Technological advances have strongly influenced marketing, such as the Internet,
social networks, AI, IoT, AR, VR, or Video Mapping. Deepening these aspects, it is
expected that there will be changes in consumer preferences and behavior, not only
because of the way in which production and distribution are carried out, but also in
relation to the way in which communication and interaction between individuals, is
carried out—the use of mobile technology has increased this capacity.

The successful implementation of the digitalmarketing strategy, foresee appealing
multimedia content for the public, meeting the audience, to create a relationship, and
mesmerize them.
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The creation of innovative and impactful content for the public can be achieved
using different technologies, such as motion graphics, augmented reality, or video
mapping.

Motion Graphics
Motion graphics include moving, rotating, or resizing images, videos, and text over
time on the screen, usually accompanied by a soundtrack (voice, music, etc.). They
tend to resort to simplification and abstraction, reducing an image to a diagrammatic
form, not meaning that they cannot use other graphic elements. Any visual element
(text, image, texture, shape, or line) is suitable to be part of a motion graphic. In this
sense, the characteristics of a motion graphic are based on time and movement, it
aims at communication, rather than simply being a visual experience, it is like an
extra layer of information that helps to explain a point of view or a concept, be it
simple or complex [5].

Augmented Reality
According to Schmalstieg and Höllerer [18], augmented reality holds the promise of
creating automatic and actionable links between the physical world and electronic
information. Provides the user with a simple and immediate interface to an electron-
ically enhanced physical world. On the other hand, according to Aukstakalnis [2]
the term “augmented reality” is generally applied to a variety of display technolo-
gies capable of super-imposing or combining alphanumeric, symbolic, or graphical
information with the user’s view of the real world. That is, these alphanumeric or
graphical enhancementswould be aligned, correlated, and stabilizedwithin the user’s
real-world view in a spatially contextual and intelligent way.

Video Mapping
Video mapping is the technique that consists of video projecting in small or large
objects, building facades, or even on the human being’s body. With specific tools, it
is possible to build, virtually, objects of two or three dimensions, representing in the
best possible way the physical object on which we see the projection being carried
out. In addition to this aspect, in these computer programs we create the narrative to
be projected, combining different types of media, such as video, audio, images, text,
animation [6, 12].

Combining digital marketingwith the use of this type of technology is an excellent
way to capture the public’s attention, provide interaction between the company and
the consumer, and promote, publicize, and disseminate a product or service in an
original way.
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3 Methodology

Systematizing hypotheses, it is possible to anticipate five scenarios:

1. The multimedia objects that best fit in the promotion of Alpha’s technological
projects are: (a) Videos and/or still images; (b) Content in motion graphics.

2. The technologies that best fit the promotion of Alpha’s technological projects
on social media platforms are: (c) Videos and illustration; (d) Motion graphics.

3. Themost innovativemultimedia content adapted to each social networkplatform
will attract more followers and the consequent brand awareness.

The first step was to build a database that aimed to identify and organize informa-
tion about companies by sector of activity. We focused on entities that provided the
consumer with services such as development of applications or services for the Web
and/or mobile; website creation—services like “Alpha”. We checked the website of
each company presented, identifying the services provided. Through the informa-
tion we found available, it was possible to select the companies that provide the
services we wanted, resulting in a database with company name, telephone number
and e-mail, the URL, and their geographic location.

3.1 Questionnaire

The construction of the questionnairewas designed to be essentially an instrument for
characterizing the methods, procedures, and tools used by the companies to promote
services.

The questionnaire consisted of close-ended questions except for the “other” option
and observations. The questionnaire completion time was relatively short (maximum
5 min) and was submitted online. The target sample group was contacted by email
and was invited to respond to the questionnaire online.

3.2 Interview

Data was also collected through a semi-structured interview. The interview guide
included close and open-ended questions. Questions focused on Alpha’s perception
about what they intend to achieve with the digital marketing strategy; the promotion
of products currently carried out and how they intend to do it in the future; what they
want to achieve through the website and portfolio.
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3.3 Sample

The first phase of the study identified all companies in the sector of activity: other
activities related to information and information technologies. According to data
from the National Institute of Statistics (INE), in 2019 there were 2018 companies
in Portugal (Instituto Nacional de Estatística 2021).

To build a sample according to the outlined objectives, exclusion criteria were
defined to homogenize the services provided by the companies.

Thus, all companies that did not provide services related to the development
of applications/services for the Web and all those connected to the development
of applications/services for mobile devices and/or the creation of websites were
excluded.

For phase one of the study, the application of the questionnaire was aimed at
companies that met the criteria defined above, totaling 126 companies in Portugal:
43 in the North region, 26 in the Center, 49 in the Metropolitan Area of Lisbon, 4
in Alentejo, 4 from Algarve and none from the Autonomous Regions of the Azores
and Madeira.

For the interview study, a key informant was contacted and invited to be inter-
viewed. The Alfa’s CEO was knowledgeable or well-briefed on the interview
themes.

3.4 Procedures and Information Processing

This study is organized into three phases with different requirements in terms of
procedures. The first phase intended to identify, through information available on
the Internet, companies belonging to the same sector of activity as “Alpha” and
whose services available to customers are development of applications/services for
the Web, development of applications/services for mobile devices and/or creating
websites.

After preparing the questionnaire, the second phase of the study began with the
sending of 126 emails to the selected companies. The email dealt with the request
to participate in this phase of the study, explaining the purpose of the study, the
filling instructions, and the commitment to secrecy and confidentiality regarding the
information provided.

Data were collected between February 23 and April 28, 2021. The final sample
included 30 participants (23.81%).

Data were processed and analyzed with proper software. The survey was analyzed
in the SPSS statistical program, version 26. After conducting the interview, we tran-
scribed it and wrote an intelligible speech including punctuation and suppressing the
useless elements of language.
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Participating companies were not identified. The data collected through the
interview could be reviewed by the participants before being used in the final version.

The secrecy and confidentiality of data are guaranteed.

4 Results

4.1 Questionnaire

Findings obtained through the questionnaire applied to the companies (Table 1).

4.2 Interview Study

Analyzing the interview,weverified that all products, services, or solutions developed
by “Alpha” are people-centered, always meeting clients’ needs. The implementation
of a digital marketing strategy is essential to establish a set of guidelines that facilitate
the dissemination andpromotionof the “Alpha” brand and its products or services.We
also found that it is necessary to improve the promotion of Alpha’s brand, products,
and services gradually and continuously. The use of social networks and content
adapted to each platform is also considered essential.

Alpha’s digital marketing strategy is based on 11 steps (Fig. 1).
Briefly describing Fig. 1, we started by presenting a description of the company,

followed by the objectives and target audience, creating three personas aligned with
it. We defined a budget, analyzed the internal environment using SWOT analysis and
the competitive environment through the analysis of questionnaire.

In step two, about the website, portfolio, and Blog, we suggest tools to obtain
reports on website performance, as well as points for improvement. For example,
in the case of the Blog, the published contents would gain if they were shared on
all social media platforms used by the company. It would be a way for potential
customers to have knowledge and a better perception of the contents published on
the Blog.

In step three, on multimedia contents, we identified the importance of adapting
multimedia contents to the characteristics of each social media platform. Thus,
favoring transmedia communication, through the publication of content in various
media in a complementary way.

Step four refers to social media platforms, where we identified the best times
to publish content. It is recommended to publish content at times with the greatest
impact on the target audience of each social network.

We defined step five, on Google Marketing, identifying the most suitable Google
tools for creating advertising campaigns, analyzing metrics, and optimizing the
website. We also presented the main aspects that impact Google’s positioning.
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Table 1 Questionnaire results applied to the companies

The company

Services provided by companies to
customers (most prevalent)

– Development of applications or services for the
web (23.4%)

– Website creation (21.8%)
– Graphic design (16.1%)
– Development of applications or services for
mobile devices (15.3%)

– Digital marketing (14.5%)

Means of promotion (most used) – Website (32.3%)
– Social networks (26.9%)
– Email marketing (15.1%)
– Newsletter (9.7%)

The use of digital marketing strategies

Contexts they use digital marketing
strategies

– Digital marketing strategies for the company
(52.5%)

– Digital marketing strategies for each product or
service (35.0%)

– Do not use any type of digital marketing
strategy (12.5%)

Social media platforms used

The social media platforms (most used) – Facebook (73.4%)
– Instagram (70.0%)
– LinkedIn (56.7%)

Content publications are similar across all
social media platforms

– Published content is not the same (66.7%)
– It is similar (33.3%)

The interaction between the company and its followers

Interaction with their followers – Interact (83.3%)
– Do not perform any type of interaction (16.7%)

The typology of multimedia contents published on social media platforms

Typology of multimedia content published
(most used)

– Images (30.2%)
– Text (26.0%)
– Videos (21.9%)

Technologies for creating content to be
published (most used)

– Illustration/images (39.4%)
– Videos (31.0%)
– Motion graphics (14.1%)

For step six, on mobile devices, we presented a set of websites that provide free
diagnostics on website performance on mobile devices.

In step seven, regarding opportunity marketing, we identified the importance of it
and of reacting immediately. We identified some Portuguese companies that practice
it exceptionally, such as “Licor Beirão”, “Super Bock” and “Dr Bayard”.

Moving on to step eight on advertising, we identified the most appropriate
advertisements for the company and on which social media platforms.
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Fig. 1 Alpha’s digital marketing strategy

Step nine, on Search Engine Marketing (SEM), refers to the importance of re-
sorting to SEM when investing in advertising, since the results will be less efficient
if it is not optimized.

Step ten presents the four main digital marketing metrics used: ad performance
metrics; site traffic capture metrics; e-commerce sales funnel metrics and digital
marketing platform metrics.

In the last stage, we identified other information. This step can be adapted
depending on themultimedia content, the ads that will be invested, and themarketing
opportunity that arises.

5 Conclusion

This study reinforces the relevance of developing digitalmarketing strategies.We live
in a digital age and in all domains access to computers, Internet and social networks
has reconfigured the way of life of individuals and companies.

As noted in this study, the use of new technologies and the consequent presence
of companies and consumers on different social media platforms has strengthened
communication and the relationship between a company and their customers. This
communication is characterized by being personalized, interactive, and directed to a
specific target audience. Regarding multimedia content, there is an increasing focus
on the creation of innovative products, which attract the public’s attention and are
adapted to each social network platform.
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For the near future, the trend is for the entire population to have access to the
Internet, aswell as to be present on at least one social networking platform.Regarding
companies, it is expected that all, regardless of the business area, have their own
website and at least an online social network to disseminate their contents.

A limitation that was found was the fact that, in a universe of 126 companies, only
30 responded to the questionnaire. It did not limit the creation of the strategy, but it
would be more interesting to obtain other and varied perspectives on how companies
carry out the promotion of their products or services.

Regarding future work, considering that “Alpha” participates in Fairs and
Congresses, it would be interesting to implement a strategy dedicated to these specific
settings. Bearing in mind that the use of mobile technology has grown substantially,
and “Alpha” develops projects covering a wide range of technologies, it would be
an asset to create an application in augmented reality. Aimed at potential customers,
where itwas possible to show in anoriginal and attractiveway, the solutions produced,
and the services provided by “Alpha”. It would be the individual to control the
unfolding of the action, visualizing what interests him best, since Alpha’s audience
is very diverse and covers several areas.

In short, this article reveals to be a contribution that confirms the relevance of
creating a digital marketing strategy because it enhances the awareness of a brand
and the interaction between the company and its target audience.
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Non-invasive Individual Sensing System
for Collecting Biometric Indicators

Francisco Monteiro, José Martins, Ramiro Gonçalves, and Frederico Branco

Abstract The daily stress we, as population, are subjected has negative impacts
on physical and mental health, making people age faster. With the increase in life
expectancy, the population started to search for ways to ensure they reach the older
ages with a healthier and better lifestyle, resulting in an increase of interest and
demand for thermalism and wellness tourism. Although thermalism is recognized to
have several benefits with regard to the combat and prevention of certain pathologies,
this has not yet been fully proven. So, in this paper, we presented a sensing system,
capable of not only recording thermalist’s biometric data, but also getting the data
ready and prepared to be processed by any analytic tool with the aim of showing the
impact that this sector has on the health of its practitioners.

Keywords Thermalism · Non-invasive sensing system ·Wearables · Health and
wellness tourism

1 Introduction

The world’s population is increasingly living a hectic and stressful life that translates
into a decrease in health, both physical and mental, and this is a topic that is growing
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awareness of the population regarding the individual lifestyle and has been increasing
interest and demand for activities that promote healthy lifestyles [1].

Wellness tourism is a way of merging leisure time with its therapeutic benefits
and has been confirmed as one of the sectors that have grown the most in recent
years, and so you are seeing an effort from various number of countries starting to
invest in these kinds of treatments. And because of this, the spa and wellness tourism
sector has been growing in recent times, and so it is expected that it will continue in
the coming years as this has been increasingly seen as a method of preventing and
mitigating the effect of various pathologies and promoting healthier lifestyles [2–4].
Thermalism is a form of wellness tourism and is defined as the use of natural waters
at various temperatures for medicinal use [5].

However, since it is an activity still in development, there is a need to prove the
efficiency of treatments and their benefits for its practitioners [6]. So, in this paper,
it is presented a sensing system, capable of gathering biometric data from users of
thermal spas using a non-invasive device to provide useful information that can prove
the benefits of thermalism but also a platform for data visualization even though in
a raw stage. The system is supported by a robust architecture designed for easy
integration with external systems using the latest technologies.

This paper starts with a brief description of the context and the problem at hand.
In the next section, we present the conceptual framework from which the entire
system was implemented. The third section is used to detail the material we have at
our disposal and is explained the technological choices that were made to develop
the system. Next up, it begins with the logical definition that will support the system
followedby the actual implementation. Finally, in the last chapter, a final retrospective
of the project is made and is presented the limitations that were found.

2 Non-invasive Sensing System in the Wellness Sector

Well-being is comprised of the harmony of the body, mind, and spirit, in which the
fundamental elements for reaching themaximumexponent of personalwell-being are
self-responsibility, physical fitness, relaxation, and mental activity [3]. Over recent
times, activities related to health and well-being have been recognized around the
world, through the existence of different alternatives for people to stay healthy and
to treat themselves to ensure their well-being [7, 8]. But as it is a sector that is quite
recent and is still in development that is the need to monitor the practitioners of
the thermalism and wellness sector. So, what is the best way to keep track of the
evolution of a patient’s health condition? Yes, to monitor their biometric data.
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2.1 Non-invasive Sensing System

In order to monitor data, firstly we need a system capable of collecting that data. But
since we are referring to gathering physiological data, that process is not that linear
because it is needed almost hospital-level equipment in order collect, for example,
the heart rate or blood pressure. We want to evaluate the efficiency of the treatments
that are carried out in the spas, so the equipment to be used by the thermalist’s must
be chosen with great care, since it is needed to be used during the entire treatment
period, which can be up to two weeks and so, we need to balance the device’s ease
to use, the level of comfort that the device provides, and the efficiency of the data
that is read by it [9, 10].

2.2 Wearable Sensing System

Non-invasive sensors are suitable for the human user because they can make pain-
less measurements and have no risk of infection; however, they are complex from a
conceptual and design point of view [10]. In order not to negatively affect the user’s
daily routine, the wearable system should be comfortable and has flexible compo-
nents, small size, chemically inert, non-toxic, and hypoallergenic, and in order to
achieve greater acceptance by the potential users of the system, it has to be accessible,
easy to use, non-intrusive and interoperable between various computing platforms.
The selection of the sensors is something of utmost importance as they must be able
to do data collection/reading accurately and they also must be able to connect to the
processing unit so that data can be transmitted [11].

2.3 Wearable Devices

The concept of IoT encompasses situations where network connectivity and
computing power expand everyday objects, sensors, and items and affects data
exchanges without the need for user handling. Of these devices, those that can be
used as accessories or can be worn are called wearables [12].

Smartwatches arewristwatches, similar to normalwatches and have a comfortable
design, which allows them to be worn constantly; however, they can run applications,
track the user’s activities and monitor distance traveled, heart rate, sleep monitoring,
blood oxygen saturation, and skin surface temperature [13].

Smartbands are very similar to a smartwatch in terms of design; however, apart
from obtaining physiological data, they do not have as many features, and currently
on the market, smartbands are equipped with sensors that are used to detect and store
data of the user’s activities continuously [14].
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The chest strap is a device that can obtain measurements of the user’s heart rate
and the electrical activity of the heart during exercise and is worn in direct contact
with the skin, like smartwatches and smartbands, and are placed just below the chest
muscles. Overall, they are more reliable and accurate than the options mentioned
above as they are placed close to the heart; however, they are more uncomfortable
to wear on a daily basis [15].

“The incorporation of electronic-based technology into clothing has led to the
concept of smart textiles” [13]. These textiles are considered wearable health devices
as they have integrated electrodes capable of acquiring physiological signals. For
example, breathing patter is a direct indicator to assess the functioning of the human
body as an elevated respiratory rate is accompanied by elevated heart rate, which
means that the body is under strain [16]. A sensor could be integrated into a t-shirt
that allowed the measurement of breathing patterns to assess an individual response
to a determined exercise.

3 Logical Project

With this system, we wanted to keep the costs the lowest possible, but still be able to
satisfy the minimum needs of a sensing system which allows the effectiveness of the
thermal treatments carried out in the institutions to be analyzed. The cost is a very
important factor in the selection of the technologies to be used, especially with regard
to the hardware. This is because the treatments, being all done in water, besides the
devices having to be minimally resistant, should also keep a low cost when they are
replaced, so we anticipated that the durability of the wearable devices will be short
in time.

3.1 Wearable Device Chosen

The selection of the wearable device was an important step because it may have a
substantial impact on the acceptance of the system by potential users. To this end, the
choice should fall on a device, that is, accessible, user-friendly, and non-intrusive. To
avoid as much as possible the interference with the user’s normal routine, the device
should be comfortable, small in size, chemically inert, non-toxic, and hypoallergenic.

That being said, smartbands were chosen for being capable of collecting the
main physiological data at an accessible price, when compared to direct competitors,
smartwatches. The fact that these devices (smartbands) have little to no interference
in what is the routine of the user was a decisive factor when comparing with other
possible choices. Textile-based wearables were still considered; however, the cost of
these devicesmade them impractical for this project. Chest strapswere not considered
as they were not very practical for the user, given their nature.
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3.2 System Architecture

To summarize, the main goal of this project was to implement a non-invasive sensing
system capable of collecting thermalist’s biometric measurements during the whole
period of treatment and to send it back to a remote database so we could add some
layers of data analytics to it in order to analyze and monitor the effects of thermal
water treatments on health spa guests. To collect data, we have chosen the Xiaomi
Mi Band 4 as the wearable device to be used by all users of the spa because is a
cheap one and we have a very limited cost cap. Thus, we started with a conceptual
architecture, based on independently loose modules, as we can see in Fig. 1.

The centerpiece of this architecture is the mobile application along with the API
REST because it is the link between the data collected and the remote database. Just
to explain, there are three actors, the staff, the thermalist, and the administrator. The
administrator can be the people responsible to make sure the data we are reading is
as expected, as a quality control, and the people that will analyze the information
obtained. The thermalist interacts with the system just by using the smartband. At
the start of the treatment, the administrator of the spa will register the user in the
system (via observation platform) and will assign the smartband. At the end, the
thermalism hand it back to the staff. Usually, the treatment takes up to two weeks,
and in themeantime, the thermalist uses the smartband. The band has sensors capable
of measuring the user’s heart rate, steps taken, and activity level (whether they are
awake, in light sleep, or deep sleep) everyminute, twenty-four hours a day throughout
the treatment period in the spa. This data is stored in the smartband itself. Once the
smartband is collected by the staff, he will use the mobile application to connect to
the smartband via Bluetooth and gather its data, this will be done with the help of an
SDK developed by WindesHeart. The mobile application will be implemented with

Fig. 1 System architecture
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Xamarin. After that, the data will be sent to the remote database using the API REST
that was developed. The observation platform, a web application built in Outsystems,
will then make the data available for viewing.

4 Implementation

As inferred from the system architecture, three modules will be implemented. A
mobile application (built-in Xamarin) to collect data from the smartband, an Outsys-
tems web application to manage the spa users, smartband and visualize the data, and
a REST API to expose the system’s database. But all these modules need to have
some sort of support and follow a series of guidelines in order to achieve an easy
integration between them. So, in the E-R diagram below we can see the skeleton of
the database that was implemented (Fig. 2).

Exposing this database to the outside modules was developed an API REST,
using the Outsystems technology. This API is responsible both for the commu-
nication between the database and external applications and for the pre-analysis
and preprocessing of the data to be inserted in the database. This data processing
occurs when the data is received. Initially, data is stored in temporary tables where
analysis is performed. Duplicate and incoherent data is removed for later storage
of only the clean data. It was decided to integrate an API for this communication
so that the various applications of the system would not have direct access to the
database, thus adding an additional level of abstraction and security. Communica-
tion is done throughHTTPmethods, namelyGET and POSTmethods so that external
applications can store and consult data in the database.

Fig. 2 E-R diagram of the implemented database
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The first tool to consume this API is the SDK, and it is an open-source tool devel-
oped by WindesHeart and provides methods to access data that is stored in Xiaomi
smartbands. We decided to use it in our system to be the bridge between the smart-
band and the mobile application. However, for the SDK to be able to communicate
with the smartband, a unique authentication key is required for each smartband. To
obtain that key, one of the methods provided by the REST API is used, which returns
the key corresponding to the MacAddress of the band where the authentication is
being made.

In order to the SDK to be used, it has to be triggered by the mobile application.
This application works as a link between the data that is collected in the smartband
and the remote database and is only used by the staff of the spa. It was developed
using Xamarin and is installed on mobile devices (can be smartphone or tablet) with
Android operating systems. Using the SDK described above, the application first
connects to the band (see Fig. 3) and then gets the data from the smartband and
stores it temporarily in a local database, in the mobile device.

This data can be visualized in the application through descriptive graphics (as
shown in the figure below) until the moment when the transfer of the data to the
remote database begins. The sending of the data is done through HTTP methods,
also provided by the REST API. Once the request is complete, the data is removed
from the local database and can be seen in the observation platform (Fig. 4).

The visualization/observation platform is mostly used for data quality control
purposes and for registering both spa users and smartbands in the system. In this
platform, it is possible to see if the data is being correctly stored and if the process
of cleaning data is being done properly. The below images illustrates the process of

Fig. 3 Mobile application
“Connect device” page. On
the left, the scanning for
devices, on the right
connecting to device
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Fig. 4 From left to right

adding a new smartband and a new thermalist to the system. On the left, we have
the screen that lists all the smartbands available and the button to add a new one.
This data is important to be correct, because otherwise the mobile application will
not be able to connect to the smartband. On the right, that is the information of all
thermalists registered in the system and the option to add a new one. Each thermalist
has an identifier, the start and finish date of the treatment and the smartband that is
assigned to him (Fig. 5).

Clicking in the “Add button” will redirect to the respective screen to add a new
entry (Fig. 6).

Last but not least, it is the screens that show the data of determined thermalist.
Again, this data is still raw, the only processing that was made was just cleaning
duplicates and incoherent data, but it is still a good info to have, and we can draw
the first conclusions about the treatment (Fig. 7).

Fig. 5 On the left, the screen that shows the list of smartbands in the system. On the right, the
screen that shows the list of thermalists in the system



Non-invasive Individual Sensing System for Collecting … 359

Fig. 6 Screens to add a new smartband (left) and a new thermalist (right)

Fig. 7 Screen to present the raw data that was collected by the sensing system

5 Conclusion

The thermalism sector, despite being growing and seen as a way of promoting health
and well-being, still needs to show concrete results. With this in mind, a sensing
system capable of obtaining physiological data from thermalists was implemented.
This data gives information about the user’s activity level, heart rate, and sleep quality.
After analyzing this data, it is possible to infer the impact that treatments based on
natural mineral waters have on the health of practitioners in the sector.
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5.1 Study Limitations

Although wearables are currently popular devices, they still carry with them some-
what high costs, when used on a large scale. The major limitation of this project was
to keep the budget as low as possible. This limited the options when choosing the
wearable device to be used. As we proceed with a cheap smartband, the amount of
biometric data that could be collected was limited and the precision of this data was
not the ideal, so this limited the work that could have been done.

5.2 Future Work

With this project, it was possible to show a good proof of concept regarding the
implementation of a non-invasive sensing system. The implementation of such a
system, besides being able to bring important data that can prove the benefits of
thermalism, also serves to control the treatments that are carried out in spas and
thermal baths. Still, it is to improve the quality of the data in the system.

One way to improve the information obtained would be to use the smartbands in
a period prior to the treatment to have a good basis for comparison and at the same
time increase the amount of data present in the knowledge bases. The use of devices
with a higher degree of confidence and which make other types of measurements
available would also be an added value, since it would increase the diversity of data
that could be obtained, as well as increasing their accuracy, with an impact on the
richness of the analysis.

Since only the cleaning was done for a better visualization of the data, it is still
possible to add an additional layer of data analytics that can translate data into useful
information. The idea would be to use tools such as Power BI to produce treatment
reports and present them through interactive dashboards, thus providing insights for
both those who evaluate treatments and for the spa users themselves to have an idea
of their evolution.

The modularity of the architecture implemented in the system opens the door
to integration with external systems. For example, the fact that the database has its
own API enables integration with analytical systems, as in the previous example of
Power BI. The web application itself, which oversees the management of the data,
the thermalists, and the smartbands, can easily be extended to a management system
of the spa itself, where the employees, the spa occupancy, etc., can be managed. All
this is done in a simple “plug-and-play” way.
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5.3 Final Thoughts

In general, the final balance of the project is positive. We managed to implement
what was idealized and we are satisfied with the final result obtained. Although it is
not similar to an individual medical analysis, with a bit of data analysis on top of the
data, we can obtain through the sensing system will undoubtedly serve as a study
basis to prove the effects that thermalism has on the health of its practitioners.
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Abstract This paper intends to demonstrate results on applying machine learning
algorithms to process image recognition to identify professions. This kind of project
points us to a relation between humans and machines, so in a way, we might say
that the human brain and vision process are being passed to a machine in order to
bring us many benefits in our daily life. In this paper, we decided to compare how
different parameters influence the performance and accuracy of the following neural
networks: EfficientNetB0, NASNetMobile, MobileNetV2, ResNet50, InceptionV3,
and DenseNet121.
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1 Introduction

Image classification is used in various applications, such as security, educational, and
promotional systems. In recent years, much research has been done to design auto-
mated systems to extract fundamental features from images. Convolutional neural
network (CNN) is an effective method for image classification which uses convo-
lutional, pooling, and fully connected layers for the learning process [11]. CNN
has redefined the state of the art in many real-world applications, such as facial
recognition, image classification, human pose estimation, and semantic segmentation
[19]

The training of machine learning models for image processing is a process that
consumes many resources [10]. Despite the computational power we currently have
at our disposal in personal computers, especially in graphics processing units (GPU)
[5], this power is still limited for usage in computer vision,mainly inCNNs.This class
of application usually relies on heavy computations on massive datasets. Therefore,
parallel computing is traditionally considered to run the training process in a feasible
time using the GPU [2]. Acquiring these hardware implies risks under and over-
utilization, depreciation of the hardware, and failures. There are also costs related
to maintenance, energy, and human resources [2]. However, there are solutions in
the cloud in all significant providers, Amazon AWS [16], Microsoft Azure [1], and
Google Cloud [3], that can aid in this process, making the machine learning process
more accessible. The researcher/developer does not take the risk of acquiring hard-
ware that can quickly become obsolete and only pay for the resources that he will
use [10]. However, some free alternatives in the cloud, namely Google Colabora-
tory (commonly referred to as “Google Colab” or just “Colab”) [6] and Paperspace
Gradient [14], are the ones used in thiswork.Computational resources are not the only
requirement for training machine learning models; in-depth knowledge of applied
mathematics and deep learning libraries is also required [10].While this might pose a
problem, there are, however, libraries that simplify this challenge, namely ImageAI.
ImageAI is a Python library built to empower developers, researchers, and students
to build applications and systems with self-contained deep learning and computer
vision capabilities using simple and few lines of code [13].

This study aims to compare some of the ImageAI provided algorithms ResNet50,
MobileNetV2, InceptionV3, DenseNet121, and two more EfficientNetB0, NASNet-
Mobile, which were made available through some custom code, on the IdenProf [12]
dataset and two customizations of it, with different train and test sizes in order to
recognize professions in images, using Paperspace Gradient and Google Colab as
research environments. This document is organized into five sections. In Sect. 2,
we discuss related work in the area. Section 3 presents the method applied in study.
Section 4 shows the obtained results. Finally, in Sect. 5, conclusions are drawn,
followed by future work guidelines.
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2 Related Work(s)

This paper focuses on the topic of computer vision and its technology. It is easy for
humans to describe and understand the objects that we see from the world. Our visual
system can perceive a three-dimensional structure with enough information, such as
the objects’ shape, appearance, and color. However, this is not easy for a computer
[20]. Researchers in this field try to mimic the capacity of how human vision works
using computers. However, it is not an easy task, and literature on artificial visual
processing is usually categorized into visual processing algorithms, which consist
in the recreations of the human vision, and classifiers, which are remodeling of the
human decision techniques [4].

Computer vision is a vast research fieldwheremathematics, geometry, and physics
are applied [20]. However, some tasks are commonly accomplished with computer
vision, object detection, recognition, and classification. This paper is focused on the
classification part. Image classificationwas once a task that required domain expertise
and the use of problem-specific models. Much of this has changed with the emer-
gence of deep learning as a general-purpose modeling technique for predictive tasks
in computer vision. Both the machine learning literature and image classification
contests are now dominated by deep learningmodels that often do not require domain
expertise since such models identify and extract features automatically, eliminating
the need for feature engineering [9].

Usage of libraries like ImageAI allows us to train and generate image classification
models with CNN without extensive knowledge of the inner network workings.
However, it allows us to use its potential as this kind of algorithm is broadly used
in computer vision. However, the requirements of computation for training models
with these algorithms are high. With our experimentation, we used ResNet50 [7],
DenseNet121 [8], and InceptionV3 [17] as these are also used by the majority of
studies related to image object recognition, and we also used MobileNetv2 [15],
NASNetMobile [21], and EfficientNetB0 [18]. CNNs provide high accuracy. The
main reason for this is because the number of features increases dramatically. The
research done about computer vision relies on the accuracy of the validation and
improving that accuracy. Also, studies are showing us that if we keep training our
model with thousands of pictures, we can reach into overfitting issues. There is a
balance that needs to be respected when training models [10] Last but not least, as
shown by some studies, the quality of the datasets impacts creating and training a
model.

Setting up an on-premises solution to research and build models from machine
learning algorithms can be expensive and not the only available option. All major
cloud providers offer services in the cloud for the same purpose with access to a huge
computing capacity. Some of these offers are Amazon Sagemaker [16], Microsoft
Azure Machine Learning [1], Google Cloud AI infrastructure [3], and also free
options like Google Colab [6] or Paperspace Gradient [14]. These last two platforms
used in the experiment.
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3 Experimental Setup

This project’s architecture consists of using Paperspace Gradient provided Docker
containers, which provided the necessary infrastructure for the code developed in
Jupyter Notebooks and the base storage. Google Colab was also used (and inte-
grated with Google Drive) in the final work for collecting graphics and metrics of
TensorBoard logs.

The Paperspace Gradient free supplied containers include dedicated NVIDIA
Maxwell GPU with 8 GB of GPU memory, 30 GB of memory, 8vCPU, and 5 GB of
storage space. These resources are all free but with a limit of the run session of 6 h
maximum. For Google Colab, the type of GPUs available in Colab varies over time,
often including Nvidia K80s, T4s, P4s, and P100s. The standard available RAM in
Colab is 12 GB. It should be noted that these resources are shared between users of
the platform, so the available capacity of the resources varies over time.

3.1 Datasets

The author of ImageAI [13] Python library also created a dataset IdenProf [12],
which was used as the base for this study, but we also created two custom datasets
from it. The IdenProf dataset contains 11,000 images that span over ten categories
of professions. Each profession category consists of 1100 images, 900 of which are
used for training and the remaining 200 for testing. Our custom datasets consist of
the same 1100 as the base dataset. However, the training and test sizes are different,
800 and 300 for one dataset and 1000 and 100. These datasets will be referenced as
DS100, DS200, and DS300, matching the respective test sizes from now on.

The images in the dataset have a resolution of 224 * 224 pixels and represent
subjects dressed in uniforms of their respective professions. The dataset distribution
as of represented subject is as follows, 19.4% female an 80.6% male, 91.1% white,
and 8.9% dark skins.

The process of acquisitions of the dataset images, as the dataset author describes
it “The images in the dataset were obtained from Google Image search. The images
were searched and collected based on the 15 most populated countries in the world.
The dataset does not comply with EU GDPR has the individuals whose images were
contained were not explicitly contacted for consent” [12].

3.2 Parameters

ImageAI library provides several algorithms that can be used for image classifica-
tion, namely ResNet50, DenseNet121, MobileNetV2, and InceptionV2. Other two
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Table 1 Setup parameters

Training cycle

Epochs 25

Per Epoch iterations

DS100 DS200 DS300

Batch size Train Validation Train Validation Train Validation

16 625 62 562 125 500 187

32 312 31 281 62 250 93

64 156 15 140 31 125 46

algorithms not present in ImageAI were also used, namely NASNetMobile and Effi-
cientNetB0. All algorithms were used to train models from the datasets during 25
epochs in three different image batch sizes 16, 32, and 64 for the three datasets.

A preliminary test using a batch size of 128 was additionally thought, but due to
resources limitations and time constraints was not carried over. In Table 1, we can
observe a resume of setup parameters.

4 Results and Analysis

From the facts gathered, accordingly to Table 2 InceptionV3 was the algorithm that
lost less trainable parameters followed by ResNet50, all other algorithms had losses
over 1%. Both algorithms also detect more parameters, being, in this case, ResNet50
has more parameters detected, which translates into more significant model sizes.
MobileNetV2 algorithm was the one that lost most parameters that could be trained;
also, this was the one that detected fewer parameters, which translates to smaller size
models. A final fact we can observe from analyzing all algorithms, as the number of
parameters detected grows, so does the model sizes grow proportionally.

As we can observe in Table 3, related to temporal data, the faster algorithm in
dataset DS100 was MobileNetV2 for batch sizes 16 and 64; however, for a batch
size of 32, it was EfficientNetB0. For dataset DS200, MobileNetV2 was faster for
batch size 16, in batch size 32, it was EfficientNetB0, and in batch size 64, it was
NASNetMobile. For dataset, DS300 EfficientNetB0 was faster in batch size 16 but
slowest in batch size 32, where InceptionV3 was faster with batch size 64.

In other facts gathered, for dataset DS100, there was a reduction in the train
time from a batch size of 16 to a batch size of 64. As of dataset DS200, that only
happened with NASNetMobile and EfficientNetB0, from batch size 16 to batch size
32, there was an overall reduction excluding MobileNetV2. In dataset DS300, only
NASNetMobile had time reduction from batch size 16 to batch size 64, and all others
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had time increased. For DenseNet121 and InceptionV3, as the batch size increased,
so did the train time.We can extract from the facts that the best training time obtained
across all datasets and all batch sizes was for InceptionV3 in dataset DS200 and batch
size of 32.

According to Tables 4 and 5, we can observe that for all datasets and all batch
sizes, the training accuracy is slightly better than validation accuracy; however, for
NASNetMobile algorithm only for batch sizes of 16, this difference is slight for other
batch sizes, validation accuracy is much lower, and the same behavior occurs with
MobileNetV2 for dataset DS100 on a batch size of 32 and remaining datasets in batch
size 64.Also for an expected behaviorwith all algorithms across all datasets and batch
sizes, accuracy tends to increase with batch size increase, as for validation accuracy
that tendency is inverse, meaning with batch size increase validation accuracy tends
to decrease, but for some batch sizes and algorithms that is not always the case.
Analyzing Table 4, another result was gathered, for all algorithms without exception,
in dataset DS100 higher accuracies were achieved than those of DS200, and these
were greater than DS300.

Table 6 is relative to the training loss. This is a metric worth analyzing, as this can
indicate how good the predictive model is, as lower the loss, the better the predictions
are. Observing these values, we see some similarities between some algorithms. In
datasets, DS200 and DS300, all algorithms excluding EfficientNetB0 decreased loss
as the batch size increased, as for EfficientNetB0 decreased from batch size 16–
32 and increased slightly from batch size 32–64, still lower than batch size 16.
EfficientNetB0 and MobilNetV2 for dataset DS100 decreased loss as the batch size
increased, while all other algorithms had the same behavior, decreasing from batch
size 16–32 and increasing from 32 to 64. NASNetMobile had the lower loss in all
datasets, in DS100 was in batch size 32, as for the others was with 64.

Observing the values in Table 7, relative to the validation loss, we saw some simi-
larities between some algorithms, and MobileNetV2 and NASNetMobile stand out
as having much higher losses than the rest in all datasets for the majority of batch
sizes. For EfficientNetB0, the loss behavior was the same per batch size across the
datasets, increasing loss as the batch size increased. ResNet50 for dataset DS100
and DS200 performed the same with loss decrease from batch size 16–32, but with
an increase in 64, while for dataset DS300, as the batch size increased, the loss
decreased. DenseNet121 and InceptionV3 had the same behavior as ResNet50 in
dataset DS100, while in dataset DS200, InceptionV3 maintained the same behavior,
and DenseNet121 increased loss as batch size increased for DS200 and DS300
datasets. The lower loss was obtained with DenseNet121 for dataset DS100 and
batch size of 64, while for the remaining datasets, InceptionV3 had a lower loss with
batch size 32.

Table 8 represents the difference between the losses from training and from vali-
dation. This is a fundamental metric to pay attention to, as we can check if the
models trained might be overfitting or underfitting. Ideally, this difference should
be zero, or as close as we could get, but usually, some overfitting occurs. At first
glance, NASNetMobile stands out as having a more significant difference than the
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rest for all datasets, which indicates a case of overfitting. MobileNetV2 also gener-
ated models overfitting in all datasets, for batch size 32 in DS100 and batch sizes 32
and 64 for DS300; as for batch size 16 in all datasets, this algorithm trained some of
the best-adjusted models. Overhaul as the batch size increases, so do the generated
models overfitting. The less overfitting models for datasets DS100 and DS300 were
MobileNetV2 with a batch size of 16, as for DS200, it was ResNet50 also with a
batch size of 16.

5 Conclusions and Future Work

After testing the six algorithms and observing the results, we can conclude that all
algorithms tend to achieve higher accuracy when the dataset train size increased
and test size increased. Another conclusion we extract is that accuracy is achieved
between algorithms and batch sizes are similar, with slight differences. The best
algorithm does not exist; they all tend to adapt to the datasets.

For the three datasets, the algorithm which achieved higher accuracy under
25 epochs was InceptionV3. Excluding NASNetMobile and MobileNetV2, which
presented overfitting, all the other algorithms had validation/training loss differences
lower, meaning slightly less overfitting than InceptionV3. Considering accuracy and
validation/training loss difference, DenseNet121 appears to be a better algorithm for
the datasets in the study.

EfficientNetB0 in all datasets showed that increasing batch size, the accuracy
decreased slightly; the same happened to ResNet50 and DenseNet121. This result
makes us believe that increasing batch sizes are not beneficial for these algorithms.
MobileNetV2, contrary to previous ones, seems to increase accuracy slightly, which
seems that increasing batch size might benefit this algorithm. Given its generated
smaller model size, this algorithm might be worth exploring in situations where
limited resources are available.

As cloud platforms allow developers, scientists, and researchers to use free
resources formachine learning, despite its limitations, these solutions proveworth the
time exploring, as it would be in-viable carrying out this study on typical household
computers. Paperspace Gradient proved us to be a powerful and versatile platform
for carrying out these tests.

5.1 Future Work

Our tests showed a slight tendency for more accurate models trained on datasets
with more extensive train sets. Another tendency was that bigger batch sizes reduce
both train time and accuracy. Similar tests could be done on different datasets and
adaptations from the same dataset to validate and improve this study, trying to test
bigger batch sizes and more extensive datasets to see if these findings still hold valid.
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Demand Analysis for the Creation
of a Technology Application to Improve
Decision Making

Micaela Silva-Barragán and Carlos Ramos-Galarza

Abstract This chapter proposes a mobile application aimed at improving the
decision-making process through conscious stimulation of the prefrontal cortex using
a smartphone application. It is expected to be useful for adolescents and young adults,
considering the brain maturation and important decisions taken at this stage, which
can have positive or negative consequences. The research design followed consists
of a longitudinal descriptive study. The positive perception and social reception of
the prototype should be considered as results. Finally, the demand analysis and its
results are presented.

Keywords Decision making · Executive functions ·Mobile applications · Frontal
lobule

1 Introduction

Adolescence is conceived as a stage of rapid and constant changes that affect the brain
and cognitive functions. In addition to adapting to changes, teenagers must acquire
new skills that will allow them to function with greater autonomy and independence
while developing their own identity. The activities outside the teenagers’ core family
require their reasoning, cognitive and emotional resources, which will allow them
to make decisions with positive or negative consequences [1]. In this sense, making
decisions occupies a central place and will be a process that requires cognitive skills
typical of the prefrontal cortex (PFC). This brain zone oversees executive functions
(FE) and, according to Luria’s brain organization model, corresponds to the third
functional unit responsible for complex processes such as planning, regulation, and
verification of mental and behavioral activity. It should be emphasized that the PFC
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will finish developing around 20 or even 25 years old, resulting in some late and
progressive maturity that implies that the adolescent brain is reorganized and more
sensitive to environmental experiences [2–4].

Exposure to risky situations, or what is called “risk behavior,” is something that
characterizes adolescence and has a close relationship with decision making. It is in
this context that a teenager will have to apply their cognitive and emotional resources
to choose an option, balancing between their safety and the subjective benefits of
taking risks such as new experiences, greater status among peers, satisfaction, and
pleasure [5]. This is how the proposed mobile application aims to cognitively stim-
ulate the PFC to boost its development and, consequently, direct the young users to
better decisionmaking in different areas of their life. The technology has been proven
to be an ally even in cases requiring neuropsychological rehabilitation [6]. Also, it is
expected that teenagers will be interested in using technology for this purpose if the
application is similar to a video game. It should be emphasized that the adolescent
problem around this topic is very complex and such cognitive stimulation should be
combined with other psychosocial interventions.

The application of technological tools has not only been useful in cases of
neuropsychological rehabilitation after brain damage and cognitive impairment, it
should be noted that different interventions of this type have helped to stimulate
cognitive functions. For example, in Aldana, García, and Jacobo’s study, it was
shown that the use of technological tools such as computer programs and online
platforms favors cognitive processes such as attention, memory, intelligence, and
language in elderly population [7]. Considering that adolescence is a vital stage
with greater neuronal plasticity, it could be enhanced the improvement of cognitive
functions that are the basis of the decision-making process. Another situation in
which the influence of mobile applications is demonstrated occurs in the study by
Salazar and Gallegos, who evidenced that the technological intervention improved
several functions, among them the executive function of cognitive flexibility [8].
In a more specific way, Schwartz conducted a review of how the integration of
technology can promote the academic performance in students. This is achieved by
stimulating different executive functions such as working memory, planification and
timemanagement [9]. At this point, it is important to remember that FE have a crucial
role in the decision-making process.

Therefore, this chapter will briefly explain the technological proposal and then
analyze the demand for it in a group of young people between 17 and 22 years old.

2 Technological Proposal for Decision Making

The technological proposal is a video game for mobile devices, due to their daily
use by teenagers. Within the application, the users must register to create a char-
acter of their choice. Afterward, this can be customized with different clothing, hair,
or skin color. Once this is done, six themes appear on the screen: party, friends,
courtship, drugs and alcohol, school, and family. These themes were chosen because
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suit adolescents’ daily life and are also of interest to them. Moreover, each theme
includes decision-making situations, which are displayed graphically and in writing
to provide an explanation of what is happening and the options to choose. These deci-
sions respond to the presentation of a dilemma or problem in which the character
must choose which path to take. Finally, the users are shown the consequence (posi-
tive or negative) of their decision and feedback is offered about the risks presented
in that scenario and the importance of making decisions that are projected to positive
consequences. This proposal is explained in more detail in a previous article.

As mentioned above, the mobile application will allow the users to consciously
exercise the decision-making process while offering an alternative with ecological
validity where the situations presented are usual at this life stage.While other articles
have already highlighted the importance of using technology to develop and improve
brain processes, a mobile application is more accessible to the users [10]. Also, it has
been shown that the use of technology contributes significantly even to the neuropsy-
chological treatment of patients with acquired brain damage or in the stimulation of
multiple intelligences such as linguistic–verbal and logical–mathematical [11, 12].
In this sense, this technological proposal aims to improve the brain decision-making
process, which is highly important for adolescents and young adults to unfold in
society.

As mentioned above, the mobile application will allow the users to consciously
exercise the decision-making process while offering an alternative with ecological
validity where the situations presented are usual at this life stage. While other arti-
cles have already highlighted the importance of using technology to develop and
improve brain processes, a mobile application is more accessible to the users [10].
Also, it has been shown that the use of technology contributes significantly even to
the neuropsychological treatment of patients with acquired brain damage or in the
stimulation of multiple intelligences such as linguistic–verbal and logical–mathe-
matical [11, 12]. In other investigation, Rossignoli-Palomeque demonstrates how an
informatics application called NEXXO can improve the attentional control, exec-
utive control, and self-regulation in children with TDAH [13]. The use of real-life
situations in the mobile application is a strategy that speeds up the acquisition of
experience and allows the user to manipulate a complex circumstance without being
directly exposed. In that way, it is possible to improve the necessary apprenticeship
of a good decision-making process [8]. In this sense, this technological proposal
aims to improve the brain decision-making process, which is highly important for
adolescents and young adults to unfold in society.

3 Method

Toexamine the demand for thismobile application in society and howbeneficial it can
be, a quantitative descriptive studywas conducted aimed at exploring the relevance of
creating a mobile application to improve decision making in adolescents. To collect
data on social perception, a questionnaire was applied to 153 adolescents and young
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Table 1 Questionnaire frequencies

Item Yes Maybe No Didn’t answer

1 103 (67.3%) 39 (25.5%) 9 (5.9%) 2 (1.3%)

2 74 (48.4%) 61 (39.9%) 12 (7.8%) 6 (3.9%)

3 87 (56.9%) 48 (31.4%) 15 (9.8%) 3 (1,9%)

4 55 (35.9%) 59 (38.6%) 37 (24.2%) 2 (1.3%)

5 69 (45.1%) 60 (39.2%) 22 (14.4%) 2 (1.3%)

people between 16 and 22 years old. The results show that this population finds useful
and necessary a technological application to improve the decision-making process
in the daily life of an adolescent. The results in detail are shown in the next section.

4 Results

Thequestionnaire includedfive items that allowedus tofindout about the relevance of
developing a mobile application aimed at improving decision making in adolescents.
The proposed items were: (1) Do you think it necessary to develop technological
devices to improve the neuropsychological functions of humans? (2)Do you consider
that developing a mobile application for neuropsychological stimulation of decision
making can help adolescents in their daily lives? (3) Do you consider that decision
making can be improved if the subject has a cell phone application that provides
information related to everyday situations and how to resolve them? (4) Do you think
a teenager’s decision making can be improved by using a technological device? (5)
Do you consider it relevant to develop a mobile application so that a subject can
improve their decision making? Table 1 and Figs. 1 and 2 show the results obtained
from this questionnaire.

5 Conclusions

This research analyzed the existing demand for the creation of a mobile application
(video game) that improves the decision-making process in the adolescent and young
adult population. First, the prototype of the application was presented. Second, to
explore the demand analysis a short questionnaire was answered by 153 people
between 16 and 23 years old. Finally, the results were encouraging, as the perception
indicates that the technological proposal may be needed and could bring benefits to
the neuropsychological process in question.

It is important tomention that technology can be used for these purposes, resulting
in an improvement in the quality of life and in determining neuropsychological
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Fig. 1 Prototype of the mobile application to stimulate the decision-making process

Fig. 2 Participants’ responses diagram

processes such as decision making. Similarly, it is corroborated that a mobile appli-
cation is of interest to the young population and is a more accessible way to train that
process. It is also relevant to check whether the population feels that the objective of
the proposal will be beneficial and target the technological research and development
to the perceived social needs.
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Future research is directed at the development of the conceptual proposal and
the application of the mobile video game in the target population. This can provide
ground for future research that analyzes the incidence and beneficial effects of the
developed application. Likewise, technological intervention in other neuropsycho-
logical processes equal to or more important than decision making should not be set
aside.
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Neuromarketing: Current Applications
in Favor of Consumerism

María Judith López and Carlos Ramos-Galarza

Abstract Neuromarketing is an innovative branch of neuroscience that seeks to
provide for the consumer’s wishes through the understanding of its brain structure,
which will allow to comprehend and develop products or publicity that can be more
attractive, new and attached towhat has been created.Neuromarketing is integrated in
this new digital age in an extraordinary way due to it having more opportunities to be
applied. This science can be observed in each ad, which makes the individual feel the
need to spend money on a product. Big companies have benefited from this almost-
magic formula that allows the emotion and reasoning behind each purchase. Thanks
to neuromarketing, each product could be attractive enough in the neuro-sensory
aspect for it to be consumed, science being the only needed thing. This investigation
provides the knowledge on the reason why it is one of the most researched sciences
by the producer nowadays.

Keywords Neuromarketing · Neuropsychology ·Marketing · Publicity ·
Consumer

1 Introduction

The evolution of sciences has startedmany knowledge and development fields, which
in a group or individuals, offer the possibility of new perspectives toward the world
and its reality. Searching for what the client wants and satisfying this has been a
generational constant; hence, the market never ends and we, as human beings, can
continue innovating in all the edges of science [1]. After this, the job of investigating
consumer needs was born, and marketing became the science of observing. Now,
the place where the link between a social science such as marketing and a health
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science such as psychology and neuropsychology started is what is being asked, and
the answer stands in the central nervous system (CNS) and the peripheral nervous
system (PNS), which are the fundamental pillars of neuromarketing [1].

The CNS is formed by the brain and the spinal cord, while the PNS is formed by
the sensory receptors and the ganglia out of the CNS. This union of structures allows
us as human beings to move the information we have obtained through our sensory
organs, all the way from the skin, joints and muscles through the nerves to recognize
and identify what we perceive and at the same time, the received information will
have an emotional tint that will allow us to know if we like what was presented [1].
The brain, through its complex structures, can create this neuro-sensory path that
transfers information, that is how a product’s consumer processes his requirements
and the company, businessman or producer, presents what is left of what needs to be
bought and/or consumed.

Other fundamental structures of our brain that help marketing to propose sale
standards are the brain hemispheres, the same that are divided in: occipital lobe
(O.L), temporal (T.L), parietal (P.L) and frontal (F.L). The occipital lobe is the
visual processing area; the temporal lobe is the sound, speech comprehension and
memory processing one; the parietal lobe is the movement, orientation, calculus
processing and certain recognizing area, and lastly the frontal lobe is the area of
thought, concepts, planning and feeling control area [1]. Through the understanding
of these structures, marketing makes the information processing through these lobes
the clearest, most precise, direct, simple and attractive, for the consumer to be
“hooked” to what has been sold or motivated to consume.

For marketing, the visual sense is one of the most significative senses and struc-
tures of study, because the recognizing and memory of the publicity image will be
a decisive aspect on the product sales, the famous science of colors was born from
it, theories such as Costanzo’s [2] (see Chart 1) have existed, and they have allowed
marketers to find the best way to sell their product that is at the same time attractive
for the human brain [2]. On the other hand, Burkitt [3] cites the studies made by the
multinational PepsiCo Inc. of Frito-Lay as an example through its publicity image,
commercialized almost all over the world, in which they explain the way in which
external stimuli related to the wrapping colors can influence the brain areas associ-
ated to guilt feelings in the consumers, added to the image of a natural or healthy
ingredient in its package, decreasing the reluctance to consume this type of product in
comparison to brilliant or stimulating colored packaging and little “natural” images
of French fries [3] (Table 1).

The organs of the remaining senses such as hearing, taste, smell and touch are also
an important part of themarketer’s knowledge to analyze the efficiency of the product
and thus be able to put it in the market. For marketing, the different qualities of sound
such as tone, rhythm, intensity, volume, among others, represent vital elements at
the moment of releasing a publicitary product because they will define the brand’s
positioning in the market [4]. In the field of publicity, the auditory stimuli that people
perceive will be determinant as soon as feeling is produced in the hearer, allowing
him to imagine and perceive more sensations, which invite him to check and most
likely consume the product [4]. In terms of taste, it happens mostly through the taste
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Table 1 Color theory

Color Association Product

Red Movement, action, energy, activity,
romance, warmth

Restaurants, children’s parks,
entertainment centers

Blue Tranquility, peace, coldness, relaxation Dietary products, hospitals

Black Status, elegance, power Luxurious articles, high fashion,
liqueur

White Purity, innocence, cleanliness Hygiene products and dairy products

buds in the mouth, nevertheless, smell is the contributing one for the system to work.
Unfortunately these two systems haven’t been studied enough because they depend
on a subjective component of people, what can be recognized are fragrances or flavors
that can generally be liked by the population; however, this element motivates us to
make further studies in the field of neuromarketing.

1.1 The Emotional Brain

It is common to hear, thanks to literature and poetry, how feelings and emotions are
usually born in the heart, but as we could see before, the brain is the one that creates
them and at the same time, has an effect on the remaining human being’s organs,
depending on the way they’re perceived. There is a long neural lane that connects
the thalamus which is the one that processes the sensory and motor information,
and projects it to the brain cortex, with the cortex or thinking brain [5]. On the
other hand, there is a lane that communicates the thalamus directly to the amygdala,
whose principal role is the emotion processing and register. Therefore, there are two
lanes, the first called the slow lane, and the second called the fast lane (Fig. 1). Now,
what do these neural lanes have to do with neuromarketing? As proven, decision-
making is strongly determined by the emotional system, it is clear to understand that
successful companies in terms of publiciting the market are the ones that achieve
the emotional impulse buy trigger and shortly after, fidelity to the brand when they
continue consuming it impulsively [5].

Even though the human brain has separate structures to process the emotional
and the rational components, as we just observed, both systems communicate and
have an influence in the human behavior, therefore, even when there is a rational
and judgmental opinion on what we consume, we almost always go to these two
lanes, it has been observed that for the majority of the population, the emotional lane
is usually the determinant one in the final choice [5]. For example, if someone is
recommended a product that promises to change his life, and the recommender is
much-loved, he himself will attempt to observe or analyze the product, if the person
thinks it is too expensive, the emotional component of the recommendation and what
is present in his life will be decisive in the final purchase.
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Fig. 1 Information processing lanes

1.2 Application of Neuromarketing

Next, we will mention the incidence of neuromarketing and its effectiveness, since
at the time of analyzing the market, businessmen use different methodology and
techniques to find the one that generates more income compared to the competition.
It has been seen that the combination of neuropsychology, psychology andmarketing
has been one of the most successful ones.

1.2.1 Advertisement

Neuromarketing has been used to measure the effectiveness of publicity, with still
images and videos played on television. There are many companies that have worked
on the assessment on how to make your product sell more through neuroscience; for
example, companies such as EmSense, helped Coca-Cola make their announcement
in the Super Bowl more attractive in the neuro-sensory aspect [6]. On the other hand,
Innerscope company, uses a one-sensor electrocardiogram, a breathing monitoring
systemand an accelerometer tomeasure the skin’s galvanic response or electrodermal
response; this measurement allows the variations of the skin’s characteristics to be
discovered thanks to certain types of sweat glands that indicate different emotions
such as fear, wrath and others [6]. Knowing this allows the company to present,
in a pilot test, different people and measure how much emotion is generated while
watching the announcement, and this is added to the subjective response of each
spectator, generating an almost-completely precise formula on the product’s effect
and the possible modifications that could be made for it to be striking, ornate and
appealing to consume.
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1.2.2 Multimedia Content

The neuropsychological data is widely used to evaluate emotional response; for
example, 20th Century Fox used Innerscope to evaluate the trailers of their movies
allowing the scenes that could cause strong emotion and make the viewer have
a strong wish to watch and recommend the movie, to be chosen, generating a
consumerism cycle. Microsoft used an electroencephalogram to study the possi-
bility of recognizing simple tasks done by the users measuring the brain activity.
This allowed them to analyze whether it is easy for new users to learn how to use the
operative system that allows them to interact easily in the interface [6]. On the other
hand, the use of social media is more of an escape from reality; it is true that what
is consumed because of this influence comes from posts from friends or family, but
now, it is seen as a new place to sell and consume products, publicity videos between
songs and images are daily situations that could cause discomfort but are inviting
consumerism because of the innovation they represent, where our brain applies the
fast lane or the slow lane to decide on the product [6].

1.2.3 Video Games

The population has been modified, now, new generations are usually raised in a
technological and innovative world, where videogames are the newmethod for many
teenagers and adults to have fun, socialize and be entertained. We can see, more
than ever, how the emotion in video games is advertised to attract new teenagers
to consume them. Thanks to the technological innovation in the image quality and
controls, publicity has become easier for marketers, making teenagers and adults feel
a type of necessity and almost addiction to what they consume, which at the same
time allows big companies to profit from this. Neuromarketing has had an alarming
effect on videogames, and its effectiveness has been proven in the addictions created
toward them, a new obsession to purchase the new technological novelty has been
generated. Internet addiction occurs when the user stops doing all daily activities
in order to play video games. This represents the success and the consequences of
marketing on video games sales and distribution [7, 8].

2 Conclusions

Neuromarketing is part of the wide range of neurosciences. The study of the multi-
disciplinary brain, due to its various levels of study, from the molecular one, to the
cognitive and conductual one in human beings,with this, the study of neurosciences is
proven to be complex, but necessary to better understand human functioning. Thanks
to the extensive current knowledge on the human brain, neuromarketing has been able
to take its place in the world at a fast pace. This shows that with the correct formula
combining both neuropsychology and marketing, we could discover the consuming
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conduct of big populations. It is not a surprise that this is already happening, since
now, neuromarketing has shown consumerism approaches that people do not need,
althoughmany companies make us believe they do, through the presentation of color,
smell sound and the represented experience. Many consumers do not buy the product
because of what it signifies materialistically, but because of what it represents for
society, whether that be status, “good taste” or being in the latest trends.
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Expectations versus Perceptions: The
Role of Consumers’ Senses in Composing
of USP for PDO Wines

Jiří Zelený , Karolina Macháčková , Jan Hán , and Michal Lošťák

Abstract The unique selling proposition (USP) as a major distinctive feature has
been studied in various marketing researches. Our study uses sensory evaluation,
a method introduced in many studies employing neuromarketing, to uncommonly
examine the USP. As an example, Czech wines with the PDO designation called
VOC were selected. The sensory evaluation was complemented by price analysis
and qualitative research. First, the price analysis that included 805 Czech wines
showed that the VOC wines are less common on the Czech market and have higher
prices than substitutes without the VOC. Second, the blind sensory evaluation done
by 103 wine consumers underlined the relative perception of wines and their USPs.
The VOC was not perceived as a decisive attribute for consumers choosing from
the VOCs and non-VOCs. The absence of USPs for VOCs from the consumers’
point of view shows the relative perception of USPs by various agents (producers,
consumers). Third, the semi-standardized interviewswith 15 volunteers from sensory
evaluation explored consumers’ expectations regardingVOCwines. The experienced
consumers matched the VOCs with distinctive terroir and taste, i.e., possession of
USP, which opposed their actual sensory perception. We believe that the consumers’
sensory evaluation should be an elementary part of marketing research, including
creating food product’s USP.
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1 Introduction

In numerous fields, long-term and contemporary research attention have been paid to
unique selling proposition (USP), a frequently used marketing term [1–3]. The USP
stands for a clear benefit that should be provided to a customer when he/she decides
to purchase the product of a certain company instead of purchasing a substitute
from competition [4]. Therefore, the USP is a distinctive feature and an element that
fundamentally influences the company’s communication with its customers through
advertisement activities [5]. Our study addresses “distinctiveness” as an essential
attribute that defines the USP [1].

The vast majority of previously published studies on USP used varied marketing
or business models, but our paper shows the less common use of sensory anal-
ysis in marketing. Thus, our research aims to reveal the necessity of consumers’
sensory evaluation usage in creating successful USP. An example of Czech wines
with protected designation of origin (PDO) called VOC (from the Czech “Vína Orig-
inální Certifikace” meaning Wines of Original Certification) was used to fulfill the
aim. The research uses a combination of quantitative and qualitative methods to
highlight quality relativism that should instruct the producers when deciding how
their USP should be constructed.

2 Literature Review

Concerning the focus of our study, the definition ofUSP applies to food and beverages
as well and is of increasing importance, especially for food market segments with
growing numbers of products. Such uniqueness may be provided, for example, via
organic labels affecting consumers’ perception of health food products, as shown by
Bauer et al. [6] orMassey et al. [7]. For published articles forwhich the object of study
has been wine and viticulture, the USP (uniqueness/distinctiveness, respectively) is
connected not just with the term “brand” [8] but also with words as “authenticity”
[9] or “terroir” [10].

The conception of terroir vigorously represents the USP in the wine and viticul-
ture field since some authors consider terroir a “distinguishing” factor. In particular,
terroir is a collection of various environmental conditions of the origin of grapes,
which should subsequently be reflected in the unique sensory characteristics of wines
[11, 12]. A wine that appropriately reflects terroir should, therefore, have a well-
established USP. However, formalizing the concept of terroir in an understandable
way for consumers is not easy. In the European Union, the best performing classi-
fications that formalize the terroir use the abbreviations of protected designation of
origin (PDO) and protected geographical indication (PGI), concepts guaranteeing the
geographical (regional) origin of an agricultural product, its uniqueness, and tradition
[13, 14]. The previous research using survey data has shown that decision-making
according to both PGI and PDO is essential for Italian consumers [14, 15].
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While examining the influence of terroir or PGI/PDO on consumer attitudes, the
marketing survey approach has been widely used in the studies mentioned above.
However, examining the USP of wines with PGI/PDO using sensory analysis is
unusual and pioneering even in such wine countries as Italy [15]. Sensory analysis
using the consumers’ senses is often employed in neuromarketing studies as it can
adequately uncover consumers’ preference patterns that may not appear in ques-
tionnaires [16]. The previous research has shown that the smell of various products
[17], such as wines [16], is essential for consumers. On the other hand, revealing of
hidden patterns during sensory evaluation, e.g., when choosing between two PGIs,
can show that the consumers cannot find any differences. Thus, consumers’ attitudes
revealed in the questionnaires can be significantly reduced when sensory evaluation
takes place [15].

Our study uses a sensory evaluation approach employing consumers but does not
compare the two PGIs as the previous studies [15]. Instead, it compares even more
different categories—wines with the PDO designation and wines without PDO or
PGI. Specifically, the research is performed on wines with the designation VOC as
the Czech equivalent of PDOwines. The VOC system is a newer variant compared to
the traditional Germanic wine labeling system in the Czech Republic, and it has been
used since 2009. According to the Wine Fund of the Czech Republic, VOC wines
should bear typical regional features, i.e., the wines should reflect the terroir [18].
The winemakers themselves approve each wine with the VOC designation during a
blind sensory evaluation. Therefore, each approved VOC wine should correspond to
the winemakers’ conception of the ideal regional specificity. At present, there are 13
regions in the Czech Republic bearing the VOC designation.

3 Research Methodology

The research in this study includes two PDOs, namely VOC Znojmo and VOC
Mikulov. The first PDO is the oldest one and has been creating the USP for the
longest time. VOCMikulov is the most extensive PDO as it belongs among the three
PDOs associating the most winemakers, and at the same time, it belongs to the three
PDOswith the largest number of permitted grape varieties for the production of VOC
wines. The example of the Czech Republic was chosen as the country where both
the PDO wine system and traditional Germanic wine labeling exist. In this respect,
the Czech Republic differs from other countries and is in a unique position. Another
suitable example for a similar examination would be Austria, where both systems
are present too. At the same time, the Czech Republic was selected as the country
for which data were available, i.e., a demonstrative example underpinning examined
theoretical conceptions.

In the first phase of the research, the price level of wines sold by winemakers
belonging to the two examined VOCs was examined. Specifically, 805 wines, their
price, and disposition of PDOwere recorded in the e-shops of winemakers. The price
comparison then concerned wines with the VOC designation and wines without the
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VOCdesignation (produced fromvarieties permitted forVOCs). TheMann–Whitney
U test (α = 5%) was used for comparison due to the smaller size of the groups and
due to the non-parametricity of the data tested by the Kolmogorov–Smirnov test
(α = 5%). Before the statistical testing took place, the outliers were removed from
the groups according to Tukey’s method using the interquartile range (IQR) [19].
Values exceeding the IQR by 2.2 times were removed as values exceeding the IQR
by 1.5 times were considered insufficient, according to Hoaglin and Iglewicz [20].
Such testing is feasible despite the different sizes of the groups, as demonstrated by
Zimmerman [21], who tested unequally large groups in a ratio of 1:4.

The second phase consisted of a sensory evaluation of wines. Specifically, a
comparison of wines with and without VOC labeling was performed to assess
the perception of the USP from consumers’ point of view. A total of 103 wine
consumers over 18 years old who also buy wine regularly took part. Male consumers
(46.53%) and female consumers (53.47%) were present. The youngest consumer
was 18 years old; the oldest was 71 years old. The mean age of the consumers was
36.62 ± 14.63. Consumers had both a secondary education (44.90%) and univer-
sity education (55.10%), and both students (43.43%) and employed participants
(56.57%) took part. In terms of averagemonthly income in the Czech Republic, there
were consumerswith above-average (38.90%), average (35.56%), and above-average
(25.56%) income.

The relatively small number of participants in sensory evaluation (e.g., in compar-
ison with a standard questionnaire survey) is due to a more complex logistical provi-
sion of tasting. However, the advantage of sensory evaluation is the revelation of
the actual preference of consumers, which is not only based on the verbal or visual
presentation of the product, but it is also based on assessing product appearance,
aroma, and taste (or touch via nervus trigeminus). Even a relatively small number
of participants is considered sufficient during the sensory evaluation by the profes-
sional literature, as stated, for example, by Martišová et al. [22], who used ten expert
evaluators. For untrained consumers, the required number is higher, but the rule of
the central limit theorem has been applied [23, 24], i.e., at least 30 evaluators, which
is in line with Blanchera et al. [25]. The number of evaluators in this study is similar
to those performed with 109 [26], resp. 131 evaluators [27].

Four wines were selected for evaluation. The characteristics of these wines are
given in Table 1. Even in this case, compared to some purely sensory studies, the
number of samples can be considered smaller. Nonetheless, mixed methods are used
in our study, and sensory evaluation is extended by the economic concept of willing-
ness to pay (WTP) and qualitative research. Previously performed economic-sensory
studies also included only four evaluated samples [26]. There were two separately
evaluated pairs in our study, with one of the pairs coming from the Znojmo region
and the other from the Mikulov region. The main difference within each evaluated
pair was the classification of wines—one sample was with a VOC designation, and
the other without VOC designation. The purpose was not to compare all four wines
(particular VOCs vary greatly) but to explore the preferential patterns for each pair of
wines, with the wines in the pair being considered substitutes with the same winery,
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Table 1 Characteristics of evaluated wines samples

Sample
No.
(CODE)

1 (LED) 2 (ZNO) 3 (STR) 4 (SON)

Region Znojemsko Znojemsko Mikulov Mikulov

Village Krhovice Krhovice Popice Popice

Vineyard Skalka Skalka unknown Sonberk

Winery Znovín Znovín Sonberk Sonberk

Variety Gr.
Veltliner

Gr. Veltliner Riesling Riesling

Vintage 2018 2018 2017 2017

Sugar 7.3 g/l 6.9 g/l dry 4.6 g/l

% alc 12.5 12.5 13.0 12.5

Acids 6.9 g/l 6.7 g/l Unknown 8.0 g/l

VOC Absent Present Absent Present

Pictures of evaluated wines

1 (LED) 2 (ZNO) 3 (STR) 4 (SON)

variety, and vintage. The selection of specific wines was due to the suppliers’ possi-
bilities. Only wineries that offered wines with the same analytical properties but
different in the presence/absence of the PDO were selected.

The evaluation of the wines consisted of two phases—Phase I was a visual evalu-
ation of the appearance of the bottles based on the projected photographs—initially,
the first pair of wines and then the second pair of wines. Consumers indicated their
WTP (in CZK) for each wine and were reminded that the wines in the pair could be
considered substitutes. If consumers indicated different WTPs for wines, they were
asked to state the reason for the higher/lower WTP.

Phase II consisted of sensory assessment, i.e., evaluating four wines from Phase
I, but poured into glasses so that consumers could use the sense of sight, smell, and
taste to assess intrinsic attributes. In order not to influence consumers during the
sensory evaluation by the judgment based on the presented photographs of wines,
the wines were poured before the arrival of the consumers. Consumers were warned
that the tasted wines might be different from those presented in Phase I. Sensory
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evaluation also compared two pairs of wines (two pairs of separate glasses). Even
in this case, consumers were warned that each pair consists of wines that can be
considered substitutes. However, only the order of the evaluated wines in pairs was
reversed compared to Phase I. In addition, the sensory evaluation included a stan-
dard 9-point numerical hedonic scale of acceptability in the form of a semantic
differential, where consumers stated their attitudes toward the wines being tasted,
fromcompletely unacceptable/worst to completely acceptable/best (according to ISO
6658) [28]. Indication of the WTP for each wine followed with reasons for possible
different WTP in pair of wines. The test for independent groups, i.e., the Mann–
Whitney U test, was used to detect changes during Phase II compared to Phase I.
The Wilcoxon test for dependent groups was used for testing wines with each other
only within one of the phases. All tests were performed at a significance level of α

= 5%.
In the third phase of the research, semi-standardized interviews were conducted

with 15 consumers who participated in sensory evaluation and subsequently volun-
teered for the qualitative research. During the interviews, the attitudes of consumers
(especially their expectations) for wines with the VOC label compared to wines
without the VOC label were explored. Disclosure of individual wine samples was
sent to participants by email so that participants who attended the interviewswere not
influenced during the interviews. The interview participants were briefly introduced
to the principle of VOC labeling if some of them were not familiar with it.

4 Results and Discussion

Based on the results of descriptive statistics, it can be stated that the wineries, despite
their membership in the VOC designation, offer the majority of wines classified
outside the VOC designation (70.06%). In this case, these are wines for which grape
varieties not authorized to produce VOC wines have been used. A smaller part of
the offer (24.35%) is formed by wines produced from varieties authorized for VOC
wines but not bearing the VOC label. The wines with the VOC label themselves form
only a negligible part of the wineries’ offer (5.59%), and it is possible to assume their
uniqueness and disposition of the USP compared with other products. Therefore, in
terms of the breadth of the product range, wines with the VOC designation cannot
be considered decisive. Subsequent testing presents price differences between VOC
and non-VOCwines, which would potentially be suitable for the production of VOC
wines, as only such a comparison of substitutes is relevant. The results are shown in
Table 2, where VOC-labeled wines are significantly more expensive (U = 3249.00;
p < 0.01) than non-VOC-labeled wines. Overall, it can be stated that VOC wines
are less represented on the Czech market, and they are significantly more expensive
than production without VOC labeling, even if it is made from the same grape vari-
eties. Therefore, we consider VOC production to be more premium in price and a
smaller part of the wineries’ portfolio. Thus, VOC wines might be more suitable for
possessing USP.
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Table 2 Portfolio composition and prices of wines for investigated wineries

Classification type VOC wines No VOC; varieties
permitted for VOC
production

No VOC; varieties
forbidden for VOC
production

Number of wines 45 196 564

Rel. count (%) 5.59 24.35 70.06

Median (CZK) 250.00 200.00

Mean ± sd (CZK) 239.64 ± 59.50 212.37 ± 73.16

Mann–Whitney U U = 3249.00; Z = −2.63; p < 0.01

Note: Presented prices are in Czech koruna (CZK), where currency conversion for July 2021 was
1 USD = 21.70 CZK

Further results (see Table 3) show how the customers-evaluators themselves react
to the premiumproducts of thewineries that are represented byVOCwines. Statistical
analysis showed that consumers’ WTP always correlated significantly with their
proclaimed hedonic acceptability of wines during the sensory evaluation, even at α

= 1%. Therefore, the results section contains only the presentation ofWTP results for
the visualized/tasted wines.While for wines from theMikulov region, no statistically
significant differenceswere recorded in the evaluation of theWTP forPhase I and II (T
= 629.00; p= 0.17 and T= 691.50; p= 0.28), significant differences were recorded
in the evaluation of wines from the Znojmo region, moreover different in individual
phases. During the visual evaluation of wines, consumers rated significantly better (T
= 387.50; p < 0.01) the ZNOwine (219.49± 39.70 CZK) than the LEDwine (205.64
± 36.13 CZK). On the contrary, after wine tasting, the consumers significantly better
rated (T = 423.00; p = 0.01) the LED wine (T = 222.05 ± 43.05 CZK) opposed to
ZNO wine (212.86 ± 37.09 CZK). Compared to the previous studies [14, 15], our
results indicate that the presence of PGI does not engage the consumers to choose
such a wine in all cases during the visual evaluation of the bottles. The same situation
appears when the wines are tasted, as consumers can prefer wines without the PDO
designation. Therefore, the perceptional gap between wines depends on a particular
sample.

Table 3 Results of consumers’ sensory evaluation

Statistic/wine Phase I (mean ± sd) Phase II (mean ± sd) Mann–Whitney U (Phase I + II)

LED 205.64 ± 36.13 222.05 ± 43.05 U = 73.50; p = 0.49

ZNO 219.49 ± 39.70 212.86 ± 37.09 U = 135.50; p = 0.60

Wilcoxon T T = 387.50; p < 0.01 T = 423.00; p = 0.01

SON 223.68 ± 41.60 201.03 ± 34.51 U = 159.50; p = 0.09

STR 228.13 ± 44.13 204,18 ± 35,25 U = 157.00; p = 0.73

Wilcoxon T T = 629.00; p = 0.17 T = 691.50; p = 0.28
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Consumers choosing a higher WTP for the ZNO wine did so in 54.76%, mainly
due to the displeasure of the LEDwine logo. This result indicates more unpopularity
of theLEDwine logo than themore significant popularity of theVOC logo. It is also in
linewith the results of theWTP comparison in Phase I forwines fromMikulov,where
the VOC logo was not the reason for the SONwine’s higher popularity (although the
logo of the SONwine has a slightly different appearance compared to the ZNOwine).
Reasons for higher WTP in Phase II for the LED wine were limited only to a general
reason of “taste” (31.91%), although regular wine consumers participated in the
sensory evaluation. Similarly, consumers more often choosing a higher WTP for the
ZNO wine stated “taste” as their main reason (37.93%). The second most frequently
cited reason for higher WTP was lower acidity or higher sweetness (23.40% for
the LED wine and 20.69% for the ZNO wine). However, Table 1 shows that wines
differed in the residual sugar content by 0.4 g/l and in the acid content by 0.2 g/l.
This result testifies to a subjective perception of individual components of wines
(which are objectively comparable for wines in terms of content), even for regular
wine consumers.

When examining each wine separately, it cannot be said that a change in the
evaluation method, i.e., the transition from Phase I to Phase II, would mean a change
in the WTP. Thus, our study shows different knowledge than papers underlining
discrepancies between questionnaires and sensory evaluations [16]. In other words,
there was no significant change in the willingness to spend money after the wine
tasting (p = 0.09 to p = 0.73). Therefore, we believe that the possible perception
of the wine label uniqueness is in accordance with the perceived uniqueness of
wines’ tastes. The consumers’ point of view approves that the winemakers were
most probably able to balance the USP of bottle appearance with the taste profile of
the wine. Change of preferred wine in Phase I and Phase II in the case of the Znojmo
region indicates a change that does not occur per se but is always in comparison
with other wines. It is necessary to emphasize the relativity of the evaluation, i.e.,
an attitude is established toward a pair of wines, not to a single wine. It cannot be
said that after Phase II, consumers would be willing to pay significantly more for the
LED wine, just as it cannot be said that after tasting, consumers would be willing
to pay significantly less for ZNO wine. The change is to be understood as such,
which means prioritizing the label of the ZNO wine over the LED wine, and further
prioritizing the appearance, smell, and taste of the LED wine over the ZNO wine.
Therefore, the USP of wine is most probably perceived relatively, i.e., with regard
to a USP of other wine.

According to quantitative results, the more expensive and less common Czech
VOC as an example of PDO does not seem to possess a well-elaborated USP, at least
from the consumers’ point of view. Surprisingly, in one of the cases, the consumers
preferred significantlymore thewinewithout theVOCdesignation over the substitute
with the VOC designation during the tasting. In the second case, the quality of the
substitutes (VOC and non-VOC) was perceived indifferently. It applies to a visual
evaluation of the bottle, the appearance, aroma, and taste of VOC wines.

The results of the third phase of the research, which included interviews with 15
consumers, showed two main ideal types of consumers. The first group included less



Expectations versus Perceptions: The Role of Consumers’ Senses … 403

aware participants consuming wine. Understandably, these consumers did not know
the VOC and approached it somewhat reluctantly, even after a short introduction. In
particular, they considered VOC wines to be those that would not be rated well by
them as less experienced consumers. At the same time, they could not assess whether
such product is different from other premium production without a VOC label. Thus,
they could not assess the presence of the USP well, and their expectations regarding
VOC were completely absent. Examples of selective transcription are given below:

I probably would not recognize the VOC during the tasting, so if it was expensive, I would
not buy it - I am not a gourmet, so I do not care (C2).

… If it (authors’ note: he talks about VOC) will be next to French wine in a shop, I will
buy the foreign one. It will probably be better, but I have never tasted it, so I do not know
what the advantage is for me (C7).

However, the second group of more knowledgeable consumers who already had
experience with VOC showed opposite tendencies to the first group of consumers.
They considered VOCs to be something with clear expectations of uniqueness and
differentiation from standard production. Their view corresponds to a conception
seen through the prism of marketing as a well-elaborated USP of product. Further
examples of selective transcription are given below:

I know VOC well. I associate it with higher quality compared to other Czech wines. When I
buy the wine, I expect that there will be an expression of terroir, which the competition will
not be able to offer (C8).

When it has a VOC, it will not be standardized production like some large wineries.
When it has a VOC, I associate it with something that has a different taste (C11).

Based on the statements provided by experienced consumerC8, the terroir is being
related to an advantage that competition’s everyday wines cannot offer. Therefore,
it can be agreed that distinctive terroir is necessary for successful USP [4, 10]. The
message provided by the interviewed experienced Czech consumers is evident. They
expect VOC to provide USP. Nonetheless, the sensory evaluation results showed
that the actual perception of the consumers is that VOC wines are in terms of a
quality indistinguishable or worse than substitutes without the VOC designation. To
control these results, we ran the statistical tests once more for the group of more
experienced evaluators, and there were no significant differences compared to the
results in Table 3. In conclusion, the winemakers should reconsider the USP of VOC
wines. Marketing research and sensory evaluation with consumers can be helpful in
the search for USP of Czech PDO wines.

5 Final Remarks

Based on the presented results, sensory evaluation by consumers can be consid-
ered an elementary part of marketing research, including the creation of wine USP.
However, the results are most likely to be generalized to other than wine products.
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The role of the senses (as approved by other studies [16, 17]) is crucial in creating
the USP because it amplifies the differences between the objective properties of
products (which may raise certain expectations) and their subjective perception. In
addition, our study evokes other questions concerning, for example, how different is
the perception of USP for individual groups, i.e., producers and consumers (in our
study for winemakers and consumers). Therefore, marketing managers should not
directly neglect the consumers’ sensory evaluation of products, as managers’ sensory
perception may be subject to operational blindness.

Our research followed the other studies [26, 27] employing a limited number of
regular sensory evaluators. Only a few evaluated wines can be considered as another
limit of research, but it had been used in previously published studies as well [26].
Nonetheless, selectedwineswithin each pair are ideal substitutes offered bywineries,
and it should be noted that approved VOC wines are subjected to a blind sensory
test by a winemakers’ commission. Therefore, all VOC wines (including the wines
rated in our study) represent an approved quality perception of the winemakers. In
addition, the first selectedwinery in our study is among the ten largest wine producers
in the Czech Republic. The second winery was repeatedly awarded as the winner of
the Winery of the Year competition. Future research may be extended to more VOCs
or examine different consumers’ clusters and attitudes toward USPs of wines in the
Czech Republic or other countries. From a theoretical perspective, our study shows
that even today, relativism is still relevant in marketing science, and the crucial issue
is the understanding of the differences in the attitudes of individual agents [29].
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Enterprise Information System
for Digitalization and Organization
of Innovation—A Case Study

Zornitsa Yordanova

Abstract Organizational innovativeness and firm’s abilities to innovate rely exclu-
sively on team efforts, culture for innovation and senior management support, all
these organized into a structured process. Organizational innovativeness has a variety
of manifestations, elements, and sub-processes for cultivating and gathering indi-
vidual and group abilities for the development of innovations within the organization.
It represents a separate and parallel innovation process to the traditional innovation
development process. The organization of this process and its digitalization as well
as building long-term and continuous improvement through innovation mind-set is
a challenging exercise for enterprises. In this study, we present a case study with
the platform GAPideaz—an enterprise Web system for organizing and digitizing a
simple innovation process encompassing all employees of an enterprise and focusing
team efforts for the purpose of innovation development and problem solving. Major
research and practical gaps in this organizational innovation effort are identified and
addressed. The study contributed to the analyzed platform to precise its process and
users target and to some of the users involved in the study to better organize the
impact of the platform for organizing innovation across their enterprise.

Keywords Innovation management · Digital transformation · Enterprise
information system · Organizational innovation

1 Introduction

Digitalization of enterprise innovation processes has been largely discussed since
the beginning of 90s when the most complex business processes have started to be
atomized. Among the pioneers in this field is Swanson [1] who analyzed informa-
tion systems as a means for innovation and their crucial role for the organizing
innovation circuit in an enterprise. Information systems have been proposed as
a reference discipline for the development of other fields as well [2] since they
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have the ability to generate and spread conventional wisdom. Considerations about
information systems’ potential benefits in the field of new product development
were suggested by Nambisan [3]. Raising the bar on the capability of information
systems to facilitate business processes, product development, and innovation, we
are analyzing their potential role for the organizational innovativeness (not organiza-
tional innovation only) in enterprises. Organizational innovation is proven to improve
organizational performance and innovation performance [4]. It needs further to be
digitalized because of the core principles of digital transformation based on a contin-
uous improvement cycle, involving innovative and digital capabilities of an enterprise
[5]. To overcome some of the main shortcomings of a team’s innovation process in
enterprise modeling andmany innovation failures, here are formulated three research
questions (RQ), the answers to which motivate this case study research.

RQ1: How does a single-team innovation approach can be transformed into an
organizational innovation model for a whole enterprise?
RQ2:What are the pillars for increasing organizational innovation throughout the
organization, regardless of the skills of innovative talent?
RQ3: What are the needs for digitization of a simple innovation process, easy to
understand for all participants in innovation in an enterprise?
RQ4: How can an organizationmotivate employees to share their ideas, problems,
goals, and expertize for organizational innovation?Weanswer these by analyzing a
case studywith the platformGAPideaz—an enterpriseWeb system for organizing
and digitizing a simple innovation process encompassing all employees of an
enterprise and focusing team efforts for the purpose of innovation development
and problem solving.

2 Theoretical Background

2.1 Organizational Innovation

Organizational innovativeness is considered from different points of view in the liter-
ature and has been in the focus of scientists for a long time. It had been scoped as
the relationship between organizational determinants of innovation, types of innova-
tions, and measures of organizational performance by Subramanian and Nilakanta
back in 1996 [4]. At the beginning of the theory development, it was seen only as a
means for strengthening product development and re-organizing strategies for better
commercialization of innovations [6]. Organizational innovativeness has later been
seen as organizational effectiveness of innovation and a framework based on a model
of organizational innovation grounded on key concepts found in literature on inno-
vation was proposed by Tang [7]. These six KPIs are (1) project raising and doing,
(2) knowledge and skills, (3) behavior and integration, (4) information and commu-
nication, (5) guidance and support, and (6) the external environment. Some other
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studies analyzed organizational innovation as a complex system handling organiza-
tional culture, knowledge sharing, and organizational innovation [8]. Breaking down
organizational culture for innovation, 12 organizational culture values supporting
innovation have been identified backed by 33 cultural dimensions promoting an
innovation culture [9]. Recent research has established a link between technology
and innovation in the organization [10], which further raises the question of how to
organize innovation occurring in enterprises. The enterprise ability to handle orga-
nizational issues associated with the innovation process are possible mechanisms
through which organization capital affects firm innovation positively [11].

2.2 Digitalization of Innovation Development

Several calls for digitalization of innovation development and innovation processes
in enterprises have been raised during the last 20 years. As innovative organiza-
tions rely on multiple sources for ideas and on multiple channels and mechanisms
to bring ideas to further development [7], digitalization may answer to this gap in
the enterprise information systems excluding innovation management as a holistic
management approach. Some modern aspects and problem areas in the field of digi-
talization of the innovation processwere raised byBykovskaya et al. [12]who empha-
sized on the lack of prominent information technologies addressing the enterprise
innovation processes encompassing all functional areas of innovation management
across an organization. Digitalization of innovation management in the literature
focuses mostly on platforms, toolkits, and communities that have been established
and designed to generate ideas for innovation [13]. Some researchers on innovation
management even concluded that digitalization of innovation management would
lead to its reinvention and total transformation [14]. Digitalization of innovation
management often overlaps with digital transformation. Thus, it could be theoret-
ically scoped with encompassing all kinds of combined effects of several digital
innovations bringing about novel actors (incl. stakeholders, systems, organizational
set ups), structures, practices, values, and beliefs that change, threaten, replace, or
complement the status quo within organizations. Hinings et al. [15] identified three
types of novel institutional arrangements, critical for digital transformation: digital
organizational forms, digital institutional infrastructures, and digital institutional
building blocks which all are also much relevant for digitalization of innovation.

2.3 Enterprise Systems for Innovation Management

As Swanson [1] suggested, the innovationmanagement as part of the operating enter-
prise systems is based on information flow and this information consistency and
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smoothly spreading. This study distinguished three types of potential innovation-
driven information systems: (1) innovation mechanisms embedded into the infor-
mation system tasks; (2) innovation supported administration of the business; and
(3) innovations embedded in the core technology. Further, information systems have
been analyzed for automating and facilitating innovation processes and assessments
of innovation outcomes by Nambisan [16]. The scholar proposed in his article a
framework for better understanding of IT’s role as a powerful resource for inno-
vation development and management. Limited empirical proof motivated a call for
further research by Kyriakou et al. [17] concerning the effects of the many different
types of enterprise systems that firm use for their innovation performance. Their
study investigated empirically and compared the effects of six important and widely
used types of management information systems (ERP, CRM, e-sales, telework, and
collaboration support systems) on firms’ product, service, and process innovation.
All these information systems showed some positive effects on both product/service
and process innovation during the experimentation, especially the e-sales systems
and CRM on product/service innovation. Another research on information systems
and their possible impact over the innovativeness of an organization was conducted
as an empirical research by focusing on eight criteria summarizing innovation
pillars [18]. These were identified to be (1) organizational experience accumulation;
(2) expanding motivation; (3) systematization and storage of learned lessons from
successful projects; (4) talents’ characteristics; (5) creativity management (ability to
generate ideas, critical thinking, and creative problem solving); (6) change manage-
ment organizational capabilities; (7) integration of perspectives into the business
processes (openness to ideas, research orientation, cooperation); (8) entrepreneurship
(identifying problems, seeking improvement, gathering information, independent
thinking, technological consciousness, result orientation).

Besides the established practice that information systems, especially those
supporting business processes, benefit the innovation development and manage-
ment, some research showed that management information systems may affect the
deployment and use of technological innovations [19] which could indirectly rein-
force organizational innovation. Such tools enable the exchange of experiences and
information transfers to the management levels to sustain competitive advantage and
support decision-making [20], critical for innovationmanagement, and accumulating
organizational innovativeness. Evenmore, organizations that do not have information
systems and processes for formal sharing practices would risk to fail in leveraging
their managers’ intellectual capital for business innovation and growth [21]. Going
further, operational efficiency as an element of organizational innovativeness has
also been seen in the literature as a goal of enterprise systems for innovation [22].

3 Research Design

We adopted a single-case study in order to in-deeply observe and analyze how digi-
talization of innovation management across an organization may engage innovation
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talents and thus to support the establishment and digitalization of organizational
innovativeness. As Zainal suggested, we select this research approach to explore and
understand the complex issues related to organizational innovativeness andgobeyond
the quantitative results and understand the behavioral conditions through organiza-
tional perspective [23]. For addressing the research questions, theGAPideaz platform
is observed and critically analyzed in the result and discussion’s section with relevant
analyzes about how it manages and digitizes the innovation process and creates a
foundation for building organizational innovativeness. During the research, action
research methods had taken place and the author met and discussed the obtained
results from using the platform in 2 enterprises. The author of the research collab-
orated with the creators of the platform and some of the platform’s users to bring
more insights on its operation and impact on processes and users behavior for inno-
vation as well as on encompassing these into a single platform. The presented results
are downgraded to the level of marketing explanation for potential users since the
case study aims at contributing mostly for non-innovation professionals, enterprise
owners, employees from non-product development departments, and also to scholars
in general innovation and technology management.

4 Results and Discussion

In this section of the study, we present the GAPideaz solution (https://www.gap
ideaz.com/) and discuss this example of a platform for establishing organizational
innovation and managing it in an enterprise. In the same section, we focus on the
research questions we asked at the beginning of the study and answer them.

4.1 GAPideaz Case Study

GAPideaz is a corporate platform for organizing innovation efforts for and by all
employees and members of an organization. It has been seen as a corporate booster
that digitalizes into a simple innovation process many activities such as idea genera-
tion, problem definition, call for action, goal setting, assessments, expertise sharing,
project management tools for building ideas into projects for innovation, educational
blog section. The concept behind the platform is that every employee, no matter of
the rank, position, and experience has its own profile in the platform. The platform
is Web-based and allows employees to express their innovativeness 24/7. Every
employee can write down their ideas, problems, goals, and also to provide their own
expertise for the benefit of the others’ ideas, problems, and goals. All this infor-
mation is public, but anonymous, unless a project is created. In projects, there are
common resources, employees associated with the tasks, statuses of phases and all
kinds of functionalities, necessary for innovation development. However, for kicking
off an innovation project, all pre-project phases are facilitated through the platform

https://www.gapideaz.com/
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GAPideaz. Examining the platform, the main pillars of it are ideas, problems, goals,
expertise and education for innovation culture and sharing. The platform maintains
diverse functionalities facilitating collaboration such as association/submission of
ideas for solving problems and achieving goals, automation of all applications of
ideas for the owner of a problem or a goal, project management organization with
sprint and tasks distribution as well as task status updates.

4.2 Organizational Innovativeness through GAPideaz

A main value of the innovation process designed by GAPideaz platform is the inno-
vation process’ openness across the enterprise. It is a common practice for an inno-
vation, an improvement or optimization to take place in a single team/department
instead of reflecting to the whole organization. Evenmore inefficiently is the practice
in many organizations to perform these innovation-related activities by single teams
instead of engaging all employees from the organization in the process. Involving
all employees especially in the first phases of the innovation process may only bring
more ideas, clearer problem definition, and scalable solutions relevant formore users.
However, such employees’ engagement in the organization’s problem solving and
innovation is hard for managing. This is why, in this study, we use the case study
approach in order to elicit the design elements and assumptions behind GAPideaz
and discuss some results that the platform brings to users.

The results of a single-team innovation development resemble a marketing funnel
or a closed innovation development model where all kinds of triggers for innovation
such as problems, new ideas, goals, projects, team work, and regulations are put into
a funnel which funnel aims at processing and transforming them into an innovation.

Fig. 1 Multi-actors’ innovation development with GAPideaz
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On Fig. 1, we present a funnel for innovation development, but in this very case,
it is open for additional collaboration from more employees and teams by the orga-
nization. This can only bring more innovation-related ingredients. The discussion on
whether involving more actors in the innovation process could bring more positive
results or would rather complicate it is not in the scope of this case study. Here,
we are examining a process and a digitalization tool for those organizations which
have already reached the usual difficulties and shortcomings of a closed innovation
process, locked into single teams. The benefits of opening the internal innovation
process bymaking it public for themembers of an organization could boost the align-
ment of employees’ activities, ideas, and problem solving to the overall innovation
strategy could also increase the awareness of the management for the innovation
attitudes among the employees and vice versa. The summarized outcome of using
such a platform is organizing the efforts of all employees for the benefit and goals
of the organization. The platform may also facilitate some human resource manage-
ment tasks such as detecting talents, motivating and engaging employees, facilitating
collaboration, and communications for complex tasks. The need for digitalization of
innovation-related tasks of employees comes from a few factors that affect the organi-
zational innovativeness. These factors have increased their significance for the orga-
nizations in 2020 and 2021 when a big share of them apply home office practice (as a
consequence of COVID-19). Major reason for digitalization is the fact that creativity
and innovativeness of people do not show only in the working hours and they need
a tool to express these 24/7. Another cause of the need for digitalization of inno-
vation processes across organizations is the impossibility for effective and intensive
collaboration between more than 30–50 people. This factor is extremely relevant for
medium and large organizations with more than 100 employees, working in different
departments, locations, roles who do not communicate frequently in regard to their
daily operations. The need for sharing ideas, problems, engagement, expertize, and
common goals have been largely discussed in the context of organizational innova-
tion and leading creative people [24]. This is how, together with GAPideaz solution’s
founders and feedback from their clients, we summarized a possible solution for these
shortcomings. The next figure presents the ordinary situation in enterprises when it
comes to employees’ sharing (according to some feedback ofGAPideaz’s customers)
and the resolution after implementing the platform. Innovation mostly relies on team
working and collaboration [25] and digitalizing innovation processes involve not only
automation of activities, but substantially digitalizing the communication between
stakeholders and potential actors of the process. During the case study examination,
GAPideaz creators shared primary data of the previous research stating that most of
80% of the employees are too shy to proactively participate in innovation processes,
to share their opinion, problems needed solutions, ideas, or even expertise.

Figure 2 shared the results of digitalization innovation process throughGAPideaz,
overcoming the major barrier for it—communication and proactiveness bottlenecks.
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Fig. 2 Overcoming the process of sharing ideas, problems, solutions, expertize with GAPideaz
platform (based on feedback of users)

4.3 Insights for Organizing and Digitalizing Innovation
across Enterprise

In this section, the study addresses the research questions for outlining the general
outcomes of digitalization of innovation process and organizational innovativeness
in organizations through the design of GAPideaz platform.

RQ1: How does a single-team innovation approach can be transformed into an
organizational innovation model for the whole enterprise? The discussion on this
question was developed in the previous section of the paper and reveals some
common assumptions of the single-team innovation efforts which the design of
the tool and the digitalization element tries to overcome. Generally, the concept
of open innovation is applied into an organizational design for the purposes of
innovation development engaging and involving all employees.
RQ2:What are the pillars for increasing organizational innovation throughout the
organization, regardless of the skills of innovative talent? According to the design
of the analyzed tool, the pillars for organizing innovation efforts across the organi-
zation (bearing inmind the involvement of non-professional innovators), are ideas
(idea generation, idea search, idea observation, idea register, idea assessment),
goals and problems (problem definition, goal achievement), expertise sharing,
education on innovation through gamified exercise and tools, project management
functionalities for bringing ideas, problems, and goals into innovation projects.
RQ3: What are the needs for digitization of a simple innovation process, easy
to understand for all participants in innovation in an enterprise? Altogether, the
digitalization value comes from (1) remote working, personal behavior specifics
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for (2) being creative 24/7 and the ability for organizations to take advantage from
their employees creativity and innovativeness, (3) uncertainty and self-doubt of
employees to bring public their ideas and problems, (4) the spaghetti designed
communication and inter-departments channels for innovation across organiza-
tions, (5) the lack of engagement tool for literally anybody in the organization to
be innovator.
RQ4: How can an organization motivate employees to share their ideas, prob-
lems, goals, and expertize for organizational innovation? According to GAPi-
deaz customers, transparency and digitalization of the process into clear and
simple steps are the strongest motivational factors for employees to participate in
enterprise innovation processes.

5 Conclusion

In conclusion, we can summarize that digitalization of innovation efforts and
engaging all employees into the firm’s innovation processes of an organization may
bring many new benefits which are not currently addressed by the traditional means
of organizational design or innovation strategizing and enterprise modeling for inno-
vation. The examined design for organizational innovativeness in this paper borrows
some elements from open and user innovation, process management, organizational
innovation, and digitalization for revealing a possible process for innovation devel-
opment with the following pillars: ideas, goals, problems, expertise, and education
for culture of innovation. The implementation and application of the researched tool
GAPideaz may facilitate diverse organizational issues related to employees’ motiva-
tion and engagement, problem-driven innovations, registering the ideas of employees,
and bridging the gap between management and employees when it comes to innova-
tion management. Major insight to the innovation management theory is the resulted
outcome of the case study that a factor that employees value the most in their engage-
ment is the transparency of the innovation process for all employees with easy and
clear public access to such a digital tool.

Acknowledgments The work on the study and publication was supported by the UNWE NID
9/2021.

References

1. Swanson, E.B.: Information systems innovation among organizations. Manage. Sci. 40(9),
1069–1092 (1994)

2. Baskerville, R.L., Myers, M.D.: Information systems as a reference discipline. MIS Q. 26, 1
(2002)

3. Nambisan, S.: Information systems as a reference discipline for new product development.
MIS Q. 27(1), 1–18 (2003). https://doi.org/10.2307/30036517

https://doi.org/10.2307/30036517


416 Z. Yordanova

4. Subramanian, A., Nilakanta, S.: Organizational innovativeness: exploring the relationship
between organizational determinants of innovation, types of innovations, and measures of
organizational performance. Omega 24(6), 631–647 (1996)

5. von Leipzig, T., Gamp, M., Manz, D., Schöttle, K., Ohlhausen, P., Oosthuizen, G., Palm, D.,
von Leipzig, K.: Initialising customer-orientated digital transformation in enterprises. Procedia
Manuf. 8, 517–524 (2017)

6. Normann, P.: Organizational innovativeness: product variation and reorientation. Adm. Sci. Q.
16(2), 203–215 (1971)

7. Tang, H.K.: An inventory of organizational innovativeness. Technovation 19(1), 41–51 (1998).
ISSN 0166-4972. https://doi.org/10.1016/S0166-4972(98)00077-7

8. Azeem, M., Ahmed, M., Haider, S., Sajjad, M.: Expanding competitive advantage through
organizational culture, knowledge sharing and organizational innovation. Technol. Soc. 66,
101635 (2021)

9. Kashan, A.J., Wiewiora, A., Mohannak, K.: Unpacking organisational culture for innovation
in Australian mining industry. Resources Policy 73, 102149 (2021)

10. Donbesuur, F., Ampong, G.O.A., Owusu-Yirenkyi, D., Chu, I.: Technological innovation, orga-
nizational innovation and international performance of SMEs: the moderating role of domestic
institutional environment, Technol. Forecast. Soc. Change 161, 120252 (2020)

11. Li, Y., Song, Y., Wang, J., Li, C.: Intellectual capital knowledge sharing, and innovation
performance: evidence from the Chinese construction industry. Sustainability 11(9), 1–20
(2019)

12. Bykovskaya, E.N., Kharchilava, G.P., Kafiyatullina, Yu.N.: Modern trends of digitalization of
innovation process. Upravlenie 6(1), 38–43 (2018). https://doi.org/10.26425/23093633-2018-
1-38-43

13. Dong, J.Q., Wu, W.: Business value of social media technologies: evidence from online user
innovation communities. J. Strateg. Inf. Syst. 24(2), 113–127 (2015)

14. Nambisan, S., Lyytinen, K., Majchrzak, A., Song, M.: Digital innovation management: rein-
venting innovation management research in a digital world. Manage. Inf. Syst. Q. 41, 223–238
(2017)

15. Hinings, B., Gegenhuber, T., Greenwood, R.: Digital innovation and transformation: an
institutional perspective. Inf. Organ. 28, 52–61 (2018)

16. Nambisan, S.: Information technology and product/service innovation: a brief assessment and
some suggestions for future research. J. Assoc. Inf. Syst. 14(4), (2013). Article 1. https://doi.
org/10.17705/1jais.00327

17. Kyriakou, N., Loukis, E., Arvanitis, S.: Enterprise systems and innovation—an empirical
investigation. In: 2016 49th Hawaii International Conference on System Sciences (HICSS),
pp. 4686–4696 (2016). https://doi.org/10.1109/HICSS.2016.581

18. Yordanova, Z.: Management information systems (MIS) boost organizational innovation
competencies. In: International Conference onApplication of Information and Communication
Technology and Statistics and Economy and Education (ICAICTSEE) (2018)

19. Jamwal, D., Singh, N.: Management information system competencies and strategies. IJCST
2(1), pp. 109–112, (2011). ISSN: 2229-4333(Print) | ISSN: 0976-8491(Online)

20. Karim, A.G.: The significance of management information systems for enhancing strategic and
tactical planning. JISTEM J. Inf. Syst. Technol. Manage. 8(2), (2011)

21. O’Neill, B.S., Adya, M.: Knowledge sharing and the psychological contract: managing knowl-
edge workers across different stages of employment. J. Manage. Psychol. 22(1), 411–436
(2007). https://doi.org/10.1108/02683940710745969

22. Bhattacharya, P.J., Seddon, P.B., Scheepers, R.: Enterprise systems for innovation in products
and processes: beyond operational efficiency. In: 23rd Australasian Conference on Information
Systems Enterprise Systems for Innovation 3–5 Dec 2012, Geelong (2012)

23. Zainal, Z.: Case study as a research method. Jurnal Kemanusiaan bil. 9, (2007)

https://doi.org/10.1016/S0166-4972(98)00077-7
https://doi.org/10.26425/23093633-2018-1-38-43
https://doi.org/10.17705/1jais.00327
https://doi.org/10.1109/HICSS.2016.581
https://doi.org/10.1108/02683940710745969


Enterprise Information System for Digitalization and Organization … 417

24. Mumford, M.D., Scott, G.M., Gaddis, B., Strange, J.M.: Leading creative people: orchestrating
expertise and relationships. Leadersh. Q. 13(6), 705–750 (2002)

25. Zahoor, N., Al-Tabbaa, O.: Inter-organizational collaboration and SMEs’ innovation: a system-
atic review and future research directions. Scand. J. Manage. 36(2), 101109 (2020). https://doi.
org/10.1016/j.scaman.2020.101109

https://doi.org/10.1016/j.scaman.2020.101109


What Changed in One Year
of a Pandemic and What the Portuguese
are not Willing to Admit: Consumer
Neuroscience and Predictive Analytic
Contributes to Communication Strategy

Valentina Chkoniya , Dorota Reykowska, Rafal Ohme, and Ana Côrte-Real

Abstract The world is headed towards a new normal, while pandemic is continuing
with new waves hitting nations. However, this storm will pass, but the choices we
make now could change our lives for years to come. It is crucial to use new research
perspectives bringing scientists and practitioners together to support decisions that
would shape our future. This paper gives an example of consumer neuroscience
and predictive analytics helping to go beyond rational verbatims to investigate real
deep nonconscious convictions that people may not even be fully aware of and
which cannot be covered by traditional opinion surveys. For example, public confi-
dence in the healthcare system is related to pro-social behaviour and compliance
with non-pharmaceutical interventions during a crisis. The success in controlling
pandemics depends on behaviour, and health officials need to persuade the popula-
tion to make behaviour changes to ensure success. By providing comparative results
from Portugal, this study highlights what changed in one year and what the popula-
tion is not willing to admit by using the “COVID-19 Fever” project data collected
and analysed with the iCode Smart Test in 2020 and 2021 and offers valuable data
to support an effective communication strategy.
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1 Introduction

Every crisis is an opportunity to reflect on deeper social issues and improve matters
for the long run. It is crucial to use new research perspectives bringing scientists and
practitioners together to support decisions that would shape our future, knowing that
this storm will pass, but the choices we make now could change our lives for years to
come [1, 2]. Behavioural research needs to be stepped up so that challenges facing
humankind can be taken care of better. Consumer neuroscience (CN) is a branch of
research still under development, and it required a form of technology transformation
as traditional researchers and marketers came to accept that nonconscious response
and emotion are critical in driving perceptions and behaviours. This budding revo-
lution was also enabled by scientific advancements in predictive analytics (PA) [3].
This paper gives an example of CN and PA that help to go beyond rational verba-
tims to investigate real deep nonconscious convictions that people may not even be
fully aware of and which cannot be covered or even misleads by traditional opinion
surveys. By providing comparative results from Portugal, this study highlights what
changed in one year and what the population is not willing to admit by using the
“COVID-19 Fever” project data collected and analysed with the iCode Smart Test
in 2020 and 2021. The data reflects how everyday behaviours in Portugal have been
transformed in a way that may be here to stay. Some of the changes are highly visible,
such as a relaxed attitude about complying with the recommendations for physical
distancing, but an analysis of different attitudes during one year of pandemic flags
up other adjustments we may not be so aware of, such as the fact that Portuguese
are more open to helping more vulnerable people and grooving concern about the
healthcare system. Insights outlined in this paper can help to support an effective
communication strategy and may also be relevant to future public health crises.

2 Background and Related Work

2.1 Behaviour is the Key to Success

The success in controlling pandemics depends on behaviour, and health officials
often need to persuade the population to make several behaviours changes [4–6]. A
century ago, Science magazine published the research on the Spanish Flu pandemic.
The paper underlines three main lessons learned from it [4, 7]:

1. people do not appreciate the risks they run
2. it goes against human nature for people to shut themselves up in rigid isolation

as a means of protecting others
3. people often unconsciously act as a continuing danger to themselves and others.

Declarations and actions do not always overlap, and thus, predicting future
behaviour solely based on self-reported measures seems to be ineffective [8].Where
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are these discrepancies coming from? Social expectations, conformity, trying to
make a good impression, or trying to look smart. All these can impact how people
answer [1]. The behaviour of individuals living in communities is regulated by moral
norms and values [9–11]. People who do what is “right” are respected and publicly
admired, while those who do what is “wrong” are devalued and socially excluded [4,
12]. The relationship between trust, confidence, and compliance is a crucial element
in human behaviour. Fostering this connection is a reciprocal task of authorities and
citizens–one requiring future engagement foundation of trust and reciprocal cooper-
ation, which is an investment that pays dividends during future crises [13, 14]. The
World Health Organization reports highlighting the connection between commu-
nication and behaviour stating that “communication is seen to have relevance for
virtually every aspect of health and well-being, including disease prevention, health
promotion and quality of life” [15].

2.2 Communication Strategy

Communication strategy is the scheme of planning how to share information
effectively [16]. The information environment around a pandemic underscores the
importance of effective communication [4].

Enlisting trusted voices has been shown to make public health messages more
effective in changing behaviour [17]. It is common for trust, in general, to deteriorate
in situations of high uncertainty and ambiguous behaviour [18]. The information
environment around a pandemic underscores the importance of effective science
communication [4]. The results of the study highlight pathways for the adjustments
in the decision support systems and strategic planning for it. Decades of research
have found that, whether recipients are motivated to think carefully or not, sources
perceived as credible are more persuasive. The credibility of sources stems from how
trustworthy and expert they are perceived to be [4, 19–21].

After identifying the credible source, it is important to identify, what message
should be delivered. Different messaging approaches can be efficient, including
emphasizing the benefits to the recipient, focusing on protecting others (e.g. “wash
your hands to protect your grandparents”), aligning with the recipient’s moral values,
appealing to social consensus or scientific norms, and highlighting social group
approval [4, 16, 22–27]. To slow down the spread of the pandemic, most coun-
tries attempted to implement various social distancing measures and other non-
pharmaceutical interventions (e.g. bans on large gatherings, closure of schools,
gyms, bars, and restaurants, and mandating stay-at-home policies). The commu-
nication strategy of these measures was mainly based on a combination of extrinsic
motivations such as social pressure, intrinsic motivations that include moral support
and social norms, and is dependent on factors such as local income, risk-taking
behaviour, personality characteristics, political orientation, trust in the government,
trust in media sources, and belief in science [13, 28, 29].Which of these messages
work best?CN and PA become the support for this type of decision [8, 16, 29]. With
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somany changeswithin a short period comes an inevitable psychological impact. The
communication message during lockdown was accepted because it was an excep-
tional situation, and the subsequent adjustment to new habits has been less well
tolerated because when people return to the former situation but cannot do what we
did before, they find it more difficult to adapt. The response time (RT) measurement
offers results that are less influenced by self-presentation bias or social desirability
than traditional survey [30–32].

3 Methodology

3.1 Research Method

To uncover real attitudes about the pandemic, iCode smart test was used. iCode
is a Web-based and device-agnostic technology created by NEUROHM with RT
testing (RTT) tool based on Fazio’s attitude accessibility paradigm. According to
this model, attitudes can be explained by two factors (1) explicit, declared opinion
and (2) implicit, accessibility of attitudes. Opinions that are strong and accessible
are expressed with high confidence and indicated by faster RT, while weaker, less
accessible attitudes expressed with hesitation are indicated by slower RTs [33]. Fazio
has shown that correlations between attitudes and behaviour are higher among people
with fast RT when expressing their opinions, which means strong attitudes have a
more significant influence on behaviour [34].

This research builds on “COVID-19 Fever” international project that has emerged
to better understand people’s attitudes and opinions regarding the pandemic. It aims
to assist and inspire effective communication by the health and media authorities,
as well as to monitor the progress of the “COVID-19 Recovery” process. Because
the crisis requires large-scale behaviour change and places significant psychological
burdens on individuals, insights from the social and behavioural sciences can be used
to help align human behaviour with the recommendations [4]. This paper focuses on
comparing the results of 2 waves of research done in Portugal.Wave 1was conducted
during the first lockdown period in Portugal April–May 2020.Wave 2 was conducted
a year later. A detailed description of the results from Wave 1 was presented in the
previous ICMarkTech conference in Lisbon [1].

3.2 Process

The study was performed online in two waves: Wave 1 in April–May 2020 gathering
n = 291 Portuguese citizens and Wave 2 in May 2021 with n = 243 Portuguese
citizens. All the tasks were presented on a computer screen. The main part of the test
was focused on gathering people’s opinions on the COVID-19 pandemic. We have
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tested ten statements about life during the pandemic, grouped into five categories (two
statements each): worries about self, worries about others, trust in the healthcare
system, following guidelines, and pro-social behaviour (Table 1).

In comparison withWave 1, a change was made to the following guidelines cate-
gory. The statement: “I comply with the restrictions to stay home” was substituted by
“I wash hands for 20 s when necessary”. The reason for this change was connected
with the fact that during Wave 2 of the research there was no lockdown in Portugal,
so the initial statement was irrelevant.

The task of the participants was to evaluate if they agree with the presented
statements. The statements were shown individually, and the answers were given on
a three-point scale: yes, hard tell, no. Participant’s declarative responses, as well as
the time needed to answer (RT testing), were recorded.

To make sure that the registered RT for both yes and no answers is not biased, that
is influenced by the position of the mouse, a control screen (Advanced Button) was
introduced. After the answer to each statement was given, a whiteboard, with a blue
button in the middle, was presented. The task of the respondents was to click on the
blue button. This ensured that each time, the distance to both yes and no buttons was
the same.

The test questions have been preceded by a calibration phase. This phase was
focused on achieving three goals:

a. Familiarization with the scale
b. Familiarization with the purpose of the study and the type of the tasks
c. Increasing participant’s focus on the task.

Table 1 Statements used in the study

Category Statement

Following guidelines I comply with the recommendations for physical
distancing

I wash hands for 20 s when necessary

Pro-social behaviour I actively encourage others to follow the restrictions and
guidelines

I would like to help people who are more vulnerable to
COVID-19

Evaluation of health care system I am satisfied with how our healthcare system is handling
this crisis

In case of a coronavirus infection, I will get appropriate
medical help

Worries about others I am worried about the health of my older family members

I am worried about the health of people in my country

Worries about self I’m worried about my financial situation

I am worried about my health



424 V. Chkoniya et al.

3.3 Analysis

The first step of the analysis was to clean the data. Values lower than 500 ms and
higher than 10,000 ms were eliminated. Additionally, respondents who were very
quick or very slow in providing their answers in over 40% of responses have been
excluded from the analysis as people who did not pay enough attention to the task.
During the analysis, the milliseconds were converted to natural logarithms [35], and
the extreme values were truncated. The next step was to standardize the individual
values into a scale from 0 to 1000, with the bottom values indicating the slowest RTs
and the top values representing the shortest RTs.

The last step was to select the fast responses, indicating a confident answer. A cut-
off value of 600 has been taken as a threshold above which the results were treated as
fast response. The proposed value has been calculated based on 15 studies, including
approximately 3500 respondents, and represents a unified value (benchmark) above
which responses were significantly higher than average. In the following sections,
this analysis will be referred to as confident yes/no answers.

The analysis is focused on twomeasures: declarative answers (explicit) and confi-
dent answers (a measure of explicit response enriched with the implicit score, based
on RT). Explicit and implicit scores are not treated as contradictory, and the implicit
measure is used to supplement and deepen the explicit results.

Additionally, the differences between declarative answers and confident answers
(gap ratios)were introduced. This is the % of people who expressed hesitation when
answering (out of all who said yes) and was calculated using the formula below.

Gap ratio = ((yes − confident yes)/yes) ∗ 100%

4 Results

Continuing the approach taken in the analysis ofWave 1, we will be focusing only on
yes answers, as in the study, there is a significant dominance of affirmative answers.
For Wave 1, in 4 out of 5 tested categories, at least 70% of people agreed with the
tested statements. For Wave 2, it was just 3 out of 5 categories with at least 70%
agreement.

People declare that they are concerned about the health of others (88%), followed
closely by pro-social behaviour (79%), 75% declare following guidelines, and 66%
positively evaluate the healthcare system. The lowest number of affirmative answers
was observed for worries about self (57%) (see Fig. 1).

Analysis of the merged explicit and implicit answers (confident yes) shifts the
ranking of categories. The confidence for worries about others and following guide-
lines is the highest (62% and 54%, respectively) followed by worries about self and
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88%
79% 75%

66%
57%

Worries about
others

Pro-social
beahviour

Following
guidelines

Evalua on of
healthcare

Worries about
self

Yes

Fig. 1 Explicit answers to statements in each category (Wave 2) (Per cent of people who explicitly
agree with the statements)

pro-social behaviour (both at 42%). The confidence scores of the satisfaction with
the healthcare system are the weakest 13% (see Fig. 2).

The significant discrepancy between yes and confident yes answers is reflected by
high scores in the gap ratio. The highest numbers were obtained for two categories:
readiness to perform pro-social behaviour (47%) and evaluations of the healthcare
system (80%). For the other three categories, the gap ratio oscillates between 27 and
29% (see Fig. 3).

The obtained trends are in line with the results from Wave 1, where we have
also observed the highest tendency to distort explicit declarations in two categories
pro-social behaviour (62%) and evaluations of the healthcare system (61%).

WAVE 1 versus WAVE 2 Have the attitudes of people changed? The explicit
and implicit results from Wave 1 and Wave 2 were compared using the z-test for
independent-sample proportions. Significant results at p < 0.05 were marked on the

88%
79% 75%

66%
57%62%

42%

54%

13%

42%

Worries about
others

Pro-social
behavior

Following
guidelines

Evaluation of
healthcare

Worries about
self

Yes Confident Yes

Fig. 2 Explicit and implicit answers to statements in each category (Wave 2)
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29%
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28%

80%

27%
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20%

40%

60%

80%

100%

Worries about
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Pro-social
behavior

Following
guidelines

Evaluation of
healthcare

Worries about
self

Yes Confident Yes Gap ratio

Fig. 3 Gap ratio for the explicit vs merged explicit and implicit answers

graphs with arrows. Dotted arrows represent difference at a tendency level p < 0.1.
When comparing the results from the twowaves on the declarative level, we observe a
significant decrease inWave 2 for two categories worries about others and following
guidelines (see Fig. 4).

When analysing the changes in confident answers, as observed in the explicit
results, in Wave 2, people are less confident about following guidelines and less
worried about others (difference at a tendency level p < 0.1). The analysis of the
confident answers brings, however, an additional layer.What shows up is a significant
drop in the evaluation of health care and a significant increase in pro-social behaviour
(Fig. 5).

The comparison of gap ratio between waves explains well the discrepancies
between explicit and implicit results (Fig. 6). To compare the gap results, Mann–
Whitney U test was used. People distorted their answers more in Wave 2 when it

93% 87% 83%
70% 63%

88%
75% 79%

66% 57%

Worries about
others

Following
guidelines

Pro-social
behavior

Evaluation of
healthcare

Worries about
self

Wave 1 Wave 2

Fig. 4 Explicit answers to statements in each category (Wave 1 versus Wave 2)
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42%
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42%
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Worries about
self

Wave 1 Wave 2

Fig. 5 Implicit answers to statements in each category (Wave 1 versus Wave 2)

26% 22%

62% 61%

26%
29%

28%

47%

80%

27%

Worries about
others

Following
guidelines

Pro-social
behavior

Evalua on of
healthcare
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Sig. p<0,05 Sig. p<0,05 

Fig. 6 Gap ratio per category. Comparison of waves

comes to evaluating health care. So, on the declarative level, we did not notice any
changes between waves, while the confidence showed a significant drop—peoples’
positive opinions decreased, but they did not want to admit it.

On the other hand, the tendency to distort decreased for pro-social behaviour. So
again on the declarative level, we did not notice any differences between waves, but
the confidence revealed that after a year of the pandemic people are more willing to
help others than at the beginning of the pandemic.

Portuguese continue to worry about others and trying not to show concerns
about themselves. Feeling more relaxed about complying with the recommenda-
tions for physical distancing. People become more convinced about active pro-social
behaviour and less confident about the healthcare system. It can be expected that the
Portuguese are more open to helping more vulnerable people.



428 V. Chkoniya et al.

Confidence in the healthcare system implies an expectation that sufficient and
appropriate treatments will be provided if needed. The COVID-19 public health
crisis is a significant test of the behavioural implications arising from this confidence
[13, 28]. In 2020, on a declarative level, Portuguese very positively evaluated the
healthcare system, but only 27% were confident about their answers. One year later,
in 2021, the declarative-level response remained almost the same, when confident
responses drop down to 13%. This concern motivated people to have more active
pro-social behaviour to encourage others to follow the restrictions as well as help
those who are more vulnerable to COVID-19.

5 Conclusion

To mitigate the potentially devastating effects of the pandemic, action can be
supported by the behavioural and social sciences [4]. From an exploratory perspec-
tive, thanks to PA, the results indicated that the RT scoremergedwith the declarations
score into a measure of confidence has significantly improved the ability to under-
stand what is behind the motivation. Therefore, it can be a valuable expansion for
traditional surveying techniques especially that the effort which is required to apply
it is relatively low in comparison with other non-declarative techniques [36, 37]. The
current study has demonstrated–through the use of a CN and PA—that public confi-
dence in the healthcare system is related to pro-social behaviour during a pandemic
crisis. Moreover, data reflects how the everyday behaviours of Portuguese have been
transformed. Some of the changes are not detectible with a traditional survey (declar-
ative level) and can be reviled onlywith the analysis of the confident answers.Another
interesting aspect of the comparative analysis is the finding that low levels of health-
care confidence initially exhibit amore significant response and stay home, but during
one year, this reaction plateaus more quickly and becomes to decline with the same
magnitude. Less confidence in the healthcare system may signal citizens’ awareness
that it cannot handle an outbreak, leading to rapid and extensive self-isolation in the
beginning. However over timewith time lower confidence societiesmay “give up” on
the stay-at-homemeasures but continue to comply with distancing requirements [13]
and decreases over the year. Was observed a faster drop in compliance and increase
in pro-social behaviour with the growth of the urgent need for health public services
to be enhanced. Monitoring people’s attitudes helps to trace change that requires
constant narrative adjustment, empowered with new threads. Giving facts or scaring
people all the time is not enough. When attitudinal change indicates that regarding
education about the pandemic a glass ceiling was reached, new ways of spreading
knowledge should be explored. For example, through humour, unsung heroes, or
celebrities. Also, it is important to understand a moment when fear must give way
to hope in the messages that are transmitted. Understanding the changes in people’s
attitudes and feelings during pandemics can help to identify the most credible source
for each moment in time and define the most assertive message. Also, success in
controlling pandemics depends on behaviour, and health officials need to persuade
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the population to make behaviour changes to ensure success. The information envi-
ronment around a pandemic is crucial for it underscores the importance of effective
communication.
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Pre-ordering Music Vynils: The Impact
of Price and Number of Band Supporters

Sónia Felizardo, Pedro Bem-Haja, Beatriz Casais, Sónia Brito-Costa,
and Hugo de Almeida

Abstract Themusic industry has undergone a significant transformation from phys-
ical to digital consumption. This change has altered the sales strategies of products,
allowing consumers to purchase thembefore theirmarket launch. This paper analyzes
the effect of pre-order adherence on the digital music platform Bandcamp, basing
on the influence of price, number of supporters and their interaction on purchase
intention. The sample of this behavioral study was supported by a total of N = 41
individuals, with an average age of 26.34 (SD = 6.279). Seven-point Likert scales
were used to record each participant’s level of interest and likelihood to purchase
in the face of the stimuli presented to them. For the presentation of forced stimuli,
we used 30 layouts of the Bandcamp platform, divided into six conditions = three
price levels and two levels of number of supporters to which we wanted to verify
their effect on the interest and purchase intention of the experiment subjects. Results
show that the number of supporters is a significant predictor of purchase probability
and that this probability is higher when participants are in the presence of many
supporters. Regarding price, the effect that was expected did not occur, and the low
price was not significantly more appealing. Interestingly, the medium price was the
least appealing, and the high price was almost as appealing as the low price.

Keywords Price · Supporters · Pre-order · Bandcamp · Consumer behavior

S. Felizardo
CNL-Consumer Neuroscience Laboratory, University of Aveiro, Aveiro, Portugal

P. Bem-Haja
Neuro Laboratory, University of Aveiro, Aveiro, Portugal

B. Casais (B)
School of Economics and Management, University of Minho, CICS.NOVA.UMinho, Braga,
Portugal
e-mail: bcasais@eeg.uminho.pt

S. Brito-Costa
Human Potential Development Center, Polytechnic Institute of Coimbra, Coimbra, Portugal

S. Brito-Costa · H. de Almeida
Research Group in Social and Human Sciences, Coimbra Education School, Polytechnic Institute
of Coimbra, Coimbra, Portugal

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
J. L. Reis et al. (eds.), Marketing and Smart Technologies, Smart Innovation, Systems
and Technologies 279, https://doi.org/10.1007/978-981-16-9268-0_36

431

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9268-0_36&domain=pdf
mailto:bcasais@eeg.uminho.pt
https://doi.org/10.1007/978-981-16-9268-0_36


432 S. Felizardo et al.

1 Introduction

Given the technological advances, the emergence of the Internet and, consequently,
the new media at the turn of the twentieth to the twenty-first century, the patterns of
consumption, production and distribution in the music industry have also changed,
leading to the implementation of newmethodologies in the process of distribution and
availability of products on the market [1]. The most significant advance came with
the creation and implementation of the MP3 file in the market, which together with
the expansion and progressive development of digital technologies led to the birth of
peer-to-peer (P2P) distribution services of free music that later led to the appearance
of Web sites for the distribution and sharing of this content [2]. Napster, one of the
most famousWeb sites, had the advantage of allowing the sharing of numerous audio
files, encoded in MP3; however, by operating under the concept of decentralized file
sharing, theydid not owncopyrights for the audiofiles theyweremaking available [3].
Since the introduction of these data sharing Web sites online, illegally downloaded
music (pirated music) has skyrocketed, posing an economic threat to the industry
[4]. The music industry has tried to adapt to the Internet era through the creation of
online stores such as iTunes, and in recent years by promoting the creation of the first
streaming platforms, which, despite the benefits from the consumer’s perspective,
have problems mainly in terms of sales [5–7]. These difficulties led to the creation of
sales methodologies, such as pre-ordering, that would protect the artist by reducing
the implicit uncertainty of demand and at the same time benefit consumers through
advantages [8, 9]. Thus, the pre-order process became fundamental in the market for
its usability in predicting sales after the launch of new products [10] but also for the
ease of the consumer to track the order and buy with extra benefits compared to what
they would have if they waited until the product was launched in the market [11].

One of the incentives for pre-orders oftenmentioned among the academic commu-
nity is the price reduction strategy [12–14]. Some studies alsomention the importance
of elements such as the details provided in the product information [7, 8, 12, 15] or
the innovation presented by the product [11]. Furthermore, the consumer is strongly
influenced by culture, subculture, social class, reference groups, family, personality,
psychological factors, among others, in addition to cultural trends and the social envi-
ronment in which he/she is inserted [16].With the emergence of social networks, one
of the most important vectors of influence is the number of followers, which leads to
greater perceptions of popularity and greater acceptance [17]. Through the use of the
Bandcamp platform, this study intends to verify if the consumer is influenced by the
price and by the amount of people who also pre-purchased that album (supporters)—
and if the manipulation of these elements results in an increase or decrease in the
consumer’s interest and probability of purchase.
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2 Methods

2.1 Sample

The sample of this behavioral study was supported by a total of 41 participations (21
males and 20 females) from Portugal, between 19 and 54 years old, with an average
age of 26.34 (SD= 6.279), themost frequent being 24 years old. Regarding academic
qualifications, this sample was mostly composed of individuals who had completed
the 12th grade (34.1%), a bachelor’s degree (29.3%) and a master’s degree (24.4%).
In what concerns the current professional situation, the sample was essentially repre-
sented by individuals who were either employed (48.8%) or students (26.8%). Of the
individuals who participated in this study, 90.2% (i.e., 37 participants) were currently
single and included participants residing in the districts of Aveiro (14.6%), Braga
(9.8%), Castelo Branco (4.9%), Leiria (26.8%), Lisbon (19.5%), Porto (19.5%) and
Viseu (4.9%).

2.2 Measures

To assess the opinions and attitudes of the participants in this behavioral study toward
the stimuli they were going to be shown, a 7-point Likert scale was used to record
each participant’s degree of interest and probability of purchase toward the stimuli
presented to them, in order to verify the impact of these stimuli later on the data
analysis. Two 7-point scales were also used, one is to measure the participants’
interest in the various vinyl records available for pre-order that were shown to them,
and another is to measure the probability that the person would buy each of those
records. The Likert scale has been adapted for this case, serving only to measure the
participants’ opinion based on stimuli and not according to certain statements, since
the primary objective of this research is to understand the impact of certain pre-order
elements of the Bandcamp platform on consumer behavior, by analyzing different
conditions.

2.2.1 Stimuli

The authors used 30 layouts of the Bandcamp platform, divided into six conditions—
corresponding to three price levels and two levels of number of supporters—towhich
the researchers wanted to verify their effect on the interest and purchase intention of
the individuals in the experiment. The participants had to evaluate a vinyl LP album
in a modified Bandcamp layout, answering the interest this product aroused and the
probability of buying it, using as ameasure a 7-point scale which was programmed to
appear 10 s after being shown the layouts of the Bandcamp platform. These stimuli
were shown sequentially and randomly, and the participants’ response was given
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Fig. 1 Example of three layouts designed for the condition few supporters with the conditions low
price, medium price and high price (from left to right)

Fig. 2 Example of three layouts designed for the condition many supporters with the conditions
low price, medium price and high price (from left to right)

by selecting the number key that best matched their evaluation and probability of
buying the product (between a minimum of 1 and a maximum of 7). The structure of
the layouts built for implementation in the behavioral study, as stimuli, is the same
with the exception of the variables on which we intend to measure the impact (price
and number of supporters) and the control variables previously selected by the pilot
studies. Since each condition was repeated five times, a total of 30 layouts were built.

Figures 1 and 2 show six of the stimuli (or layouts) representing each of the
conditions under analysis, for a total of six conditions.

2.2.2 Stimuli Presentation

The presentation of the stimuli was done using an experiment builder called
OpenSesame [18].

2.3 Design

Each participant was guaranteed to be exposed five times to the same condition
(replication principle), where the elements that changed in each repeated condition
were only the album covers and the names of albums and bands/artists. In the total
experiment, participants were exposed to a total of 30 stimuli. The stimuli shown to
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the participants followed a random order (randomness principle), so each participant
was exposed to the stimuli in a different order. Since all participants see all the condi-
tions under study, this is a within-subjects research design, through the association
of 3 × 2 variables, consisting of a total of six conditions.

The purpose of repeating and randomly showing the conditions among the partic-
ipants was to try to understand if they effectively gave their answer based on the price
and the number of supporters that a certain record had in the Bandcamp layout, or if
there were other elements that had an impact on that answer such as the variables that
were collected in the characterization of the sample and its consumption patterns.

2.4 Procedure

The subjects were participated in the study in an informed and voluntary manner
and were informed about the context of the research, the duration of the test and
the tasks that would be proposed to them. All participants filled out an informed
consent form, in which they authorized that their data would be used in this research.
The experiments were divided into three phases: a first phase corresponding to the
completion of a questionnaire, a second phase corresponding to the main experiment
conducted in OpenSesame, and a third phase in which they were asked to answer a
short questionnaire about the main experiment of the research.

In the first phase, participants were asked to answer a total of 13 questions, six
of which were related to their socio-demographic data and the remaining seven
questions related to cultural and music consumption, specifically. While the partic-
ipants were answering the questionnaire, the OpenSesame software was being used
to prepare the experiment they would perform later, hence the need to meet them in
person.

Once the participants completed the questionnaire, they were given a number that
was later used to identify the results of their OpenSesame experiment. Before starting
the practical experience, the participants were again informed about the tasks they
would have to perform through an instruction screen that explained that in the next
few minutes they would be viewing a total of 30 static layouts of the Bandcamp
platform and that they should observe them as if they were interacting with the
platform in a real environment. This screen also explained that after viewing each of
the layouts, the participants would have to answer two questions about the previously
viewed stimulus and that when they were ready to begin the experiment, to press the
start key.

The OpenSesame experiment began with a 1 s fixation point, followed by one
of the 30 layouts on the Bandcamp platform, which were presented for a period
of 10 s each. After viewing the screen corresponding to the stimulus (layout), the
participants were exposed to two successive questions where they evaluated their
level of interest in the product shown and the probability of buying the product
shown, using a 7-point rating scale. To give the answer they considered most correct
in their case, participants pressed the keys from 1 to 7, according to their level of
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Fig. 3 Experimental design of the behavioral study

interest in the product and probability of buying it. No answers other than those
comprising numbers 1, 2, 3, 4, 5, 6 and 7 were accepted by the program. Each time
the participant answered the last of the two questions, and a new loop was started,
showing the layouts randomly to all participants. TheOpenSesame experiment ended
as soon as a new information screen appeared, thanking the participant for their time
and inviting them to submit their results (Fig. 3).

To finalize participation in this behavioral study, as soon as participants submitted
their results of the experiment in OpenSesame, they were asked to answer a short
post-experiment questionnaire where they had, out of the total number of stimuli
they were presented with, to indicate how many album covers and album and/or
band names they recognized, in a closed-ended type question.

The process of analyzing the results in this section used IBM SPSS Statistics 23
software.

3 Results

Amultilevel analysis with the linear model was performed for the dependent variable
probability of product purchase. The results showed a main effect on the number of
supporters (Wald Chi-square= 10.594, df= 1, p < 0.01), showing that the number of
supporters is a significant predictor of purchase probability and that this probability
is higher when participants are in the presence of many supporters. However, there
were no price effects (Wald Chi-square= 0.842, df= 2, p= 0.656), nor intersection
between number of supporters and price (Wald Chi-square = 1.399, df = 2, p =
0.497) (Table1).
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Table 1 Model of the main
effect and the intersection
between the number of
supporters and price on the
likelihood of buying a vinyl
available on pre-order

Source Type III

Wald Chi-Square df Significance

Intercept 271.727 1 0.000

Supporters 10.594 1 0.001

Price 842 2 0.656

Supporters * price 1.399 2 0.497

It can be seen that a medium price is the most likely to lead a participant to
have a higher probability of purchase (when the number of supporters is large) or a
lower probability of purchase, even compared to a high price (when the number of
supporters is smaller) (Fig. 4).

Starting the predictive effect of supporters and crossing with price for purchase
probability conditions, the results showed significant differences only between the
“few supporters with medium price” condition and the “many supporters with
medium price” condition (p < 0.05). There was also a decreasing effect on the partic-
ipants’ probability of purchase between the “few supporters with high price” condi-
tion and the “many supporters with high price” condition, but this difference only
assumed a statistical trend (p = 0.064). In turn, the “few supporters with low price”

Fig. 4 Graph of the marginal means comparisons estimated based on price and number of
supporters for the dependent variable probability of purchase
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condition did not obtain a significantly different result from the “many supporters
with low price” condition, nor did it assume any statistical trend (p = 0.154).

Thus, the overall prediction effect of the supporter’s variable on the probability of
buying a physical album (vinyl) is mainly explained by the medium price conditions
since for a low price, having many or few supporters has no significant impact on the
probability of purchase. Thus, it can be concluded that the condition that combines
a low number of supporters with medium price tends to significantly reduce the
probability of a product, compared to all conditions that combine a high number of
supporters, regardless of price.

Despite not having verified an interaction effect between price and number of
supporters, in order to answer the hypothesis that the lower the price of an album
on pre-order and the lower the number of supporters, the lower the probability of
purchase, it was found that this hypothesis cannot be confirmedwith statistical signif-
icance. Thus, although a low number of supporters associated with a low price
decrease, on average, the probability of buying a vinyl record (compared to all
conditions with many supporters), this reduction in the probability of purchase is
not significant. Furthermore, a low price in the presence of few supporters increases
the probability of purchase, compared to all other conditions that had few supporters
(although this increase is not significant). In sum, the condition that guaranteed a
greater reduction in the probability of buying a vinyl record was the condition that
presented fewest supporters and an average price, unlike the low price, formulated
in theory.

4 Discussions and Conclusions

With the avalanche of the digital world leading to a sharp decrease in sales, the
music industry has made an effort to reinvent itself [4]. In this sense, the industry
has tried to use the online world to its advantage by creating various marketing
and sales strategies. One of the best known and most accepted by consumers is the
pre-order function, as it allows the industry to manage demand before release while
benefiting the consumer with several advantages such as a reduced price. The focus is
on creating marketing strategies to optimize pre-order adoption; however, to the best
of our knowledge, no study has shown the influence of price, number of supporters
and their interaction on purchase intention. The results show that the number of
supporters is a significant predictor of purchase probability and that this probability
is higherwhen participants are in the presence ofmany supporters. These results show
us that increasing the number of followers or supporters leads to greater perceptions
of popularity and greater acceptance [17]. In fact, in the absence of information that
helps consumers perceive theweight of the product based on its attributes and desired
utility, consumers tend to focus only on the impressions caused by the product’s
image and potential users [19, 20]. This effect is also a manifestation of the old
social psychology maxim that people are naturally motivated to build and maintain
relationships with others [21]. As far as price is concerned, the expected effect did
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not occur, and the low price was not significantly more appealing. Interestingly, the
average price was the least appealing, and the high price was almost as appealing as
the low price. This result can be explained by the fact that price is also associatedwith
product quality. Thus, we probably have two types of consumers regarding decision
making, the “Hagglers”who opt for the affordable and the “Quality connoisseurswho
opt for the Good”, the median price being too expensive for the Hagglers and the
average quality being too low for the “Quality connoisseurs”. Interestingly, when
the median price is accompanied by the existence of many supporters, the effect
reported above disappears because the high number of supporters gives the Hagglers
confidence to spend a little more and hints to the quality connoisseurs that the quality
can be good.

This studynot only gives anunderstandingof purchasingdecisionmaking, but also
gives a signal to the industry that bands need to work their social networks to increase
their supporter base and reward loyalty, because from the results of this study we can
see that a large supporter community is a guarantee of a large consumer community.
However, more scientific evidence is needed to verify if these data replicate.
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360° Technology Applied to Touristic
Marketing

Omar Cóndor-Herrera and Carlos Ramos-Galarza

Abstract 360° technology for images or videos allows the covering of a 360° vision
angle in two axles (X and Y), and it can be seen on a screen in an interactive way.
This means that we can see everything that is around the point where the picture
or video was taken, up, down, in front, behind and the sides, which allows us to
reproduce the stereoscopic human vision. In this article, the usage of this technology
is proposed as a tool to enhance the touristic marketing area, giving the users an
innovative expérience.

Keywords 360° technology · Tourism ·Marketing · Virtual reality

1 Introduction

The augmented reality and the virtual reality are different emerging technologies
which are being applied in different scopes [1], videos that use a virtual reality
device (VR) depict a new means that offer amplified possibilities [2], 360° videos
allow spectators to look inwhatever direction,while the video is played, these charac-
teristics have allowed that the interest toward the application of the 360° is amplified
in a significative way [3]. This article presents a detailed review of 360° technology,
operation, devices and applications that can be used, and at the same time, the use
of this technology to enhance the fields of tourism marketing.
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2 360° Technology

Current technology allows to repose the way in which we interact with reality, and in
that field, 360° technology in images and videos is the most representative because it
allows to cover a vision angle of 360° in two axles (X, Y) when an image is captured
which when visualized on a screen, the user is given a creative experience in relation
to the image and audio, creating a new audiovisual language.

The advantage of using 360° technology is that it allows viewers to view the
productions of a tourist place several times, allowing them to distinguish different
points of view of the place [4] every time, this technology is being applied, to the
business and institutional fields [5], for example, at the same time than the 360°
application, the so called 360° routes have also been created, which are the digital
solutions that allow to create experiences such as virtual interactive tours of properties
or places of interest, allowing at the same time to explore profoundly the visual
environments in an interactive, simple and effective way [6]. The routes are based
on images that turn into panoramic views, allowing the complete vision of a space
where the user goes through the real environment sensation through the control of
movement in the area, with the use of a pointer or computer keys [7].

2.1 Devices for the Creation of 360° Proposals in Tourism

In order to create 360° photographs and videos, it is necessary to count on devices
that are adequate for this type of job such as the 360 camera, which is a device that
can make pictures and videos thanks to two wide angle lenses, placed one behind
the other. Through this, when the shot is made with the 360 camera, it can capture
with one lens the frontal part and with the other lens the rear part, because of them
being wide angle lenses not only do they capture a front and rear image but also the
floor, roof and lateral views (Fig. 1).

Once the picture is taken through the lenses of the 360 camera, an image file
will be obtained with the two round pictures: the front and the rear [8] (Fig. 2). In
this moment, a process where the front and rear pictures are combined will occur in
order to obtain one image, and this process is called stitching which literally makes
reference to “stitching” [8].

There currently are different cameras that allow to obtain takes in 360, and in
Table 1, different 360° cameras with their characteristics will be seen [9].
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Fig. 1 Zetronix 360 camera

Fig. 2 Stitching process in a 360° process

2.2 Virtual Reality Glasses and 360° Technology in Tourism

The virtual reality glasses allow an immersive experience where the user can have a
360° access to touristic destinations where there are access difficulties or simply for
the user to have a first experience before choosing a touristic destination (Fig. 3).
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Table 1 Cameras 360°

Camera Characteristics

SOONPAM 360 mobile camera 2048 × 1024 for images
1080P for videos
Extremely portable from 1.6 × 1.6 inches
Allows Android 5.0 with micro USB and also type C
connector
Allows 360 transmission in Facebook/Twitter and YouTube

Samsung gear 360 Lenses F2.0 capture 4K videos or 30 MP pictures
Resists occasional splatters and the tempered glass protects
from scratches to the lens
Plays, cuts and shares videos directly on a Galaxy device or
compatible PC
Micro SD card (sold separately) required to work

Zetronix 360 camera 960P @ 30fps for up to 2 h
3008 × 1504 JPG image resolution
Built-in Wi-Fi for wireless transfer
Accepts micro SD (TF) cards up to 32
Camera, mounting support and tripod included in package

FSTgo VR 360 Fisheye lens of 230° or a mirror, in different directions,
different shots stitched among themselves with a panoramic
view of 360 degrees
4 K 30fps 1920 * 1440 @ 30fps effective pixels Ultra HD
Panorama 3D VR Camera
1200mAh rechargeable Li-ion battery
20 M in all-direction through Splashproof remote control to
WIFI APPLICATION: 802.11 b / g

Gear Pro360 Built-in microphone. Camera records 1080p HD videos with
high fidelity audio
Resolutions can be changed easily: 12MP, 8MP, 5MP or 3MP
LCD screen of 1.5
Includes rechargeable battery and USB cable to charge and
transfer data
Includes Hype360° camera kit, waterproof protection,
handlebar mount, universal base mount and mounting
adjustable straps. Put it in your helmet, bicycle or surfing
board!

Andoer 360 Slow movements to help it capture a special moment
Supports TF SD cards of up to 128 GB (not included)
Comes with an airtight case, 30 M maximum
Video resolution: 2448P(30fps); 1440P(60fps)
Image resolution: 16 M(4096 * 4096)
Includes bicycle mount, USB cable, helmet base and
waterproof cover

Zision 360 4K Virtual reality camera with 4K resolution
1050 mA, battery, working time up to 90 min
Waterproof until 30 m
Equipped with 170° wide angle lens
Video resolution up to 4K 1080P 30 fps
Stabilizing function and built-in microphone
Smartphone remote control with powerful application



360° Technology Applied to Touristic Marketing 447

Fig. 3 Representation of the
use of virtual reality glasses

The virtual reality glasses allow the user to know details of tourist sites before
visiting them, this feature is of great importance during the 2019 and 2020 pandemic,
in addition to other circumstances in which it is impossible for the human being to
access the site because this device offers a very real experience of the different
touristic sites that can be visited throughout the world [10].

2.3 Applications to Create Touristic Proposals with 360°
Technology

There are different applications that allow to develop technological 360° proposals;
for example, the Google Street View application allows to create total representations
of the diverse spaces in which the user is located in and through the use of the
smartphone camera recreates the touristic places of interest [11].

Another application that allows the creation of circular images and videos of
places of interest in the touristic context is DMD Panorama. This application works
properly with low illumination, and its interface is easy to use for the user. Finally,
Matterport is a dynamic application and of easy use, and it allows to do 360° scenery
routes of touristic places that can have interesting designs for the user [12].

2.4 Tourism Marketing and Technology 360º

Tourism marketing is the promotion of places carried out by companies in the hotel
sectors, leisure venues, restaurants, transport companies and other public bodies [13]
for which tourist advertising is used, which is considered an activity that generates
influence and strives to persuade people to travel to a certain place, proposing reasons
that awaken them the desire to know it [14]; however, the 2020 tourist is different from
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years ago because the new consumer likes personalized information, investigates in
Google, consults social networks, looks for videos and valuable information about
the different places you would like to visit.

It is here where virtual reality and 360º technology take center stage since with
the utility of these technologies, tourists can experience the places they want to visit
before embarking on the real trip, which leads to better customer service [13] and
allows the promotion of tourist places in a different way, directly benefiting tourist
marketing, as is the case of tourist promotion in the city of Tunja through the platform
layer which allows applying a variety of tourist attractions to points of interest actions
that provide the user with more information about tourist places in an interactive way
[15, 16].

Summarizing, new technologies have changed the behavior of tourists and have
revolutionized the information search process, which is directly related to decision-
making, since the more information the user of the place to visit has, the easier and
faster their choice will be [17].

3 Conclusions

360° technology is a great tool for the creation of touristic resources, because it
allows the user to have a first encounter with the details of the touristic sites that are
of the user’s interest.

In this article, some elements of the benefits of this type of technology have been
shown, such as its use in times when the user cannot travel, like in the case of the
recent pandemic, the diverse applications that can be used to create touristic 360°
content and the devices used in this field.

Tourists are currently looking for detailed information about the possible places
to visit, the more information they have about the place the easier the decision is, so
for the use of 360º technology for tourism marketing, it has great potential because it
allows the user to virtually visualize places that they would like to visit before seeing
them in real life. In following investigations, the creation of 360° content of touristic
LatinAmerica sites is of interest, as is for them to be applied in investigation processes
in which the experience of the user with the created resources can be analyzed.
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Digital Marketing and User-Generated
Content: A Case Study of Vidago Palace
Hotel

Irina Clara, Teresa Paiva , and Elisabete Paulo Morais

Abstract Digital marketing is essential for hotels. It is important to have a social
media strategy and, simultaneously, to be aware of the guests’ opinions and reviews,
be conscious of their satisfaction. In this sense, the content, and interactions of the
different social media of Vidago Palace Hotel were analysed, and some suggestions
for improvement were given. On the other hand, the hotel reviews in the main online
review platforms were analysed, to understand the level of guest satisfaction. The
results show that there should be more care at the social media strategy level, posting
withmore frequency.However, the reviews are excellent,which shows that the quality
of service provided by the hotel. The exploratory nature of the study is one of its
limitations, added by the fact that is based on a specific date that analysed its last 10
publications.

Keywords Digital marketing · Social media · Online review platforms ·
User-generated content · Hotel

1 Introduction

Since the emergence of Web 2.0 platforms, there has been more active participation
of tourists in social media through ratings and comments of their trips [1].

The use of social media has become increasingly relevant as part of the tourism
experience, as it has changed the way information about travel and tourism is
published and shared [2]. Social media are the most appropriate tools for tourism
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companies to communicate and build long-term relationships with their consumers,
allowing them to draw relevant knowledge and information from the market [3].
So, it is very important to have a well-defined and consistent social media strategy,
to give all the necessary information to consumers and keep them interested in the
published content.

Online ratings are the most important form of electronic word-of-mouth (eWOM)
and have an important effect on consumer attitudes and behavior. These reviews posi-
tively impact hotel occupancy and hotel revenue, leading to better performance [4].
Thus, it is necessary to monitor guests’ opinions, understand if the service provided
meets the hotel’s positioning, and create a long-term relationship with guests.

2 Literature Review

2.1 Technologies and Internet in Tourism

Information and Communication Technologies (ICT) increasingly play a key role
in the competitiveness of tourism organisations and destinations and the industry as
a whole [5]. Technologies have conceptualized the way travel is planned [6], and
services and experiences are created and consumed [7]. The rise of the Internet has
led to the emergence of several opportunities for improvement at communication,
distribution channels, and transactions, enabling more effective segmentation and
positioning strategies [8]. With the Internet, consumers learned new ways of inter-
action and consumption [8], and the consumer has become a producer, or co-creator,
of tourist information, images and experiences [9].

Thus, technologies are transforming management and marketing in the tourism
sector from a static and utilitarian sense, in which managers and tourists used tech-
nology as a tool, to a conceptualization in which tourism markets and actors “shape
and are shaped by technology” [10].

2.2 Digital Marketing in Tourism

Digital marketing develops in parallel with the advancement of technologies [11].
According to American marketing association (AMA), digital marketing is the use
of digital channels to promote a brand or to reach consumers and can be executed on
the Internet, search engines, social media, or mobile devices [12]. Digital marketing
has several advantages. It allows reaching a larger audience, with greater speed [13],
without geographical and temporal constraints [14]. Another advantage of digital
marketing is quantification, as it allows greater flexibility to collect and measure
results than traditional marketing [13, 14]. Also, it allows a greater involvement, with
more participation of the consumer, and the possibility of reaching new consumers
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through personalization. Also noteworthy is the network effect, which reflects the
need to monitor interactions between users since this effect can lead to both the
construction of a company and its destruction [14–16].

Digital marketing has created new ways to get relevant information about organi-
sations, and hotels [17]. Proper use of digital marketing tools allows hotel managers
to be aware of and track consumers’ attitudes, opinions, and satisfaction, allowing
them to provide better quality services. It is important that hotels make strategic
use of digital marketing tools and use the information they offer to improve their
performance [16].

2.3 User-Generated Content

Web 2.0, also called the social age, consists of a dynamic, interactive, and participa-
tory consumer-focused Internet whose content is generated by the users themselves
[1]. Evaluations of other travellers in forums, blogs, websites, social media, and
video-sharing sites for the views of other online users are called user-generated
content (UGC) platforms [18]. So, UGC refers to any digital content that is volun-
tarily created and published, including videos, images, and user posts on different
social media [19]. The biggest advantage of UGC is its immediacy [8].

UGCplatforms provide personal information about a particular destination. These
websites allow potential consumers to exchange information, leave opinions, recom-
mendations and suggestions about destinations, tourism products and services, often
with ratings of a particular organisation [8, 20]. Tourists’ comments and ratings func-
tion both as a source of information and as a recommendation method, as eWOM
[21].

Websites such as YouTube, TripAdvisor, and Expedia allow users to share and
rate their travel experiences for free, so that each person who comments about a
destination/product becomes an integral part of the marketing process [22]. The
emergence of these blogs and their development have enabled a more direct engage-
ment of consumers with suppliers, increasing their (consumers’) experience and trust
in using the internet [8]. The information exchanged and the proximity of consumers
in their interactions leads to organisations losing control of what is being said about
them, as consumers can influence other potential customers [20].

Currently, consumers trust website reviews (UGC) more than advertising done by
the organisations, as these sources are considered genuine and not business-focused
[1, 8, 20], with blogs being seen as a more credible source of information than
traditional marketing communication [23–26].

These blogs can be used for consumer profiling, acquisition and interaction with
consumers, brand reinforcement and awareness, and reputation management. Also,
it allows for real-time adaptations by tourism actors, allowing them to broaden their
knowledge of the market and competition, and even serves as a tool for internal
communication and knowledge management within tourism organisations [8, 21].
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2.4 Social Media and UGC Influence on Tourist Behavior

User-generated content has a significant impact on decision making [27]. Through
participation in social networks andplatforms, consumers generate value and services
to each other [28]. Thus, UGC and eWOM have registered an increasing influence in
the different phases of travel, from information search to purchase [29, 30]. Tourists
contribute to the construction of a destination’s image of other tourists by sharing
their experiences [25]

Interpersonal influences and eWOM are ranked as the most relevant sources of
information in consumers’ decisionmaking process. Valence (descriptions or numer-
ical ratings) and volume (number of reviews) are the factors of online reviews that
most influence the decision of which destination to travel to [26]. Many tourists base
their travel plans on the ratings and recommendations of other users and the shares
made on social media about the destination [22]. Social media causes a rapid expan-
sion of eWOM, and this information and opinions, whether positive or negative,
influence tourists’ behavior when making decisions about their travel [26].

3 Methodology

To understand the digital marketing strategy used by Vidago Palace Hotel, from the
digital platforms consumer’s point of view, quantitative and qualitativemethodswere
used.

Initially, the hotel’swebsitewas analysed, to identify its strengths andweaknesses.
Subsequently, the social media (Facebook, Instagram, Twitter, YouTube, and

Pinterest) and the hotel’s ratings on online review platforms (Booking, TripAdvisor,
and Google) were examined.

3.1 Vidago Palace Hotel

Vidago Palace Hotel (VPH) is a hotel establishment located in the Vidago Natural
Park, belonging to the municipality of Chaves, district of Vila Real, Portugal. It was
first opened in 1910, having closed in 2006 and reopened in 2010, one hundred years
after its inauguration.

TheVPH is a 5-star hotel that holds the “Leading Hotels of theWorld” distinction,
and has an offer composed of 70 rooms and suites, library, indoor and outdoor pools,
4 restaurants and 4 bars (gastronomy), thermal spa and golf course, and is one of the
most emblematic tourist destinations in the Northern Region of Portugal [31, 32].
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3.2 Organic Search Results

By searching for the keywords “Hotel in Chaves”, the results mainly show booking
platforms. In Booking.com and Trivago, the hotel does not appear. In Destinia, the
hotel appears at the bottom of the first page, in “accommodations nearby”. This is
because hotel’s location is defined at Vidago and not Chaves. So, it is suggested that
one of the keywords in the hotel description include “Chaves”. There is also a list of
56 hotels given by Google itself, in which the VPH appears in last place on the first
page.

Through the keywords “Hotel in Vidago”, there is also a strong presence of
booking platforms. In Booking.com, VPH appears in second place, but it appears
first in Trivago and Google’s list. The official website and Facebook of the hotel
appear on the first page of the results.

Searching for “Vidago Palace Hotel”, the first two results are ads, from booking
platforms (Booking.com and Trivago, respectively). The first organic result is the
VPH website, followed by booking platforms and the hotel’s Facebook page. It is
noteworthy that one of the results refers to the website “The Leading Hotels of the
World”, a distinction that the hotel holds.

3.3 Website

The quality of a website depends on three main aspects: usability, graphic design,
and navigability. Usability includes content (quantity and quality of information),
ergonomics (flexibility and speed), processes, errors, adaptation (responsiveness),
interactivity (contacts, newsletter, and comments) and distribution/marketing (e-
commerce function: online booking possibility). Graphic design comprises aspects
such as aesthetics, brand image and clarity,while navigability concerns the navigation
menu or system [33].

Considering these aspects, Table 1 shows the main positive and negative aspects
of the VPH website.

3.4 Social Media

The last 10 contents published on Facebook, Instagram, Twitter, and YouTube were
analysed. A Pinterest albums summary was made, identifying followers and content.
Here, it is not possible to know the publication and albumcreation dates. This analysis
was performed on 30 June 2021.

About Facebook (https://www.facebook.com/Vidago.Palace.hotel.Spa), VPH
makes an average of 0.45 posts per day (Fig. 1). The most liked posts are those
that show the exterior of the hotel, including promotional videos. Of the last 10

https://www.facebook.com/Vidago.Palace.hotel.Spa
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Table 1 VPH website evaluation

Strengths Weaknesses

Information related to COVID-19 (top bar)
Horizontal menu: categorised information
Content (quantity and quality of information)
Speed and flexibility (ergonomics)
Search button
Possibility of online booking
Responsiveness
Link to social media
Contact page and newsletter (interactivity)
Information request
Written and explicit location
Information about experiences in the region

Home page: little information
Horizontal menu: organisation (the “Restaurants
andBars” page appears first than the “Hotel”
page)
No account is taken of F-Pattern (layout)
The “Hotel” page presents the hotel and its
history, but has no mission, vision, or values of
the hotel
Visual appearance of the website is not aligned
with the positioning of the hotel (luxury,
excellence): layout, colours
Slide show gallery (stacking would be more
appropriate)
The clean and safe icon refers to the general page
of Turismo de Portugal, not containing the
hotel’s specific security measures (available on
the “COVID-19 protocol” page)

Fig. 1 VPH Facebook publications

publications, 5 show the exterior of the hotel. So, it does not seem to exist a social
mediamanagement strategy. The hotel couldmanage it by posting a greater variety of
content, for example, the hotel (exterior and interior), theVidago Park, the restaurants
and bars, UGC content, golf and the surroundings (experiences in the region).

This social network has about 39 thousand likes and followers. However, about
the video published on June 14, only a small percentage of the followers have seen
the video, and few have posted likes or left comments. The last 10 posts, show an
average of 377 likes, 9 comments, and 32 shares. So, the hotel should try to ask
questions in the descriptions of their posts to encourage their followers to interact.
Note that all descriptions of publications are placed in Portuguese and English, and
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Fig. 2 VPH Instagram publications

the VPH likes all comments left on its publications, responding whenever there are
doubts or questions.

On Instagram (https://www.instagram.com/vidagopalacehotel/), VPH has about
10 thousand followers (Fig. 2), significantly fewer than on Facebook. However, the
number of interactions is similar, andmost publications havemore likes on Instagram
than on Facebook. On Instagram, posts have an average of 316 likes and 5 comments.
However, the average number of daily posts is 0.23, which means that this social
network is updated every 4 days. Noteworthy is a photo taken by a tourist (UGC),
published on the hotel’s Instagram.

On both Facebook and Instagram, the hotel uses hashtags frequently, but it uses
the same hashtags in most publications. However, since hashtags allow for catego-
rizing information according to a topic or theme while simultaneously functioning
as keywords [34], they could be used to categorize different content.

On YouTube (https://www.youtube.com/vidagopalacehotel), VPH has 405
subscribers, and most of the videos published have between one and two thousand
views. However, the last activity is from November 2019. In 2016, the hotel had a
good frequency of videos, but, currently, it makes no sense to have this social network
mentioned on the hotel’s official website, as it is outdated.

On Pinterest (https://www.pinterest.pt/vidagopalace/), the hotel has 40 followers
and 83 monthly viewers. However, it has only 3 albums created to which it has added
few pins (images). So, to keep this social network active, it should create albums, for
example, for the restaurants and bars, for the spa, for golf, and for events.

About Twitter (https://twitter.com/VidagoPalace), VPH has 439 followers.
However, the social network has not been updated since December 2020, and most
of the posts are links to Instagram, and most publications have no likes, comments,
or shares.

https://www.instagram.com/vidagopalacehotel/
https://www.youtube.com/vidagopalacehotel
https://www.pinterest.pt/vidagopalace/
https://twitter.com/VidagoPalace
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3.5 Online Review Platforms

About online review platforms, Booking, Expedia, TripAdvisor, Trivago, andGoogle
reviews on VPH were summarised. Other platforms such as Destinia were not
included because the reviews they provide are based on TripAdvisor reviews.

The evaluations of the VPH are excellent in all platforms analysed (Fig. 3).
Although several elements are well evaluated, the cleanliness stands out, a key

point in times of pandemic. Also noteworthy is the staff/service, also with the highest
scores. We conclude, then that guests are satisfied with the services provided and
with their experience at Vidago Palace Hotel, evaluating it with high scores and
recommending it to other tourists. Aswe know, these commentsmade by other guests
are seen by tourists as more credible than the communication made by the company
[23–26]. Tourists consult these endorsements as a source of primary information
that reduces the risk and uncertainty of online purchase processes for travel and
accommodation-related products [25, 35].

Tourists who consult these platforms will have one more reason to choose VPH,
and these high ratings can influence their decision in a positive way.

The hotel should keep an eye on these reviews and try to respond to the positive
comments to strengthen its relationship with the guests. On the other side, it should
resolve any complaints or negative comments not to lose those consumers, but rather
create a friendly relationship with them.

Fig. 3 Online reviews of VPH
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4 Conclusion

Posts made on social media and online reviews made by other tourists impact the
guests’ purchasing decisions. Thus, care should be taken to keep social networks
active and consistent with the content posted. Likewise, there should be constant
monitoring of the online tourists’ reviews since they are an important source of
information for hotels.

Vidago Palace Hotel makes, on average, a publication every 2 days on Facebook.
In comparison, on Instagram it publishes every 4 days, approximately. The hotel
should publish content 5 times a week on Facebook, and 3 times a day on Instagram
[36]. Thus, it is suggested that the hotel, on Instagram, try to make at least one
publication in the feed, and 2 stories per day. Also, it should pay attention to the
content published, show several places, and give different information. The hotel
should also be careful to use specific hashtags for each content to categorise the
different photos/images. Regarding the other social networks (Twitter, YouTube,
and Pinterest), since they are not frequently updated, they should not be promoted
on the hotel’s website.

Regarding the online review platforms, the ratings are excellent, highlighting the
cleanliness and the staff. So, the hotel should follow these comments and try to
respond to strengthen the relationship with the guests so that they want to come
back.

Acknowledgements UNIAG, R&D unit funded by the FCT—Portuguese Foundation for the
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Websites Usability Evaluation
of the Terras De Trás-Os-Montes Hotels

Elisabete Paulo Morais , Carlos Rompante Cunha , and Arlindo Santos

Abstract Website is a bridge between users and online information. It is extremely
important in terms of marketing and must be designed according to the rules of
usability, especially in hotel industry. Websites with high usability value will be
accessed by more users. Therefore, building a useful website is important. This
study aims to evaluate, from the point of view of usability, the websites of hotel
establishments in Terras de Trás-os-Montes, a region located in the north of Portugal.

Keywords Hotel · Website · Usability · TTM

1 Introduction

In today’s competitive world, a website can be considered a fundamental aspect of
an organization’s competitiveness. In addition to visual aesthetics, the usability of a
website is a strong determinant of user satisfaction and pleasure.

The tourism sector has undergone many changes in marketing and procedures
due to the widespread use of the web and its tools. In this new reality, hotel websites
represent important tools, namely as an exclusive communication channel [1].

In a context of growth in the volume of revenue generated by the tourism sector
in the national economy in recent years and in the current context of the Covid-
19 pandemic, the analysis of the online presence of hotels, as economic agents in
this sector, appears to be a real need. This presence, mostly embodied in the use of
the website, can be scientifically analyzed using instruments that integrate different
perspectives, with usability being one of the most important.
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Usability is a process of matching user needs to enable the use of a product or
system. There are many methods that can be used to evaluate a website. Usability is
one of the main evaluation factors that determine the success of a website [2].

2 Usability

In literature, usability is defined in several ways. According to ISO 9241 [3], usability
defines “the extent to which a system, product or service can be used by specified
users to achieve specific goals with effectiveness, efficiency, and satisfaction in a
specific usage context. In the literature, usability is defined as the “ability to be used”
referring to a device [4] and depends on what the user wants to do [5]. According to
Nielsen [6], usability “is a quality attribute that assesses how easy user interfaces are
to use”, comprising 5 components: Learning: how easy it is for users to perform basic
tasks the first time they encounter the design? Efficiency: Once users have learned
the design, how can they perform tasks quickly?Memorability: When users return to
design after a period of non-use, how easily can they re-establish themselves? Errors:
How many errors do users make, how serious are those errors, and how easily can
they recover from errors? Satisfaction: How enjoyable is it to use the design?

Usability is an important factor in developing successful interactive software
applications. Furthermore, it is the most used concept in the area of software engi-
neering [7]. Usability is a component used to define the quality of the app’s display
and the quality of the interaction between users and the app. The benefits of usability
are (i) reduce training time and cost, (ii) reduce errors that happened during inter-
action with the system, (iii) increase learning speed and satisfaction, (iv) improve
quality and the interaction of users [8].

The studies described in the literature [9] indicate that usability is the most impor-
tant parameter that affects the quality of websites evaluated by its users. According
to Paplauskaite [10], the website’s usability determines its readability, intuitiveness,
and comfort of use.

3 Methodology

This research aimed to evaluate, from the point of view of usability, the websites of
hotel establishments in Terras de Trás-os-Montes. The Terras de Trás-os-Montes is a
group of municipalities, made up of nine municipalities of the NUT III of Alto Trás-
os-Montes, namely Alfândega da Fé, Bragança, Macedo de Cavaleiros, Miranda do
Douro, Mirandela, Mogadouro, Vila Flor, Vimioso and Vinhais.

To this end, a search was carried out in the National Tourism Register (https://
registos.turismodeportugal.pt/), by Tourist Enterprises, NUTS III—Terras de Trás-
os-Montes, for the typology “Hotel Establishments” (Hotels, Apartment Hotels and
Inns).

https://registos.turismodeportugal.pt/
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Table 1 Weights and
measurements used to assess
the usability of websites

Indicator Weight (%) Measure

Consistent design and navigation 10 Semaphore

Adaptive Design (Responsive) 10 Semaphore

Charging up to 2 s 10 Semaphore

Unique and immutable URLs 10 Semaphore

“Back” button functionality 10 Y/N

No invalid/broken links 10 Y/N

Links that change color when
visited

10 Y/N

Readable font size 10 Y/N

Access with or without www (or
https)

10 Y/N

Overall Performance Score 10 Semaphore

Data collection was performed by direct inspection of hotel websites. The evalu-
ation was carried out by a group of three evaluators. Each analysis lasted an average
of 10 min and was performed according to the list of indicators presented in Table 1.
The list of indicators for evaluating the usability of websites was adapted from the
study [11].

Each indicator has the same weight in the website’s evaluation, and the measures
used were of the Yes/No and Semaphore types. For measures of the Yes/No type,
a percentage of one hundred (100%) is attributed when an indicator is verified and
zero (0%) when it is not verified. In the semaphore type indicators, the green check
contributes the total weight of the indicator (100%), the yellow half (50%), and the
red zero (0%).

4 Data Analysis and Results

4.1 Analysis and Indicators

Direct inspection of the websites of hotel establishments was carried out during the
month of January 2021. Each of the indicators in Table 1 was analyzed by three
researchers through direct observation and for some indicators, automatic tools were
used, identified in Table 2.

The Screenfly tool was used for the analysis of the Adaptive Design (respon-
sive) indicator and allows viewing on various devices, including 24′′ monitors and
televisions. It can also customize screen measurements to any pixel value.

The PageSpeed Insights tool was used to analyze the Load up to 2 s, Readable
font size, and Overall Performance Score indicators. This tool performs a series of
tests on websites providing various indicators. For the analysis of the indicator No
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Table 2 Tools used for
automatically analyzed
indicators

Indicator Analyze Tool

Adaptive design (Responsive) Automatic Screenfly

Charging up to 2 s Automatic PageSpeed insights

No invalid/broken links Automatic W3C link checker

Readable font size Automatic PageSpeed insights

Overall performance score Automatic PageSpeed insights

invalid/broken links, the W3C Link Checker tool was used, which automatically
checks if all the links present on the website work correctly.

4.2 Data Sample and Its Characterization

Data on hotel establishments were collected from the National Tourism Register. Of
the 31 hotel establishments, only 22 have websites, which were analyzed.

Of the 22 hotel establishments, 21 are Hotels, being only one of the inn typology.
Of the hotels analyzed, three have 1 star, eight have 2 stars, seven have 3 stars and
three have 4 stars, as shown in Table 3. They are mostly small, with the exception of
Hotel Turismo São Lázaro, which has a capacity for 512 people (Table 3).

4.3 Website Usability Analysis

Of the 22 hotels with a website, six of them (Jorge V, Vinhais Hotel, Residencial
Globo Lda., Hotel S. Roque, Hotel Estalagem Turismo, and Hotel Mirafresno) are
not accessible, which demonstrates their lack of maintenance. The Ibis Bragança
hotel does not have a local website, but a global website for the Ibis hotel chain, as
such, it was excluded from the study.

The Usability criterion presents 10 indicators on the user experience to browse the
hotel website. Aspects such as loading time of the website, consistent and adaptable
design, broken links, among others, were evaluated.

The first indicator to be tested was Consistent design and navigation. Of the 15
websites evaluated, only Hotel Classis and Hotel Parador Santa Catarina did not
score on this indicator (red semaphore), as it is a single page, with no possibility of
browsing. All other websites got the highest score (green semaphore).

The adaptive design indicator (responsive design) has been checked to assess
whether the websites of the evaluated hotels can be consulted through different
devices, with different screen dimensions. Of the 15 websites analyzed, 10 comply
with this requirement and have versions adaptable to different screen sizes.

As for the loading speed of all websites pages evaluated were fully loaded in less
than 2 s, as such, they all obtained the maximum rating in this indicator.
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Table 3 Characteristics of the analyzed hotel establishments

Name Typology Category Capacity Location

Jorge V Hotel * 46 Mirandela

Baixa Hotel Hotel ** 32 Bragança

O Mirandês Hotel *** 40 Miranda do Douro

VINHAIS HOTEL Hotel ** 44 Vinhais

A Vileira Hotel ** 24 Vimioso

Hotel Cabeço do Forte Miranda
do Douro

Hotel ** 45 Miranda do Douro

Hotel Alendouro Hotel ** 46 Macedo de Cavaleiros

Pousada de São Bartolomeu Inn 56 Bragança

Hotel Turismo Miranda Hotel *** 58 Miranda do Douro

Hotel Tulipa Hotel ** 56 Bragança

Residencial Globo, Lda Hotel * 55 Mirandela

Hotel Póvoa de Além Sabor Hotel *** 32 Vila Flor

Hotel S. Roque Hotel ** 64 Bragança

Hotel & Spa Alfândega da Fé Hotel **** 50 Sambade

Hotel O Encontro Hotel *** 55 Sendim

HOTEL ESTALAGEM
TURISMO

Hotel **** 52 Bragança

Hotel Classis Hotel ** 40 Bragança

Hotel Parador Santa Catarina Hotel **** 24 Miranda do Douro

Hotel Turismo São Lázaro Hotel *** 512 Bragança

Hotel do Planalto Hotel * 64 Miranda do Douro

Hotel Mirafresno Hotel *** 52 Miranda do Douro

Hotel Ibis Bragança Hotel *** 126 Bragança

* - One Star
** - Two Stars
*** - Three Stars

With regard to unique and immutable URLs, 14 websites obtained a maximum
rating and one a null rating, since the addresses used on the pages allow the
identification of the hotel establishment to which they refer.

Regarding the functionality of the “Back” button, none of the analyzed websites
has any problems.

Regarding the absence of invalid/broken links, 8 websites have at least one
inconsistency in this requirement, which is why they have a null rating.

The indicator “links that change color when visited” was the worst indicator of
all. None of the analyzed websites have this functionality, all having obtained a null
score.

The readable font size was also analyzed, an indicator in which all analyzed
websites had the maximum score.
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Table 4 Average value for
each of the indicators

Indicator Average value (%) Measure

Consistent design and
navigation

86.67 Semaphore

Adaptive Design
(Responsive)

66.67 Semaphore

Charging up to 2 s 100.00 Semaphore

Unique and immutable URLs 93.33 Semaphore

“Back” button functionality 100.00 Y/N

No invalid/broken links 46.67 Y/N

Links that change color when
visited

0.00 Y/N

Readable font size 100.00 Y/N

Access with or without www
(or https)

100.00 Y/N

Overall performance score 53.33 Semaphore

With regard to the indicator “Access with or without www (or https)” it was found
that all analyzed websites allow access via the address in both forms (with or without
the www or https).

Finally, for the “Overall Performance Score” indicator, the average performance
between desktop and mobile was calculated. According to PageSpeed Insights’s
assessment, between 0 and 49 is red (corresponding to zero), between 50 and 89 is
yellow (corresponding to 50%) and between 90 and 100 is green (corresponding to
100%). On all websites evaluated, performance for desktop is always better than for
mobile.

Of the analyzed websites, only 3 have a maximum overall performance, 2 have
the minimum value and the remaining 10 have the intermediate value.

In Table 4 shows the average values obtained for each of the indicators.
There are four indicators with the highest score (Charging up to 2 s, “Back” button

functionality, Readable font size, and Access with or without www (or https)) and
one indicator with the lowest score (Links that change color when visited), meaning
none of the sites evaluated comply with this indicator. Indicator No invalid/broken
links also fails to obtain a positive score. The remaining indicators all score positively.

5 Conclusions

In this paper, we analyzed the websites of hotel establishments in Terras de Trás-os-
Montes, according to the usability metrics.

Usability is an important parameter that clearly affects the quality of a website. It
is important to make an investment so that all indicators are rated positively.
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Of the analyzed Hotels’s websites in the Terras de Trás-os-Montes, the global
evaluation varies between 65 and 85%, although the evaluation is not excellent, it
is not bad either. It is important to reflect on the less positive indicators so that the
overall performance is improved.

At a time that mobile is increasingly used, it is important to understand how it
affects the overall performance, since the analysis carried out showed that the Overall
Performance Score was impaired due to poor performance at the mobile level.
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Quality Factors for Agro-touristic
Websites—An Exploratory Study

Karina Cicha and Paulina Rutecka

Abstract In this paper, the authors analyzed 6 selected websites of Polish agri-
tourism farms using the WebQual questionnaire to determine their quality factors.
The conducted analysis involved remote study with users’ participation. The factors,
which were taken under consideration during the analysis, focused on the function-
ality, usability, and aesthetics of the websites. The analysis was conducted according
toWebQual method and used its questionnaire form. The main objective of the paper
is to answer the question about the quality of the websites of agritourism farms in
Poland.

Keywords Agritourism · Quality factors ·Website quality ·Website analysis

1 Introduction

Having a website at the beginning of the twenty-first century indicated that the
company is innovative and strives to gain a competitive advantage [1]. Currently,
although a basic website can be built even on its own with the use of free wizards
or tutorials, many companies still do not use this option [2]. For enterprises and
institutions, websites most often play a promotional role, they are used to present
information or provide services [3–5]. They reflect the vision of the organization
and its face in cyberspace [6], and can even be treated as the existence of an online
institution [5]. They allow to reach a wider market and operate on a global scale [6].
They play an essential role in supporting business-to-consumer transactions [7], but
only if they are trusted and user-serviceable.

According to numerous studies, it can be concluded that aesthetic, safe, and user-
friendly websites with a simple interface attract more customers than websites that
do not meet these requirements [3, 7, 8]. Having the ability to obtain information
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from many sources, the user must feel comfortable reading the presentation of the
company’s content, which should be well-organized and up-to-date [9]. A well-
designed website can make customers remember the company’s brand and have a
more favorable attitude toward its products [10]. The quality of the website has a
significant impact on the success of the organization and the business performance of
the enterprise [11]. Research shows that when evaluating a site, customers also pay
attention to factors such as trust and empathy [12, 13], navigation, security, economy,
telepresence, and reputation [14].

There is little research on the quality assessment of agritourism farms’ websites.
Andreopoulou identified optimal websites and their features for agritourism facilities
in Crete using the multi-criteria PROMETHEE method [15]. Król analyzed the visi-
bility of agritourism websites in Visegrad Group countries, showing that agritourism
enterprises in these countries often do not have websites or their quality is insuffi-
cient [16]. Beldona and Cai analyzed the effectiveness of agritourism websites in the
USA, showing their low promotional value [17]. Dimitriadou presented a compar-
ison of the adaptation to new technologies of exposure and promotion of websites of
agritourism enterprises in Central Macedonia [18]. Other related studies concerned
small tourist facilities, however, they were neither agritourism facilities nor located
in rural areas.

The theoretical goal is to determine the quality factors of the websites of the
agritourism farms. The practical aim of this study is to analyze the quality of the
websites of agritourism farms in Poland, using theWebQual assessment method. The
authors want to find out whether the websites of agritourism farms in Polandmeet the
quality factors. In addition, the results of the study can contribute to understanding
how to increase the competitiveness of agritourism through website optimization.

The following research questions are proposed for this article:

RQ1: Do agritourism farms’ websites meet the quality factors for websites?
RQ2: What are the most important quality factors of the agritourism farms’
websites for the users?

The paper is organized as follows. Section 2 contains a review of the relevant
literature on websites quality factors. Section 3 includes the methodology for data
retrieval and processing, while Sect. 4 presents the data and quantitative results. In
Sect. 5, the authors highlight the contribution of the research, discuss its limitations
and, finally, draw conclusions about the results and propose possible future research
avenues.

2 Literature Review

The hotel industry is extensive. Customers can choose from tens of thousands of
accommodation facilities, which differ in terms of location, offer, and standard. This
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means that finding a suitable place to rest is a difficult task for the client. According
to numerous studies, tourists most often obtain information about a hotel facility via
the Internet [19–21], because it reduces time and provides information in an easy
way [22]. To make choosing easier, travel objects comparison websites and online
travel agencies began to appear, operating in the commission model. Presence on
these portals allows hotels owners to reach a wide group of customers. However, the
commissions are often high [23] and information about the places is not extensive
and complete.

Moreover, according to the Ipsos MediaCT 2014 study [19], tourists prefer to
use search engines such as Google or Yahoo, rather than travel search engines [20].
For entrepreneurs, websites allow to reach a wider market and do business on a
global scale [21], by playing a fundamental role in supporting business-to-consumer
transactions [22]. The websites for enterprises are, in fact, a business platform, not
just the channel for marketing [24]. Currently, just having a website is no longer
sufficient for effective communication with the client. It must be a website that
evokes a positive association with the company’s brand. A high quality website can
help reduce costs [24, 25] by becoming the main sales channel [21, 26], and its high
quality and up-to-date content [25] can contribute to getting high SERP rankings and
make it easier to find in search engines such as Google or Yahoo.

Having an individual website also increases the possibility to present the opinions
of other tourists about the place, which is an important element in the process of
making a purchase decision [27]. However, many websites are ineffective and fail to
achieve the intended business goals [12], while a well-designed website could lead to
better recognition of the company’s brand by customers and amore favorable attitude
toward the brand’s products or services [10]. Not professionally designed and not
updated websites may harm the company’s image [23] and not fulfill its purpose.

Poland is among the EU countries with the largest number of farms and these are
mainly farms with a small area. Agricultural production on small farms is usually
insufficient to support the farmer’s family, which is why many of them decide to
diversify their sources of income [24, 28, 29] by conducting additional tourist activi-
ties, such as agritourismwhich is a specific type of tourist activity. It is closely related
to rural areas and agricultural activity [30]. This concept is narrower in meaning than
rural tourism [30] because apart from the fact that agritourism facilities are located in
the countryside, they must be run on a working farm [31]. Agritourism activity is one
of the business models supporting the sustainable development of rural areas [32, 33]
and contributing to their revitalization [28, 30, 34]. Agritourism farms are usually
small enterprises, often family and seasonal ones [2]. Their nature results from the
type of agricultural activity [28, 35], offering guests products of this activity [20].
Due to the small scale of business and seasonality, as well as high risk related to the
profitability of agricultural activities, owners of agritourism farms are forced to look
for savings, including for marketing purposes.

Attracting tourists to the countryside is not an easy task [32].However, the growing
importance of sustainable development and new global threats, such as epidemics,
make agritourismmore and more popular every year in Europe, China, and the USA.
The COVID-19 pandemic seemed to be an ideal moment for the development of
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agritourism farms, which, as intimate places, away from large human clusters, could
provide a sense of security. To attract new customers who were not previously inter-
ested in this form of recreation, owners of agritourism farms should place particular
emphasis on promoting their tourist facilities on the Internet. Websites are the rela-
tively cheap promotional solution [15] that allows a company to offer goods and
services on a large-scale and, apart from selling services in the form of accommoda-
tion and meals, to show the natural and cultural elements of its community [32], thus
attracting tourists’ way to the countryside. This is especially important in the case of
entities such as agritourism farms, where the website is most often the only way to
familiarize the customer with the services offered before purchasing them because
the quality of the accommodation cannot be checked before the consumption of its
services [21, 36, 37]. Therefore, it is important to develop effective methods that can
help companies evaluate the performance of their websites [24].

Scientists are constantly looking for website assessment methods that would be
best suited to the goals and type of website, and at the same time convenient to use
from the users’ point of view [38]. The quality assessment answers the question
of how well the system, in this case, the website, meets the needs of customers
[11]. There is no single, universal measure of website quality, which results from
the multitude of criteria and the variety of existing websites. This diversity results
not only from the technology used but also from the goals to be achieved by the
website. It was also observed that customers have different preferences for the same
functionalities and page factors depending on the type of site [14] and the industry
in which the company operates. Therefore, in the analysis conducted by the authors,
the term website quality factors are used.

3 Research Method

Preliminary identification of the research group of agritourism farms was carried
out in June 2020. The initial group consisted of 1925 tourist facilities from Poland,
the addresses of which were in generally accessible databases. These facilities were
asked via email whether they would agree to participate in the study. One hundred
and seven objects agreed, which was the first stage of a large-scale study prepared
as part of a doctoral dissertation. Of these, 76 have had active websites, which was
the second selection criterion.

Then the basic technical parameters of the websites were checked: usage of a
content management system (53 websites), website responsiveness (61 websites),
securing the domain with an SSL certificate (33 websites), and usage of the Google
analytics system (34 websites). The website’s eligibility and approval for further
research were verified and obtained in October 2020. Seven agritourism farms, out
of those that used the CMS andmonitoredwebsite traffic, finally agreed to participate
in the quality survey. The websites of these farms were then tested by users.
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The WebQual (eQual) ase don 4.0 [13] method, was used to assess the quality
of agritourism farm websites in users’ research. It is a survey method. The standard
WebQual 4.0 tool contains 23 questions [39] divided into three dimensions ofwebsite
quality: usability, information quality, and service interaction quality [13, 20]. The
WebQual model is an ase don of the Servqual method, previously widely used to
measure the quality of services, from which the criteria for user interaction with the
website were taken [40]. Users evaluate such elements of the analyzed website as
design, ease of use, navigation, attractiveness [41] and the quality of information, but
it does not take into account such elements as transaction processes or the ase do’s
image [12].WebQual is one of the best-formalizedmodels, which is characterized by
high versatility. It has been successfully used to evaluate e-commerce, e-government,
and university websites [40]. The results are analyzed using the WebQual index,
which takes into account the user’s assessment of the criterion itself as well as its
importance [13].

The group of respondentswere people between the ages of 20–22, living in Poland,
both men and women, students in the field related to tourism, without previous
experience in such research, with no broad IT knowledge (basic Internet users).
The selection of the study group was purposeful. At the beginning, the respondents
were asked to determine the weight for each website feature on a 1–7 point scale. The
questionnaire conducted in Polish contained 23 questions ase donAndry, Christianto,
and Wilujeng’s research [39].

4 Data and Results

4.1 Data Description

In the first step of the WebQual analysis, the importance of each criterion was estab-
lished. The importance of the criterion was calculated as the arithmetic mean of the
weights given by 6 respondents. Table 1 shows the ranking of means and standard
deviations with an unbiased estimator for the questionnaire data [n = 6] of criteria
importance. The most important quality criteria from the users’ point of view are
information security, information accuracy, information believability, and informa-
tion timelessness. The least important quality criteria are the sense of community
and a good reputation of a website.

Table 2 presents the responses of the respondents (themean and standard deviation
without the estimator bias for each site). The sites are marked successively as A1–
A7.1 The websites achieved the best average results for information believability
(average 5.76) and learnability (average 5.60). The worst were marked sense of
community (average 3.90) and user’s experience provided with the website (average
4.81). The biggest discrepancies in the assessment of sites (the highest standard

1 The WebQual survey in Polish along with the URLs of surveyed websites is available on: https://
forms.gle/vSTrsPfy1x4UPknc9.

https://forms.gle/vSTrsPfy1x4UPknc9
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Table 1 Means and standard deviations for the questionnaire data [n = 6] of criteria importance

User satisfaction criteria [WebQual question] Mean Standard deviation

Easy to learn to operate [UQ01] 5.83 0.75

Interaction with the site is clear and understandable [UQ02] 6.33 0.82

The site is easy to navigate [UQ03] 6.50 0.84

The site is easy to use [UQ04] 6.50 0.84

Attractive appearance [UQ05] 5.33 1.03

Appropriate to the type of site [UQ06] 5.33 0.82

Conveys a sense of competency [UQ07] 6.00 0.89

Positive experience [UQ08] 5.33 1.21

Provides accurate information [UQ09] 6.67 0.82

Provides believable information [IQ10] 6.67 0.82

Provides timely information [IQ11] 6.67 0.82

Provides relevant information [IQ12] 6.50 0.84

Easy to understand information [IQ13] 6.00 0.89

Information at the right level of detail [IQ14] 5.67 1.03

Information in the appropriate format [IQ15] 5.33 1.03

Good reputation [SI16] 5.17 0.98

Safe to complete transactions [SI17] 5.83 1.17

The information feels secure [SI18] 6.83 0.41

Sense of personalization [SI19] 5.83 0.98

Sense of community [SI20] 3.50 1.38

Communicate with the organization [SI21] 5.50 1.05

Confident that goods/services will be delivered as promised [SI22] 5.50 1.76

Overall view of the Web site [SI23] 5.33 1.03

deviation) caused the question concerning the sense of community, while the highest
agreement of answers concerned the area of ease to navigate.

Users rated (average higher or equal to 6.0) as providing believable information
(IQ10) 4 websites (A1, A2, A6, A7). In users’ opinion, 3 of the surveyed websites
(A2,A6,A7) are easy to navigate (UQ03), and 3 (A1,A2,A6) are easy to use (UQ04).
The websites A1, A2, and A7 are, according to users easy to learn to operate (UQ01),
convey a sense of competency (UQ07), are appropriate to the type of site (UQ05), and
bring the feeling of information security (SI18). None of the surveyed websites did
not score higher or equal average than 6.0 in fields such as sense of personalization
(SI19), sense of community (SI20), overall view of the website (SI23), and positive
experience (UQ08). Only one website (A6) was marked as providing information at
the right level of detail (IQ14), one (A2) as providing relevant information (IQ12),
and one (A7) as appearing attractive (UQ05).
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Table 3 shows the weighted results, which, according to the WebQual method,
show the differences in the priorities of users. Each respondent’s rating of a website
is multiplied by the weight they assign to the question. The mean of these results
was then calculated. The highest score that a website can achieve is the value of the
average weight of a given question multiplied by 7. In addition, to better present the
results, Table 3 also shows the value of the WebQual Index [WQI] for the individual
questions, i.e., the percentage that a website obtained in relation to the maximum
value. The A2 website achieved the highest results, the A7 website placed second.
Both of these websites achieved highWQI scores in the following areas: learnability,
design adequacy, professional performance, information reliability, data security.

When assigning weights to questions, users identified which aspects they felt
were most important. The weighted results show that in users’ opinion, the aspect
of information security (SI18) with an average weight of 6.83 is met by 3 pages:
A1, A2, A7, achieving a WQI result of more than 0.85. Podczas nadawania wag dla
pytań, użytkownicy określili, które aspekty są ich zdaniemnajważniejsze. Zwyników
ważonych wynika, że w opinii użytkowników aspekt Information feels secure (SI18)
o średniej wadze 6.83 spełniają 3 strony: A1, A2, A7 osiągając wynik WQI POW.
0.85. Providing believable information (IQ10) was in second place, which in users’
opinion were met by 4 websites (A1, A2, A6, A7), achieving the WQI score of
more than 0.85. Equally important to the users (average weight 6.67) were providing
timely information (IQ11), met by 3 websites (A2, A6, A7), with WQI score above
0.85 and providing accurate information (UQ09), met by 2 websites (A2 and A6).
According to users, the ease to navigate (UQ03) and the ease to use (UQ04) were
met by 3 websites, while providing relevant information (IQ12) only one.

4.2 Results

The analysis of the respondents’ answers shows that for the agritourism farms
websites users the most important features of the websites are those strictly related to
the information on the website. First of all, the users need to feel that the information
is secured. Also, the features of information itself, such as accuracy, believability,
and timelessness are important to the users. In terms of websites functionality, the
most important features for the users are ease of navigation, as well as ease of usage.

The analysis also revealed which features of the websites are not important for the
users. The less important feature is providing the users with a sense of community.
Users are also not interested in the good reputation of the website itself. Also, the
information format and its adequacy to the type of the website seem irrelevant to the
users. Surprisingly, the users also did not indicate a positive experience and overall
view of the website as relevant features.
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5 Conclusion and Discussion

In this paper, we presented an analysis of the quality factors of agritourism farm
websites using the WebQual method. The findings of our study indicate that some
websites of the analyzed farms meet some of the users’ expectations showing at
the same time in which aspects they could be improved. The low-rated websites
were made a few years ago and are not updated frequently. Users, in particular
young respondents, who are used to visiting modern websites, require the company
to follow trends in order to feel safe and take advantage of the company’s offer.
The feeling of security and credibility of information, compliance of the presented
information and graphicmaterials with the actual state of affairs is themost important
for them. They definitely do not feel the need to be part of a community in order to
benefit from the services of an agritourism farm. The users expect the website to be
intuitive to use. The top-rated sites (A1, A2, A6, and A7) are extensive and provide
information not only about the company’s services but also about the area and local
attractions which can use during your vacation.

Research using the WebQual method allows understanding the aspects of the
website users pay attention to and how they evaluate them. However, the WebQual
method can be difficult to apply to a larger number of websites because of the number
of questions. Furthermore, the answer must be preceded by a user analysis of the
page itself, which is time-consuming. The analysis performed for 7websites required
each respondent to vote in 184 questions. The solution to this problem for a larger
number of websites and with a greater number of respondents could be assigning a
few random pages for analysis to each respondent and correlating these responses,
which, however, is subject to the risk of error.

The limitation of our study is the fact that only 7 websites of agritourism farms
were analyzed, which is a small segment of all agritourism enterprises. Another
limitation was the study on a small sample of respondents (n = 6). Moreover, the
study concerned only with agritourism farms located in Poland.

The authors, however, plan to conduct another study in the near future, to develop
an expert research framework based on technical data, and then to correlate the
results of the expert analysis with the users’ expectations. The framework could be
an alternative to user research. It is also planned to conduct a survey with a larger
number of respondents in order to achieve more representative results regarding the
expectations and satisfaction of users.

The practical implication of this research is an indication to the owners of agri-
tourism farms which elements of websites are important for users and which are
marginal. The results of this study can help owners implement changes and apply
the right technologies in their tourism marketing.



Quality Factors for Agro-touristic Websites—An Exploratory Study 481

References

1. Brady, R., Forrest, E., Mizerski, R.: Marketing w internecie. Polskie Wydawnictwo
Ekonomiczne, Warszawa (2002)
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wiejskich. Stud. nad Tur. Tradycje, stan obecny i Perspekt. Badaw. 5, 297–310 (2007)

32. Karagiannis, S., Stavroulakis, D.: Development of agrotourism through the application of
internet technologies: problems and perspectives. In: CEURWorkshop Proceedings, pp. 299–
308. CEUR-WS (2011)

33. Fanelli, R.M., Romagnoli, L.: Customer satisfaction with farmhouse facilities and its impli-
cations for the promotion of agritourism resources in Italian municipalities. Sustainability 12,
(2020). https://doi.org/10.3390/su12051749

34. Busby, G., Rendle, S.: The transition from tourism on farms to farm tourism. Tour. Manage.
21, 635–642 (2000). https://doi.org/10.1016/S0261-5177(00)00011-X

35. Stoddard, J.E.: Sustainable TourismTheCase of the Blue RidgeNational HeritageArea (2018).
https://doi.org/10.1177/1938965508320574

36. Casaló, L.V., Flavián, C., Guinalíu, M., Ekinci, Y.: Avoiding the dark side of positive online
consumer reviews: enhancing reviews’ usefulness for high risk-averse travelers. J. Bus. Res.
68, 1829–1835 (2015). https://doi.org/10.1016/J.JBUSRES.2015.01.010

37. Litvin, S.W., Goldsmith, R.E., Pan, B.: Electronic word-of-mouth in hospitality and tourism
management. Tour. Manage. 29, 458–468 (2008). https://doi.org/10.1016/J.TOURMAN.2007.
05.011

38. Chmielarz, W., Zborowski, M.: The selection and comparison of the methods used to evaluate
the quality of e-banking websites: the perspective of individual clients. In: Procedia Computer
Science, pp. 1903–1922. Elsevier B.V. (2020)

39. FernandesAndry, J., Christianto, K.,Wilujeng, F.R.: UsingWebqual 4.0 and importance perfor-
mance analysis to evaluate e-commerce website. J. Inf. Syst. Eng. Bus. Intell. 5, (2019). https://
doi.org/10.20473/jisebi.5.1.23-31

https://doi.org/10.5513/JCEA01/20.2.2127
https://doi.org/10.1007/s40558-019-00157-y
https://doi.org/10.1108/09596110310496015
https://doi.org/10.1080/09669582.2014.909448
https://doi.org/10.5513/JCEA01/13.2.1038
https://doi.org/10.1016/j.ijhm.2015.02.007
https://doi.org/10.1016/j.ijhm.2018.01.003
https://doi.org/10.1007/S10668-005-5633-Y
https://doi.org/10.1080/21568316.2015.1137968
https://doi.org/10.3390/su12051749
https://doi.org/10.1016/S0261-5177(00)00011-X
https://doi.org/10.1177/1938965508320574
https://doi.org/10.1016/J.JBUSRES.2015.01.010
https://doi.org/10.1016/J.TOURMAN.2007.05.011
https://doi.org/10.20473/jisebi.5.1.23-31


Quality Factors for Agro-touristic Websites—An Exploratory Study 483

40. Ziemba, P.: Zastosowanie korelacji i metody wielokryterialnego podejmowania decyzji przy
doborze kryteriów oceny serwisów internetowych. Ekonometria 154–164 (2011)

41. Piwowarski, M., Ziemba, P.: Zastosowanie modelu Equal 4.0 do oceny złożonych serwisów
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Tracking Techniques in the Study
of Tourists’ Spatiotemporal Behavior

Irina Clara, Ricardo Correia , and Aida Carvalho

Abstract The knowledge of tourism consumer behavior is essential for destinations
and tourism organizations to improve their offer, acting as one of themain ingredients
for the development of memorable experiences. The spatial–temporal tracking of
tourists is one of the techniques associated with the knowledge of consumer behavior
andwhich allowsvaluable information to beobtained.On theother hand, the demands
of tourist consumers are increasing, which make it even more important to have a
better knowledge of them. In this context, this study aims to present the traditional
and modern methods of tracking tourists that could be used for the improvement of
the tourism offer. To this end, a methodology of comprehensive literature review and
state-of-the-art verification was adopted, to identify the main tracking techniques in
the spatiotemporal behavior of tourists. It is concluded that these techniques should
be used together, as they complement each other. Given the constant technological
advances, this theme has the potential to be further developed in terms of literature,
recommending future empirical research on the phenomenon.

Keywords Tracking technologies · Georeferencing · GPS · Tourism

1 Introduction

Methods such as direct observation and questionnaires have been used over the
decades, to try to understand the spatial and temporal behavior of tourists. With
the technological advances in this sector, new techniques have been developed
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that allow the tracking of tourists, which have been filling the gaps of traditional
methods. Currently, various techniques are used to try to understand the behavior
and motivations of tourists, with the aim of improving the services and experiences
provided.

Tracking techniques help to understand consumer behavior patterns [1], that is,
how they behave at the destination, to ensure that all attractions and services are prop-
erly managed, are not overcrowded and are capable to provide a positive experience
for tourists [2]. A greater understanding of tourist movements, the factors influencing
the relationships between destinations, and the spatiotemporal activities and behavior
of tourists allow a greater understanding of the impact of tourism at different levels.
Thus, it allows to develop an offer more oriented to specific segments and to imple-
ment management and marketing strategies more suited to a specific destination or
attraction [2, 3].

Considering the relevance of tracking techniques for the management of tourist
destinations and for the enhancement of experiences, as well as the technological
evolution, this article intends to identify the main tracking techniques and high-
light the main contributions of the most modern methods, through the collection of
practical examples.

To achieve these goals, the article is organized as follows: In Sect. 2, the
main tracking techniques are presented, listing their strengths and weaknesses.
Subsequently, some examples of how georeferencing technologies can be used are
presented with a summary table of some studies and respective results. The article
ends with a set of conclusions and suggestions for future research.

2 Main tracking techniques: strengths and weaknesses

One of the oldest traditional methods is direct observation, which can be summa-
rized as “identifying, following, observing, and mapping” [4, p. 143] and involves
participatory observation and observation at a distance [5]. After direct observation,
questionnaires and interviews began to be used, to fill in the gaps of observation
methods. Later, Hartmann [6] used a remote observation technique, which consisted
of placing a camera to understand the routes of tourists. This method had the major
disadvantage of no longer being useful when tourists left the camera’s viewing angle
[4]. Later, techniques such as travel diaries and photographic diaries were used [5].
The great weakness of traditional methods is that is impossible to understanding
the motivations of tourists to visit certain attractions. Also, traditional methods are
deficient with regard to the accuracy and validity of the data collected [4]. With
the technological advances verified in the last decades, new tracking methods have
emerged, which allow obtaining high-resolution information associated with tourist
movements [5].
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Modern methods and techniques include the use of global positioning system
(GPS) devices, Bluetooth tracking, smart cards, mobile tracking system, smartphone
applications (APP), andgeoreferenced information shared on social networks, among
others [5, 7, 8].

Data obtained through GPS uses sequential tourist patterns on a local scale:
number of locations visited, their order, and the time each tourist spent on a particular
attraction [1]. The advantages of GPS technologies are the public availability of GPS
devices (these can be used all over the world), as well as their availability in small
markets, at a relatively low price. This is a mature technology, and the devices are
easy to use and transport [5]. Furthermore, there is a great willingness of tourists
to participate in questionnaires based on the use of GPS devices, since tourists do
not feel that their privacy is being invaded [2]. GPS devices allow to collect large
amounts of accurate information, in a short period of time and with a high resolution.
However, this information may contain errors in certain cases, such as in closed areas
or areas with a lot of infrastructure. Other disadvantages of these technologies are
battery life, tracking accuracy in urban environments, and overall quality of tracked
positions, due to signal loss in certain areas and the delay for the device to re-find
signal, which can range from 5 to 30 s. Therefore, the quality of data collected is
strictly dependent on the characteristics of the destination [2, 5]. Martins [5] also
points out the high risk of losing the equipment, which is expensive.

Bluetooth analysis are based on systematic observations, which detect mobile
devices connected to Bluetooth, making use of the digital footprint that visitors
leave unconsciously, to classify the behavior of visitors through the journeys made
and by the relationship of paths with the time spent on each work [1]. This method
is suitable for smaller scales, such as a specific historic site, or closed places. The
time spent in a particular location reflects the level of interest. This technique has
advantages such as more detailed information, not requiring prior registration, nor
using any additional devices, which leads to a larger sample. Also, Bluetooth prox-
imity detection works inside buildings or near structures, where GPS connectivity
is limited. The non-intrusive nature eliminates data bias that can exist if individ-
uals know they are being tracked. These advantages make this method suitable for
detecting the sequential movements of consumers between locations, without spec-
ifying their activities, attributes, or thoughts [1, 9]. The disadvantages are that the
Bluetooth proximity sensor only provides the sequence of individual mobile device
transitions between nodes, while the GPS tracks all the device’s movements. On the
other hand, the composition of the sample depends on the decision of device users
to activate their Bluetooth [1].

Smart cards are easy to use, non-intrusive and have a low cost associated with
a large sample size. However, this technique is limited to the attractions that the
tourists visit [5]. Whenever a transaction is made, the smart card system records
individual transactions for passenger entry and exit, creating trip logs. This data
reveals detailed information about users’ daily itineraries and information about the
users themselves. This information is, for example, the identification number of the
card, the station, the route, the method of transport used, the type of passenger, and
the distance covered, for each individual user [10]. The main purpose of this method



488 I. Clara et al.

is to collect revenue and increase passenger comfort, but this information generates
a lot of accurate and detailed information for planning the transport route efficiently
and to define behaviors and characteristics of tourists [13].

Mobile tracking systems are used to track the movements of tourists, through
passive information that is generated each time a mobile phone communicates with
a network,which can be associatedwith the information of the owner of the SIMcard,
allowing to associate the age and gender, for example, and thusmake a spatiotemporal
analysis of the movements of different groups [11]. The advantages of this method
are high resolution, low cost, and that is not intrusive. On the other hand, it has
disadvantages such as signal blocking in certain areas, problems related to privacy
and security, and the impossibility to apply surveys [5].

The geographic information provided by social networks was also considered as
methods to provide valuable information regarding the dynamics of human mobility,
with a great spatiotemporal resolution. Social networks allow individuals to socially
interact and share content about the places where they are, providing a source of
information to understand and assess humanbehavior [11]. These user-generated data
allows to comprehend mobility patterns, which contribute to a greater understanding
of the activities that tourists perform during their trips, such as the temporal and
spatial distribution of visitors, the points of interest of most tourists, the itinerary
traveled, and the origin of the tourists [12]. Data provided by social networks can
assist product development and destination management and can help to make more
accurate predictions, as well as respond to demand effectively, as they provide a
direct communication bridge between locations and tourists. These data represent an
opportunity to improve knowledge about an environment, to detect flows of people
and the use of services in a certain area. This knowledge allows to make better and
more sustainable decisions. On the other hand, it allows a better understanding of
the needs and desires of consumers, to adapt the tourist products of a particular
destination. Social networks and the information they provide affect the image of
destinations and may generate more tourist demand. The advantages are that data
requires fewer financial resources and is more accurate, having fewer limitations in
spatial and temporal analysis. On the contrary, one of the main criticisms of social
media data is the biases that come from specific characteristics of platforms, such
as their age, the geographical location, and the social class of its users. A solution
to this problem could be the combination of different social networks as sources of
information [11].

Although the different methods are effective and have advantages, the best results
are produced when several methods are applied simultaneously, as they effectively
complement each other [2].
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3 Applications of Georeferencing Technologies

3.1 GPS

GPSdevices are especially suitable for tourists traveling on cruises as there is only one
entry/exit point and the visit time is relatively short. In this field, GPS technologies
make it possible to collect and analyze precise information related to the experiences
of passengers, obtaining information such as the attractions visited, the time spent
in each attraction, the route taken, the type of transport used, among others. These
results allow a better understanding of tourists’ experiences, based on their levels of
satisfaction, the relationships between specific attractions and the intention to revisit
or recommend the destination. This information is important for better transport
planning, for adjusting the information provided to tourists about accommodation
or restaurants, for improving the management of tourist services and flows, and for
providing a positive destination experience [2].

Other study used GPS to analyze the spatiotemporal behavior of tourists,
considering the concentration of their movements and the attractions they visited,
concluding which are the most visited attractions in the city of Lisbon. The study
also investigated the movements of tourists, that is, the routes taken and the transport
used, allowing to draw conclusions about the multi-attraction dimension of the city
and the categories of most visited attractions [13].

3.2 Bluetooth

A study was carried out using Bluetooth technologies to analyze the behavior of
tourists at the LouvreMuseum [1]. One of the biggest problems formanymuseums is
crowds and overcrowding (the number of visitors exceeds the space capacity). These
factors reflect the attractiveness of the museum, resulting in a positive economic
impact. However, these problems are difficult to control and the high number of
visitors can also have negative effects, such as a reduction of the conditions and
quality of visits, having a negative impact on the consumers’ experience [1]. In the
case of museums, georeferencing techniques, specifically through Bluetooth, allow
to conclude the most visited pieces and the path taken by the visitors, that is, in which
order they visit them. This knowledge can contribute to improving the layout and
environment of museums (designing more appropriate spatial arrangements, helping
to manage flows more efficiently and dynamically) and to improving the visitor
experience [1].
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3.3 Smart Cards

In the study made by Ali et al. [9], smart cards were used as an input to analyze the
behavior of tourists in Seoul, SouthKorea, identifying segments based on information
about the start and end of trips, duration, and means of transport used [10]. In another
study, the authors used this method to identify different clusters of passengers in the
Costa Dorada area, in Spain, according to their activities and their spatial profiles. In
this way, transport authorities were able to detect weaknesses in transport networks
and adopt specific measures to optimize the network. The identification of profiles
allows for strategic, tactical, and operational management of public transport, by
predicting the evolution of demand, identifying defects, or developing performance
indicators [14].

3.4 Social Networks

Twitter is the most widely used platform in respect of tourism research, as it provides
useful information about the tourist flows. On Twitter, users can choose to place their
location in their publications, using GPS, which allows to carry out a spatiotemporal
analysis. Even though only about 1% of publications are associated with a location,
it is still a rich source of information, as there are several text extraction and analysis
techniques that allow an interpretation of its content. However, it is important that
the information is properly filtered [11]. In addition to tourist research, this social
network is useful in tourism management, and a study even shows that Destination
Management Organizations (DMOs) that actively use this social network to promote
their products, achieve a higher rate of occupation, due to the number of shares
and user responses [15]. On the other hand, Kovacv et al. [10] combined social
networks with mobile data positioning to analyze international tourist flows in an
urban center in Hungary. The authors analyzed Twitter publications and identified
events that attracted foreign tourists, then used data fromSIM cards to identify tourist
segments. Based on the combination of social networks and mobile positioning data,
they were able to identify the attractions that generated the most significant tourist
arrivals in the city [11].

Barros et al. [11] used social network and GPS to understand the characteristics
of tourists who visited the Teide National Park, in Santa Cruz de Tenerife, Spain,
through information such as the points of interest, visitor concentration and move-
ments, country of origin, and distribution of visitors over time [12]. Huertas and
Martínez-Rolán [16] also carried out a study based on publications from the social
network, this time from Instagram. Instagram stands out as a social network that
allows to stimulate communication through photographs, videos, or experiences
about a particular product or tourist destination [16]. The authors analyzed the
publications of georeferenced photographs and videos, user reactions and created
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an impact factor that measures the popularity of destinations among different users,
showing the usefulness of an impact factor for DMO’s [17].

3.5 Main Contributions of Modern Tracking Technologies

Several authors use modern methods of tracking tourists using GPS [2, 3, 12, 13,
18–20], Bluetooth [1, 9], mobile tracking system [11, 20, 21], smart cards [10, 14],
smartphone applications [22–24], and georeferenced information shared on social
networks [11, 12, 17, 25–29]. Some of these studies are summarized in Fig. 1.

Fig. 1 Main contributions of modern tracking technologies
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Fig. 1 (continued)
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4 Conclusions

A greater and better understanding of the behaviors and motivations of tourists
is an essential prerequisite for the management of tourist destinations [2]. This
study contributes to the literature, by analyzing how tourist tracking methods had
been applied. The advantages and disadvantages of each of them were highlighted,
suggesting that the GPS is suitable for studies in larger cities/areas and is, in most
cases, used simultaneously with questionnaire surveys, allowing for the collection of
information related to passenger experiences, such as the attractions visited, the time
spent at each attraction, the route taken, the type of transport used, and understanding
the levels of satisfaction, the relationships between specific attractions and the inten-
tion to revisit or recommend the destiny. On the other hand, Bluetooth is especially
suitable for closed places, such as museums, as it allows to understand which works
are most visited, and the path taken by the consumer. Smart cards are suitable for
public transport, in order to understand how tourists move, the routes they take, and
the time it takes for each attraction. Social networks, on the other hand, are associated
with the sharing of content by users and interactions in published photographs and
videos about a specific attraction or destination.

From the analyzed studies, it is concluded that most of them combine different
methods, to fill the gaps of both and to increase the study validity. Although the way
this information is available and collected may seem invasive and even scary, these
data are very relevant and are used to try to improve experiences for tourists and to
assist in the management and planning of services offered.

5 Limitations and Future Research

The most significant limitation of this study is its purely exploratory nature that,
without the empirical collection associated, did not allow to obtain more specific
findings.

As future research, it would be interesting to try to gather a greater number of
studies, to unify the conclusions obtained and reach a consensus on the best applica-
tions for each of the available techniques. This knowledge could help future empirical
studies, which could be conducted by the Destination Management Organizations
themselves, to gather relevant information about themost visited and attractive attrac-
tions for tourists, the most used routes, the information that is necessary and where it
should be present, andmany other aspects that canmake a destinationmore attractive
and chosen by visitors.



494 I. Clara et al.

References

1. Yoshimura, Y., Sobolevsky, S., Ratti, C., et al.: An analysis of visitors’ behavior in the Louvre
museum: a study using bluetooth data. Environ Plan B Plan Des 41, 1113–1131 (2014). https://
doi.org/10.1068/b130047p

2. Ferrante, M., De Cantis, S., Shoval, N.: A general framework for collecting and analysing the
tracking data of cruise passengers at the destination. Curr Issues Tour 21, 1426–1451 (2018).
https://doi.org/10.1080/13683500.2016.1194813

3. Bauder, M., Freytag, T.: Visitor mobility in the city and the effects of travel preparation. Tour
Geogr 17, 682–700 (2015). https://doi.org/10.1080/14616688.2015.1053971

4. Shoval, N., Isaacson, M.: Tracking tourists in the digital age. Ann. Tour. Res. 34, 141–159
(2007). https://doi.org/10.1016/j.annals.2006.07.007

5. Martins, M.: O fenómeno backpacker e os seus padrões de movimento espaciotemporal no
destino urbano porto. PhDThesis, AveiroUniversity (2020). http://hdl.handle.net/10773/29346

6. Hartmann, R.: Combining fieldmethods in tourism research. Ann. TourismRes. 15(1), 88–105.
(1988). ISSN 0160-7383. https://doi.org/10.1016/0160-7383(88)90073-4

7. Shoval, N., Ahas, R.: The use of tracking technologies in tourism research: the first decade.
Tour. Geogr. 18, 587–606 (2016). https://doi.org/10.1080/14616688.2016.1214977

8. Yun, H.J., Park, M.H.: Time-space movement of festival visitors in rural areas using a smart
phone application. Asia Pac. J. Tour. Res. 20, 1246–1265 (2015). https://doi.org/10.1080/109
41665.2014.976581

9. Versichele, M., De Groote, L., Bouuaert, M.C., et al.: Pattern mining in tourist attraction visits
through association rule learning on Bluetooth tracking data: A case study of Ghent, Belgium.
Tour. Manag. 44, 67–81 (2014)

10. Ali, A., Kim, J., Lee, S.: Travel behavior analysis using smart card data. KSCE J. Civ. Eng. 20
(2015). https://doi.org/10.1007/s12205-015-1694-0

11. Kovacs, Z., Vida, G., Elekes, Á., Kovalcsik, T.: Combining social media andmobile positioning
data in the analysis of tourist flows: a case study from szeged, Hungary. Sustainability 13, 2926
(2021). https://doi.org/10.3390/su13052926

12. Barros, C., Moya-Gómez, B., Gutiérrez, J.: Using geotagged photographs and GPS tracks from
social networks to analyse visitor behaviour in national parks. Curr. Issues Tour. 23, 1291–1310
(2020). https://doi.org/10.1080/13683500.2019.1619674

13. Caldeira, A.: A experiência de visita dirigida a múltiplas atrações: análise do comportamento
espacial do turista e da sua satisfação. PhD Thesis, Aveiro University (2014). http://hdl.handle.
net/10773/12755

14. Gutiérrez, A., Domènech, A., Zaragozí, B., Miravet, D.: Profiling tourists’ use of public trans-
port through smart travel card data. J. Transp. Geogr. 88, 102820. (2020). https://doi.org/10.
1016/j.jtrangeo.2020.102820

15. Bigné, E., Oltra, E., Andreu, L.: Harnessing stakeholder input on Twitter: a case study of short
breaks in Spanish tourist cities. Tour. Manag. 71, 490–503. (2019). https://doi.org/10.1016/j.
tourman.2018.10.013

16. Rolán, L.X.M., Tymoshchuk, O., Piñeiro-Otero, T., Renó, D.P.: Instagram como red de promo-
ción e hipermediación del turismo rural: el caso de Aldeias Históricas. Rev. Lat. Comun. Soc.
1610–1632 (2019)

17. Huertas, A., Martínez-Rolán, X.: Análisis de las fotografías y vídeos de Instagram para la
creación de un ranking de popularidad de los territorios y los destinos. Cuad. Tur. 197–218
(2020)

18. Casado-Díaz, A.B., Navarro-Ruiz, S., Nicolau, J.L., Ivars-Baidal, J.: Expanding our under-
standing of cruise visitors’ expenditure at destinations: The role of spatial patterns, onshore
visit choice and cruise category. Tour. Manag. 83, 104199 (2021). https://doi.org/10.1016/j.tou
rman.2020.104199

19. Spangenberg, T.: Development of a mobile toolkit to support research on human mobility
behavior using GPS trajectories. Inf. Technol. Tour. 14, 317–346 (2014). https://doi.org/10.
1007/s40558-014-0005-9

https://doi.org/10.1068/b130047p
https://doi.org/10.1080/13683500.2016.1194813
https://doi.org/10.1080/14616688.2015.1053971
https://doi.org/10.1016/j.annals.2006.07.007
http://hdl.handle.net/10773/29346
https://doi.org/10.1016/0160-7383(88)90073-4
https://doi.org/10.1080/14616688.2016.1214977
https://doi.org/10.1080/10941665.2014.976581
https://doi.org/10.1007/s12205-015-1694-0
https://doi.org/10.3390/su13052926
https://doi.org/10.1080/13683500.2019.1619674
http://hdl.handle.net/10773/12755
https://doi.org/10.1016/j.jtrangeo.2020.102820
https://doi.org/10.1016/j.tourman.2018.10.013
https://doi.org/10.1016/j.tourman.2020.104199
https://doi.org/10.1007/s40558-014-0005-9


Tracking Techniques in the Study of Tourists’ Spatiotemporal … 495

20. Raun, J., Ahas, R., Tiru, M.: Measuring tourism destinations using mobile tracking data. Tour.
Manag. 57, 202–212 (2016). https://doi.org/10.1016/j.tourman.2016.06.006

21. Raun, J., Shoval, N., Tiru, M.: Gateways for intra-national tourism flows: measured using two
types of tracking technologies. Int. J. Tour. Cities ahead-of-p (2020). https://doi.org/10.1108/
IJTC-08-2019-0123

22. Eccleston, R.E., Hardy, A.L., Hyslop, S.: Unlocking the potential of tracking technology for co-
created tourism planning and development: insights from the tourism tracer Tasmania project.
Tour. Plan. Dev. 17, 82–95 (2020). https://doi.org/10.1080/21568316.2019.1683884

23. Mckercher, B., Hardy, A., Aryal, J.: Using tracking technology to improve marketing: insights
from a historic town in Tasmania, Australia. J. Travel. Tour. Mark. 36, 823–834 (2019). https://
doi.org/10.1080/10548408.2019.1580243

24. Viswanath, S.K., Yuen, C., Ku, X., Liu, X.: Smart tourist-passive mobility tracking through
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Organisation, Classification and Analysis
of Online Reviews Directed to Retail
in the Municipality of Porto

Pedro Braga, Pedro Quelhas Brito, and Mafalda Teles Roxo

Abstract Web 2.0 has allowed collaboration, interaction and sharing of information
online, such as online review platforms. Consequently, these short and straightfor-
ward opinions have increasingly proved to be essential sources of information not
only for consumers but also for companies, as they represent the consumer’s sincere
evaluation, free from any kind of bias. In this sense, there should be an interest in
the analysis and monitoring of online reviews by companies, as the result of these
actions may provide guidelines to readjust their strategy, support decision-making
and ensure the satisfaction of their consumers. To generate useful information to
assist decision-making and strategies’ implementation by retailers in the Munici-
pality of Porto, online reviews from theGoogleMyBusiness platformwere organised,
classified, and analysed. 9945 online reviews were extracted, directed to 246 retail
adaptations of the Municipality of Porto, from 2017 to 2020, which were later clas-
sified by the polarity of sentiment (positive, negative, neutral, or mixed). Sentiment
analysis was conducted, combined with statistical tests and frequency distribution
tables to discover relevant information for retailers.With sentiment analysis, retailers
can understand their consumers and their behaviour to adapt their strategies andmake
the right decisions to ensure their customers’ satisfaction. With the results obtained,
this study proves that it is possible to extract useful information from online reviews
and reveals that it is still an area of little interest for retailers in the Municipality of
Porto.
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1 Introduction

The evolution of the Internet has given rise to immense user-generated content and
has drastically changed the way we manage, organise, and interact with informa-
tion [1]. In this evolution, Web 2.0 came to empower users, allowing for collabora-
tion, interaction, and information sharing through online platforms. In this way, it is
now possible to express opinions about products or services in a manner visible to
everyone through online opinions.

Sentiment analysis is the area that studies and analyses opinions, reviews, and
feelings. The constant change in consumer behaviour presents companies with risks
and opportunities [2], so companies should develop a monitoring and rapid response
resource for several online review platforms [3, 4]. However, existing research on
consumer behaviour typically uses questionnaires or other traditional methods [5].
Instead, this research uses sentiment analysis to study the phenomenon independent
of manipulation and obtain accurate and natural results and conclusions.

This study aims to organise, classify, and analyse online reviews towards retailers
in the Municipality of Porto. The aim is thus to create a set of information to help
retailers in the decision-making process. In addition, it seeks to prove the usefulness
and ability to extract this information from online comments and understand how
retailers in the Municipality of Porto deal with them. The relevance of this study
focuses on the importance of understanding the behaviour of consumers by retailers
and the desire for continuous improvement to ensure their satisfaction. Furthermore,
what consumers say about products or services is an essential issue for companies
and associations [6]. Therefore, the exploration of these opinions is of great interest
to them and their consumers [7, 8]. Thus, the following research questions were
addressed:

1. What is the sentiment and associated intensity present in online reviews written
by consumers?

2. How often are store image attributes mentioned, and what is the sentiment
associated with each?

3. What is the relationship between sociodemographic variables and the sentiment
associated with store image attributes?

4. What is the relationship between store type and the sentiment associated with
store image attributes?

5. What is the relationship between sociodemographic variables and rating and
intensity?

6. What is the relationship between the rating given by the consumer and the
intensity of the feeling present in the reviews?

7. What situations, positive or negative, are frequently highlighted in online
reviews by consumers?

8. Do retailers respond to online reviews?
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This paper is structured as follows: Chap. 2 introduces the background, concepts,
and previous research results; Chap. 3 approaches the proposed methodology.
Chapter 4 presents the results; Chap. 5 presents the discussion. Finally, the
conclusions and recommendations for future work are drawn.

2 Background

2.1 The Evolution of Retail and WEB 2.0

Retail is the commercial activity that consists of the acquisition of products from
different branches to provide direct sales of them to consumers in a specific space
[9]. Although it is a valid definition, retailers are not limited to selling products, but
also a set of services valued by consumers, such as, for example, the availability
of facilitated information, the promotion of accessibility, and the creation of an
environment, amongothers [10]. Thus, retail can be classified in severalways, namely
the type of products or services it offers.

With the evolution of technology, Web 2.0 emerged, where users interact more
with less control [11]. Web 2.0 is the business revolution in the computer industry
caused by the shift to the Internet as a platform and an attempt to understand the rules
for the success of this newplatform [12]. This technological advance has brokendown
the physical and virtual environment barriers, creating space for the development of
omnichannel retailers, where online and offline channels converge to create shopping
experiences [13]. Now, consumers switch from channel to channel at their own will
[14]. However, the preference for the online or offline channel is very relative and
continuously varies depending on a set of factors and consumer needs [15].

2.2 Store Image

[16], one of the first investigators in the field describes the store image as the store’s
personality and how the store is defined in the consumer’s mind, partially by its
functional qualities and psychological attributes. Later, [17] presented a new, more
succinct definition: “store image is the complex perception that a consumer has about
the different attributes of a store” (pp. 501). Different authors proposed several store
image dimensions in the literature, starting with [16], who found that the store image
consisted of layout and architecture, symbols and colours, advertising, and sales
personnel. This range of dimensions was developed, namely by [18], and adapted by
[19], who presented nine dimensions – sale’s point atmosphere, convenience, infras-
tructure, institutional image, assortment and price level, sales promotions, customer
contact employees, and service level - each one related to a set of more specific
attributes. The same authors also mention the need for constant monitoring, by the
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retailer, of their image in each of the attributes compared to the image of competitors
and for making the necessary changes to be preferred when the purchase situation
arises.

A study on the influence of attributes on the preference of retailers [20] concluded,
through questionnaires, that attributes related to the assortment and price level are
the ones that most influence consumers when choosing a retailer. In other words,
these types of attributes are the most important for the consumer. Convenience is
the next category that influences consumer preferences, followed by an institutional
image, customer contact employees, sale’s point atmosphere and sales promotions.
Another study, conducted by [21], on the same topic but aimed only at female
consumers, presented similar results using focus groups. Previous research also
suggests that sociodemographic characteristics can influence the perception of store
image attributes. In an analysis of different studies on the topic [22–27], the influence
of sociodemographic characteristics is clear, but there is a conflict in the results of
these studies. As store image is the perception of store attributes, several studies have
proven the influence of these attributes on consumer satisfaction [28, 29].

2.3 Online Reviews as a Form of Word of Mouth

The continuous increase in the connection between brands and consumers represents
a crucial trend in the times we live in, only possible due to online platforms and
devices that allow for faster andmore efficient communication [30].Advances inWeb
2.0 allow consumers to share experiences, opinions, and feedback about products,
services, or brands through reviews that they can publish online [31]. From this
advance, e-WOM arises, defined as "any positive or negative statement made by
potential consumers, current or former consumers about a product or company,which
is available to all people and institutions through the internet" (pp. 39) [32].Compared
to traditional WOM, e-WOM is more influential thanks to its speed, convenience,
reach and lack of face-to-face confrontation [33].

As a formof e-WOM,online reviews express consumer opinions and are published
on platforms hosted by the company towhich the review is directed or by third parties.
These platforms have, in most cases, an open comments section and all reviews are
accompanied by a numerical rating [2]. The opinion is defined as what or how an
individual thinks about something [34]. In the past, when an organisation needed
opinions about its products or services, surveys, focus groups or polls were carried
out. However, with the origin of Web 2.0 and social networks, we can currently
witness the immense flow of information and opinions present on the Internet that
has been helping to restructure businesses and influence consumers [6]. An opinion
can be seen as a single sentence, but that single sentence quickly becomes a great
source of information. [6] defines opinion as a fivefold (e, a, s, h, t) where e refers
to the entity to which the opinion is directed, a refers to the aspect/category of the
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entity to which the opinion is directed, s refers to the feeling that can be positive,
negative, or neutral, h refers to the author of the opinion, and t refers to the time the
opinion was expressed.

Online reviews are gradually becoming important sources of information for
consumers [35], as they are considered more credible by consumers compared to
company advertising [36, 37] and, therefore, an online review platform is one of
the most powerful channels to generate word of mouth [38]. Furthermore, the infor-
mation present in online reviews can be converted into meaningful knowledge for
the company about consumer needs [39]. In this way, online reviews are not only
a source of information for the consumer but also for the retailer, as they provide
helpful information from the consumer’s perspective about the brand, which allows
us to understand what can be improved in terms of product or service provision [39].

The constant change in consumer behaviour presents companies with risks and
opportunities [2], so companies must develop monitoring and rapid response capa-
bilities on various online review platforms [3, 4]. In addition, retailers must take
online reviews into account to design a unique business model and create marketing
approaches that will increase loyalty while adding value to consumers [40]. Besides
extracting information, retailers must respond to online reviews, as it has emerged
as an essential part of managing a brand’s reputation [41].

2.4 Sentiment Analysis

Sentiment analysis, also called opinion mining, is the area of investigation that anal-
yses opinions directed at entities to identify consumers’ feelings and emotions [6].
In management, this research method is vital to determine opinions about products,
services, or brands, understand consumers’ attitudes, and improve business practices
[6, 42]. There are three types of sentiment analysis, which become more and more
specific: (i) at the document level, where the sentiment of an opinion is classified; (ii)
at the sentence level, where the feeling of each sentence is classified individually in
the same opinion; (iii) at the aspect level, where the feeling of each aspect mentioned
in the opinion is classified [6].

The area of consumer behaviour research frequently uses questionnaires, which is
a time-consuming method associated with high costs [5]. Furthermore, the quality of
data obtained from questionnaires always depends on the willingness of individuals
to respond [43]. That said, over the years, it has emerged as a promising alternative
to traditional research techniques, as individuals voluntarily give their opinion rather
than being required to do so [44].
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3 Methodology

A conclusive and descriptive study with a mixed approach was developed to answer
the research questions, as it uses quantitative and qualitative research techniques.

3.1 Data Extraction and Management

For the intended analysis within the scope of this study, secondary data was collected:
online reviews. Todecide on the source to extract the data, itwas necessary to consider
the following criteria: it must be (i) popular and frequently used, (ii) include text
comments, (iii) provide sociodemographic data or indications about the authors of
the comments. The GoogleMyBusiness platform, included in Google Maps, was the
source that best fulfilled all the criteria. A survey of retail establishments located
in the Municipality of Porto was carried out through GoogleMaps to guide data
extraction, excluding any establishments outside the intended area.

The list of entities prepared in the previous step and the Outscraper software
extracted all available reviews, focusing on the time interval: from January 2017 to
January 2021. Besides the text of the online reviews, data concerning the reviews,
authors, and entities were also collected. Some changes were made to the originally
extracted data to organise and clean the sample, such as removing unwanted reviews
and assigning gender and origin to authors.

3.2 Coding and Final Sample

Within the scope of sentiment analysis, it is necessary to code the reviews in advance
according to the sentiment. In 2018, a study was carried out by [45] where the
differences in results between the various coding methods were analysed. This
study concluded that automatic methods cannot always correctly identify the senti-
ments present in texts, such as sarcasm and foreign expressions, as was found in the
sample of this study. Therefore, it was decided to carry out the coding manually and
avoid the use of software indicated for this purpose, to reduce as much as possible
the error rate in coding and obtain more reliable analyses.

Once the method was decided, the data was encoded concerning the sentiment
and attributes of the entity to which the review was directed (sentiment analysis
at document level and aspect level). The sentiment was classified as positive (1),
negative (2), neutral (3), and mixed (4). In addition, store image attributes were
defined during coding, as they were mentioned in reviews.

To identify the mentioned attributes and the sentiments inherent in them, when a
review mentioned an aspect positively, it was coded with 1. When it mentioned an
aspect negatively, this aspectwas codedwith 2. The last stage of the data coding phase
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consisted of evaluating the intensity of the sentiment from1 to 5,where 1 corresponds
to Not at all Intense and 5 to Very Intense. Reviews with mixed sentiment were rated
in both directions, and reviews with neutral sentiment were not rated.

After collecting the data, the final sample, consisting of 9945 reviews, was drawn
from 246 retail establishments, mostly fashion and clothing (86) and food retail (70).
In sociodemographic terms, 64.7% of the reviews were written by male individuals
and 35.3% by female individuals. Regarding the origin of the authors, 72.6% of the
reviews were written by individuals with origins in Portugal, 24.4% by individuals
with foreign origins.

4 Results

4.1 Frequency Distribution

Frequency distribution tables were created to analyse the data. Tables 1 and 2 show
the distribution of frequencies of Review Sentiment and Intensity of Sentiment.
According to the classification, most of the online reviews (76.40%) have a positive
sentiment.

Table 1 Frequency distribution of general sentiment

Classification N %

Positive 7598 76.40

Negative 899 9.03

Neutral 658 6.62

Mixed 790 7.95

Table 2 Frequency distribution of intensity of sentiment

Classification M Rank N %

Positive 2.75 1 667 7.95

2 3055 36.42

3 2985 35.59

4 1006 11.99

5 675 8.05

Negative 2.32 1 269 15.93

2 890 52.69

3 307 18.18

4 163 9.65

5 60 3.55



504 P. Braga et al.

Regarding the Intensity of Sentiment, in both positive and negative polarities,
the most frequent level of intensity was Little Intense (2) with 36.42% and 52.69%,
respectively.

Another frequency distribution table on sentiment directed to store image
attributes can be found in Appendix 1, in addition to the associated sentiment, which
also shows the incidence value of each attribute in the sample. The attributes General
Store Quality, Assortment Variety, Service Quality, Employee Quality and Price,
were the most mentioned in the online reviews that make up the sample of this study.
All of which have positive sentiment incidence values significantly higher than the
values of negative sentiment incidence. However, the attributes Space Dimension,
Waiting Times/Queues, Communication with the Store, Post-Purchase Experience,
Product Conditions, StockManagement, Hours ofOperation, Number of Employees,
Capacity, Payment, Problems in the Use of Products and Price Visibility have a nega-
tive sentiment incidence value higher than the positive sentiment incidence value.
The categories Exceeds or Conforms to Expectations and Innovation have the lowest
incidence values, below 0.10%. Finally, the frequency distribution regarding the exis-
tence of a response by the entity indicates that only 16.44% of the reviews obtained
a response, and 83.56% did not receive any response at all.

4.2 Analysis of Relationships Between Variables Through
Association Tests

Chi-square tests were applied to verify whether there is an association between the
chosen variables.

Regarding the test applied to the variablesAuthor’sGender and sentiment directed
to store image attributes, it was found that the sentiment directed to the attributes
Price and Easy Access depends on the Author’s Gender.

Regarding the test applied to the Author’s Origin and sentiment directed to store
image attributes, it was found that the sentiment directed to the attributes Employee
Helpfulness, Employee Quality, Product Presentation, Store Location, and Problems
in Use of Products depends on the Author’s Origin.

Regarding the test applied to the variables Type of Store and sentiment directed
to store image attributes, it was found that the sentiment directed to all the attributes
depends on the Type of Store.
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4.3 Analysis of Relationships Between Variables Through
Difference in Means Tests

ANOVA tests were applied to verify differences between the means and conclude if
there was any relationship between the variables.

Regarding the test applied to the variable Gender of the Author and the variables
Review’s Rating, Positive Intensity and Negative Intensity, it was found that the
variable Gender of the Author presents differences in the meanings between two or
more groups regarding the Positive Intensity only.

Regarding the test applied to theAuthor’sOrigin variable and theReview’sRating,
Positive Intensity, and Negative Intensity variables, it was found that the Author
Origin variable presents differences in the meanings between two or more groups
concerning the Review’s Rating and Positive Intensity variables.

4.4 Analysis of Correlation Between Variables

The Pearson’s Correlation Coefficient (r) test was used to determine the correlation
between the variables Review’s Rating and Intensity of Sentiment. Two tests were
performed for the two types of intensity: positive and negative.

Regarding the test between Review’s Rating and Positive Intensity variables, the
value of 0.288 indicates a positive correlation between the two variables, although
weak. The higher the Positive Intensity of a review, the higher the rating of the review.

Regarding the test between Review’s Rating and Negative Intensity, the value of
−0.530 indicates a moderate correlation between the two variables. However, it also
suggests that the relationship between them is inverse. That is, when the Negative
Intensity of a review increases, the rating of the review decreases.

5 Discussion

Based on the analysis of a 9945 online reviews sample, the results are discussed,
and research questions are answered. It was found that sentiment towards retailers
in the Municipality of Porto is primarily positive. However, negative, neutral, and
mixed feelings are still frequent, indicating points for improvement. The intensity
associated with the sentiment present in each review is mostly little or reasonably
intense, both in negative and positive feelings. However, the average intensity level
of positive reviews is higher (RQ1).

Store image attributes are not mentioned with the same frequency, meaning that
consumers can value some attributes more or less. The attributes General Store
Quality, Assortment Variety, Service Quality, Employee Quality, and Price were
the most mentioned in the online reviews that make up the sample of this study,
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all of which have positive sentiment incidence values significantly higher than the
values of negative sentiment incidence. However, the attributes Space Dimension,
Waiting Times/Queues, Communication with the Store, Post-Purchase Experience,
Product Conditions, StockManagement, Hours ofOperation, Number of Employees,
Capacity, Payment, Problems in theUse of Products, and PriceVisibility have a nega-
tive sentiment incidence value higher than the positive sentiment incidence value.
The categories Exceed or Conforms to Expectations and Innovation have the lowest
incidence values, below 0.10%. These results do not entirely agree with the results of
previous studies mentioned above. However, this analysis focuses on the attributes
and not on the dimensions of the store image. In this case, attributes are not analysed
as a whole dimension but individually (RQ2).

It was also found that sociodemographic variables can influence the sentiment
towards some attributes of the store image. In this study, we found that sentiment
directed at Price and Easy Access attributes can depend on the gender of the author.
We also found that the sentiment directed at Employee Helpfulness, Employee
Quality, Product Presentation, Store Location and Problem in the Use of Products
can depend on the author’s origin (RQ3). As expected, consumers value different
attributes in different types of stores. We found that the sentiment directed to all the
detected attributes can depend on the type of store (RQ4).

Regarding the intensity associated with the sentiment, women feel more intensely
thanmenwhenwriting a positive review. Also, foreign consumers give higher ratings
and show higher intensities in positive reviews than Portuguese consumers (RQ5). As
expected, the intensity of sentiment will affect the rating assigned by the consumer.
However, negative intensities have a more significant influence in this regard (RQ6).

In the coding process, itwas possible to identify some favourable and unfavourable
situations common to certain consumers, namely: some consumers tend to associate
the shopping experience with the city or country, most of the neutral reviews pointed
to the lack of differentiation, foreign consumers value the efforts that make the expe-
rience of buying more natural although they’re buying in a different country, and
the negligence mentioned by consumers regarding the updating of online informa-
tion about the store, which results in negative reviews even without the shopping
experience occurring (RQ7). Finally, the entity’s response rate to online reviews is
relatively low in theMunicipality of Porto. Also, when there is an answer, it is usually
not very personalised (RQ8).

6 Conclusion and Future Work

6.1 Conclusions

The analysis conducted in this paper allowed us to answer the research questions
initially proposed, fulfilling the objective of extracting relevant information from
online reviews, which were organised and classified to provide an uncomplicated



Organisation, Classification and Analysis of Online Reviews … 507

statistical view of the judgment and sentiment of consumers towards the retail of the
Municipality of Porto. This study’s main advantage and differentiating factor was the
use of secondary data, which allowed us to study the phenomenon itself, excluding
any bias that could alter the results. Despite some limitations, such as the time
spent and the subjective dimension possibly present, this study proved the feasibility
of using and analysing online reviews to create guidelines that help entities make
decisions and get to know their consumers better, adopting corrective measures and
ensuring their satisfaction. It is expected that the results of this investigation will be
used bymanagers of entities involved in retail in theMunicipality of Porto. However,
the high lack of attention to monitoring online reviews by them is notorious.

6.2 Future Work

In addition to answering several questions, the development of this research created
new horizons to be explored. In this sense, this study verifies relationships between
variables without presenting associated factors or causes that explain them. In this
way, the entities involved could re-adapt their strategies by becoming aware of their
causes and taking advantage of or circumventing them for their benefit. Furthermore,
although this analysis provides an overview of general information on retail in the
Municipality of Porto, it would be interesting to deepen this analysis to a single
type of store, making it more specific and targeted. Finally, it would be relevant to
observe and compare significant differences in the information obtained by applying
the same method to another population, such as a different city or country.
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See Table 3.
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Table 3 Attribute incidence

Attribute Classification N %

General store quality Positive 2668 26.83

Negative 35 0.35

Total 2703 27.18

Assortment variety Positive 1763 17.73

Negative 228 2.29

Total 1991 20.02

Service quality Positive 1625 16.34

Negative 217 2.18

Total 1842 18.52

Employee quality Positive 1528 15.36

Negative 200 2.01

Total 1728 17.38

Price Positive 1230 12.37

Negative 400 4.02

Total 1630 16.39

Available products Positive 1384 13.92

Negative 36 0.36

Total 1420 14.28

Employee helpfulness Positive 732 7.36

Negative 96 0.97

Total 828 8.33

Product quality Positive 585 5.88

Negative 46 0.46

Total 631 6.34

Store atmosphere Positive 392 3.94

Negative 30 0.30

Total 422 4.24

Space dimension Positive 176 1.77

Negative 197 1.98

Total 373 3.75

Store physical aspect Positive 361 3.63

Negative 8 0.08

Total 369 3.71

Store organisation Positive 193 1.94

Negative 49 0.49

Total 242 2.43

Store location Positive 197 1.98

(continued)
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Table 3 (continued)

Attribute Classification N %

Negative 17 0.17

Total 214 2.15

Waiting times/queues Positive 77 0.77

Negative 136 1.37

Total 213 2.14

Purchase experience Positive 116 1.17

Negative 27 0.27

Total 143 1.44

Sale’s promotions Positive 114 1.15

Negative 18 0.18

Total 132 1.33

Communication with the store Positive 0 0.00

Negative 109 1.10

Total 109 1.10

Post-purchase experience Positive 23 0.23

Negative 85 0.85

Total 108 1.08

Price-quality relation Positive 92 0.93

Negative 9 0.09

Total 101 1.02

Product conditions Positive 29 0.29

Negative 45 0.45

Total 74 0.74

Store cleanliness Positive 58 0.58

Negative 13 0.13

Total 71 0.71

Stock management Positive 19 0.19

Negative 49 0.49

Total 68 0.68

Parking Positive 38 0.38

Negative 28 0.28

Total 66 0.66

Unicity Positive 60 0.60

Negative 1 0.01

Total 61 0.61

(continued)
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Table 3 (continued)

Attribute Classification N %

Hours of operation Positive 27 0.27

Negative 33 0.33

Total 60 0.60

Product presentation Positive 40 0.40

Negative 9 0.09

Total 49 0.49

Number of employees Positive 4 0.04

Negative 42 0.42

Total 46 0.46

Capacity Positive 10 0.10

Negative 34 0.34

Total 44 0.44

Stock actualization/news Positive 41 0.41

Negative 2 0.02

Total 43 0.43

Testers and tasters Positive 32 0.32

Negative 8 0.08

Total 40 0.40

Modernised Positive 31 0.31

Negative 1 0.01

Total 32 0.32

Easy access Positive 22 0.22

Negative 10 0.10

Total 32 0.32

Covid-19 measures Positive 16 0.16

Negative 15 0.15

Total 31 0.31

Payment Positive 4 0.04

Negative 24 0.24

Total 28 0.28

Store disposal Positive 20 0.20

Negative 8 0.08

Total 28 0.28

Problems in the use of products Positive 1 0.01

(continued)
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Table 3 (continued)

Attribute Classification N %

Negative 13 0.13

Total 14 0.14

Price visibility Positive 4 0.04

Negative 6 0.06

Total 10 0.10

Innovation Positive 8 0.08

Negative 1 0.01

Total 9 0.09

Exceeds or conforms to expectations Positive 5 0.05

Negative 4 0.04

Total 9 0.09
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Strategic Digitization of Tourism

José J. Galán, Ramón A. Carrasco, and Antonio Latorre

Abstract The tourism sector is undergoing an accelerated digital transformation,
augmented by the current pandemic, and tourists must adapt to this new environ-
ment. There are many options for digitalisation in the tourism sector and their
success depends on the grade of tourist satisfaction. Not all options work and, from a
marketing point of view, it is important to know this grade of satisfaction in order to
be able to offer the technological experience that the tourist expects. In this context,
assessing which technological option is more important than another is a complex
decision problem. In this type of problem, the AHP model, an analytical and hier-
archical decision-making process, has been used successfully and is extensively
recognised. The goal of this paper is to offer an adaptation of the AHP model on
the TAM, a model that measures the grade of user satisfaction of technology, to find
out the grade of tourist satisfaction towards the technological alternatives used in
tourism.

Keywords Tourist · Tourism · Tam · Ahp · Smart tourism · Strategic digitization

1 Introduction

Tourism is a sector that has been evolving technologically in a sequential manner, and
with the Covid-19 pandemic it was necessary to increase this momentum in order to
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minimise as much as possible the damage suffered in this sector by avoiding human
contact [1].

But are all potential tourists prepared for this technological adaptation, what are
the key technological elements and how do they affect the potential tourist? This
paper sets out a strategy to determine which factors and to what grade affect the
digitisation of the future technological tourist.

In point 2, this work carries out a study of the work already carried out and found
in the scientific database Scopus on the application of a methodology to measure
technological acceptance in tourism. We see that there are no relevant articles on
the subject, presenting in point 3 the methodology that complements this: we will
use the TAM model, which evaluates the grade of acceptance by a user of the use
of technology and the AHP methodology so that with this decision-making process
we can determine through the steps described in point 4 the grade of importance that
the different technological elements have for a tourist to accept the use of a certain
technology.

2 Related Work

In the Scopus database, which is widely accepted as a scientific source [2], the
references described in Table 1 to the TAM and AHP model in relation to Tourism
have been found as of 17 September 2021.

In the related works that we have found, there is no reference to a model that
resolves how to know the grade of satisfaction of a tourist in the use of technology.
Therefore, applied to tourism, we decided to solve this lack by applying the AHP
model to TAM, presented in point 3 and developed in point 4.

3 Methodology Used

In order to assess the grade of tourist acceptance of the technology, we will use
the technology acceptance model (TAM) [3], created by Fred D. Davis in 1989 and
since then considered the basis for the study of user acceptance of a technological
change [4]. Several versions have been made since then and adaptations for different
business models and sectors have been made [5–7].

To feed TAM it is necessary to decide which technology is the most appropriate
based on certain criteria that we will describe in Point 4. For this decision we will
use the analytical hierarchy process (AHP) [8]. Thomas Saaty developed this hier-
archical method, which makes use of qualitative and quantitative analysis to help
make decisions. It consists of ranking and choosing alternatives to solve unstructured
multi-criteria decision-making problems.
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Table 1 Work related to TAM and AHP in tourism

Title Author Year Source Thematic Tourist
area

Digital tourist:
Variables that define
their purchasing
behaviour | [Turista
digital: variables
que definen su
comportamiento de
compra]

Miranda,
D.D., Briley, D

2021 Tourism
research (21),
pp. 1–21

Acceptance of
robots in
hotels after
the pandemic

Yes

The consequences
to browse in spanish
vs. english when
developing loyalty
towards a tourist
destination on
internet | [Las
consecuencias de
navegar en español
vs. inglés a la hora
de desarrollar la
lealtad hacia un
destino turístico en
internet]

Alcántara-Pilar,
J.M., Barrio-García,
S.D

2017 Management
notebooks
17(1),
pp. 57–82

Analyses the
influence of
the cultural
values of a
language
when
processing
information
from a
website to a
tourist
destination

Yes

4 Strategic Digitization of Tourism

For the purpose of this study, we will apply the AHP technique, making use of
RStudio, Microsoft Excel and Microsoft Visio, performing the 4 steps shown in
Fig. 1.

Selection criteria and alternatives

Structuring the decision problem in a hierarchical model

Make pairwise comparisons and derive the judgement matrix.

Aggregation of weights at various levels to obtain the final weights 
of the alternatives.

Fig. 1 Steps of the proposed digitisation strategy
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4.1 Step 1: Selection Criteria and Alternatives

By studying scientific articles and reviews with a high impact index, we have consid-
ered the criteria in Fig. 2 and the alternatives in Fig. 3, both of which are described
below.

• Technological factors: technology is necessary in tourism [9], the easier it is to
use, and the more tourists will accept its use.

• Resistance to change: we all have a resistance to get out of our comfort zone [10]
and adopt new ways [11].

Strategic digitization of tourism

Technological factors Resistance to change Smart tourisme experience 

Technological  

availability

Appropriate 
technological 
environment 

Benefits 
perceived by 

the tourist

Transition 
to change 

Technologically 
enhanced 

experiences 

Smart 
destinations 

Alternatives 

Smart mobile Web app Robotic Artificial 
intelligence

Virtual 
reality 

Fig. 2 Strategic digitalization of tourist value tree

Fig. 3 Summary of the final weightings of the alternatives
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• Smart tourism experience: facilitating management [12], automating traditional
services and facilitating the tourist experience [13].

• Technological availability: having the necessary technology [14].
• Appropriate technological environment: the means used must be able to be

used in a suitable environment [15] and meet the minimum requirements.
• Benefits perceived by the tourist: the usermust perceive that his or her experience

is enriched by the use of these technologies [16].
• Transition to change: using technology instead of traditional methods [17].
• Technologically enhanced experiences: all the means employed contribute to

enhance and enrich the experience [18].
• Smart mobile: through apps, users interact with destinations [19], routes, travel

agencies, museums, etc.
• Web app: allows a trip to be managed from a device with internet. [20].
• Robotic: automating traditionally human processes [21].
• Artificial intelligence: by accessing big data and machine learning to establish

routes [22] and preferences according to each customer.
• Virtual reality: Visualise scenarios that no longer exist [23], replace guides by

avoiding contact, etc. The different levels are in Tables 2, 3 and 4.

4.2 Step 2: Structuring the Decision Problem
into a Hierarchical Model

To facilitate understanding, a visual and hierarchical model is constructed with inter-
related criteria, decomposing the decision problem into elements according to their
common characteristics [24]. The proposed model (Fig. 2) is a hierarchical struc-
ture of 4 levels of multi-criteria decision, according to their dimensions and sub-
dimensions, ensuring that they are different and do not overlap and guaranteeing
coherence.

The first level is the objective, the digitisation of tourism. The second level shows
3 major dimensions that influence the TAM adapted to tourism as we have seen in
point 3. The third level is the criteria that are widely accepted for their influence
on the factors of level 2. It should be noted that no decision alternatives have been
considered and that all the levels described above contribute to the goal.

4.3 Step 3: Make Pairwise Comparisons and Derive
the Judgement Matrix

For each element “e” (objective) of a hierarchy level, the elements (dimensions)
of the next level down in the hierarchy are compared in pairs with respect to their
influence on the element “e”. The importance of each dimension over another and in
relation to the objective is represented through the absolute number rating scale (1–9)
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Table 3 Elements of the two-dimension tourist technology alternatives model, level 3

Criteria/alternatives S1: smart
mobile

S2: web app S3: robotic S4: artificial
intelligence

S5: virtual
reality

C1: technological
availability

Training on
how to use a
smartphone

Training on
how to use a
website (e.g.
shopping
online)

Use
mechanisms
that
automate the
experience
(e.g. smart
hotels)

Leveraging
suggested
routes based
on machine
learning

Learning
through
virtual reality
(e.g. museum
assistant)

C2: appropriate
technological
environment

Availability
of a
smartphone

Availability of
access to a web
browser

Automations
must be
accessible to
all publics

The format in
which the
information
is received
(e.g. mobile
phone,
brochure,etc.)

In addition to
the
technology,
the space,
light and
sound must
be
appropriate

C3: benefits
perceived by the
tourist

Value the
mobile as an
enhancement
to the
experience
(e.g., apps
for sharing
photos and
comments)

Understand the
agility of its
use (e.g.
shopping
without leaving
home and
contactless)

Automate
what does
not add
value

Through the
study of data,
the
experience is
improved

It is possible
to represent
with images
what could
only be told
(e.g. showing
dinosaurs in
a museum)

C4: transition to
change

Use apps in a
natural way
(e.g. consult
an app
instead of a
guide)

Be willing to
engage
digitally. (For
example,
requesting
information
through a
form)

Accept to be
served by an
automated
system
instead of a
person

Use social
networks and
digital
environments

Relying on
digital
media. (E.g.
accept the
explanation
of a
hologram)

C5: technologically
enhanced
experiences

It is possible
to represent
with images
what could
only be told
(e.g.
showing
dinosaurs in
a museum)

Knowing how
to use the web
as a
complementary
experience

Complete
the tourist
experience
with the
facilities
provided by
automated
mechanisms

Apps, web
and elements
adapted to the
user’s
interests

It
complements
what could
not be seen
by normal
means

C6: smart
destinations

Destinations
that require
the use of
smartphones
to use their
resources

Use of
resources at
destination via
the web

Smart
destinations
use robots in
their
interactions

User and
their
interests,
adapting the
destination to
their
preferences

Showing
topics of
interest
according to
user
preferences



522 J. J. Galán et al.

Table 4 The fundamental scale of absolute numbers

Intensity of importance Definition Explanation

1 Equal importance Two activities contribute equally to
the objective

2 Weak or slight

3 Moderate importance Experience and judgement slightly
favour one activity over another

4 Moderate plus

5 Strong importance Experience and judgement strongly
favour one activity over another

6 Strong plus

7 Very strong or demonstrated
importance

An activity is favoured very strongly
over another; its dominance
demonstrated in practice

8 Very, very strong

9 Extreme importance The evidence favouring one activity
over another is of the highest
possible order of affirmation

Reciprocals
of above

If activity i has one of the above
non-zero numbers assigned to it
when compared with activity j, then
j has the reciprocal value when
compared with i

1.1–1.9 If the activities are very close May be difficult to assign the best
value but when compared with other
contrasting activities the size of the
small numbers would not be too
noticeable, yet they can still indicate
the relative importance of the
activities

Source Saaty [27]

in Table 5, where a higher rating is considered superior compared to the other [25].
The values assigned to each element of the matrix must meet 3 rules to be consistent,
these rules are aij > 0; aij = 1/aij (reciprocity) and aii = 1 for all i. This measure is
called the consistency scale (CR) and is considered consistent and acceptable when
it is less than 0.10. [26]

For the problem shown in Fig. 2, we have obtained three dimensions that are
compared in pairs (PCM) with respect to the objective. Then, for each of these
dimensions, a calculation is made of their weights in pairwise comparison with their
sub-dimensions. Finally, each of these sub-dimensions has 5 dimensionswith a direct
relationship (alternatives) on which the weight is calculated in relation to the higher
dimension.
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4.4 Step 4: Local Weights and Consistency of Comparisons
to Obtain the Final Weights of the Alternatives

Next, we calculate the local weights using the eigenvector method (EVM) [27] by
Eq. (1), where A represents the comparison matrix [25], w the eigenvector or prefer-
ence vector, and λmax the eigenvalue, for which 2 theorems must be satisfied: λmax
≥ n; and A is consistent if and only if λmax = n. Where λmax is the maximum
eigenvalue and n is the dimension of the decision matrix [8].

Aw = λmaxw (1)

To ensure the credibility of the single hierarchical ordering, it is necessary to test
the consistency of the hierarchical structure by calculating the random consistency
ratio. The ratio to estimate the consistency is the Consistency Ratio (CR), repre-
sented in (2), and is obtained by dividing the Consistency Index (CI) which takes the
value (λmax − n)/(n − 1), and the Random Consistency Index (RI) represents the
consistency of a randomly generated PCM [25].

CR = CI/RI (2)

Onlywhen CR≤ 0.10 per PCM ismet will there be coherence, otherwise it will be
necessary to adjust the values of the PCM elements [26]. The results of this analysis
are shown in Fig. 3.

Finally, the weight of the overall priority vector is calculated, and the importance
of the weights of the dimensions and sub-dimensions is also determined, using the
multiplicative AHP approach [28]. By definition, the weights of the alternatives
and the importance of the criteria are normalised to sum to unity [26]. With this
information (Fig. 3.) the marketing department can make decisions to satisfy its
objective. It can be seen that the Resistance to change segment prevails (59.5%) and
that Robotic (26.3%) and Smart mobile (24.3%) are the most important alternatives.

5 Conclusions

There is a clear resistance to the use of technology, therefore marketing departments
have a great task ahead to make tourists aware of the benefits (44.7% importance)
of technology to improve their experience. Mainly promoting the use and training in
the use of automated processes (26.3%) and in the use of Smart mobile (24.3%).

The concern and need to have technological elements is lower, evidently, access
to technology and means are common and common among those who have the
possibility of accessing tourism.

Artificial intelligence (22.5%) determines preferences and regulates customer
experience and satisfaction, and is a vital source of information for marketing.
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Tourism Professionals’ Awareness
of the New Technologies: A Premise
of the Destinations’ Modernization
and Development

Diana Foris , Gabriela-Ramona Bâra, and Simona Mălăescu

Abstract In the context of the current requirements regarding themodernization and
the development of tourist destinations in order to remain competitive and attractive
for the modern tourist, the use of new technologies becomes an urgent necessity,
representing a reality of the present and especially of the future. People’s attitudes on
the use of emergent technologies in tourism varies from stakeholders to practitioners
and tourists. In this respect, a mix of qualitative marketing research based on semi-
structured interviews was conducted with practitioners. The results of the study
highlighted on the long-term positive attitude of tourism practitioners towards the use
of new technologies in tourism, especially during pandemic and the positive effects
on the development and modernization of tourist destinations. On the short-term,
an ambivalent reaction probably due to the technological and digital “binge” during
pandemicwas registered. The practical implications of the results for the stakeholders
imply that the abrupt and salient use of digital services and new technologies could
provoke on the short term an ambivalent response from users. The paper also offers
suggestions for future research directions.

Keywords Tourist destination · New technologies · IoT · VR · AI ·Web 4.0

1 Introduction

The development and progress of new technologies, including information and
communication technology, have had a strong impact on tourism and the hospitality
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industry, and recently the use of modern technology in tourism has been expanded
in order to offer a wider range of products and services to tourists from the whole
world. Regarding the implications of technology on tourism, it can be stated that
“information is the lifeblood of tourism” [1] and information and communication
technology (ICTs) is themainstay of the concept of everything that is smart, including
smart tourism [2]. With the involvement of ICT in the rapid evolution of tourism,
the innovation activity in tourism has increased substantially in intensity [3]. The
widespread adoption of new technologies in the tourism and hospitality industry in
recent years has fundamentally reshaped the way services are provided and received
[4]. Therefore, it can be said that tourism is constantly undergoing radical changes
and, at the same time, rapid, in terms of technology. Recent technological develop-
ment has led to an unprecedented revolution in the hospitality and tourism industry
[5]. To improve the quality of services and the customer experience, the tourism and
hospitality industry has widely adopted information technology (IT) [6]. The tourism
industry can be considered as a critical field of testing and application for infor-
matics, which, in turn, allows new services, products, and cooperation for the field
of tourism [7]. Therefore, understanding how tourism experiences can be improved
through technology is very important [8].

The purpose of this paper is to identify the level of awareness and the perception
about the use of technology in the tourism sector as a premise for the development
and modernization of a tourist destination, on a Romanian context.

2 Literature Review

Technological innovations bring together the full range of stakeholders in the ecosys-
tems of tourism services, and tourism experiences with technological involvement
offer tourists the opportunity to create value at all stages of the journey [9]. New
digital technologies (IoT, VR, AR, AI, connectivity, Web 4.0) represent the tech-
nical platform that allows the convergence of the concepts of Tourism 4.0 and smart
tourism, with a content that overlaps in the context of the fourth industrial revolution
[10]. One of the widest applications in tourism that new technologies register is that
of improving the visitor experience to the cultural objectives of historical-cultural
heritage and increasing the quality of heritage interpretation [11].

The Internet of Things (IoT) technology has a multiple impacts on the tourism
industry, along with the requirement for mobility and flexibility throughout the travel
and accommodation experience [12]. The adoption of IoT technologies redesigns and
improves the performance of all the main processes in the field of hospitality and
in the tourism sector [13]. The system of the Internet of Things implies that every
Thing communicates, every Thing is detectable, every Thing interfaces [10]. IoT
technology is the future, in which anything can be adjusted, controlled or verified
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using technology. In the tourism industry, IoT technology involves the use of inter-
connected devices equipped with sensors, software and that allow remote communi-
cation, and information processing such as geolocation bracelets, mobile guide apps,
ticket payment apps, virtual reality technologies, etc. [14].

Virtual Reality (VR) is a rapidly developing technology with a wide range of uses,
and the tourism industry, especially destinations, could benefit from its potential [15].
The Virtual Reality (VR) can help tourists to experience a new digital environment,
different from the current physical environment, creating a spatial presence in a
certain tourist destination [16] and can answer questions in the process pre-purchase
helping potential tourists decide [17]. In using VR in marketing strategy, the desti-
nations have a substantial influence on the marketing process, on information and
on the decision-making process within potential tourists. Tourists can experience in
advance the destination, atmosphere and possible emotions [15], and VR technology
could be used in tourism to allow an experience of the product before purchase and
in providing emotional experience [18].

Augmented Reality (AR) refers to the improvement of the real environment
through computer-generated content, which is updated and supplemented with
graphic content [19]. Augmented Reality offers many opportunities for mobile appli-
cations, which can be exploited in industries such as tourism, and, due to the context
of the immediate location, the use of augmented reality devices has the potential to
create the next generation of computerized travel guides [20]. Moreover, augmented
reality contributes to the enrichment of the tourist experience especially in visiting
cultural objectives of appreciable size whose interior design, for various reasons, do
not have much to offer tourists in terms of designed interpretation [21]. Both VR and
AR meet much greater demand for active involvement during the visit of a tourist
destination by tourists from the younger generations of tourists that aremore oriented
to technology [22].

Technologies based on artificial intelligence (AI) have redefined the hospitality
industry [23]. Artificial intelligence technology has become an important engine
for the development of modern tourism and has penetrated every link in the tourism
industry [24].AI offers automated, personalized and intelligent travel services, allows
tourists to learn about their behaviors and offers a personalized experience. Tech-
nological progress determines the need to convert all tourism resources into smart
resources, with the help of sensors, Big Data, new ways of connectivity and data
exchange [25]. Therefore, innovation and technology can contribute to sustain-
able growth of the tourism [26]. New emerging technologies such as chatbots,
virtual reality, language translators, etc. can be effectively applied in the tourism
and hospitality industry [27], as well as at the level of tourist destinations.

The use of modern technologies becomes a necessity of many tourist destinations
in order to remain competitive and attractive for the modern tourist [28].

The tourist destination is a complex system consisting of a variety of organizations
that offer tourist products and services (accommodation, transport, attractions, etc.),
natural and anthropic resources, as well as other units that provide assistance services
for tourists [29]. According to systems theory, the destination can be seen as a system
in which the different component subsystems are interconnected through material
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flows/exchanges, information flows and energy flows [30]. Therefore, the destination
is a system, a network of connections, and the management of the destination plays
an essential role in its development. In this context, the new technologies are able
to provide tools and solutions for a good management of the situations generated by
the fact that the development of tourist activities at the destination level takes place
in a competitive and constantly changing environment, as well as the possibility that
the destination offers valuable experiences for tourists.

The rapid development of technologies at the level of a tourist destination involves
the use of intelligent tools and solutions at the level of all organizations in that
destination as well as at the community level. Thus, appears the concept of Smart
Travel Destinations (STD)—a concept that comes from the development of smart
cities—meaning that, by incorporating technology in all organizations and entities,
destinationswill exploit synergies between ubiquitous detection technology and their
social components to support the enrichment of tourism experiences [31]. Moreover,
Buhalis and Amaranggana identified the models and types of VR and AR tourism
applications in Smart Tourist Destinations that help to digital experimentation of
the environment of tourist sites; tracking systems and monitoring of vehicles for
real-time information and vehicle locations, energy-efficient green hotels to reduce
electricity consumption and pollution, applications for displaying available travel
packages, translation and providing guidance to tourists during the visit, access to
inform keep in mind about nearby attractions to visit and visiting hours via mobile
devices [31].

By introducing IoT innovation, smart and sustainable cities can improve various
aspects of their urban management, for example, urban mobility, public transport,
e-government, safety, security, public lighting and environmental monitoring [32].
Moreover, the adoption of IoT technologies is expected to enable the monitoring,
control and management of all available resources. Therefore, IoT technology can
also be applied to smart tourist destinations.

The Artificial Intelligence (AI) studies and develops theories, methods, technolo-
gies and applications to simulate and expand human intelligence; as a branch of
computer science, AI is the intelligence demonstrated by machines and includes
robotics, language recognition, image recognition, natural language processing [33].
AI technology has become an important engine for modern tourism development, it
has penetrated every link in the tourism industry and it plays an important role in
promoting the development of smart tourism—being conducive to the collection and
research for tourist information by tourists and the dissemination of tourist informa-
tion by tourism operators [33]. In this sense, AI plays an important role in improving
the quality of destination management, in increasing the efficiency of management
in tourism activities, in intelligent planning of tourist routes, etc.

Web 4.0 technologies are used to generate a positive experience in the minds of
tourists (satisfaction) and long-term patronage (loyalty). Tourists believe that these
new technologies can help improve operational efficiency, but at the same time, they
want the human elements to remain; tourists like to interact with other people, they
believe that cars can provide more efficient services, but human touch gives them a
sense of organic happiness [34].
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Considering the attitude towards the increased implementation of new technolo-
gies during pandemic, the scholars on one hand, salute the fact that technology
plays a central role in the solutions for combating the COVID-19 and re-starting
the tourism industry such as “mobility tracing apps, robotized-AI touchless service
delivery, digital health passports and identity controls, social distancing and crowding
control technologies, big data for fast and real-time decision-making, humanoid
robots delivering materials, disinfecting and sterilizing public spaces, detecting or
measuringbody temperature, providing safety or security)while technology is seen as
a panacea to our COVID-19 driven-needs to normalize surveillance, to ensure health
and safety, to collect and analyze personal data for fast decision-making” [35]. On
the other hand, they voiced concerns, stressing the urge for tourism research to “fight
this digital trojan horse from the inside by questioning and resetting their purposes,
designs and affordances, interpretations and application ethics” [35]. In this context,
we were interested in exploring what is the immediate perception of the practitioners
in tourism regarding the use of new technologies, especially during the pandemic.

Considering the research problem, the research objectives were set, as follows:
(O1) to identify the level of familiarity of tourism operational-level practitioners from
a particular destination with the concepts and use of different emergent technologies
in general; (O2) to explore the level of awareness of the presence and use of the
new technologies in the local practices in Brasov as a tourism destination; (O3) to
identify the attitude of tourism practicians in Brasov regarding the use of the new
technologies in local tourism practices and in particular—the utility of technologies
during the pandemic.

3 Methodology

Brasov is one of the most popular tourist destinations in Romania, being known,
both nationally and internationally, for its views, cultural richness, best landscape for
mountain tourism. The city of Bras,ov has many accommodation and public catering
units, numerous historical and cultural objectives (The Black Church, The Council
House, First Romanian School Museum, The Brasov Fortress, St. Bartholomew’s
Church, The Weavers’ Bastion, The Mures,eni House, The White Tower, The Black
Tower, The Ecaterina Gate, The Council Square, The Ethnography Museum, The
Hirscher House, etc.), but also for having recreation and agreement spaces (The
TâmpaMountain, The Solomon’s Stones, The Noua Park, The Adventure Park, etc.).
In the municipality of Brasov another important attraction is Poiana Bras,ov, a tourist
resort certified as a resort of national interest, which has many hotels, restaurants,
leisure centers and SPA centers, as well as mountain sports and skiing facilities
(tourist routes, ski slopes and cable cars).

In the present study, we have used a mix of qualitative-quantitative approaches
within the theoretical framework of Galletta and Cross [36] based on semi-structured
interviews followed by a short section of close-ended items in order to capture a
comparative level of familiarity of the interviewees with the emergent technologies
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Table 1 Descriptive of the sample

Occupation Number Age (M) Gender Area

Front receptionist 2 25 F: 66.6%
M: 43.4%

70% local (Brasov)
30% non-residents working in
Brasov

Waiter 2

Tour guide 1

Travel agent 1

Undergraduate students in
technology and tourism local
program

2

Councilor—representative of
the Brasov area of the Ministry
of Tourism

1

General manager of tourism
and quality insurance training
organization

1

Guesthouse administrative
manager

1

Front office supervisor
receptionist

1

and projective techniques-based items. We aimed at including in the sample of infor-
mation a wide range of operational-level practitioners accounting for Brasov tourism
destination’ spectrum of tourismmain activities. Considering the importance of tech-
nologically savvy, well-trained future human resources in tourism and their level of
familiarity with the emergent technologies in tourism, we have decided for the inclu-
sion of two undergraduate students at the local university enrolled in the tourism
program.

There were a total number of 12 specialists (Table 1) which helped us reach a
theoretical saturation in results [37].

The word-association projective technique in our study was used based on Kumar
et al. [38] methodological underpinning. The use of projective techniques in tourism
and hospitality research was very limited until recently [39]. However, in marketing
studies the word-association technique especially when investigating the image of a
brand in the mental representation of clients has been very fruitful [38], and could
be easily translated to tourism destination brands. We used projective techniques
with the purpose of exploring also spontaneous, non-socially-desirable responses in
terms of effects and representations of the subjects regarding the use of emergent
technologies in tourism activities. So, in this quasi-experimental design, the word-
association item required the subject to respond to each stimulus with the first word
that popped-up in his/her mind. The open-ended items in the respective section had
a timeframe of response of 30 s.

The final question had a role of control-item, the respondents were invited to
choose and argue their preference for a modern, smart tourism destination in terms
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of technology or a classical, non-automatized one in order to assess their eventual
personal bias towards or against the use of emergent technologies in tourism.

4 Results and Discussion

The data obtained from the open-ended section of the interviews were analyzed
following the analytic framework proposed by Galletta and Cross [36]. But, apart
from basic data analysis, we imported the perspective of interpretive content analysis
[40, 41] defined as a research technique extracting replicable and valid inferences
from explicit data to the contexts in which has been used and extended to interview
data. In the first phase, we used an open coding process in order to fragment the data
and extract the principal codes and group data on thematic categories, subcategories,
and properties. Later, on an iterative process, we reviewed the categories in order to
refine the prior and add new categories and codes:

(a) The ambivalent attitude in the context of Covid-19 pandemic—the use of emer-
gent technologies in tourism—is seen simultaneously as a “copingmechanism”
and “foe” for the pandemic and its aftermath from individual scale impact to
local industry: “many persons still manifest residual fear of contamination,
some intelligent gadgets are welcome in reducing direct contact with infected
persons in the tourism industry. On the other hand, in the pandemic period,
numerous individuals in tourism industry lost their jobs, therefor these gadgets
could “steal” their jobs for good” [by automatization] (tour guide; “the new
technologies would be useful during pandemic due to the fact that allows
tourist information without direct contact” (waiter); “[the new technologies]
help tourism not to die for good” (tourism student); “(…) technology is every-
where and we need a break from technology” (waiter). In some participants’
opinion, themoderate stand towards the use of technologies is extended outside
the pandemic context: “My view is favorable to the use of technologies as long
as it increases the efficiency of operations in tourism, but I am against replacing
humans with robots.” (travel agent).

From the travel-agencies perspective, our interviewees considered that
Romania tourism industry underplayed the role of technologies as a coping
mechanism of the tourism industry during the pandemic “when other countries
focused on this sector and dynamize considerably the tourism industry” (travel
agent). This perspective of under-exploitation of the potential of technologies
during pandemic was back-up also by other respondents.

(b) The technological “Safeness” or “safe-nest”. Often the perception on the
implementation of the new technologies in a tourism destination as a safe-
destination and comfort “certification” (not just in terms of COVID-19 risk):
“I prefer modern destinations because I know I will have a high level of safety
and comfort” (travel agent); “I consider the role of new technologies very
useful during the pandemic considering that decrease the negative interactions
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between individuals and reduces the risk of contamination with SARS-COV
2 virus” (receptionist): “I have really preferred during the period of lockdown
whenwewere forbidden to goonholiday that the emphasis onnew technologies
has been more powerful” (receptionist).

When the attitude towards new technologies was the direct question, the data
revealed a generally positive attitude towards the use of new technologies in the
pandemic. The usual argument was that they affect consistently the development and
modernization of tourism destination, insure a remote system of communication and
reservation and working from home for some employees in the tourism industry, they
reduce the time spent waiting for both clients and working receptionist. Contrary
to the opinion that technology usually has a negative impact on social life, some
informants consider the most useful technological element the WEB 4.0 „because in
this way people do not lose 100% the connection between them” (receptionist).

The control item revealed that the respondents preferred going to modern desti-
nation and that they are more favorable towards the use of new technologies up to
the point of considering that they were not used enough during the pandemic. One
of them, and it might be considered as a diagnostic for the pandemic period during
which we made „non-voluntary technological binge” in order to micromanage our
professional and personal life, although he was quite familiar in daily life with tech-
nology preferred a classical destination as a holiday destination motivating that the
fact that „we all need a break from technology” (waiter). This fact can represent a
cognitive or emotional response to the pandemics and not a long term, although it
can be a common response.

The results of the attitude assessment are consistent with the data revealed by the
projective section. When people hear the syntagm „new technologies implemented
in tourism industry”, they associate it more frequently with the word development
followed by innovative, interactive, competition, and modernization.

The most appropriate and used technologies from the respondents’ point of view
were AI and VR and a particular observation were that IoT was not among them.
Other elements respondents are familiar with were virtual tours, AI guides, self-
check-in/out apps, virtual assistants, smart cities, etc.

The majority of respondents associate new technologies with robotics, and a
considerable amount of technologies used in tourism worldwide are not familiar and
not implemented in Brasov or Romania decreasing the chance for informants to be
familiar with.

On the close-ended checklist that assessed the subjects’ level of familiarity with
the most common new technologies, the results revealed that 37% of the respondents
were familiar with the VR technologies, 31% were familiar with AI and 16% were
familiarized with both Web 4.0 and respectively IoT.

The investigation of the level of familiarity of the subjects with the presence of
new technologies in tourism practice in Brasov revealed a fair level of awareness,
the respondents being able to give empirical examples of their use (The first museum
assistant based on artificial intelligence,VirtuallyBrasov app, virtual guide,VRhead-
set, the use of online platforms, automatic facilities, safe unit BU (safe-distancing
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1.5 m monitor units, air quality automatic monitor, movement-sensor for automatic
doors). A significant amount of emergent technologies already in use in the destina-
tion but not yet marketed enough to acknowledge not even at the local level (holo-
graphic stand, VR haptic arc, Augmented reality app, 3D book of torture instruments
and techniques recommended byMaria Theresa inConstitutio Criminalis Theresiana
in the eighteenth century available at the History Museum in Brasov). Also, among
the insufficient popularized tools was the Brasov app describing the main attractions
in the destination, Virtuality Bras,ov, Bras,ov Tourism App, Bras,ov City App, VR
Club Bras,ov, SAFE-UNITBV (Intelligent systems for increasing safety and comfort
in the premises of the TransilvaniaUniversity ofBras,ov), OneNightGalery at festival
AMURAL Bras,ov (Artificial intelligence in art), etc.

5 Conclusions

The findings of the study as a dominant note, regarding the positive attitude of the
practitioners in tourism towards the use of new technologies in tourism, confirm
those of Wirtz et al. [34], especially during pandemics, with a hint of ambivalence.
The ambivalent attitude in the context of Covid-19 pandemic is due to the perspective
of double-edge sword—the use of emergent technologies is perceived as a way to
cope with the physically distancing and as a mental escape from reality and also as
a foe, in particular as another”Trojan horse” that once some industry segments has
been digitalized and employers lost their jobs during pandemics, the need for human
resource in the aftermath of pandemic will be definitely more reduced. Apart from
labor market perspective, at the level of personal experience, the seldom manifested
ambivalence towards technology could be a temporary psychological acute reaction
of response to the „non-voluntary binge” of technology that allowed us to micro-
manage our professional and personal life especially during lockdown and it will not
be a long-term thing, it could be quite common.

In the general positive attitude towards the use of new technologies, apart from the
acknowledgement of the impact on the development and modernization of tourism
destination, prevailed the mental representation that technology allowed us during
pandemic to stay in touch, to have a sense of togetherness during isolation. This
finding comes as a surprise, considering the common opinion that technology usually
has a negative impact on social life. The general mental association between the new
technologies and modernization and development of tourism destinations has been
confirmed also by the projective technique, these being associated with innovation,
interactivity, competition, and modernization.

In order to remain competitive and attractive for the modern tourist, modern
technologies are implemented at the level of tourist destinations, of which AI and
VR have been identified as the most appropriate and used so far.

The results of the study are conclusive and relevant for the stakeholders in tourism
considering the development of new successful destinations. The practical implica-
tions of the results for the stakeholders imply that the abrupt and salient use of
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digital services and new technologies could provoke on the short term an ambivalent
response from users. From an academic point of view, this study helps strengthen
existing studies on the implementation of new technologies in the tourism field and at
the level of tourist destinations and provides the basis for future research. This study
presents some limitations. The main limitation of this research is generated by the
fact that the sampling for analysis was constituted only by practitioners in tourism.
Another limitation is that the research was conducted only at the level of a single
tourist destination, in one country, Romania. Future research could be extended to
complete this study. The authors aim to continue research on this topic, including
quantitative studies, and to investigate the presence of other variables in these studies,
such as tourist preferences in Romania and other states, and expand research to other
destinations.
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civilizat,ie. Turism cultural. Caiet de lucrări practice), Cluj Napoca, Risoprint (2018)
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Social Media Usage Patterns
and Motivations in Tourism Companies:
An Outlook

Vasco Agostinho, Cristina Estevão , Paulo Duarte ,
and Gisela Gonçalves

Abstract Tourism is a sector where social networks are vital for business communi-
cation. This study aims to explore the motivations and objectives of Algarve tourism
businesses to use social media. A questionnaire was conducted to a sample of compa-
nies linked to the tourism sector, and 101 responses were obtained to achieve the
objective. Based on the results obtained, it was concluded that most of the compa-
nies studied use social networks to communicate, especially Facebook. The main
reason for this type of company to use social networks is to present services to a
larger number of potential customers. The low-cost associated with social networks
does not emerge in the study as a relevant factor. Companies that do not use social
media do so due to a lack of interest and technical resources.

Keywords Social media · Tourism · Hospitality · Usage motivation and intensity ·
Digital marketing

1 Introduction

Socialmedia result from theWeb2.0 paradigmandhave transformed themediation of
information and communication. However, while there are many advantages to using
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social media, research at the organizational level and its impact on organizational
performance have not grown as rapidly as desired [16, 25].

In the case of tourism, social media management requires advance and careful
planning, ensuring that the communication targets are users of the company’s
networks. There are guidelines and strategies for marketers in this sector, which
will help to increase the rate of user consumption [32]. Sousa et al. [31] consider that
in the tourism sector, social networks offer a wide range of resources that compa-
nies can use to inform followers, promote the establishment of relationships, the
promotion of interaction with customers, and the internationalization of the brand.

As tourism is an industry in continuous growth, with significant weight in devel-
oped and developing countries [10] are recognized as one of today’s most relevant
economic and social phenomena. Tourism is an engine of economic growth, whose
impact is highly significant [9, 10, 18, 30]. It is imperative to carry out studies on the
theme of social networks applied to tourism and hospitality in this context.

This research aims to provide tourism enterprises a frame of reference on the use
and importance of social networks in the tourism sector in general and restoration in
particular. Taking into account the role that tourism plays in the economic develop-
ment of businesses [13], coupled with the lack of studies on social networks in the
tourism sector in the Algarve region, this work has as a general objective to explore
the practices of use of social networks by Algarve businesses linked to the tourism
sector.

2 Digital Marketing and Social Networks

The digital environment has enabled bonds that allow consumers to assess whether
a brand fulfills its mission and values easily. This company-customer approach is
currently a ubiquitous element in consumers’ lives [22].

Digital marketing, with the varied set of digital tools that it makes available to
companies, facilitates commercial communication between a company and its current
and potential customers.

Digital marketing has as assumptions the constant analysis of
consumers/customers and their behavior to develop offers according to their
needs [1]. Ryan [29] adds that thinking in digital marketing is not thinking about
technologies but people. The communication between marketers and customers is
at its base to generate relationships and increase sales [29].

Within digital marketing, social networks have been growing substantially
affecting the business [20] assuming themselves as increasingly expressive plat-
forms. Through them, consumers can influence other consumers by sharing opinions
and experiences [21]. Thus, the analysis of social networks is currently complex
since it is necessary to analyze ideas, opinions, feelings, attitudes [3].

Van Dijck [11, p. 9] argues that the various types of social media constitute a
“connected communication ecosystem”, interdependent, and it is impossible to define
boundaries between existing social networks. However, he highlights the importance
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of identifying the objectives of each of these networks to understand the different
types of social groups that they can reach [11].

3 Social Networks in Tourism

With the rapid expansion of the Internet, tourism marketing has moved from passive
promotion to active promotion, where much of the content is partly generated by
users. The rapid changes in the tourismmarket and the constant changes in consumer
desires continuously challenge companies in the tourism sector so that they have to
be aware of the changes that occur and develop clear strategies to respond to these
changes by implementing them quickly and appropriately [27].

It is known that tourists are increasingly using social media to research and plan
their trips and experiences, using it also to share the experience of their final choice.
Thus,marketing professionals should use social networks to obtain information about
the needs and tastes of tourists and create detailed content depending on the desti-
nation or the experience to be promoted, such as the spaces or the country’s culture.
They should turn the information into posts, encouraging consumption and sharing
experiences, either during or after them [24].

To take advantage of social networks, some companies are using them as an ampli-
fier of word-of-mouth, a tool for direct contact with customers, a direct sales channel,
and a space for social commerce [12]. In this sense, Heidemann et al. [17] determined
five areas of application of social networks by companies:Research andDevelopment
(product development,market research);Marketing andSales (marketing campaigns,
word-of-mouth marketing, targeted advertising, CRM); Customer Service (customer
service, after-sales support),HumanResources (recruitment, employer branding) and
Internal Applications (specialized research, collaboration in virtual teams, knowl-
edge management). The growing symbiosis between technology and tourism allows
for a change in the way tourists and businesses interact. It was difficult for busi-
nesses to obtain information about tourists and their preferences for a long time
without having to resort to market research. In that case, nowadays, businesses
have numerous sources of information [5]. Understanding how e-tourism instru-
ments work is central to managing marketing strategies in tourism businesses and
designing policy interventions by local and national authorities [23].

The use of social media has had a marked effect in the hospitality industry [7].
An example of this effect is the increased existence of online communities where
customers give their feedback regarding the market, writing comments and opinions
regarding brands and their products/services [7]. Through the constant exchange
of opinions about the products and lived experiences, the ease of communication
and interconnection between consumers influenced new potential customers [6].
Restaurants are a paradigmatic case with customers using social media to share their
experience with photos of the space and/or the meal consumed, allowing comments
and suggestions from other current or potential customers [7].
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Malheiro, Sousa, Ferreira [26] found that hotels’ most used social media resource
is posting content related to the hotel, like high-quality photos of the establishment,
its surroundings, its gastronomy, and well as informative publications, related to
upcoming events or even award nominations. Through the activity on their social
media pages, hotels can get feedback on how their strategy is developing andwhether
their communication has the expected results [26].

The use of social media has expanded due to the ease of use and cost and the idea
of a positive and linear correlation between its use and its business value [20].

4 Method

The population for this study includes the tourism-related companies in the district of
Faro, belonging to the database provided by Informa D&B (N = 1325). The sample
under study was selected based on the classification list of Portuguese economic
activities (CAE) related to tourism (551, 552, 553, 559, 561, 562, 563, 791, 799,
9104, 9321, and 9329).

For data collection, a structured questionnaire was used based on the studies by
Van Dijck [11], Glucksman [15], Kotler et al. [21], Porter [28], Ahmad [2], Al-Badi
and Al-Qayoudhi [4], Bradley [8], Jacobs [19], Faustino [14] for the formulation of
the assessed questions using a 5-point Likert-type scale.

The questionnaire was addressed to senior managers through direct contact,
phone, or electronic mail (email). The respondents were ensured data privacy and
confidentiality and were informed about the study objectives.

The questionnaire was created and made available through the Google Forms
tool and sent via email to the 1250 people corresponding to the selected CAE. The
questionnaires were sent out in February 2020. Due to the low response rate, two
resendings were carried out during the second week of March 2020 and April 2020.
After several attempts, 101 responses were achieved. Data were analyzed using the
SPSS software.

5 Results

The CAE 561 (Restaurants, including mobile food service activities) was the sector
with the highest percentage of responses (22.8%) followed by CAE 551 (Hotels)
(20.1%), with the least represented being 553 (Camping and caravan sites) (1.0%)
and 799 (Other reservation services and related activities) also with 1.0%. From
the companies studied, 69.3% have no marketing department. Concerning turnover,
three preferred not to answer this question. The categories with the highest number of
responses were the 150 and 350 thousand euros (13.9%) and over 3 million (13.9%).

Regarding the number of employees, most companies have less than ten
employees (64.4%), while only 5.0% have more than 251 employees.
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Concerning the leaders’ academic qualifications, it was found that most respon-
dents have higher education training, more precisely Bachelor’s degree (36.6%),
followed by a Master’s degree with 21.8%. As for gender, most respondents are
female (53.5%). The most predominant age group is between 31 and 40 years with
30.7%, followed by 51 or more years with 19.8%. About the position held, 46.6%
weremanaging partners, followed by themanager with 15.8%. As for seniority in the
company, 44.6% have been in the company for over ten years. The category between
4 and 6 years is the second most mentioned with 21.8%, and lastly between 3 years
and up to 5 years with 20.8%.

5.1 Use of Social Networks

Of the 101 companies, 92 (91.1%) use social networks. Of these, 50.0% have been
using social networks for more than six years and only 9.78% between 6 months and
one year. Regarding the intensity of use, 31 companies (30.7%) dedicate less than
2 h to social networks per week, while only two companies (2.0%) dedicate between
19 and 24 h. It should be noted that ten companies already dedicate more than 24 h
to social networks per week.

Regarding the responsibility for the management of profiles in social networks,
from the 83 responses obtained, it was possible to verify that in 22 companies,
the management of social networks is done by the director (21.8%), 15 companies
resort to a company employee from another department (14.9%), and lastly in 12
companies in themarketingdepartment (11.9%).Companies favorFacebook (26.3%)
and Instagram (22.4%) regarding the social networks chosen. It is noteworthy that
WhatsApp is preferred by 11.5% (Table 1).

Through data analysis, it is possible to conclude that all companies withmarketing
departments use Facebook, and 27 use Instagram to communicate with the public.
Therefore, it is observed a link between the existence of the marketing department

Table 1 Social media
platform usage

Social media networks Responses % of cases

N %

Facebook
Instagram
Twitter
Youtube
Linkedin
WhatsApp
TripAdvisor
Snapchat
Others (8 types)

89 26.3 96.7

76 22.4 82.6

10 2.9 10.9

27 8.0 29.3

23 6.8 25.0

39 11.5 42.4

62 18.3 67.4

13 3.6 14.3

Total 339 100.0 368.5
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and the use of social networks confirmed through the results of the nonparametric
statistical test U of Mann–Whitney for a significance level of 0.05 (Table 2).

5.2 Reasons for Joining and not Joining Social Networks

The reasons for using social networks are diverse. According to the results in Table 3,
it can be seen that themost substantial reason for joining social networks is “Introduce
the company’s services to a larger number of potential customers” with an average of
4.39, followed by “Access new customers more easily” with 4.35. It is also important
to highlight “Keep in touch with customers” (4.33), “Improve brand credibility and
prestige” (4.18), “Communication in real-time, at any time and place” (4.13), and
“Expose ideas/innovations/new services/products” (4.02).

Only nine out of 101 companies indicated no presence on social networks. The
analysis of the reasons for this behavior indicates that the absence of “interest in
social networks” is the strongest reason (M = 3.44). In contrast, the weakest reasons
for non-adherence correspond to “lack of financial resources” (M = 2.11) and “lack
of technical support to clarify doubts” (M = 2.11). It was verified the relationship
of the three reasons for non-adherence with the highest average (lack of interest
in social networks, lack of technical resources, and lack of knowledge regarding
the usefulness/functionality of social networks) with the turnover of the companies
not having a social media presence. We concluded that four companies that invoice
less than 150 thousand euros do not adhere to social networks due to the lack of
technical resources and knowledge regarding the usefulness. It was also observed
that three companies with a significantly high turnover are not present in social
networks because they have no interest or lack knowledge and technical resources.

The main objective of the companies that are already using social media is to
promote their products/services or the brand (N = 87, 20.4%), followed by the
touchpoint activation so that the public can interact with the company (N = 68;
16%), to define strategic alliances (N = 53; 12.4%) and to reduce research and
development costs (N = 51; 12%). Interestingly, reducing communication costs (N
= 4; 0.9%), achieving low-cost marketing tools (N = 2; 0.5%), and positioning the
brand (N = 1; 0.2%) are the objectives by those referenced.

In fact, 85 companies claim to use Facebook to promote products/services,
followed by Instagram with 73 and TripAdvisor mentioned by 59 companies. The
social network where companies interact more with the public is Facebook, with 65
companies, Instagram, 57 companies, and TripAdvisor, with 47.
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Table 3 Reasons for joining social networks

N Mean Standard deviation

Access new customers more easily 92 4.35 0.977

Maintaining contact with customers 92 4.33 0.939

Gather feedback from customers 92 3.97 1.104

Customer loyalty 92 3.86 1.075

Introduce the company’s services to a larger number of
potential customers

92 4.39 0.960

Communication in real-time, at any time and place 92 4.13 1.051

Watch the market/competitors, observe/collect
information

92 3.63 1.165

Identify new business opportunities 92 3.60 1.205

Exhibit ideas/innovations/new services/products 92 4.18 1.048

Reduce research and development costs] 92 3.66 1.030

Reduce communication costs 92 4.02 1.089

Accessing funding 92 3.14 1.280

Identify new suppliers 92 3.74 1.221

Establish new partnerships with distributors 92 2.23 1.268

Define strategic alliances 92 2.86 1.314

Get low-cost marketing tools 92 2.92 1.328

Ease the process of Internationalization 92 3.09 1.255

Communicate/share views with companies in the 92 3.98 1.089

Reduce research and development costs] 92 3.87 1.169

Communicate/share views with companies in the
same industry

92 2.98 1.326

6 Conclusions

Based on the results obtained, we conclude that most of the tourism-related compa-
nies studied use social networks. The social network selected by more companies
in the tourism sector of this region is Facebook. With this, we can conclude that
Facebook is still the social network where more companies are present despite the
emergence of new options. It was expected that all companies would use the social
network TripAdvisor. However, this does not happen, whichmay be justified because
some companies are afraid of negative comments from users.

From the total of answers, 47 companies have a turnover below 150 thousand
euros, andmost of themhave less than ten employees, so it is possible to conclude that
more than half of the companies are considered SMEs. A high number of respondents
have a higher education degree, which may be determinant to take advantage of the
potential of social networks.
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As for the profile management in these networks, it was found that most compa-
nies do not have a marketing department. The managing partner is dedicated to
this function, reducing the number of companies that outsource this function. Most
companies have had an online presence for more than six years, and almost all of
them dedicate less than 4 h per week to social networks.

Companies state that the reasons for joining social networks are related to the
presentation of the company’s services to a larger number of potential customers, to
be able to access new customers more efficiently, to maintain contact with them.

The most used social networks to achieve the objectives are Facebook and Insta-
gram. However, most companies consider TripAdvisor a very important network
because they can get feedback from customers through it. This result is in line with
the literature review when Faustino [14] states that with the evolution of digital
marketing, the marketing strategies appear to promote products and services through
digital channels.

Regarding the evaluation of the performance of social networks, the most critical
metrics on their social networks are the reach of publications and interaction with the
public. However, they also consider essential the views on their page, the followers,
and the reactions, likes, and shares.

It is also possible to conclude that the lack of interest and resources seems to be
the main reason some companies do not feel attracted by social networks. Among
those that use social networks, many consider that the presence on social networks
is a complement to the marketing strategy, so it is crucial to have a clear strategy on
social networks knowing the competitors and the final consumer. We conclude then
that companies realize that it is not enough to place content on social networks but
that it is essentially a strategy according to the defined objectives. This presence is a
central point of the company’s marketing strategy.

With these conclusions, this study contributes to the construction of scientific
knowledge in the field of tourism regarding the motivations and objectives of using
social networks. Thus, this study helps fill gaps in the international literature on the
use of social networks by tourism businesses and contributes to an assessment of the
behavior of businesses in the Algarve region, which had never been the subject of
studies on the topic addressed. We also believe that the conclusions of this study may
serve as a reference for entrepreneurs in the tourism sector regarding the application
of social networks. Notwithstanding the contributions, this study has limitations that
should be pointed out. Themain one is the low response rate due to several companies
being in layoff due to COVID-19, and the conclusions drawn must be interpreted
with some reservations.

As the research was based on a universe of companies dedicated to the tourism
sector, we suggest as future lines of research the application in other activity sectors
for comparison of results.
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Digital Eco Tree Platform: A Proposal
of an Effective Mobile Application
in World Heritage Cities

Irena Travar, Zamira Acosta-Rubio, Eduardo Parra- López,
and Vidina Tais Díaz-Padilla

Abstract Continuous growth and improvement of digital solutions have created
new achievements that have penetrated into all aspects of life and all industry areas.
Tourism, as the industry that combines and uses products and services from a large
number of other industries and sectors, has faced a lot of challenges in adopting new
technological advances. In this context, tourism applications are increasingly being
offered, diversifying the possibilities of destinations and improving the optimiza-
tion of all their resources. Digitization of cultural heritage can greatly contribute
to its preservation and promotion. In particular, World Heritage Cities (WHCs) are
under the constant pressure from dynamic tourist flows, and further, the develop-
ment of mobile tourism applications can help urban heritage conservation. Spain, as
a countrywith 15 cities proclaimedWHCs, represents a valid and diverse resource for
studying the development of tourism applications. Thus, this paper aims to analyze
the offer and main features of tourism applications at the national level in order to
identify proposals for their improvement. Finally, a Digital Eco Tree Platform for
mobile applications for WHCs is proposed to increase the effectiveness of these
technological solutions in tourism.
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1 Introduction

The concept of sustainable tourism arose in themountain region of theAlps in the late
1970s [1]. Since then, it has become the research focus of numerous academic papers.
The United Nations Educational, Scientific and Cultural Organization (UNESCO)
developed the Cities Platform with the aim to encourage and facilitate the adoption
of sustainable practices among cities [2]. Furthermore, UNESCO sees this as an
effective way to sustainably manage cultural and natural heritage. Thus, they are
currently developing a mobile application that will help “to encourage the identi-
fication, protection, preservation, and conservation of cultural and natural heritage
around the world” [3].

Previous studies have also shown the importance of innovations regarding Infor-
mation and Communication Technologies (ICTs) in order to promote sustainable
tourism and encourage sustainable tourism practices [4–6]. Moreover, tourism and
hospitality businesses largely depend on the adoption of ICTs. Thus, the use of ICTs
in tourism is more a necessity than a choice.

Furthermore, it has been argued that digital solutions are one of the prerequi-
sites for better conservation and preservation of cultural heritage [7–10]. In this
context, mobile applications with innovative technological solutions can be a tool
for increasing awareness about sustainable practices and, thus, developing sustain-
able behaviors in destinations. They can be a great source of educational materials
which, in combination with audio and video materials, and augmented reality, have
a possibility to stimulate continuous learning among users.

The impact of COVID-19 has greatly influenced the way tourism operates. Nowa-
days, tourists are more concerned about their safety, and the tourism industry needs
to adapt rapidly to new circumstances. Moreover, people have become aware of the
wide possibilities of technological innovations in tourism. All these give mobile
applications space to receive a wide audience. This is supported by the fact that
younger generations (Y and Z), who are the most technology savvy, will travel the
most in the future.

There is a great variety of mobile applications in tourism. They are developed
for destinations as a whole or for specific attractions. Therefore, when traveling,
tourists have to install several applications to access all the necessary information,
which is complicated and time-consuming. In this way, one of the most important
prerequisites for wider acceptance of applications, ease of use, has not been met
[11, 12].

The main aim of this study is to explore the offer of mobile applications inWHCs
in Spain and, based on their content and functionality, propose a new platform that
will overcome all their deficiencies, suggest ideas for their improvement, and future
research areas. By doing this, we intend to help Spain continue to be an international
reference in sustainable tourism, as well as an example of an e-tourism destination
that manages and optimizes its on-site and digital resources in the most efficient way.
Thus, the following research question arises: What is the main content that mobile
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applications in WHCs for tourism purposes should incorporate in order to increase
their effectiveness? From this research question, four objectives have been identified:

• Propose an effective mobile application model for WHCs.
• Investigate the offer of mobile applications in WHCs in Spain.
• Study the availability and utilities of applications in WHCs at the national level.
• Offer proposals for the improvement of the applications in WHCs.

Considering all of the above, this study helps to bridge the gap between the
technological capabilities of mobile applications and their practical usefulness in
WHCs as tourism destinations by creation of a unique platform that will encompass
all services needed when planning, organizing, or modifying itineraries.

1.1 World Heritage Cities

World Heritage, according to UNESCO, consists of places of exceptional universal
value that belong to the common heritage of humanity [13]. More specifically, the
definition of the “cultural heritage”was established in the 17thUNESCOConvention,
held in Paris between October and November 1972, for the Protection of the World
Cultural andNaturalHeritage. In this sense, it is understood that the status of “cultural
heritage” can be assigned to monuments, groups of buildings, and sites [14].

TheWHCs Program is one of eight programs aimed at creating a network that will
facilitate cities implement Sustainable Development Goals (SDGs) [2]. Only cities
that meet the strict criteria developed by UNESCO can be included in the WHCs
Program [3]. In the specific case of Spain, there are 15 cities that have been declared
WHCs: Alcalá deHenares (Madrid), Ávila, Baeza (Jaén), Cáceres, Córdoba, Cuenca,
Ibiza,Mérida (Badajoz), Salamanca, San Cristóbal de la Laguna (Tenerife), Santiago
de Compostela, Segovia, Tarragona, Toledo, Úbeda [15].

1.2 Mobile Applications in Tourism

Mobile applications evolved with the use of smartphone technology. It is notable that
tourism destinations are increasingly adopting mobile applications on two different
levels: attractions and destinations. In this way, the travel experience gained a new
dimension. Namely, tourists are given the opportunity to visualize travel experience
in advance. However, the existence of many different mobile applications and their
limitations in terms of user-content interactions, the small number of official appli-
cations, and the lack of specific content [16] often discourage potential users from
installing them.

Empirical research shows that there is a positive relationship between the charac-
teristics of certain mobile applications and intention to travel. For example, attitude
toward using tourism applications is a mediator between the perceived usefulness,
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ease of use, and eWoM, on the one side, and the intention to visit destinations, on
the other side [11]. Moreover, the usefulness of mobile applications, influenced by
perceived ubiquity, informativeness, personalization, and enjoyment, is an antecedent
of revisit intention [17]. In addition, perceived usefulness, ease of use, enjoyment,
and price value affect consumers’ behavior intention toward mobile hotel booking.
Considering cultural heritage, the adoption of mobile applications technology can
lead to more responsible tourism development [8], but there is a need for further
integration of educational and scientific content [10].

Generally, World Heritage Sites (WHSs) in Europe, Asia, and North America
invest more than other parts of the world in their promotion and marketing via
mobile applications [10]. Considering Spain, the city of Salamanca, one of the 15
WHCs in the country, in cooperation with the GVAM (Accessible Virtual Guides for
Museums) developed a mobile application for the city. The main innovation in this
mobile application is adapted to the newpost-COVIDnormality since audiomaterials
for guided groups have the possibility to detect potential crowds. This application
received the “Digital Tourist 2020” Tourism Offer Innovation Award [18].

1.3 Design of an Effective Mobile Application Model

The use of mobile application technology is essential in the WHSs because they can
serve as a platform for educational and scientific content integration. This, further,
helps to increase tourists’ awareness of more sustainable behavior during their stay in
a destination [10]. Moreover, cultural heritage valorization and preservation can be
significantly improved through the use of digital solutions. Namely, technological
innovations enable cooperation and knowledge sharing between the major stake-
holders in tourism—tour operators, local, and regional authorities [8]. On the other
side, the development of the tourism 4.0 influences the growth of smart tourism desti-
nations where travelers as individuals are given a priority. They want an enriched
travel experience or a customized tourism product. This can be achieved through
personalized tourism applications since it has been confirmed that perceived person-
alization influences mobile application usefulness which, then, affects the revisit
intention [17].

Concerning dominant groups of tourists, it isworthmentioning thatGenerationsY
and Z will travel the most in the future. Also, they are the most technology savvy and
the most active users of digital solutions. However, it has been found that cultural
heritage lacks an appealing visual presentation which discourages these younger
generations from using the applications more [8].

WHCs must be viewed as complex destinations that attract tourists not only
from a cultural aspect, but the pull factor also depends on their other characteris-
tics, like location (proximity to the sea, mountains, major emitting centers), climate,
accommodation offer, etc. Thus, mobile applications should incorporate all themajor
tourism components with all the useful information in one “place.” Several studies
have proved that the usefulness of mobile applications positively influences revisit
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Fig. 1 Concept of the Digital Eco Tree Platform. Source Developed by the authors

intentions [17], consumers’ behavior toward mobile hotel booking [12], and atti-
tude toward using tourism applications which, further, impacts intention to visit
destinations [11]. The biggest advantage of mobile applications is their accessibility
regardless of location and time. In this context, they can serve to plan a trip as well
as to modify itineraries.

Based on the above-mentioned existing literature, this research proposes a model
of aDigital Eco Tree Platform formobile applications forWHCs (Fig. 1). However, it
could be implemented in all types of tourism destinations. In a nutshell, this concept
consists of the following:

• Digital—use of online technologies for generating, storing, and processing data;
• Eco—creation of an environmentally friendly product in accordance with SDGs,

more precisely SDGs 4, 5, 8, 9, 11, 12, and 17;
• Tree—a metaphorical presentation where the tree is viewed as a tourism system

of a city, and tree branches as a representation of major tourism components;
• Platform—more specifically platform as a service (PaaS) that implies the creation

of an application available in application stores.

Furthermore, the proposed mobile application model encompasses three main
actors: users, destinations, and firms. Users are given the opportunity to have all
the necessary information for planning and realization of the trip. Moreover, they
can be supported by real-time information. Destinations can use big data technology
to gather and analyze tourists’ preferences and minimize negative environmental
effects. Finally, firms can offer their products and services and generate value. The
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sustainable component permeates all three operational levels, which is essential for
tourism development in WHCs [19].

The main goal of this research was to propose an application that can satisfy
tourists’ essential needs when traveling, and these are transportation, accommoda-
tion, and food. Besides that, the application should offer additional services in the
destination, like attractions, recreational activities, events and festivals, and shop-
ping. In this way, tourists will have everything they need, when planning, organizing
and, eventually, modifying an itinerary in one “place.”

2 Methodology

Regarding the methodology used, it consisted of three main steps. After developing
a brief theoretical framework to clarify the basic concepts and the first approach to
an effective mobile application model—the Digital Eco Tree Platform, data collec-
tion was conducted. Google Play Store, that supports the Android mobile operating
system, was used to find them mobile applications in WHCs in Spain. The keywords
“[The name of the city] tourism” were entered into the search engine, and only appli-
cations labeled “Travel & Local” were included in the analysis. Another prerequisite
was that applications were developed for cities as destinations. Moreover, applica-
tions in both English and Spanish were considered. At least, one application was
found for each city.

After this first step, a comprehensive search of applications’ content and function-
ality [10] was performed as well as the extant literature review. For each application,
the main characteristics in terms of content and functionality were identified, which
gave us a unique basis for establishing indicators. This determined a set of seventeen
indicators [10, 16, 20] that covered the main applications’ features, multimedia, and
tourism information. If an indicator describing a particular feature was presented in
the application, the value 1 was placed in the grid, while the value 0 indicated its
absence.

The third step consisted of comparing applications according to established indi-
cators and identifying gaps between the possibilities of mobile technology and their
exploitation in relation to mobile applications in WHCs in Spain. This is of great
importance for the configuration of the efficientmobile application proposal launched
in this paper, basedon a comprehensive literature reviewand targeted at various public
or private national institutions.

3 Results

The research revealed that, for Android, there was a total of 48 mobile applications
for 15 WHCs in Spain. All applications were downloaded and analyzed. However,
it was found that three applications had certain issues and information could not be
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retrieved. Thus, 45 applications were included in the final analysis. It is important to
highlight that all applicationswere free of charge. The analysis included a comparison
of the main applications’ features, multimedia, and tourism information. Besides
that, applications were classified in relation to the number of installs, rating, and the
number of languages in which each application was available.

Figure 2 illustrates the presence of indicators for Android mobile applications for
WHCs in Spain. Even though only the applications labeled “Travel & Local” were
included in the research, it was found that tourism was the main offer in 40 appli-
cations (88.9%). Also, it was noted that all the analyzed applications had “Written
content” which referred to explanations of certain routes and attractions. Other most
frequently present indicators regarding application features and multimedia were:
“Geolocation” (88.9%), “Routes/tours” (86.7%), and “Attractions” (73.3%). In addi-
tion, the indicators that were present in more than half of the analyzed applications
were: “Restaurants” (66.7%), “Augmented Reality” (64.4%), and “Accommodation”
(62.2%). The indicator thatwas the least presentwas “Connectionwith socialmedia.”
Only one application had this feature. The indicator related to “Transportation” was
barely present (15.6%) as well as the details regarding WHCs, like UNESCO logo
or any written information (17.8%).

The number of installs for Android mobile applications for WHCs in Spain is
presented in Fig. 3. It can be noted that 12 applications (26.7%) have less than
1000 downloads, of which as many as four (8.9%) have less than 50 installations.
The highest number of applications (n = 22, 48.9%) have between 1000 and 5000
downloads. However, more than 5000 users downloaded six (13.3%) out of 45
analyzed applications, while only five applications (11.1%) have more than 10,000
installations.
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Regarding the rating of the applications, it went from 2.9 to 5.0. The score below
3.0 had only three applications (6.7%). The rating below 3.1 and 4.0 had 10 appli-
cations (22.2%), while the rating higher than 4.1 had 20 applications (44.4%). It is
worth mentioning that as many as 12 applications (26.7%) had no reviews.

Considering the number of languages, all analyzed applications offered content
in Spanish, of which two-thirds had written, audio, or visual materials exclusively
in this language.

4 Discussion

The current study aimed to analyze mobile applications for WHCs in Spain as well
as to take a deeper understanding of potential drawbacks that impede their wider
adoption. In this regard, an effective model for mobile applications was proposed.

Some of our findings are consistent with previous studies. Namely, it was found
that geolocation and information about tours and attractions are widely presented
in mobile applications. This is in line with the research done in several tourism
destinations in Spain, according to which geolocalization and the city resource guide
are themost prominent functions,while sharing comments and the valuation of places
do not frequently appear [16]. However, we concluded that the information about
events and festivals was presented in only half of the analyzed applications, and
a large number of applications used augmented reality. This is not consistent with
the previous study in Spain that demonstrated the opposite findings [16]. In addition,
emphasizing the protection of the city as aWHC, in the form of a logo, written, audio,
or video information, did not find a wide presence among the analyzed applications.
Similarly, previous research onUNESCOWHSs revealed that “theWHS logo and the
UNESCO logo were present only in 12.2% and 11.3% of applications, respectively”
[10, p. 24].

Past research has indicated that tourists are more motivated by consumption expe-
rience than by activities related to sightseeing and leisure. Thus, the suggested type of



Digital Eco Tree Platform: A Proposal of an Effective Mobile … 559

content for mobile applications is information about restaurants, pubs, and shopping
[20]. Our findings do not support these recommendations since only 16 applications
(35.6%) provided information about shopping, while tour and attractions suggestions
were the ones of the most frequently found indicators.

The lack of the wide adoption of mobile applications could be explained by
the fact that young people, who are the most active technology users, do not find
the heritage content appealing [8]. The content analyzed for the purposes of this
research is very similar to the one on the official websites, and people prefer a
unique and specific content [16]. Also, one of the possible reasons could be that
mobile applications do not provide comprehensive information. Instead, potential
users need to install different applications if they want, for example, the information
about local tours, gastronomy, accommodation, transport, shopping, etc. In addition,
only 15 mobile applications (33.3%) offered content in two or more languages, even
though Spain was the second country with the largest number of international tourist
arrivals worldwide in 2019 [21].

Considering the above-mentioned discussion, the model application proposed in
this research would overcome all the barriers of the existing mobile applications in
terms of tourists’ needs. Namely, tourists would have all the information they need
in one mobile application when planning, organizing and, eventually, modifying
an itinerary. And this is something that all the analyzed applications lack. Further-
more, it would integrate all the important characteristics for their wider adoption,
like ubiquity, informativeness, personalization [17], enjoyment [12, 17], usefulness,
ease of use [11, 12], and eWoM communication [11]. Certainly, the creation of the
Digital Eco Tree Platform is a complex process that requires the involvement of all
tourism stakeholders, but this is a place where new digital solutions, like big data
and metadata, can come to the fore.

5 Conclusion

Digitalization of cultural heritage is an essential aspect of its future promotion and
preservation. In this context, it is important to find a linkage between new tourism
trends and technological achievements. Regarding mobile applications for tourism
purposes and their still modest adoption, the following question arises: “What do
tourists, and especially younger generations, expect mobile applications should have
to satisfy their travel needs and in-situ experiences?”.

This study explored the academic literature concerning the adoption of mobile
applications to find the answer to this question. Moreover, the current offer of mobile
applications in WHCs in Spain, with an emphasis on their content and functionality,
was evaluated. Hence, the model of an effective mobile application was developed
that would encompass digitalization, sustainability, major tourism components, and
a PaaS. It is based on ease of use and usefulness, and the creation of this platform
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would allow the identical model to be used in all WHCs worldwide. In addition, it
would overcome all the barriers that impede a wider adoption of mobile applications
in tourism.

6 Limitations and Future Research Directions

Regarding limitations, this study disregards mobile applications developed for other
operating systems different from Android, which may have led to the inclusion of
a limited number of applications in the research. Moreover, the lack of empirical
research significantly affects the outcome of the proposal for an effective mobile
application. Namely, users’ preferences in specific locations, like WHCs in Spain,
were not assessed. This caused that only the main content and general features of the
proposed effective mobile application could have been suggested.

In the future, more profound research should be undertaken that will take into
consideration mobile applications for other operating systems, like iPhone. Further-
more, empirical research would help to further develop the concept of the Digital Eco
Tree Platform and to thoroughly define the content, functionality, utility, and usability
of the proposed model. Since this study refers to WHCs in Spain, it would be bene-
ficial to conduct the same theoretical and empirical research in other countries that
would allow the comparison of findings. Finally, the widespread adoption of mobile
applications for tourism purposes can have a positive impact on the achievement of
various SDGs. Hence, further research toward this direction is suggested.
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in Marketing



An Integrated Framework
of the Relation Between Augmented
Reality and Brand Love

Carolina Afonso and Vanessa Hipólito

Abstract Augmented reality (AR) technology is becoming increasingly important
not only to consumers, but also to brands and businesses. The growing demand for
unique and innovative experiences is facilitating its fast growth. One of the current
market challenges is to understand howAR technology can develop consumer–brand
relationships. Thus, this paper aims to propose a conceptual model that helps to better
understand the relation between the usage of augmented reality and the development
of brand love. Qualitativemethodologywas utilized in this study. Datawere collected
through a focus group, and content analysiswas performed. Results showed that there
is a positive correlation between the usage of AR and the development of brand love.
At the academic level, this paper presents an integrated framework about the relation
between augmented reality, brand love, and its dimensions. At the enterprise level,
it provides key insights to managers and marketers that enable an alignment of the
brand–consumer relationship through the incorporation of AR.

Keywords Augmented reality · Brand love ·Marketing · Content analysis

1 Introduction

The growing consumer demand for experiences enriched with virtual content and the
development of marketing strategies integrated with augmented reality (AR) tech-
nology is beginning to gain prominence [1]. AR allows for opportunities to interact
with consumers and personalized experiences [1, 2]. AR should be recognized as an
essential tool, not only for the consumer but also for marketing in general.

Technological evolution brings consumer access to a wide range of brands and
products [3]. This creates concern on the part of brands and companies to attract and
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retain their consumers.When seeking to establish closer andmore emotional connec-
tions with the consumers [4], a concern regarding brand management concepts, such
as brand love, arises [5–8]. When consumers are required to decide between similar
brands, they increasingly start to use criteria such as love [9]. It has been shown
that brands commanding high levels of love have managed to increase their value by
191% over a 12-year period. Therefore, it is considered a contemporary challenge
for brands and companies to understand the association between the use of AR tech-
nology and the development of the relationship between the consumer and the brand.
The general objective of this paper is to identify and understand these aspects.

2 Literature Review

2.1 Augmented Reality (AR): Definition

AR technology emerged in cinematography in 1950 by Morton Heilig [10]. Recent
technological developments, combined with the growing use of smartphones and
other mobile devices, contributed to the growth of AR importance worldwide. AR
technology is characterized by the ability to modify and improve the physical envi-
ronment by transmitting information or virtual objects generated by a computer [6],
interactively and in real time [10]. Consistently defined by the most diverse authors
[10–12], it differs from other interactive technologies as it enables real-time inter-
action [2]. Despite being considered an aspect of virtual reality (VR), AR differs
from VR as its immersion in the virtual world is not complete [1]. AR allows the
user to simultaneously observe the real world [13] while interacting with the virtual
elements [2, 10].

Widely investigated over the last few years (especially in the marketing area), AR
is beginning to gain importance in different industries and sectors. More and more
brands and companies are integrating AR technology into their current marketing
strategies [1].Although there is still no definition ofARmarketing [1], it is designated
as a strategic concept where physical and digital information is combined, benefiting
the consumer, brands, and companies.With AR, real and virtual objects and informa-
tion can be superimposed and aligned with each other [14]. This is possible through
the usage of mobile devices such as smartphones, tablets, wearables, interactive
screens or projectors, and more recently, through AR applications [15]. Within the
wide range of AR devices and applications, smartphone front cameras have devel-
oped the AR mirror feature, which embodies the most advanced version of virtual,
real-time try-on [16]. The AR mirror feature allows the user to try or test products
through the image on the screen with superimposed virtual elements [16].

AR allows marketers to develop immersive narratives, facilitating a new product
experimentation experience for consumers as well as developing personalization,
leading to an increase in satisfaction [17], assisting in decision making, and
encouraging purchase [18].
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2.2 AR Characteristics

According to several authors, AR technology is composed of three key characteristics
that make it distinctive from other technologies: (1) the ability to combine real and
virtual objects; (2) real-time interactivity; and (3) the ability to record in 3D with
regard to the alignment between objects, virtual information, and information from
the real environment [2, 10, 11, 13].

Herein, three key AR characteristics are adopted: (1) augmentation, (2) interac-
tivity, and (3) registration [13].

Augmentation. AR technology allows for the increase or overlap of the physical
environment with virtual elements. This is considered the main differentiator of this
technology [11]. This characteristic, calledmagnification [13], is defined as the super-
position of virtual objects in real environments with the objective of adding or hiding
part of the real environment. It can occur through different virtual elements such as
text, images, videos, audio, or geolocation information [19].Authors [13] add that this
characteristic not only refers to the sense of sight, but also to hearing, taste, touch, and
smell. The augmentation can occur over a person, product, or surrounding space [11].
Among the various AR devices and applications, AR mirrors stand out, allowing the
user’s image to bemodified by generating enlarged images [11]. Consumers perceive
the augmentation related to their image and consequently relate to the products, as
well as the resulting behavioral intentions [11].

Interactivity. Several authors have identified interactivity as one of the main
characteristics of AR technology [13, 18]. Although the augmentation is considered
the distinguishing feature of AR technology, the success of its performance requires
that it be interconnected with the resource of interactivity [1]. It is through this char-
acteristic that interactive technologies produce 3D content, with different directions,
styles, and colors, where the degree of interaction actively manipulates the provided
virtual information [1].Widely studied in recent times, there are several definitions of
the concept of interactivity. Authors argue that there are two different approaches to
interactivity: (1) based on the characteristics of the device and (2) based on the user’s
perspective [20]. From the user’s perspective, interactivity allows them to develop
immersive experiences and generate affective, cognitive, and behavioral responses.
Interactivity allows consumers to experience the products as if they were trying them
in-person [17, 20].

Registration. In order to ensure that the connection between the physical and real
worldswill not be compromised, the objects and virtual information superimposed on
the real environment must be perfectly aligned [13]. Information and virtual objects
must have a specific location and should be able to be surveyed from any point
of view, changing the perspective of the respective virtual increase with the user’s
movements and must have a minimal processing time [10].
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2.3 AR and the “Consumer–Brand” Relation

Some authors identified the ability ofAR technology to develop positive relationships
between consumers and the brand [17]. Through the usage of AR applications, they
can develop more intimate relationships with their consumers, rather than merely
transactional. According to the same authors, this technology can be analyzed in two
different contexts: immediate and internal. The immediate context puts the align-
ment between virtual and real objects in the foreground, whereas the main concern is
the analysis of the consumers’ immediate responses to applications based on trans-
actional relationships [17]. They also identified that the internal context becomes
significantly more relevant in the analysis of relationships, being directly related to
the potential impact on the consumers’ sense of identity. They recognized the ability
of AR technologies to offer authentic experiences to the consumers, and conse-
quently, a superior added value, creating and preserving an emotional connection
between the consumer and the product or brand [2].

Using self-improvement applications such asARmirrors, it is possible to augment
a person [11]. The theory developed byBelk [21] about the “augmented self” supports
these findings. Users employ their consumption experiences to build their own iden-
tity, consequently triggering positive emotions [21]. In this way, the “increase of the
self” triggers a set of positive feelings not only for the brand itself, but also for the
user. AR’s ability to develop brand love based on the theory of self-reference by
identifying the AR environment is more suitable for its development in the face of
environments that do not have it [22]. Brand love is developed based on a sense of
identity shapedby simulation recordedby technology, aswell as a sense of control and
execution. Other authors [16] usedARmirrors to identify that the holistic (rather than
partial) increase affects the way consumers perceive themselves, and consequently,
their self-esteem. They also concluded that this holistic augmentation affects the way
consumers understand the product with regard to its impact on their self-perception.
Specifically, the use of AR mirror allows the establishment of a relationship with
these products resulting in a feeling of an “augmented me” [16]. Additionally, the
sense of self-identity, developed through the application of AR, is the main driver
in the development of deeper relationships. Although the association between AR
and brand love has been researched, the existing literature on this association is still
very limited [22]. There are no known studies that have specifically analyzed the
association between the use of AR applications and the development of brand love,
although several authors have identified the capacity of branding to develop closer
relationships between these aspects [2, 18]. Thus, it is considered relevant to analyze
the association between the use of AR applications and the development of brand
love. The following research question must be analyzed:

RQ1. Does the use of AR applications allow for the development of brand love?
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2.4 Brand Love Definition

The concept of brand love is currently gaining importance among academics and
marketers [7]. Despite the extensive studies carried out over the past few years, [5–7]
there is still no consensus on its definition [7]. Somebrandsmanage to inspire feelings
and emotions in their consumers through objects and consumption activities [5].
However, regardless of the emotional attachment and feeling of love shown by some
consumers toward objects or activities, this is not fully analogous to interpersonal
human love [5]. Brand love is the degree of emotional attachment, passion, positive
evaluation, positive emotions, and declarations of love that a satisfied consumer
nurtures for a brand after the consumption experience [6]. They feel loyalty toward
the brand and share a favorable opinion of it through word-of-mouth. Additionally,
they also verify that the hedonic product category and the ability to integrate the
brand into the consumer’s identity have a satisfactory effect on the development of
brand love [7]. Contrary to these studies, a different concept of brand love has been
developed. Based on consumer behavior and the way they understand and experience
the concept (instead of assuming interpersonal human love as a basis), they define
brand love as an adaptation of the consumer to the consumption situation [7]. They
also define the relationships between consumers and brands as non-altruistic on the
part of the consumer, and not reciprocal on the part of the brand.

2.5 Brand Love Dimensions

A framework for measuring brand love has been proposed, which identifies six
distinct core elements of brand love [7]. First, private brand integration is the central
aspect of brand love and is closely related to the construction of the consumer’s
current or desired identity through a direct relationship with the object [23]. Second,
the behaviors driven by passion are reflected by the strong desire for the brand
and their products [24] with a willingness to invest, regardless of the price [25].
Third, a positive emotional connection is established between the consumer and the
brand, where consumers consider it unique and irreplaceable [26]. Fourth, separation
anxiety is experienced as the consumer gains a strong desire tomaintain a relationship
with the brand [7], suffering in advance for its eventual separation or disappearance
[7]. Fifth, a permanent relationship is generated through the long-term commitment
between the consumer and the brand. Sixth, positive valence is formed in relation to
the satisfaction of the consumer [7]. Thus, the following proposition is formulated
and the conceptual model is proposed (Fig. 1.

P1. There is a positive and significant relation between AR and the development
of brand love.
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Fig. 1 Conceptual model

3 Methodology

The analysis of the present studywas carried out through a qualitative approach. Data
were collected through a focus group lasting 1 h and 30 min. The sample consisted
of a total of six female participants aged 19 through 60 years, all of whom resided
in Portugal and had previously used AR applications.

4 Results

Content analysis was performed, and eight categories were created regarding the
characteristics of AR most valued by the participants. Among these categories, AR
dimensions (characteristics related to registration and interactivity) were identified
as the most significant in the development of an AR application (Fig. 2). For the
participants, it is essential to ensure that the application conveys confidence and
contains an experience that is close to reality through a good level of registration.
However, it is equally important to be able to, through the application’s interactive
capability, conjugate, and interact with products in real time.

Through the analysis of the participants verbatim, the use of augmented reality
applications allowing for the development of brand love was discovered (Table 1).
A positive association was identified between the use of AR applications and: (1)
the integration of a brand, both at the level of current self-identity and at the level of
desired self-identity [11, 16]; (2) behaviors derived from passion, as it awakens the
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Fig. 2 Frequency of the categories related to AR characteristics

Table 1 Verbatim regarding Brand Love

Sociodemographic characterization Verbatim

22 years, Female, Degree “The application allowed me to see, at the end, an image
of the product that I identified myself a lot with”

55 years, Female, Degree “Through the AR feature of the application, it was possible
to combine different colors of lipsticks with different
colors of eye shadows that helped to make my choice. I
feel now more close to the brand”

23 years, Female, Degree “The applications with AR allow you to try the products
and evaluate them better. It is a key benefit against a brand
that does not have this technology”

desire to buy the products experienced; (3) emotional connection, with the ability
to develop a superior connection with the brand and its products [2]; (4) separation
anxiety, where the possible disappearance of an AR application arouses a negative
impact; and finally, (5) the attitude, increasing empathy for the brand and its products
[2]. However, there is no evidence that supports the theory that the dimension of
long-term commitment has a positive association with the use of AR applications.

5 Conclusions, Limitations, and Further Research

This paper was developed with the objective of proposing a framework in order to
explore and deepen the knowledge about AR technology and applications, and the
development of brand love. Specifically, its objective was to understand and analyze
the association between the use of these applications and the possible development
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of relationships between the consumer and the brand. There were multiple signif-
icant characteristics that constitute AR applications. This study also allowed us to
understand the association between the use of AR applications and the development
of relationships between the consumer and the brand, namely the development of
brand love.

At the academic level, the paper thus allows the development of a conceptual
model, establishing new relationships that had not been previously studied, thus
filling a gap in the existing academic literature. At a business level, the analysis
of the various topics explored in this research becomes particularly relevant due
to the current emergence and dimension that this technology is beginning to gain,
not only among consumers, but also among brands and companies. Through the
analysis of consumers’ perception of AR technology, it is possible to conclude that
themain benefits taken into account in anARapplication are the possibility of product
experimentation, as well as the opportunity to make the brand and its products more
widely known. Therefore, the development of experiences using AR, focusing on
these main topics, should be a major area of research. Companies can now start to
focus on these three characteristics: augmentation, interactivity, and registration.

The present study had certain limitations: the use of non-probabilistic samples and
a sample composed only by female participants. Thus, in future research, a studywith
a quantitative approach, with a broader and diversified sample, should be developed.
Finally, other types of relationships between the consumer and the brand, such as
brand activation or awareness, should also be explored.
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A View of Augmented Reality
in the Beauty Industry
from an Exploratory Perspective:
Generations X and Z

Sergio Barta, Raquel Gurrea, and Carlos Flavián

Abstract Augmented reality (AR) is shaping a new environment for marketers,
playing an essential role in consumer choice. AR seems to be a good solution for
undecisive online shoppers. However, their implementation in the physical store can
also play an important role in both the purchase decision and in increasing the number
of consumers visiting the shop. AR allows potential consumers to virtually try-on
products and imagines how they would look on their face, through technologies
such as Virtual Try-on. From a qualitative perspective, this research aims to explore
perceptions of AR and then differentiate between the use of Virtual Try-on from
the smartphone and the use of Virtual Try-on in the physical shop through mirrors.
Through two focus groups, composed of women from two generations (generation
X and generation Z), we found a greater acceptance of the use of AR on smartphones
in a private context, with a certain rejection of its use in a physical shop. In general,
there is a rejection of the use of AR mirrors in the physical shop due to the lack of
privacy during use. However, these problems could be solved by choosing the right
location in the shop. Also, the presence of staff who can help and advise during use
seems to be of interest. Concerning to the use of Virtual Try-on on mobile phones,
there is a certain mistrust that the shades shown are not the real ones, which is the
main problem identified.

Keywords Augmented reality · Virtual mirror · Perceptions · Generation X ·
Generation Z

1 Introduction

Over the last decade, technology and marketing have become inseparable partners.
Technological advances have been successfully integrated into marketing strategies
given rise to numerous advantages for both customers and enterprises.
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The evolution of AR is allowing new uses and applications to emerge, some
of which may be very interesting for a certain sector. AR can improve consumer
knowledge about the products offered, while they enjoy the process of trying the
items on themselves effortlessly through their phone or smart device.Many industries
that focus on providing value for consumers such as retailing, tourism, fashion,
entertainment, automotive, services or education may benefit from this technology
to deliver enhanced experiences to their consumers. The beauty industry is currently
undergoing a profound digitalization process with a 40% global worth in online
cosmetic sales during 2020, accounting for 22% of the sales in the industry [1]. The
current COVID-19 crisis has sped up the adoption of AR since more people were
online shopping and many beauty stores do not allow trying products for sanitary
reasons. In this sense, this crisis has highlighted how AR can be a realistic tool to
facilitate the shopping experience from home. Before the pandemic just 8% of the
US retailers wanted to offer Virtual Try-on to their customers, now the percentage
has raised to 20% [1].

Academic research has recently focused attention on the study of the use of AR in
consumer behaviour [2, 3]. A lot of research has followed a quantitativemethodology,
conducting many experimental designs. However, the scarcity of exploratory studies
carried out is striking [4], particularly given the novelty of the topic and the need
to explore in-depth the perceptions and causes of user behaviour. For this reason,
this research aims to contribute to the knowledge of the perceptions and factors that
motivate the use of AR both online and in the physical shop, by conducting two
focus groups. It also sheds light on in which shopping situations the use of different
types of AR may be more useful. To this end, the topic is addressed with different
age groups, and some differences between generation X and generation Z can be
identified.

2 How to Implement Augmented Reality in the Shopping
Decision Process

Some steps should be considered for the successful implementation ofAR campaigns
in the context of marketing [5].

First, it is necessary to define target audiences and communications objectives
before starting to design the campaigns. The campaign can follow completely
different patterns depending on to whom it is directed. As an example, generation Z
and Millennials are more likely to be keen on technology than “Boomers” or elderly
generations, so it is easier for them to participate in campaigns that involve a more
complex use of technology [6].

Secondly, it has to be established how the AR filter will be activated. Marketers
need to decide when and how the AR layer will be activated. When the user is given
the option to activate the AR layer, they feel more in control of the situation and are
more likely to have a positive response to it. However, when they do not have to take
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any deliberate action, the time and space are precisely selected by the marketer and
there is a reluctance to engage at the beginning [7].

Thirdly, the information and content to be provided by the AR filter should be
regulated according to its objectives and content. Next, designers will establish the
level of interactivity to give users. Interactivity refers to the extent to which users
can participate in modifying the form and content of a mediated environment in
real-time [8]. This can provide fun and playfulness, which have been shown to have
a positive impact on consumer satisfaction. Control, responsibility, personalization
and perceived connectivity are necessary characteristics to achieve interactivity [9].
However, when one of the goals of your AR campaign is to provide very low-cost
information or there is a likelihood that people will use it maliciously (e.g. showing
hate speech), it may be necessary to have strong control over the content and actions
available [10].

Finally, establish how theAR information layer will be integratedwith the specific
social and physical contexts. The last step involves selecting how the AR content
will be integrated with the passive elements: the bystanders and the background. In
this sense, research has distinguished between augmented reality and mixed reality
[11]. Depending on the type of experience a particular brand intends to offer, it will
be crucial to decide how much of the context content will be integrated. Higher
integration of a certain layer in the context is more resource-intensive in terms of
planning, investment and technical capacity requirements. Furthermore, if the content
is to be presented in a public place, bystanders have to be taken into account as
elements of interaction that could interrupt and ruin the experience (voluntarily or
involuntarily). These threats should always be kept in mind and avoided whenever
possible. The goal is to engage the consumer at the highest level, so all of these
considerations should be assessed and taken into account.

3 Method

After looking at the different technical steps to carry out the correct implementation
of AR, through qualitative methodologies we aim to find out the general impressions
of this tool, and the perceptions and opinions of the different types of AR that are
available for the purchase of beauty products.

For this purpose, we carried out qualitative research (two focus groups). Quali-
tative methodologies have been deemed appropriate due to their ability to provide
a deep understanding of consumers’ perceptions and feelings [12]. In this kind of
discussion, participants can give their opinion and express their feelings freely. This
fact, enhance the interaction between participant and many different points of view
arise enriching the quality of the information [13].

The interaction between the researcher and the participants is the origin of valuable
data. These data are subjective; however„ once interpreted can have an extraordinary
value for the research [14]. The subjective experiences described by participants help
us to understand their reality and behaviours. Observing participants´ interactions,
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corporal languages and ways of communicating in a specific context give rise to a
lot of interpretable data that would be unmeasurable using quantitative methods.

3.1 Focus Group Design

We conducted two focus groups with consumers who usually buy online. One focus
group was formed of six women between 18 and 21 years old (digital natives),
and the other of six women between 41 and 57 years old (digital immigrants).
Small qualitative sample sizes are considered appropriate for the investigation of
emerging concepts [15]. The recruitment process started with postgraduate students
over 18 years of age and continued via snowballing.

Generally, the number of participants ranges from four up to twelve; in this case,
we opted for small groups of 6 participants to create amore comfortable environment
that favours the deepening on more specific issues [16]. Group’s composition should
have a certain degree of homogeneity to avoid great contrasts, but at the same time,
they must be heterogeneous enough to encourage debate and different criteria. Thus,
we selected groups with similar characteristics in terms of gender, age and buying
habits. Participants should be females of similar ages with an interest in purchasing
beauty products, but they came from different backgrounds and had no close personal
relationships with each other. The respondents were advised they were participating
in a research project to better understand their shopping experiences with AR. The
focus group sessions lasted between 60 and 90 min and were audio-recorded. Before
the data analysis, the research team checked the transcripts for accuracy.

The sessions took place during the first semester of 2021, and due to the current
COVID-19 sanitary restrictions, the focus groups had to take place usingGoogleMeet
online conference. However, to increase engagement and spontaneity by having a
close feeling all the participants kept their microphones and cameras on. The two
groups of people that can use AR technology have the following characteristics [17]:

(1) Digital natives that have grown in close contact with technologies such as
Millennials and generation Z, born after the 80 s.

(2) Digital immigrants have had to adapt to new technologies, such as Boomers
and generation X.

During the focus groups, respondents first described their perceptions and experi-
ences of AR as a Virtual Try-on tool in general and then were presented with an AR
as a Virtual Try-on technology to use. Later, it was shown a video of AR in-store,
with the use of virtual mirrors. Consequently, a series of short easy questions were
asked by the moderator to “break the ice” creating a more comfortable atmosphere.
Participants were then asked to try-on virtual make-up on their smartphones and then
asked about their experiences using it. Finally, a video was shown of a user using
a virtual mirror in the shop, which allowed her to try-on different combinations of
make-up on her face and provides personalized recommendations based on her skin
tone and other factors. Table 1 shows the sample profile of participants.
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Table 1 Sample profile Participant Age Profession Group

1 21 Business student Generation Z

2 23 Journalist Generation Z

3 18 Chemist student Generation Z

4 21 Business student Generation Z

5 20 Architecture student Generation Z

6 21 Management student Generation Z

7 57 Doctor Generation X

8 52 Tourism teacher Generation X

9 56 Technology teacher Generation X

10 41 User experience designer Generation X

11 49 Teacher Generation X

4 Results

Our findings reveal three main themes concerning the perceptions and use of AR in
different contexts. Below, we outline each theme.

4.1 Augmented Reality Perception

All the participants agreed that AR can help them decide which products to buy,
especially when there is a great range of colours that look similar in the photographs.
Participants stated that tones that looked the same in thewebpage photographs looked
completely different once they had tried them out with the AR tool: “It is especially
helpful when two colours seem very much alike, then you try them out and you see
a clearer distinction” (P1, 21).

A participant in the aged focus group even stated that the experience was similar
to going to the store: “it is almost as if you were going to the store to choose the
product!” (P8, 52) while another noted that this experience could be even better cause
you see the result directly in your face: “in the store, they test it on your hand, not
on your lips, so you can see how it suits you and your skin” (P10, 41).

In addition, all of them agreed that they will be opened to try many different
products since they can do it effortlessly from their homes with just a few clicks
without having to remove the make-up afterwards and making the process much
faster than physically trying them out: “I think you try many more products online,
for convenience and hygiene reasons” (P2, 23). Moreover, they will try products they
had never thought about trying just because they have the possibility in hand, and
they feel anonymous using the tool. Some participants will do it just for fun because
they find the process of online trying entertaining and fun: “It makes the shopping
experience more interactive. You are more entertained, you try things out, you see
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how it looks on your face. It’s a more fun process, it’s something innovative, it’s a
new experience. It motivates you to try products. Now if you buy by just looking at
photos, it is boring” (P4, 21). This could become a problem, due to the large number
of alternatives evaluated, as previous research has shown [4].

Therefore, we can say that the interactive of the application makes the client
experience an entertaining moment enhancing his purchasing experience and that
they are more likely to try new products, since they feel in a safe environment, and
this can help them make their final decision.

The younger generation remarked that sometimes they do not like asking for help
from the staff of the stores while trying many different products because they feel
like they are making them lose their time if in the end up not buying anything, so
having this technology in hand could also help them to solve this issue: “If in the
end, you are not going to buy anything after having tried on many things, you feel
certain remorse. But if someone is advising you are also embarrassed to say that you
do not want it. In the application, you try it and that’s it” (P3, 18).

4.2 In-Sore Augmented Reality Mirrors

However, participants did not seem to like the idea of trying this AR technology in
the stores, they stated that one of the aspects they like about the AR application is
that you can try it from your home anonymously without anyone watching you. If
this technology is carried out to the store where other people can see them trying
things out on a screen, they won’t feel motivated to try as many different products.

Regarding this matter, the Millennial and generation Z group added that having
this technology in the stores will not suppose an attraction to them since they are
used to seeing this kind of filter daily on social media so seeing it in a store will not
impact them as much: “I do not think it is very useful to have the same tool that you
already have on your phone and you can do it whenever you want at home” (P2, 23);
“in the case of makeup, it is not so new. you may not have seen it in stores, but you
can already do it on your cell phone…” (P1, 21).

Also, there is a certain rejection due to factors such as use in a public place, such
as a shop: “I would never use the mirror in the shop. If I want to try it out virtually, I
prefer to do it at home and then go to the shop. If I have any doubts, I will ask in the
shop, but I will go with clear ideas. Maybe I would use it for the novelty, but I do not
think I would use it for real. I would prefer to do it from home online and then if I
have any doubts I can go to the shop. The other option would also be to buy directly
online or go to the shop to see the product physically.” (P6, 21); “I think I would also
use the AR at home because I would be a bit embarrassed to go to the shop and be
using the mirror. It is a question of privacy. I would not want other people to see me
trying it on. But I do think there will be more. Now in the shops, because of covid,
the tester has been removed” (P1, 21).

For generation X, the aspect of privacy in use is also seen as a factor of rejection
for the use of AR in the physical shop: “I do not think the virtual mirror in the shop
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makes sense. One of the good things about trying things on virtually is the anonymity,
not that you are in the shop, and everyone is looking at you, I would rather try it
on online”. (P11, 49). However, some people are in favour of its implementation in
physical shops, subject to certain conditions, such as the availability of staff to help
you or that the mirror is located in a place that allows a certain degree of privacy, that
not all shoppers can observe you while you are using it: “I like to be recommended
and I find it very important to try the products, especially the textures and the scent.
I think it’s great to try the products on the mirror in the shop if someone is advising
me which ones to try and that there is some privacy while you are using them” (P7,
57).

4.3 Augmented Reality Drawbacks

The biggest drawback with AR for participants is that through this technology you
can see how products look in your face; however, you cannot experience or feel the
textures, smells, creaminess or flavours of the products. These properties are very
important and special when choosingmake-up since not all products perform equally
in everybody. This is shown in statements like: “indeed, you do not try the textures
and I also think that is important and the creaminess is also important, even if give
you the information later, you have to see how you feel” (P7, 57).

Another issue is that participants did not completely rely on the veracity of this
application, and therefore, they questioned if what they were seeing on the screen
was 100% true and feared the possibility of it being different in real life. The colours
in the photographs being very different to the ones seen in the simulation seemed to
raise more doubts about what the real colour is if the one in the photograph or the
one in AR. A participant stated: "I don’t know if they reflect exactly the colours that
they are. Down below you saw some colours and then when you put them on, they
were very different. So, that makes me a little bit doubtful" (P6, 21).

Nevertheless, participants of all ages agreed on the fact that this can help them
make their final decision or at least reduce the number of alternatives they have in
mind. In the case of having tried out AR and still having doubts, the older group
would go to the store to try the products and maybe would ask the professionals
their opinions. On the other hand, the younger group would look for online reviews
(YouTube videos, comments…), friend’s opinions or even trust influencers opinions
about certain products and finally if the doubts persisted they would go to the stores
to try to reaffirm their decision:" I would also send it to my friends. Anything that
is augmented reality is much easier to share, especially on mobile” (P2, 23); "Now
there are beauty influencers who recommend products and I rely quite a lot on the
opinion they have" (P3, 18).
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5 Discussion and Conclusions

This technology has huge implications in the field of e-commerce since the consumer
is not able to see or try the products until they are delivered to their homes. This may
be a huge problem for beauty products buyers since colours and looks play a very
important role in their buying decision.

One of the principal reasons for not buying make-up online is the distrust in the
shopping decision process. Formost of them, it is important to feel and try the product
before buying it. Finding a product that fits with their characteristics (skin type, facial
shape, skin tone) is crucial, especially if they want to use it for a special occasion. In
the traditional online process, potential buyers cannot see how the product looks on
them and this is what ultimately causes them to avoid the online process or, if they
do proceed with the purchase, to experience some discomfort due to the uncertainty
of having chosen the wrong product [18].

AR has been proved to help participants in the decision process. Being able to
see how the product may look into their faces eliminates one of the unknowns. This
process can be particularly beneficial when there are a lot of options that at first
sight look very similar in the photographs. In addition, this technology encourages
buyers to try-on many different things, even those who are out of their comfort zone
and may end up buying something they had never thought about. The experience of
trying different things seems to be fun and enjoyable for shoppers because it does
not require as much effort and time as physically trying them, it is more hygienic,
and they can do it in a private environment without being observed or feeling judged
by others.

Younger generations are the drivers of the industry with the biggest expenditure in
this area [19]. In this sense, ARmarketing in social media (e.g. Instagram filters) can
be useful to attract these young consumers since they will probably engage with the
filters without even realizing just to have fun and share the content in their accounts.
If they have doubts about the product, they will bemore likely to look for information
online, reading reviews on social media or listening to influencers opinions.

On the other hand, Generation X will still prefer going to the store to try the
products out or been given the opinion from the professionals. This technology can
help them try more products and reduce the number of options they have in mind but
most of themwill still prefer going to the store in the case of being buying something
they have never tested.

An important drawback of this technology is the lack of trust in the veracity of
the results. This technology is relatively new, and consumers do not fully rely on
his ability to show a precise image. However, this technology is going to be more
and more common and if people have good experiences buying with it, they will
gradually start to trust it. Moreover, despite the benefits, AR has shown a realistic
image of how the products will look in the consumers face, consumers are still not
able to feel the products, touch them, and check their texture, creaminess.

Finally, given the differences observed between the generations, AR technology
should be mainly targeted at "younger generations" that are the ones that are already



A View of Augmented Reality in the Beauty Industry from an Exploratory … 583

adapted to this kind of technology and believe more in the online process. AR can
be the solution to a more hygienic and fast way of testing cosmetics, so even if the
consumer does not complete the online process, this technology will also allow them
to have a clearer idea of what they want and streamline offline purchasing process.
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Place Attachment Through Virtual
Reality: A Comparative Study in Douro
Region (Northern Portugal) with Video
and ‘Real’ Visit

Nieves Losada , Filipa Jorge , Mário Sérgio Teixeira , Nuno Sousa ,
Miguel Melo , and Maximino Bessa

Abstract Immersive technologies, such as virtual reality, could be effective
marketing tools for destination marketing, namely in creating place attachment prior
experience the destination. Place attachment plays a significant role in behavioural
intentions to visit and to recommend a destination. However, place attachment
research is relatively new in the tourism context. This study seeks to empirically
examine the effectiveness of Virtual Reality in creating place attachment to destina-
tions exploring the changes in the place attachment after two moments. First, after
watching a video and after having an experience in the Virtual Reality environment.
Second, after the experience in the Virtual Reality environment and after the ‘real’
visit to a representative viewpoint in Douro region. Students belonging to Gen Z
were sampled. Findings reflect that Virtual Reality has potentialities for marketing
destinations.

Keywords Virtual reality · Place attachment · Douro region

1 Introduction

Immersive technologies, i.e. Virtual Reality, could impact the tourism industry in the
coming years if people were readably able to experience locations and attractions
from their own homes and from anywhere in the world [1, 2]. Furthermore, from
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a marketing perspective, Virtual Reality can enhance visitor experiences, not only
at tourism destinations, but also prior to visiting them [3–5]. Also, Virtual Reality
technology could act as a complement or substitute of physical journeys or ‘real’
holidays for some travellers, i.e. for a low-income level or reduced mobility [1, 6].

Virtual Reality adds new scopes to branding and marketing tourism destinations
and can be used to complement or even supplant traditional promotional tools such
as brochures or video, among others [1, 7, 8]. Research about adoption of Virtual
Reality for destinationmarketing purposes has increased during the last years [9–13].
However, the literature on Virtual Reality applications in tourism is predominantly
conceptual [14].

The main fields of interest in Virtual Reality applied to tourism marketing and
destination promotion in the last years were destination image [10, 12, 15], and
intention to visit/revisit and to recommend a destination [2, 16–23]. Some authors
indicated that Virtual Reality can also benefit place attachment in tourism contexts
[2, 24, 25]. Place attachment plays a significant role in behavioural intentions to visit
and to recommend a destination. However, the potential of Virtual Reality in creating
place attachment to destinations has been neglected.

The objective of this study is to deepen in the potential of Virtual Reality to be used
as a promotional marketing tool for development place attachment prior to visiting
a tourism destination in Gen Z by exploring the changes in place attachment across
different moments: after watching a video of the touristic destination site, after a
Virtual Reality experience depicting the touristic destination site, and after the visit
to a ‘real’ site, a representative viewpoint in Douro region.

2 Theoretical Framework

Virtual Reality enhances perceived destination image compared with traditional
promotional tools, such as video and websites [10, 12, 15]. Moreover, Virtual Reality
is considered a powerful marketing tool because it impacts tourists’ intention to
visit/revisit and to recommend a destination [2, 16–23].

As noted by [26] people develop attachments with environments and places in
response to the cognitive and affective components of destination image, and subse-
quently intention to visit/revisit or recommend the destination [27]. Experiencing a
place can result in the formation of emotional connections to a place, and motivate
people to return or want to return to that place [25]. However, in spite of its impor-
tance for the tourism industry, place attachment is a concept that has been widely
explored in psychological, geographical, and recreational fields, but only in recent
times in the tourism context [25, 28].

Place attachment has been conceptualized by [29: 275] as “an affective bond or
link between people and specific places”. It consists of two dimensions: (1) place
dependence, which refers to a functional attachment to a place, this is, “how well a
setting serves goal achievement given an existing range of alternatives” [30: 234] and
(2) place identity, which refers to a symbolic, emotional, or affective attachment to a



Place Attachment Through Virtual Reality: A Comparative Study … 587

place [31]. In the recreational field, destination attachment has been conceptualized as
“a relational construct consisting of the cognitive and emotional connection visitors
develop toward a destination” [32: 196].

In tourism, place attachment is often measured as the length of stay. Thus is, the
greater the amount of time spent in a place, the stronger attachment levels will be
developed [28, 33]. Previous studies have demonstrated that people feel attached to
places they lived before or visited as a tourism destination. But, others support that
people could develop an attachment to places not experienced before [34]. Individuals
can develop place attachment to tourism destination prior to visit it stimulated by
media or storytelling (in oral, written or visual form), among others [34].

Although place attachment in the tourism context has been explored mainly after
the place visit, recent literature suggests that visitors can develop an attachment to a
destination before experiencing it physically [33–36].

A study conducted in Xi’an city airport by [35] showed that place attach-
ment (dependence dimension) mediated the relationship between destination image
(cognitive dimension) and perceived service quality prior to visiting a destination.

Another study setting in the Swiss Alps and using ‘Heidi’, a famous literary
and television series persona, as a “virtual agent”revealed that place attachment and
motivation are keys determinants of intention to visit the destination [34].

One more study dealing with South Korean tourists’ perceptions of Vietnam
showed that destination image, both cognitive and affective dimensions, was
significant in predicting place attachment before travel [33].

Finally, the study of onemore author [36] examined pre-trip attachment formation
via mobile technology and social media. Results revealed that text and video on a
destination’s Facebook page influence mental imagery and subsequently attachment
to that destination.

Apart from that, it has beenpointedout thatVirtualReality canbenefit place attach-
ment in tourism contexts [2, 24, 25]. In a recent qualitative studywith a small sample,
researchers [24] found that virtual reality positively influences place attachment by
enhancing spatial cognition and positive feeling about the destination. However,
research on place attachment in Virtual Reality remains scarce [18, 24, 25].

Examining the shift in place attachment after the virtual tourism experience and
before the ‘real’ visit, by comparing with video and site visit, will provide more
valuable insights about the efficacy of Virtual Reality for destination marketing
purposes.

3 Methodology

The study setting considered was São Leonardo de Galafura viewpoint in the Alto
DouroVinhateiro (AltoDouroWineRegion)world heritage site, Fig. 1. Douro region
(NUT III) is a rural area and one of the oldest demarcated wine regions in the world
(since 1756), where the world-renowned port wine is produced. It occupies an area of
4100 km2, around 19% of the total landmass of Northern Portugal [37]. The number
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Fig. 1 Screenshot of the VR
experience developed by the
research team illustrating the
teleport feature

of visitors in the Douro region has increased during the last years due to Portugal’s
tourism boom [38].

The Virtual Reality experience was designed to be as close to reality as possible.
The research team adopted photogrammetry techniques to recreate a hyper-realist
virtual replica of the tourism destination. Participants were allowed to explore the
touristic site in the Virtual Reality environment by using real walking within the
tracked area (approx. 3.5 m × 3.5 m) or by teleporting using the VIVE remote.

The touristic site allowed to be explored in the Virtual Reality environment was
delimited to be coincident with the area that participants could explore in the visit to
the real location.

For delivering the Virtual Reality experience, a computer equipped with an Intel
i7-6700K and an NVIDIA GeForce GTX 1080 graphics card were used. The visual
stimulus was delivered using the HTC Vive setup, and the audio was delivered via
Bose QuietComfort 25 headphones with active noise cancellation.

The items utilized in this study “The destination means a lot to me”, “I identify
strongly with this destination”, “I feel no commitment to this destination”, “The
Douro is the best place for the things I like to do”, “For the activities I enjoy most,
the settings and facilities provided by Douro are the best”, “For what I like to do, I
could not imagine anything better than the settings and facilities provided byDouro”,
“I am very attached to this destination”, are based in [28, 31, 39, 40]. Items were
rated on a seven-point Likert scale ranging from ‘strongly disagree’ (1) to ‘strongly
agree’ (7).

A pretest was conducted before data collection in order to validate our survey
and the experiment procedure, in particular, the comparison process of the above-
mentioned variables regarding video, Virtual Reality experience, and actual visit.

This study procedure is composed of two steps, Fig. 2. First, participants arrived
at the laboratory at a pre-fixed hour. They came into a room to experiment São

Fig. 2 Experiment procedure
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Leonardo deGalafura in aVirtual Reality scene for fiveminutes. After that, theywere
moved to another room to experience the same tourist destination in virtual reality,
also for five minutes. Following this first step, they were asked to complete the first
questionnaire (Q1) in a separate room. This experiment was intentionally designed to
participants do not cross during the procedures in Laboratory, in order to not influence
other participants’ perceptions. Participants were exposed to the video, the Virtual
Reality experience, and the ‘real’ visit for the same amount of time (five minutes) in
order to ensure consistency. Second, after joining a small group, participants were
conducted to the ‘real’ site, São Leonardo de Galafura viewpoint, by car or minibus
and were encouraged to explore the site for five minutes. Then, participants were
asked to rate the same items included in Q1 in order to compare ‘pre-travel (after
video visualization and Virtual Reality experience)’ and ‘in situ’ responses (on Q2).
Finally, participants returned to the laboratory. Finally, participants travelled from
the touristic point to laboratory.

The sample was selected with a purposive sampling approach between univer-
sity students. The only criteria were that participants belong to Generation Z. The
sample is considered adequate ‘as the comfort and confidence of young students
using technology would be less likely to act as a confounding variable’, as [15: 7]
indicate.

To identify significant differences in participants’ responses, relatively to place
attachment, two paired sample t-tests were conducted via SPSS 25.0 statistics soft-
ware. The first paired sample t-test was conducted in the first moment, after the
visualization of video and after Virtual Reality experience (Q1), in order to identify
significant differences between the promotional tools surveyed. The second paired
sample t-test was conducted after the Virtual Reality experience and after the actual
visit (Q2) to identify significant differences between Virtual Reality experience and
“in situ” experience. The third paired sample t-test was conducted between the deltas
(�) of the twomoments, in order to identify significant differences in the total impact
of Virtual Reality experience, and by extension, the promotional capacity of Virtual
Reality, respectively to the video and “in situ” experience.

4 Results

From a total of 200 questionnaires distributed, 192 valid questionnaires were
returned. The complexity of the study design has favoured this high response rate,
96%, since all the phases of the experiment and data collecting were concentrated on
the same day. Within the final sample, 64.1% were national students from different
locations of the country. The median age was 20.67 years old, being 24 years old for
international students and 19 years old for national students. Most of the participants
were females (60.4%). The majority of respondents were attending to a bachelor
degree (67.7%), Master (29.7%) or Ph.D. (2.1%); namely in the fields of Manage-
ment, Economics and Tourism (42.2%), Technology (21.9%) and Others (35.9%)
Table 1.
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Table 1 Sociodemographics X or %

Origin
Portugal
Other nationalities

64.1%
35.9%

Age
Gender
Male
Female

20.6
39.6%
60.4%

Study cycle
Bachelor
Master
Ph.D.

67.7%
29.7%
2.1%

Course
Management, economics or tourism
Technology
Others

42.2%
21.9%
35.9%

The first paired sample t-test analysis was conducted to identify whether any
significant differences exist in Douro destination place attachment rating after
watching the video and after Virtual Reality experience (Q1). As exposed in Table 1,
all items had a statistically significant positive change. Therefore, Virtual Reality has
demonstrated positive effects when comparing with traditional media (in this case
video), not only in relation with perceived destination image, as shown by [10, 12,
15], but also in creating place attachment to tourism destination.

The second paired sample t-test analysis was applied to identify whether any
significant differences exist inDouro destination place attachment rating after Virtual
Reality experience and after the site visit (Q2). As presented in Table 2, all items
had a statistically significant positive change. Hence, in spite of the power of Virtual
Reality to impact positively in perceptions about a destination, the ‘real’ visit to
a representative viewpoint in Douro region has more powerful in creating place
attachment than the immersive experience. So, it doesn’t seem likely that Virtual
Reality can substitute the real experience, contrary to what was pointed out by some
studies [1, 6].

5 Discussion and Conclusion

Virtual Reality technology can enhance visitor experiences complementing or
supplanting physical journeys for some travellers [1, 2, 6]. Virtual Reality could
be an effective promotional tool in the previsit phase because it can develop place
attachment to tourism destinations [2, 24, 25].

The objective of this study was to empirically examine the effectiveness of
Virtual Reality for tourism promotion purposes prior to visiting a tourism destina-
tion, exploring the changes in place attachment after watching a video, after Virtual
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Table 2 T-test sample pairs first moment (Q1) and second moment (Q2) for place attachment

First moment (Q1) Second moment (Q2)

Video
(mean)

VR (mean) t-value VR (mean) ‘Real’ visit
(mean)

t-value

The
destination
means a lot to
me

4.07 4.86 −9.57a 4.43 5.17 −8.83a

I identify
strongly with
this
destination

4.2 4.99 −8.55a 4.59 4.23 −7.91a

I feel no
commitment
to this
destination

3.45 3.7 −2.4c 3.7 3.9 −2.6c

The Douro is
the best place
for the things
I like to do

3.82 4.2 −5.57a 4.14 4.63 −7.57a

For the
activities I
enjoy most,
the settings
and facilities
provided by
Douro are the
best

3.83 4.28 −5.79a 4.24 4.66 −5.87a

For what I
like to do, I
could not
imagine
anything
better than
the settings
and facilities
provided by
Douro

3.78 4.15 −5.22a 4.08 4.53 −7.03a

I am very
attached to
this
destination

3.99 4.63 −7.21a 4.38 5.03 −7.7a

“a” is “p < 0.001”
“c” is “p < 0.05”
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Reality experience and after the ‘real’ visit to a representative viewpoint in Douro
region.

Results indicate positive significant differences in all items of place attachment in
the first moment (Q1), after watching the video and after Virtual Reality experience,
and in the second moment (Q2), after Virtual Reality experience and after the ‘real’
visit. According to previous studies [25, 36] visitors can develop place attachment
through virtual worlds before having visited the destination.

Then, Virtual Reality increases tourists’ responses comparedwith othermarketing
tools, namely video, as suggested by previous studies [10, 12, 15], and it could be
an effective marketing tool in the pre-visit phase, developing place attachment to
tourism destination.

Moreover, the results show that ‘real’ visit has a more powerful capacity to create
place attachment to destinations compared with Virtual Reality. So, Virtual Reality
experience could act better as a promotional tool in creating place attachment to
destinations compared with video. However, place attachment originated by ‘real’
visit is greater, compared with Virtual Reality experience.

The major limitation of this study is methodological. The sample was selected
with a purposive sample approach, given the complexity of the experience. Also,
all the participants belong to Generation Z. Therefore, it’s mandatory to extend this
study to other generations to obtain differences between different cohorts.

Moreover, differences in the perceived image of destinations “a priori” and
“in situ” from the nationality of the participants were suggested previously [41].
Additionally, given the uniqueness of destinations, it’s necessary to replicate this
study in other destinations.
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The Use of Virtual Reality
as an Advertising Tool for Brand
Experience in Peru

Javier Espinoza-Nieves and Francisco Arbaiza

Abstract Recently, the advertising industry has implemented new methods to
improve the relationship between brands and their consumers. To understand how to
achieve this effect in a positive way, several studies have turned to the examination
of advertising actions aimed at boosting brand experience. However, there are few
studies that deepen the knowledge of the importance of creating brand experiences
through innovative communication technologies such as virtual reality (VR). The
present research explores how the use of VR in advertising helps in the generation
of brand experiences. A qualitative methodology of phenomenological design was
used with advertising professionals in the city of Lima. In addition, the exploratory
scope of the analysis followed a descriptive coding process. It was evidenced that
the properties of VR, such as immersion, presence, and its sensory capabilities are
crucial to promote brand experiences with greater intensity. This category of virtual
brand experiences influences brand image, affects purchase intentions and, above
all, builds brand loyalty.

Keywords Virtual reality · Advertising · Brand experience · Immersion ·
Technology

1 Introduction

Advertising is in a stage where creating a connection between a brand and its target
audience is a task that involves a great effort for companies. Despite this challenge,
marketing and advertising employ several strategies to strengthen this link, and one
of them is the creation of brand experience [19]. This concept is understood as the
by-product of the consumer’s perception in all the contacts develops with the brand
[6]. In this regard, one of the new doctrines that have explored the effective use of
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brand experiences is experientialmarketing and, specifically,multisensorymarketing
[5, 28].

This discipline, by its nature, relies on new technologies to carry out advertising
actions and, within these advances, virtual reality (VR) stands out [17, 20, 26]. This
technology is defined as an immersive and interactive experience in which users are
immersed in a specific space artificially created by computerized mechanisms [3, 5,
16]. Moreover, it has become a technological phenomenon whose wearable devices
such as smartphones, computers, or special viewers become increasingly advanced
and affordable to the common public as the years go by [23, 26, 27].

Therefore, it is possible to establish that VR is a promising advertising platform
and a valid promotional alternative for many market categories [14, 16, 18, 27]. This
is one of the reasons behind the existence of several studies about the technological
potential of VR in the advertising field; however, there are very few that evaluate
its ability to produce an effective brand experience with significant effects on the
perceptions and consumption behavior of the participating public.

For this reason, the purpose of this research is to review the use of virtual reality
in advertising as a tool to enhance brand experience. To understand this objective,
the following research question was identified:

PI: In what way does the use of virtual reality in advertising favor the creation of
brand experience?

To answer this question, this paper intends to provide two relevant contributions:
(i) to review the capabilities and limitations of VR in the creation of advertising
content with the objective of brand experience, and (ii) to identify the benefits that
the advertising use of VR provides to brands and advertising agencies.

2 Brand Experience in Advertising Through VR

Currently, VR is conceptualized as amedium composed of computerized, suggestive,
and interactive digital simulations or representations that detect the participant’s
position and replace or augment the input from one or more senses, thereby offering
the user the sensation of being mentally immersed in a virtual world [4, 7, 11, 27].

Regarding the key features of VR, Barnes [2], addressed the concept of ‘presence’
as the experience where users feel that they are truly in the synthetic environment
presented to them. Similarly, there are twomain dimensions that grant the feelings of
presence experienced by humans in virtual reality: ‘vividness’ and ‘interactivity’ [2,
3]. On the one hand, vividness is the virtue that VR possesses of producing mediated
environments that appear sensorially real and, on the other hand, interactivity is the
degree to which users of a medium can influence the form and content of the virtual
environment presented to them [2, 23].

Another main element in the study of VR characteristics is found in ‘immersion’,
a term related to presence and referring to the way in which the users perceive
stimuli from a virtual world, so that they feel that they lose contact with the physical
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reality around them [13, 20, 21]. Van Berlo et al., [24], studied ‘presence’ through
three other factors interconnected with immersion: ‘involvement’, understood as the
state of the participants’ attention on the elements of the VR experience; ‘sensory
fidelity’, understood as the coherence of sensory stimulations; and ‘interface quality’,
considered as the overall performance of the technology.

Considering all these conditions that VR features, several experts [11, 25], have
ventured to claim that it is one of the most promising information technologies for
business innovation. Undoubtedly, one of the industries that could be most favored
byVR is the advertising industry, in which this technology is considered as the digital
advertising platform of the new generation [12, 27]. VR offers marketing a novel,
fresh and creative alternative to reach consumers through virtual interaction with
products and services [3, 25].

According to Kilic et al. [15], the advanced pace at which virtual reality is devel-
oping has created new ways of conducting advertising businesses. Advertising in
combination with VR contains a more immersive message, becoming a commu-
nicative resource to create greater brand exposure [14]. For this purpose, equipment
such as smartphones, PCs, VR visors such as HMDs, among other accessories, are
often used for the creation of immersive virtual advertising experiences [20, 26, 27].
Advertising agencies that have experimented with the creation of advertising content
through this technology have stated that the communication actions have managed
to provoke emotion, joy, and fun in their users so that the level of engagement in
their participation has been high [12].

Thus, among the technological tools available for the origination of brand expe-
rience in marketing and advertising, VR stands out, being a technology that has
been transformed into a means to propitiate more reliable narratives and experiences
and that have the power to cause positive changes in the engagement or emotional
attachment between brands and consumers [2, 7, 12].

Similarly, VR technology possesses the ability to affect consumer behavior and
their perceptions of the products they are regularly exposed to, such that it is an
instrument that maximizes the impact on purchase intentions when used as a brand
experience tool [3, 5, 11, 17].

As Gauquier et al. [10] state, since the emergence of VR, several brands have
taken the initiative to implement it in their advertising strategies, with the purpose
of evoking a brand experience that directs consumers to develop brand stimuli in
their minds. For these authors, this technology represents the opportunity to convert
passive consumers into active participants of a more pronounced experience by
involving sensory stimuli and responses. For this reason, consumers who are exposed
to this technology tend to enjoy a brand experience in which the sensory dimension
is more pronounced [27].
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3 Methodology and Procedures

The objective was to develop an introspective approach about the perception that
advertising professionals have about VR in the advertising business and its relation-
ship with the development of brand experience. To analyze the way in which the
use of VR favors the creation of brand experiences and to expose the limitations
and capabilities of this technology in its use in advertising, a qualitative research
approach was used.

The analytical approach of this research was developed through a phenomeno-
logical design, which is based on the information that the study subjects provide in
first person about a phenomenon whose purpose is to answer the research question
[9]. In other words, according to Alase [1], this design provides the researcher with
the ability to understand the phenomenon through the experience of individuals and
their perception for the interpretation of relevant findings.

The selection process of the participants for the study was carried out through
intentional sampling, a technique widely used in qualitative research useful to obtain
cases abundant in information that is strictly concurrentwith the phenomenon studied
and that enrich itwith key information fromparticipantswith characteristics thatwere
pre-established for the analysis [22]. In this research, the participantswere advertising
professionals from Metropolitan Lima, with at least 7 years of work experience
and holding a university or technical degree linked to advertising, communication
sciences, or related careers.

The data collection process in this research was carried out through in-depth
interviews because the subject of advertising VR is a deep field in which a fluid
conversation with the participant is necessary. Therefore, there were ten participants
in this analysis, because data saturation was reached after the tenth interview. Indeed,
several experts specify the importance of in-depth interviews in qualitative studies
of phenomenological design, for their ability to function as a tool to learn about the
subjective experiences, feelings, and perceptions of individuals [8].

4 Results

At the end of the descriptive coding procedure with the data collected from the
interviews with advertising professionals, four key categories emerged from this
research.
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4.1 Category 1: VR Advertising Communication Capabilities

This category describes the communicative capabilities of VR when used for adver-
tising campaigns. A common conception was evidenced in the fact that the inter-
viewed advertisers consider VR to be an innovative and novel communication plat-
form in terms of its use in the advertising field. For example, one of the participants
expressed it as follows: “[virtual reality] catches your attention and people are
always looking for something new, a different experience, it is something you do not
expect, (…) it is the first sensation of doing something different and new, I think it
helps advertising”.

In reference to this, two main capabilities of advertising communication with VR
are defined: impact and brand recall. Regarding impact, this concept was explained
by many of the participants as the level of impression that stands out in advertising
actions, while brand recall was defined as the advantage of VR as a tool to keep in
the users’ minds the brands executing these communications. Regarding impact, one
of the participants verbalized it as follows: “[virtual reality] what it has in favor is
the impact; the interaction, it captures the person in a certain time, it can be 30 s
or 5 min, but it captures him/her”. On the other hand, regarding brand recall, others
mentioned: “I think that through the experience that the brand provides to the user
it is a memorable resource. In VR, the person fully commits to that moment”.

Up to this point, according to the perception of several advertisers, the capabilities
explained of VR advertising revealed a conclusive point: it is a technology that turns
out to be a more feasible way to communicate attributes or benefits of a brand:
“VR helps many advertising products that are difficult to understand how they work,
because with VR they can be explained in a better way, and many times, in advertising,
the conventional ways to teach how a product works is not really enjoyable.” In this
way, it is understood that VR stands out for its didactic communicative capabilities,
which many agents in the advertising world are willing to take benefit of.

4.2 Category 2: VR Versus Traditional Media

The purpose of this category is to explain the debate among advertising professionals
as towhetherVR can be considered an advertisingmediumor simply a tool according
to its advantages.

Some participants describe this technology only as a “tool” due to its scarce
use and standardization in advertising practice, which is why they consider that
it is not the main element in the development of communication campaigns. One
of the interviewees expressed it as follows: “For me it is an advertising tool, a
communication media is another concept, it is a vehicle by which you get a message
to a probably larger group”.

On the other hand, several other participants declaredVRnot only as a tool but also
as communication media, because it shares with other traditional media the common
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characteristic of being able to spread brand messages. For example, the statement “I
consider that it is a medium, you are having a platform reaching an audience, there
is a sender and there is a message that you are communicating that has to do with
some action that is aligned to the brand”, shows that VR is a technology that can be
categorized as a non-conventional and media.

4.3 Category 3: Presence and Immersion: Sensory Elements
in the VR Brand Experience

This category breaks down the most notable innate advantages of VR advertising:
presence and immersion, as well as other sensory elements of this technology that
motivate the generation of brand experiences.

Brand experience, for the interviewees, is understood as a brand’s practice of
allowing its consumers to feel a key element of its products and services. This sensory
nature of experiences is what allows VR to be configured as the ideal advertising
tool for executingmemorable communications in advertising. One of the participants
exemplifies this in the following way: “If a brand manages to awaken senses in its
users [with virtual reality], that make them feel part of the brand in first person, that
is something much more immersive and real.”

It should be noted that immersion is a main feature of VR that facilitates the
execution of a lasting brand experience over time: “Being able to keep you trapped is
one of the great advantages (…) It is a complete attention on the brand”. Therefore,
immersion is understood by interviewees as the intense feeling of being encapsulated
in a fictitious environment.

Likewise, anothermain feature ofVR that enhances brand experiences is presence,
a term that interviewees described as an individual’s sense of feeling present in a place
they are not actually in. For example, one participant noted, “Its [virtual reality’s]
advantage is that it transports you to a moment. It’s an instant that takes you out of the
present and puts you into a situation.” Therefore, from the perspective of advertising
professionals, virtual reality provides experiential brand experiences that captivate
the user’s full attention.

4.4 Category 4: Effect of VR Brand Experience on Purchase
Intention

This category explains the effect of brand experiences with VR on purchase inten-
tion of brands that have disseminated advertising communication of their products or
services through this technology. The participants highlighted the effect of immersive
tools such as VR, which lead their users, who are potential customers or consumers
of various brands, to become buyers and, more importantly, a loyal audience. One
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interviewee explained: “The brand uses it [virtual reality] as a benefit if it can iden-
tify well what is that element that customers do not motivate them to the purchase
decision”.

According to the interviewees, brand experiences where the platform used is VR
can be the final component in advertising actions to make a purchase because this
technology makes the user experience the sensation of owning and interacting with
the brand’s products and services. On this point, an interviewed advertiser mentions:
“I believe that VR shows youwhat is going to happenwith that product or service you
are planning to acquire, so it helps you to make decisions”. This sense of vividness is
a natural characteristic of an optimal VR experience, which pushes the user to make
the effort to purchase the product in the real world.

On the other hand, another advertiser expressed that the ability to influence the
purchase decision is the main objective of VR if it is used to generate brand expe-
rience, a fact he expressed as follows: “It’s no use for me to visualize or desire the
product if I don’t end up making a purchase. [The brand experience] is the sum of
actions that seek the bond between the brands and their public”. Thus, it is understood
that the goal of VR in advertising, for several professionals in this field, is to ensure
that the advertising brands obtain favorable results that translate into sales and brand
loyalty.

5 Conclusions

According to the results of the qualitative and exploratory analysis, it is proven that
VR is a tool that, in the current advertising environment, is suitable for creating
a favorable and lasting brand experience over time. The experiential effect of this
technology is possible because of its properties of immersion and presence, which
are sensory capabilities of VR that generate intense sensations of reality and whose
purpose in advertising is to develop positive feelings towards a brand that enhance
purchase intentions.

The ability to generate memorable brand experiences is the maximum potential
that VR can achieve, a fact that not only provides a number of remarkable benefits
such as impact, brand recall, and positive brand feelings, but it is also able to modify
the behavior of current and potential consumers of a brand so that they make a
purchase [5, 11, 17].

In addition, it is observed that this technology is an excellent means to build
and enhance the image of brands that sponsor at some point this virtual category of
advertising actions. Therefore, the results show that VR is useful for building brand-
consumer loyalty after its use, a situation that represents the maximum expected
benefit in the development of virtual brand experiences, despite the high cost
perceived by advertisers.

It is important to highlight that an important limitation of VR is, for the partic-
ipants, the low reach of this technology compared to other traditional mass media,
because it is usually reserved for single advertising actions and in specific spaceswith
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a small or niche audience. This limitation was not addressed by a convincing amount
of previous research onVRadvertising andmaybe because themost advanced studies
on this topic were carried out in more developed countries such as the United States,
where this technology has more alternatives for massification and application, unlike
countries such as Peru, where this platform still has a reduced use in the advertising
industry.

However, the advertisers interviewed were able to explain the benefits of immer-
sion and impact and the limitations of scope and costs that fall on this technology,
in such a way that a debate is opened as to whether it is a medium that competes
with traditional media or if it complements the advertising practice. For this reason,
it would be very useful for future research to study the advantages and disadvantages
of VR advertising compared to mass media, to define whether it is an appropriate
tool to be selected as a complementary medium in mass advertising campaigns, or
whether its use should be limited only to specific advertising actions.
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Immersive Digital Marketing for Smart
Cities Focusing Tourism

Carlos R. Cunha , Luisa Lopes , and Vítor Mendonça

Abstract The tourism sector has gained increasing importance in the economy of
many regions, or even countries, however, the way in which organizations and terri-
tories communicate and promote each other, to attract tourists, significantly impacts
the success of the sector, and digital marketing strategies have stood out as promising.
Thus, in a digital society, in which information and communication technologies are
present in the daily life of the general population, especially mobile technologies,
it is essential that the tourism sector seeks innovative and differentiating marketing
and communication strategies. When considering the technological advances, which
have been asserted lately, wireless communication networks with high bandwidth,
processing capacity of mobile technologies, Internet of Things, Big Data, Virtual and
Augmented Reality, Empowered Smart Cities with different technology; it can be
said that the conditions are in place so that new paradigms and marketing strategies
can emerge. These technologies allow to communicate with the target audience in
a more impactful way and stimulating different senses, that is, immersive. It is in
this context that the opportunity and motivation for the development of this research
work arises. In this sense, this work highlights the technologies that we consider
most relevant, combining them in a conceptual model that is proposed and that we
consider enhancing an immersive and innovative digital marketing strategy, for the
promotion of touristic destinations.
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1 Introduction

The dissemination of Information and Communication Technologies (ICT) and the
democratization of internet access, highlighting the processing capacity of mobile
technologies and the increase in the bandwidth of wireless networks, has contributed
to organizations seeking to implement strategies for differentiating technology-based
marketing.

Digital technology has tremendous benefits, it allows them to capture rich data
such as photos, videos, and online messages and social media posts [1], but also, the
increased mass use of smartphones will also have to be seen as an opportunity to
keep customers connected. As such, technology is becoming a preponderant, if not
central, element, pushing organizations to adopt digital marketing strategies.

According to Kotler et al. [2], companies should focus on offering new customer
experiences on three different levels: informative, interactive, and immersive.When-
ever customers need answers, seek to talk, and surround themselves with sensory
experiences, companies must be prepared to offer that.

However, marketing practices such as digital search and advertising, social media
interaction, mobile tracking and engagement, online purchase, and in-store shopping
experience, are increasingly powered by scalable and intelligent algorithms, with the
help of both technology powerhouses such as Google and Amazon and many other
smaller Marketing Technology (MarkTech) companies [3].

Similarly, ICT has had a great impact on the tourism sector. Technology has
transformed the tourismand leisure sectors over thepast twentyyears in somanyways
[4, 5]. ICTs provide unique opportunities for innovative organizations to redesign
tourism products to address individual needs and to satisfy consumer wants, in this
sense, the internet technology has revolutionized the promotion and communication
functions of tourism [6].

Considering the increase in demand for new forms of tourism, highlighting the
growing level of demand from tourists for the enjoyment of differentiating, rewarding,
and enriching experiences, the tourism sector has sought to constantly evolve and
adapt to market demands.

Among the contributions that technology is making to these sectors, Virtual
Reality (VR) is creating immense opportunities for the leisure and tourism indus-
tries [4], Especially because it allows the tourist to be more effectively involved with
the destination. Virtual reality technology uses a computer to create a more realistic
virtual environment, combined with the auxiliary functions of different detection
equipment, so that the user is completely immersed in the generated virtual envi-
ronment, and then interacts with the virtual environment through the man–machine
interface so that the user will have a kind of illusion like the illusion that the user is
in the real world [7].

Technologies capable of creating immersive environments, such as VR, are tools
that can play a very important role in attracting new visitors, due to their ability
to provide incredible experiences and maximize the likelihood that the visitor will
repeat and recommend the visiting experience [8].



Immersive Digital Marketing for Smart Cities Focusing Tourism 607

Nevertheless, marketing strategies, especially within the tourism sector, should
increasingly be transversal to the various moments, concerned, at first, with helping
the tourist to make the choice of destination, secondly, during the period of the tourist
experience, supporting and promoting more enjoyment of the tourist experience, and
finally, after the visit, allowing the tourist to give feedback and maintain interest in
revisiting.

Thus, technologies can, and should, integrate marketing strategies designed to
help and accompany tourists throughout the pre-visit phase, during the trip, and in
the post-visit phase.

Technological advancements are having a deep impact on the tourism sector,
since business management technologies (e.g., mobile technologies and cloud
computing, automation and advanced robotics, blockchain, data analytics), to tech-
nologies that produce innovative tourism products, services, and experiences (e.g.,
virtual/augmented reality, Internet of Things), and technologies that assist, under-
stand and connect with markets (e.g., data analytics, cloud computing, and artificial
intelligence) [9], since their combination, that is, the integration of different tech-
nologies, will foster the development of innovative and differentiating strategies,
which are shown to enhance competitive advantages and at the same time represent
value for customers.

New technologies make possible the convergence between the physical and
digital worlds supported by sensors that collect data arising frommutual interactions
between tourists and the environment [5]. Thus, we can highlight that the integration
of different technologies allows multisensory marketing strategies to be developed
and involve the tourist in immersive experiences, experiences which, in turn, can
contribute to getting to know the tourist and, depending on the interactions, their
motivations, and interests, and eventually, be able to influence their behavior, which
can be understood as immersive marketing.

Considering the efforts produced, in recent years, in the scope of Smart Cities,
where, Smart Cities have come out as a major initiative by various governments in
making citiesmore navigable andwelcoming to the expected population increase and
providing city dwellers a better living experience [10], being that Smart cities act as a
ladder for the establishment of smart tourism destinations, which utilize the available
technological tools, innovations, and techniques to enable pleasure, and experiences
for the tourist and profit for the organizations and the destinations [11], we believe
that it is useful that the conceptual model, proposed in this paper, considers the reuse
of all the infrastructure set up within the scope of smart cities.

After this initial contextualization, in the next chapters, we intend to frame the
perspectives of digital marketing and tourism in an era in which several disruptive
technologies prevail, and that will support the proposed conceptual model. Finally,
we conclude this paper with a brief reflection on the potential of aggregating tech-
nologies, under the vision of the smart city concept, as a lever in the development of
new marketing strategies focused on tourism.
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2 Perspectives for Digital Marketing

Marketing has faced major changes due to technological developments implemented
in everyday life. Businesses around the world have been hit hard by the COVID-19
pandemic, where periods of confinement and restrictions on mobility acted as an
accelerator for digitization, for customers and companies [2]. Probably, this behav-
ioral change will last beyond the crisis, and so companies should focus on offering
the new customer experience and be prepared. Still, larger companies will eventually
have a greater advantage over small and medium-sized companies, as they have a
larger budget and knowledge to keep up with and keep pace with the transition to
this increasingly digital era [12].

According to Kotler et al. [2], the most recent concept of Marketing 5.0 complies
with the application of humanized technology (humanized approach to technolo-
gies—by imitation of the human being) in order to create, communicate, fulfill and
enhance value throughout the customer’s journey. InMarketing 5.0, themain theme is
the so-called next tech, that is, a set of technologies that aim to emulate the capabilities
of marketers. They include Artificial Intelligence (AI), Natural Language Processing
(NLP), sensors, robotics, Augmented Reality (AR), Virtual Reality, Internet of
Things (IoT), and blockchain. The mixture of these technologies makes Marketing
5.0 [2]. These new-age technologies will be a crucial part of the future of marketing,
and it will be inevitable for companies to adopt them. For instance, the core busi-
ness of advertising, driven by big data and AI technology, is increasingly becoming
intelligent, from consumer insight to advertising information delivery and then to
advertising content production. With the incessant progress of cognitive computing
technology, it can be forecasted that in the future, intelligent advertisingwill continue
to step forward along the trend of “humanization” according to human needs [13].

In the post-digital period, no matter the generation, consumers have more
demands, less time to spend, limited attention, and have easily affected and shorter
customer journeys [14]. Furthermore, even if preferences and needs are dynamic,
opportunities are temporary, so companies need to be constantly aware of consumer
demands since, these change in a short period of time, and the opportunity for
companies to satisfy them is even smaller [3].

Specifically, AI refers to a set of programs and algorithms that replace human
capabilities, with more accurate and real-time results [15], which enables an anal-
ysis of the surrounding environment, acting in accordancewith the previously defined
goals. AI agents play a pivotal role, since they demonstrate a great capacity and effi-
ciency in data processing, on large scale [3].In the future, AI is likely to considerably
change both marketing strategies and customer behaviors [15]. AI assumes great
importance for brand management, mapping the customers’ journey. It subsequently
originates from the data analysis, the marketing and sales conversion funnel, permit-
ting to observe and drive the consumer, delivering the right information, services and
promotions, in the right time and situation [3].
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Although technologies are a generic lever for the creation of innovative strategies,
the tourism sector presents a set of unique opportunities and challenges that should
be considered when approaching and choosing technological strategies.

3 Tourism in Tech and Immersive Experience

In most sectors, the product becomes the experience, that is, it is important to have
good products and good services, but above all, to provide a good experience, because
the current and future generations are not interested in mass sales attempts made by
the brands, but rather by living different experiences. Brands will have to address
people by appealing to their emotions and creating unique sensations, instead of
being based only on reason, since most consumption reasons are emotionally and
subconsciously based [16].

Experiences constitute the essence of the tourism industry. Still, while the liter-
ature has recognized the recent impact of technology on experiences, its empirical
exploration remains scarce [17]. Several examples of the applications of AR and VR
techniques can be found in stores, tourism, hotel, restaurants, and destinations[18].
And immersive virtual environments, based on existing or upcoming technologies,
are changing the way tourism operators stimulate their customers before, during,
and after their experience [18, 19]. Yet, an extensive analysis of studies employing
such techniques in tourism-related studies is difficult to find [18]. Loureiro et al. [18]
provide and discuss the overall studies conducted between 1995 and 2019 on the
application of VR and AR in tourism and suggest the most influential articles so far.

There seems to be potential for immersive technology, such as AR and VR, to
attract tourists [20], to improve experiential outcomes [18, 21] and to create memo-
rable tourism experiences, for heritage tourism [22], cruise tourism [18], thematic
tourism/port wine [23] and many others. Moreover, rapid advancements in software
and hardware, as well as significant investments in current technology, have made
the application of AR and VR readily accessible [22]. VR and AR have undergone
technical evolutions over the last few decades including improvements in immersion
and the feeling of telepresence [18].

In tourism, Guttentag [24] refers that VR offers many practical applications
that deserve greater attention from tourism researchers and professionals as VR
technology continues to evolve, the number and significance of such applications
undoubtedly will increase. Planning and management, marketing, entertainment,
education, accessibility, and heritage preservation are six areas of tourism in which
VR may prove particularly valuable.

Useful information in 3D tourism sites such as the visual resemblance and overall
feel of the physical tourism destination, naturalistic elements, and images of cultural
authenticity can enhance the consumer experience of enjoyment [20] and satisfac-
tion with memorable experiences [18]. Three-dimensional virtual worlds provide
opportunities for destination marketing organizations to communicate with targeted
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markets and potential visitors, creating destination awareness in a rich environment
[24].

The use of new technologies, although it is still scarce in tourism literature, is
gaining momentum and will be the future [18].

In this context, the designof newmodels capable ofmaximizing theuseof different
technologies, according to a holistic view, appears as an opportunity to differentiate
tourist destinations, making them not only technologically smart destinations but
above all focused on providing smart information and services.

4 Proposed Conceptual Model

As mentioned in the previous chapters, there is no doubt that recent technology
developments will increasingly enhance the promotion of territories and the ability
to develop new and innovative marketing strategies. However, the existence of tech-
nology, in itself, is no guarantee of success. It is imperative that technology is fully
interconnected and at the service of destinations/territories and their visitants.

The concept of smart cities emerges as a strategy to improve the quality of life
of citizens and visitors [25], making use of a set of new technologies, including IoT,
sensory devices, big data, wireless sensor networks, geospatial technology, among
others [26].

In our view, an adequate approach is the vision of technological interconnection
materialized in the so-called smart cities where this interconnection is enabled by
IoT. As such, according to [27], smart cities are an important domain that is currently
very much in vogue and where IoT plays an important role in its implementation.
In this way, technology is, according to [28], what makes a city smart, in the view
of many people. Also, studies carried out in the field of smart cities show that smart
cities attract an increasing number of tourists [29].

Assuming that a smart city is a space inwhich technology is embedded in the over-
whelming majority of its physical spaces, highly interconnected and at the service
of several computational systems with multiple purposes for different players, Fig. 1
proposes a conceptual model capable of materializing the concept of immersive
marketing, with a focus on tourism. The proposed model begins by identifying the
three moments of a tourist visit—before, during, and after the visit. This is the cycle
of a visit to a given destination.

Before a visit, a tourist is hungry for information about the destination he wants
to choose or has already chosen. As such, it uses a wide range of information sources
to satisfy its doubts/interests. It is here that tourists will naturally resort to social
networks and/or specialized websites. In the proposed model, this is the first stadium
where information about the profile of the potential visitor should begin. In this
research process, the tourist will give a set of indications about their profile, which
is materialized by their choices when searching, questioning, and interacting with
various sources of information. It is at this stage that “the destination” should get to
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Fig. 1 Proposed conceptual model of an immersive marketing strategy for destinations

know the tourist and his profile. VR can play the upmost important role in this stage,
innovating with an immersive experience of knowing a destination before visiting it.

During the visit, the visitor is hungry for information about everything he sees
and will be increasingly demanding about the mechanisms at his disposal to interact
with the spaces and get answers to his doubts or concerns—with a high level of
personalization. A smart city (through all its embedded technology) must be able to
use its sensory layer to identify and recognize the visitor trying to anticipate andmatch
their desires (e.g., for information, services), using their layer of actuators (e.g., audio,
video, Apps) to provide information and/or access to services in a personalized way
and tailored to the visitor’s profile, circumstance, and location. It should be noted
that this will only be possible because in the previous stadium (before the visit)
information about the visitor’s profile was collected. In addition, all interactions that
the tourist makes with the system should be used to improve their profile and to
improve the intelligence quality of the system as a whole. It is at this stage that
“the destination” begins to respond effectively and innovatively to a visitor who “in
practice already knew” and that as there are interactions, get to knowmore and better.
This stage generates satisfaction in the visitor who feels welcomed.



612 C. R. Cunha et al.

Finally, after the visit, the visitor wants to remember, share, and renew the expe-
rience of the visit. This phase is extremely important because it will tend to generate
the opinion that the visitor had that will influence their future travel decisions, as well
as everyone with whom the visitor shares their emotions. It is at this stage that “the
destination” will be able to assess the degree of effectiveness and efficiency offered
to the visitor—the degree of success of the visit.

It is important to mention that these three moments are stages of a visit cycle.
And, as such, they feed in perpetual motion. Improving with each visit, with each
visitor, with each common profile.

The basic component of the proposed model (IoT and all the technology that is
connected to it) represents the support that allows the model to be able to assimilate
information about the visitor, building his initial profile (before the visit); be able to
process and combine visitor profile information and interactions in order to respond
appropriately and personalized to the visitor (during the visit); as well as being able
to use the information generated after the visit to understand the degree of success
of the visit—the degree of success “of the destination”. All the main players in the
destinations are associated with this technological combination (e.g., travel agencies,
influencers, tourist companies, hotels, managers of cultural spaces). This layer is the
materialization of a vast network of cooperation that, however, may itself be capable
of generating business opportunities thatwill enhance the creation of newcooperation
networks that will satisfy them.

5 Conclusion

The changes that have taken place in recent years, both in society and in business, have
moved towards a technological revolution, in general, and particularly, in organiza-
tions, especially in the way they manage their relationship with their target audience.
This reality has led companies to become more agile, virtual, and collaborative.

In the near future, in addition to a digital revolution, entities and the market
will also undergo a cultural revolution, and the relationship with customers must
be increasingly human. Words such as Onlife (merge online and offline), One-to-
Moment, Human-to-Human, Emotion Marketing, and Human Touch will be present
in marketing strategies, as they allow empathy to build a close relationship between
brands and customers [16].

This reality becomes challenging for multiple areas of knowledge—marketing is
no exception.

This technological revolution, where different technologies are increasingly inter-
connected and embedded in physical spaces, has allowed the creation of smart spaces,
its greatest example being the creation of smart cities. In this context, Marketing—
which, par excellence, lives at the expense of maximizing the interaction of the
trinomial company/product/customer, will be able to extract minimal potential from
the aforementioned technological revolution. There was never, like today, such a
great capacity to follow and understand the aforementioned trinomial.
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In the context of tourism and tourism marketing, new opportunities open up to
support the life cycle of a visit to a given destination in an innovative and effective
way. Knowing the profile of the potential visitor (before), responding effectively,
intimately, and assertively during the visit, and being able to measure the success of
the visit (after), reveals the enormous potential that marketing has today to make a
CRM suitable for promoting destinations and generating business opportunities.

This article, after framing the context of digital marketing under the scenario
of the technological revolution of recent years and under the aegis of smart cities,
reflects on the potential of recent technologies in the context of tourism and the cycle
of a visit to a given destination. Finally, it presents a conceptual model that presents
itself as a manifesto for reengineering of thought that, today, can be operationalized
and that would greatly help in the sustainability and business creation of destinations
and their territories, as well as in the degree of satisfaction of the visitors. However,
the proposed model requires a dense network of collaboration so that it can be
operationalized—here lies an important limitation of the work presented.
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Are Colors Emotional Triggers in Digital
Branding?

Joana Sampaio Correia and Dora Simões

Abstract This investigation exhibits a real study of the influence of color in a digital
promotional product—social coupon. The paper’s goal is to analyze the perception of
color in graphic design, through the analysis of consumers’ responses. Following the
design-science research (DSR) approach through the development of the artifacts—
social coupons—the emotional influence of color was studied during the literature
review. Then, according to the DSR, the main problem was divided into iterative
cycles, in order to build and evaluate the artifacts designed to meet the identified
business need. After the development of innovative artifacts, a digital promotional
product was tested and redesigned, according to the user’s perceptions. Consumers
prefer colors that are associatedwith positive emotions and find tranquility and safety
the most related to blue color, sophistication to black color, comfort to white color,
brown as the most boring color, and red as the color which captures more of their
attention. This study brings new insights to brands, with the development of a new
framework and with its exploration about the emotional triggers of colors in the
design, determining how to best capture consumers’ attention and how to bring more
pleasant experiences to them.

Keywords Color psychology · Digital branding · Aesthetics · Emotional design ·
Digital promotional product · Social engagement

1 Introduction

Digital technological mediation in the purchasing market allowed for greater compe-
tition, leading brands to adopt new solutions and strategies that would lead them to
stand out in the public [17]. As part of the new digital strategies to acquire customers,
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social coupons emerged. Social coupons, as the name implies, are online discount
vouchers, which are available from a variety of companies through websites of daily
offers. Also labeled as “flash sales” or “daily deals”, social couponing is a form of
sales promotion that has enjoyed widespread popularity among hotels in the last few
years [14, 6]. Different from traditional coupons, social coupons not only have the
potential to promote short-term sales but maybe also used to increase brand identity
and awareness [6].

In business, interaction with consumers is typically understood as a process, not
a long-term relationship. By managing communication in both directions properly,
a relationship can be long-term. This tactic determinates the creation of a strong
relationship between consumers and brands with a two-way dialogue, communica-
tion, and cooperative interaction [4]. Thus, social engagement is a positive moti-
vational state in work and is characterized by passion, dedication, and immersion
[9]. Zheng et al. [28], reinforce that engaged people have confidence and support
the organization’s goals, have a sense of ownership, feel proud of the organization,
and desire to develop and survive in the organization. Therefore, the company must
tactically make the organization survive and improve. Marketers need to understand
engagement through the company/consumer relationship.

According to Gobé [12], sensory experiences are powerful, immediate, and
capable of changing people’s lives. So, product development must be developed to
awaken different senses in the consumer, stimulating at a visual level, by using some-
thing aesthetically pleasing and intuitive, mixing differentiated and bold textures
and shapes, making the product irresistible to everybody’s eyes. Thereby, emotional
design is essential to capture the consumer’s attention.

Following the design science research (DSR)methodology, this paper is structured
as follows:

1. Introduction.
2. The aesthetics of digital branding.
3. Design science research.
4. Artifacts—social coupons proposal.
5. Evaluation and artifacts re-design.
6. Final remarks and business implications.

2 The Aesthetics of Digital Branding

According to Labrecque and Milne [18], color attracts consumers and may shape
their perceptions, acting as a marketing tool. Through color, a brand may be able
to establish a visual identity, create strong relationships with its target audience and
position itself vis-à-vis its competitors in the market.
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2.1 The Emotional Side of Involvement

Vaughn and Leff [25], investigated the emotional component of the involvement
perceived in the product categories, outlining a theoretical perspective to envision
it. Therefore, they added a second orthogonal dimension to the concept of high
and low involvement. The second dimension added is “thinking versus feeling”.
This framework (Fig. 1) is based on the traditional model, which implies that high
involvement products require an early cognitive orientation, while low involvement
products aremore suitable for an affective or non-informative appeal [10]. Expanding
engagement over an orthogonal continuum of thought allows for a more complex
approach, in which perhaps the excitement that accompanies certain purchases may
be taken into account [20].

The first quadrant corresponds to the greatest involvement/thinking and implies a
great need for information due to the importance of the product and to the issues of
thinking about it. The second quadrant involves the decision of the product, but the
specific information is less important than a holistic attitude or feeling towards the
product. The third quadrant corresponds to low involvement/thinking and decisions
about products in this area, which may require minimal thinking and a tendency to
form buying habits for convenience. The fourth quadrant is low affective involvement
and is reserved for products that satisfy personal tastes [25].

The challenge for advertisers is that each quadrant has its peculiarity. There-
fore, they require different types of advertising. This concept is intuitively attractive
because it allows the emotional aspects often associated with certain products to
be recognized and incorporated into the advertising strategy [20]. Different prod-
ucts require different needs. Consequently, they require new marketing strategies

Fig. 1 Framework of the emotional side of involvement. Adapted from Vaughn and Leff [25]
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focused on visual stimulus. Thereby, aesthetics become a new marketing model
that guarantees companies the possibility of approaching consumers through a wide
variety of sensory experiences. Thereupon, it benefits both consumers and brands by
promoting customer satisfaction and loyalty [8]. The design and aesthetic quality of
the product are increasingly important in the market, where many of the basic needs
of customers have already been known. As the essential attributes of the products
(such as quality and functionality) becomemore andmore homogeneous, companies
resort to products’ less tangible resources, so that they become recognizable [22].

Nowadays, aesthetic is the element that makes the distinction between products,
according to the fact that technical functions are easily copied [24]. It is essential
to create new products based on their visual qualities and their appealing aesthetics.
The best way to accomplish success in companies is closely related to the concept of
aesthetics because, in addition to influencing consumer behavior, it will also affect
corporate identity and brand image [21]. For example, the ZARA Company (Fig. 2),
one of the main brands of the INDITEX Group is a successful model that managed
to use aesthetics from the beginning, as an advantage to create its own identity.
As such, through the company’s name, logo, website and own style, corporate and
brand expressions, it is possible to illustrate how the company managed to create a
positive image among consumers, using aesthetics [8]. In March 2020, due to the
Coronavirus lockdown, ZARACompany discovered a visual strategy adapted to this
phase (Fig. 2), through a short animation, using the increase and decrease of the
tracking as a metaphor for social distance, creatively and positively.

It should also be noted that the visual aspect influences the perception and conse-
quent emotion in those who spot the product for the first time. As such, many brands
try to provoke reactions and feelings in the consumer through an attractive design that
stimulates triggers in those who are perceiving the product [15]. Color, shape, pack-
aging, design, and aesthetics will arouse emotions and consequently bring “desire”
and attraction for the product. A good example of the aesthetic influence on consumer
choice, more specifically in pop art, is the well-known cans of tomato soup from
Campbell’s. Through the repetition and uniformity of advertising, Andy Warhol
reproduced in detail the same image on each screen, imitating the characteristic
repetition of mass production and the uniformity of advertising, modifying only the
label related to the variety of each can [15]. Thanks to Andy Warhol, Campbell’s
iconic design has become a reference in pop art forever.

Similarly, to Campbell’s Soup Cans, Coca-Cola bottles are also a great example
of how a visually interesting aesthetic can captivate and win back the public. It is
therefore also considered an icon of mass culture. The Coca-Cola bottle’s exclusive
concept emerged from the defensive marketing strategy carried out in 1915 when

Fig. 2 Animation of the
ZARA Company, during the
Covid outbreak (https://
www.zara.com)

https://www.zara.com
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the brand was losing market share and therefore decided to launch a national compe-
tition for a new bottle design. Its bottles were strategically designed, so, in case of
breakage, its pieces would allow it to recognize that it was a bottle of Coca-Cola
and its shape should be so particular that it could be easily recognized in the dark
[1]. Given the exclusivity of the bottle, consumers would realize that Coca-Cola
was a premium product that should not be confused with any other coke presented
in a transparent glass bottle. This characteristic and original packaging represent
the brand in an aesthetically simple, minimalist, and classic way. That’s why the
consumer is attracted to the brand [23].

Beardsley [3], argued that experiences and aesthetic values are linked to emotional
reactions. Therefore, he emphasized that it is necessary to make an in-depth study
of emotions. Starting from the need to explore emotions, the terms “neurodesign”,
“neurobranding” and “neuromarketing” have emerged. According to Krajnovic et al.
[15], neurodesign may be combined with neurobranding, focusing on the study of
emotions, trying to awaken desired emotions in consumers through colors, scents,
design, and music. It is essential to create a synergy of all sensations. A unique
experience where all the senses are represented, and which so strongly affects the
decisions of everyone. By stimulating all the senses, you will start a sequence of
unstoppable associations, creating a new emotional state. In the authors’ opinion,
emotion is the new “weapon” of the twenty-first century.

2.2 Color Psychology

Color is an important variable that affects the consumer’s perception in advertising,
creating associations and visual stimulus. Table 1 summarizes the influence of color
on the consumer’s mind, through the colors: white, yellow, orange, red, pink, purple,
blue, green, brown, grey, andblack.Thefirst column identifies themeaning associated
with each of the colors mentioned. In the second column, tones are characterized
according to their warmth: warm, neutral, or cold [7].

Thus, the colors yellow, orange, red, and pink are identified as warm tones; the
colors purple, blue, and green as cold tones and finally, the colors white, brown,
grey, and black are identified as neutral tones. Then, the third column shows which
colors are associated with positive or negative emotions. Warm tones lead to positive
emotions and cold tones to negative emotions. Regarding neutral tones, the emotions
associatedwith themmay vary, according to the intensity of the color. For example, if
the color is light grey, it can transmit neutral to positive emotions, while darker grey
and black colors will bring negative characteristics [7]. In the next column, the colors
are classified according to their intensity, exploring if a certain color can confer a
high, moderate, or low significance [27]. Black and white are considered pure solid
colors, thus, they are not evaluated through this category. The last column presents
some affiliations to certain colors, resulting from individual and cultural experiences
[13]. Examples of these cultural experiences presented are the association of white
color with purity and religion, while black is associated with death and funerals. On
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Table 1 The emotional influence of color on consumers

Adapted from Labrecque andMilne [18], Clarke and Costall [7], Grossman andWisenbilt [13], and
Wexner [27]

the other hand, there are colors culturally associated with luck, such as yellow, due
to the shooting stars and the wish requests associated with this astronomical event.
In addition, green can also be related to luck, according to the lucky clovers and the
Irish tradition of St. Patrick’s Day. Other colors are related to terror and blood, as
is the case of the association between the color red and Hitchcock’s horror films.
On the other hand, red can also relate to love and Valentine’s Day marketing. It is
also relevant to mention which colors are associated with the gender: pink for the
female and blue for the male, according to the traditional culture [18]. Finally, the
last column specifies brands’ colors of social coupons and their association with each
of the colors under study.
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3 Design Science Research

The implementation of design science research (DSR) needs to be both objective and
systematic [26], as with all investigations. According to this thought, DSR is parallel
to instructional design in several ways. This methodology aims to answer questions
related to the usefulness of the developed artifacts and their motivations (“What use
does the new artifact provide?” and “What demonstrates this usefulness?”). The core
of the design sciences is its focus on utility [11, 5].

3.1 Development of an Innovative Purposeful Artifact

As stated earlier, the design of an artifact, its formal specification, and an assess-
ment of its suitability, often in comparison to competing artifacts, are essential for
the investigation of design science. These should be combined with behavioral and
organizational theories, to develop a deep understanding of the problems, contexts,
solutions, and approaches to business assessment, to serve the research communities
[11]. This methodology is considered a theory of design, so, it is essential to detail
the relevance of its cycles. The design cycle begins with the awareness of the problem
or situation, which, as a rule, is usually large and complex [16]. Then, the model is
evaluated and refined in consequent design cycles. The evaluation method of these
cycles is iterative, so the evaluation is not considered the final stage: the circumscrip-
tion/limitation that occurs after development and the consequent evaluation is an
extremely valuable stage [5]. These design sciences represent real-world problems
and are focused on the creation and evaluation of new products/artifacts. Thus, it has
its core on their design, implementation, and evaluation, and on the understanding of
previously created artifacts, according to their experimental and innovative design.
This methodology is inclusive and iterative, aimed at the development of digital arti-
facts, which are objects created by humans and part of the sciences of the “artificial”
[19].

Hereupon, the first phase of the research was focused on the awareness of the
problem and the analysis of the main aspects related to design and their influences
on consumer’s preferences, as presented in Fig. 3.

A questionnaire was developed, to obtain data about consumer color preferences.
This questionnaire had 152 participants from all digital generations: 69.7% female
and 30.3%male; 53.3% from Gen Z (1995–2010); 20.4% from Gen Y (1982–1994);
19.1% fromGenX (1965–1981); 7.2% fromBaby Boomers (1946–1964). The ques-
tionnaire was divided into four different sections. The first one was focused on the
emotional influence of color on consumers, through the literature review performed.
Thus, 9 color palettes of different brands that use social coupons were presented:
Retail Me Not, VoucherCloud, Coupons.com, Pouch, Beruby, Prozis, Continente
(Sonae), and McDonald’s. The second section of the questionnaire displayed two
colors: red and black and asked the inquired to select which of the presented emotions
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Fig. 3 Design science research

was themost relatedwith each color, exploring the duality of the two colors. The third
section explored the associations between colors and brands, through their emotional
design. Thus, the inquired had to write which brand they associated with each color:
red and yellow. The fourth and last section presented 6 emotions: tranquility, sophis-
tication, comfort, safety, boredom, and attention, and it was asked which color was
associated with the listed emotions.

Data were analyzed in SPSS (24 Version) and inMicrosoft Excel (16.39 Version).
Afterward, the artifacts were designed with Adobe Illustrator 2019.
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3.2 Evaluation and Re-design of the Artifacts

The artifacts were evaluated through a first questionnaire directed to consumers, as
mentioned previously. This questionnaire studied consumers preferences’ through
four different groups of questions: color, the duality of color, the color of brands,
and emotional design. A group of simple coupons—social coupons—with different
colors and shapes was also presented. The emotional side of design was explored
through a social engagement tool: social coupons. First, respondents chose the most
attractive color palettes on the first question. Then, they decided if red and black
were most associated with positive or negative emotions. On the third question, they
responded spontaneously, mentioning which brand was more related to the colors:
red and yellow. On the last question of the questionnaire, the respondents had to link
the emotions: tranquility, sophistication, comfort, safety, boredom, and attentionwith
the colors listed: white, pink, blue, green, brown, grey, red, purple, black, yellow and
orange.

4 Artifact Description—Social Coupons Proposal

The artifact was developed, according to the framework presented in the last section
(see Table 2): a social coupons’ proposal. The grey shadows show consumers’
answers. According to the color palettes presented, consumers have a strong pref-
erence for the color palettes of the brands: coupons.com, Beruby, and Prozis. The
three-color palettes have warm tones. The first one has lighter tones of orange and
yellow, whereas both Beruby and Prozis have a darker tone of red. The color palettes

Table 2 Framework of the results
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of Coupons.com and Beruby both have the color blue, while Prozis is more centered
on the color red, complemented with black, white, and grey. Concerning the duality
of the color section, consumers chose positive emotions as much to red color, as for
the black color. The results of the third section show that the color red is particu-
larly associated with Continente and Coca-Cola, whilst yellow color is substantially
referred to McDonald’s. The last section shows that consumers identify the blue
color to tranquility; black to sophistication; white to comfort; blue to safety; brown
to boredom and red as the one that captures their attention.

According to the fact that respondents chose color palettes of the brands
“coupons.com”, “Beruby” and “Prozis”, they showed a predisposition to warm tones
and light shades of blue and green, with grey gradients. Thus, it would be relevant
to bet on the design of coupons where these colors were used.

The creative process of the artifacts started with some sketches. First, a simple
and flat-shaped coupon, with different corners—straight or rounded—was drawn.
Then, other similar coupons with different outlines were designed. After that, color
and shadows were added to the coupon, for it to look real. Based on the results
acquired during data collection (Table 3), a proposal of 9 coupons was developed
with different colors, illustrations, and lettering. Similarly, to traditional coupons,
the final version of the proposal is horizontal. The proposal is presented in Fig. 4.

The coupons numbered 4, 5, and 8 were drawn with warm tones of red, orange,
and yellow, with simple and significant illustrations, related to the discount theme.
Coupon number 2 shows a gradient betweenwarm and cold tones, softening the color
blue to orange. Then, two other coupons were developed: 6 and 9. These coupons
were designed using “comfortable” and “safe” colors: blue and green. Also, they
have a little texture (coupon number 6—“Mattress”) and some abstract illustrations
(coupon number 9—“Seal”). Then, another 3 coupons were developed: 1, 7, and 3.
These coupons mostly have warm tones, funny and soothing illustrations, with some
shades and experimental themes.

Table 3 Evaluation of the artifacts
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Fig. 4 Social coupons proposal

5 Evaluation and Artifact Re-design

Coupon proposals were evaluated through a focus group session validating them
with 9 individuals of different generations and different genders (see Table 3).

The validation of the coupon proposals in the focus group session provided new
insights to the study, showing the opinions and preferences of the participants. The
coupons were presented in a different sequence, to avoid bias in the results.

In general, it appears that, regardless of gender and age, the coupon that most
attracted everyone’s attention was coupon number 4—“Orange”. This coupon was
mentioned 7 times, and only 1 individual classified it as 1st choice. This participant
was male and generation X (see Table 3). On the other hand, this coupon was also
classified 6 times as the 2nd choice, by individuals of different ages and genders,
which shows a huge preference for this coupon in all generations. Participants’ pref-
erence for coupon 4 was justified by their color, illustration, content readability, and
creativity. A female per-son, belonging to generation Y described the colors used as
"cheerful and attractive, which capture our attention" and referred that "the colors
match each other andmotivate us to buy that product". Another individual, belonging
to the female gender, and to the BabyBoomer generation, mentioned that the drawing
itself attracted his attention the most: “very appealing design”.

In the end, new colored and vertical versions of the coupons previously designed
were created based on the previously obtained feedback from the focus group (Fig. 5).

Thus, only five vertical versions were created, according to the top choices of the
respondents during the focus group. These new versions are more adapted to digital
platforms and may become responsive in mobile versions.
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Fig. 5 The new social coupon’s proposal

6 Final Remarks and Business Implications

This study led to new insights to brands and businesses that could be published
through their social media, such as how to best capture consumers’ attention and
how to best develop digital promotional products for them. Also, the development of
a framework shows best practices, and presents the relevance of emotion in design,
in a digital age, whereas visual information is overloaded.

It would be interesting to make tests with a bigger number of consumers/users
in the future and to assemble neuromarketing tests, to better understand consumers’
expectations and motivations. Also, it would be relevant if brands had considered
customers’ feedback, privileging their comfort and a more intuitive and comfort-
able user experience, mixing traditional and digital strategies, displaying positive
emotions through a simple yet beautiful design.

The social engagement tools—social coupons—showed a great method to eval-
uate the emotional side of design. The “desired” discount is like a “trigger” and may
capture the customer’s attention. This, its visual aspect, as the study shows, reflects
that consumers are more engaged with colors that bring positive emotions, like red,
orange, and yellow colors, andwith safe colors like blue and green. Color psychology
helps understand social engagement on the web. Colors are linked to feelings and
decision-making, thus it is essential to create new products based on their visual
qualities and their appealing aesthetics. Through an attractive design with different
shapes and colors, a brand may incite reactions and feelings, stimulating triggers in
those who are perceiving the product.

According to the main question: “Are colors emotional triggers in digital
branding?”, it could be said that colors are emotional and engagement triggers in
digital branding and may head consumers to their tangible needs, determining how
to best capture consumers’ attention and how to bring more pleasant experiences to
them.

Acknowledgements Further research studies on this issue are detailed on a master’s thesis entitled
“The influence of design in the usage of social coupons” of University of Aveiro.
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The Brand-Cause Fit in the Advertising
Campaign for Sprite’s #YouAreNotAlone

Claudia Cachay-Marín , Francisco Arbaiza ,
and Eliana Gallardo-Echenique

Abstract Several authors have determined concepts related to the inclusion of social
problems in advertising. One of them is brand-cause fit, which refers to the condition
in which a brand and a social problem—with which the target audience feels iden-
tified—are conceptually united in a single communication proposal. The purpose of
this study was to analyze how university students perceive the brand-cause fit as a
communication strategy in Sprite’s “You Are Not Alone” campaign. A qualitative
methodology was adopted and semi-structured interviews were conducted with 24
university students of which 12 belonged to the LGBT community and 12 were
heterosexual. The participants positively perceived the brand-cause fit used as an
advertising strategy in Sprite’s campaign. Not only do they value the fact that brands
include social issues and problems in their communication, but they also claim that
it is the brands’ responsibility to do so.

Keywords Advertising · Brand-cause fit · Social discourse · Sexual minority

1 Introduction

For some years now, it has been argued that traditional advertising -based on func-
tional advantages and benefits- no longer works [1]. Consumers are no longer just
looking for a product or service that meets their needs; what they crave most is to
feel that the brand of such product or service understands and represents them [2].
Thus, new techniques such as cause-related marketing have emerged. This proposal
allows consumers to contribute to society through a purchase, under the promise
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that the brand will give a certain amount of profits to a social cause [3]. Consumers
have different interests in certain social causes such as the conservation of the planet,
discrimination, or inequality; therefore, these type of campaigns continue to grow,
managing to create a favorable situation for all stakeholders of the brand that promotes
the cause [4]. This form of communication has become a constant for many brands.
It is a strategy that not only increases sales, but also contributes to society [1, 5].

Contrary to the consumption proposal, social advertising arises as to a type of
communication that conveys values and principles so that consumers accept, modify
or abandon certain ideas or behaviors, and thus contribute to the improvement of
social problems [6, 7]. Brand-cause fit is the concept in which a brand and a social
“problem” are conceptually united to attain a new formof communication that creates
a link with the target. The brand strategically selects the social problem, which is of
interest to the target audience [8]. One reason why this form of communication is
becoming an option is because there is a growing trend in advertising called brand
responsibility, where the brand is linked to a social problem. Previous studies [8–10]
have shown that the existing fit between the brand and the social problem has a great
impact on the consumer.

Carrying out campaigns involving social issues is a form of advertising in which
realities are represented and new ways of seeing problems are constructed while
contributing to some social change [11]. Currently, several brands are choosing to
implement social campaigns to create a favorable association in the consumer’s
mind.However, choosing social discourse in campaign evidence certain social issues;
therefore, the brand must be aware and responsible, as it can have an impact on the
audience’s commitment to the issue and hence to the brand [11, 12]. Brand cause-fit
refers to a brand and a social issue that come together to create a concept and advocate
for this issue [8]. Thus, the brand takes a risk by deciding to engage in advertising
with a social discourse [13]. It is likely that the brand will find it difficult to manage
the balance between the marketing strategy and the social message; therefore, there
should be a fit between the social issue chosen and the company’s mission and values
[8].

Although brands are incorporating the support of social causes to improve their
brand image into their advertising strategies, there is still little research on how these
actions are affecting or influencing consumer decisions and attitudes towards them
[14, 15]. In addition, it is important that the cause at hand is consistent with the
brand-cause fit [4]. Creating campaigns with a social background is a trend created
by consumers; but how much this type of advertising influences consumer attitudes
is what needs to be researched [16]. Brands have power and influence in society and
can contribute to change [16, 17]. Cause-related marketing is seen as an effective
way to build the brand, increase sales, revitalize corporate values, create awareness,
and make corporate social responsibility visible.

This study analyzes the perceptions of students at a private university towards a
spot of Sprite’s ‘YouAreNotAlone’ campaign launched inNovember 2019 [18]. This
initiative proposed situations experienced by young people related to loneliness and
insecurity, through the Reddit platform, where they told their feelings anonymously
[18]. The brand then decided to extend the message to support the gay pride festival,
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and precisely this is the campaign analyzed. Therefore, the question that guides this
study is: How do university students perceive the brand-cause fit as a communication
strategy in Sprite’s ‘You Are Not Alone’ campaign?

2 Methodology

This study is situated in the interpretivist paradigm with a qualitative approach, to
understand how people interpret various situations according to their experiences
[19, 20]. Its design is phenomenological, where people describe some phenomenon
according to their own experience [19], the brand-cause fit as an advertising resource,
which touches on an important issue: the visibilization of the LGTB community. The
data collection technique was the semi-structured interview, which is perceived as
a purposeful conversation because, although it follows a question guide, it allows
further questioning to go deeper and understand what the interviewee is referring to
[21, 22]. An interview guide with 18 questions was prepared. Due to COVID-19, the
interviews were conducted via video calls using the Google Meet application. The
interview guidewas validated in the fieldwith the first interviewees [23]. Specifically,
question number two (Have you ever seen a spot of any brand where social content
is included?) was rephrased because some interviewees did not understand it.

A total of 24 university students from a private university participated in the
study, 12 belonging to the LGBT community and 12 heterosexuals. Students from
the different programs of the School of Communications were excluded since they
are familiar with advertising terms, biasing the results. All participants were chosen
throughpurposive sampling, in a non-randommanner, as the sample is highly variable
and not necessarily easily accessible [24]. This study took into account respect for
others, so participants were not allowed discrimination of any kind. Verbal consent
was obtained to record the interview, making it clear that everything said would
be used only for the purposes of this study [25]. The recorded interviews were
transcribed to facilitate the analysis process. Thematic analysis was chosen as the
method for analyzing the interviews in order to identify key concepts into categories,
or themes [26]. Each participant received an information sheet with the objectives
and guidelines of the study [25] indicating that they could withdraw from the study
without any prejudice; and, in order to respect their identity, each participant was
identified by codes (i.e., P14, F, LGTB).
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3 Results and Discussion

3.1 Brands Addressing Social Issues in Communication

Most of the interviewees recalled at least one advertisement that addressed some
social issue or theme. However, many of the examples given did not belong to Peru-
vian brands. They also mentioned that the Peruvian public is still very sensitive to
certain social issues and that brands do not dare to include them in their communica-
tion. Brands have become more inclusive in terms of their content, but this inclusion
can lead to negative effects, especially in audiences with opposing positions; there-
fore, brands often do not dare to take the final step for fear of their audience’s negative
reaction [27].

The reaction to brands that touch on social issues was positive; however, almost
all agreed that some brands address them influenced by “fashion,” in order to have
an inclusive brand image that is concerned about society, when in fact it is not
true. The response regarding the use of social causes came mostly from participants
belonging to the LGBT community. The students mentioned that advertising does
have a responsibility to society due to its power, that it is not enough to show the needs
of the individual to sell a product/service, but that it has to show the real context in
which he/she lives to bemore credible and real. Furthermore, the power of advertising
lies not only in its persuasive capacity but also in its presence in people’s lives and
in society [28]. Therefore, the existing relationship between social discourse and
advertising lies in advertising discourse harnessing the power it has for the change
and improvement of societies [29, 30].

I sincerely believe, being from the LGBT community, that the community is being used a
lot as a business, as something to sell more, as something to say “Hey, we support gays and
lesbians” (…) And to think that the LGBT community does not really need a commercial,
it needs to be defended, it needs to be more listened to and erase so many stereotypes about
them. (P14, F, LGTB)

I think advertising is a very interesting tool (…). We see it today in our phones, in the
streets. Nowadays, (…) advertising is a very useful tool not only to offer a product, to offer
a service, but it is a platform for many messages or some kind of interest that a company
wants or needs to show. (P11, M, LGTB)

Participants recognize that there are differences between the social issues
addressed in mass media (television, radio) and digital media (social networks)
in that sensitive issues are addressed more frequently in virtual platforms than in
broadcast media. One possible explanation is that Peruvians are still very sensitive
to certain issues. Although brands are afraid to address inclusion because of possible
reactions from their audiences, they have reconsidered their advertising content and
have begun to show an image with inclusive messages for mass audiences and no
longer for a niche market [31–33].
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3.2 The Social Issue Chosen by the Brand

Interviewees stated that it is important for brands or companies to have a clear position
in the social sphere, and to raise their voice when necessary, which is still not entirely
the case in Peru. It is important that there is a logical relationship between what the
brand says and what the brand is, otherwise consumers might think that they only use
certain social issues to profit from them and obtain more sales. The fit between the
social cause and the brand, where both should be consistent, can positively impact
brand equity, while a low-fit can be inconsistent with and distracting from the brand
equity as well as affect the consumer’s perceived value of the brand [4]. Additionally,
the fit between the social issue and the brand may impact both the final purchase
decision and the attitude towards the campaign [10, 34].

There is a lot of posing, which is a bit—how can I say it—more “performative.” What’s
more, they give an image that they do not necessarily share, saying that they are socially
responsible when they are not. (P08, M, No LGTB)

There does need to be a relationship between what they show in their communication
campaigns and the actions they themselves take at the organizational level or as part of social
responsibility, because otherwise the message they give is something banal or that they only
do to go along with “social fashions” (…) Sometimes I don’t know if they really want to
make the issue visible or if they just do it to sell. (P15, M, LGTB)

To determine whether the social issue is addressed to achieve a change, the
message should not be transitory and appear at convenient times, but on the contrary,
it should be constant. The efficiency of the effect of advertising linked with social
issues will depend on whether the brand focuses its attention on social issues that
need to be exposed [35]. Advertising has a social responsibility that implies the need
for ethics on the part of advertisers and publicists [2, 29].

For example, with movements such as for gay pride month or LGTB or racial campaigns,
they show a lot of involvement, but as soon as the moment passes, “bam”! they forget. For
just one month they care about LGBT people or people of color and then there is nothing.
(P05, F, LGTB)

On the one hand, participants showed a positive attitude towards brands that
address social issues only if the communication is genuine, constant, and risky; but,
on the other hand, the attitude was confused and offensive if there is no relationship
between the brand and social issues. There has to be a logical relationship (fit) in line
with the brand image between the social cause and the essence or perception that
consumers have towards the brand to obtain a positive attitude from users [3, 15].
The brand-cause fit uses a social issue in such a way that its audience is reflected and
identifies itself, thus achieving effective communication [8].

I would not value it if I see that the message they are trying to bring across with the commu-
nication campaign is not accompanied by the company’s behavior (…) otherwise for me it
is a job done halfway. (P16, M, No LGTB)

It is disrespectful for people who are looking for a change regarding this social problem
that a company only profits and does not contribute to anything —quote unquote— positive
(…) Because for an advertisement to help a social problem, this advertisement needs to show
the background of the problem and not simply sell the product. (P21, M, LGTB)
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3.3 Brands No Longer just Tell, They also Do

After watching Sprite’s ‘You Are Not Alone’ campaign, participants expressed
various positive feelings and identification with the LGBT community. For hetero-
sexual students, in addition to generating emotion, it also generated empathy to
recognize the privileges they have by not being part of a group repressed by society.
Although the spot is taken positively, participants agree that the perception they have
of the brand has neither improved nor worsened, but has remained the same. The
reason is that these types of issues should be common and “normal” in any commu-
nication. The power of advertising should not only be reflected in the commercial
aspect; hence, there are different social initiatives in advertising, such as the exhibi-
tion of relevant social issues and even the intention of educating people, which can
open important and necessary debates. Advertising messages have not only helped
social causes, but also initiatives to achieve change [11, 30].

They generate satisfaction, happiness because, finally, when you see content that goes
according to your convictions, to what you believe in, you feel happy because you have
found an organization, a brand that reflects your identity, what you think and, in a certain
way, this satisfies you. (P04, F, LGTB)

Sprite’s campaigns are really a bit more relaxed compared to Coca-Cola’s, for example,
which sells youmore the “OpenHappiness” and all those things; more active, more youthful.
They are aimed at young people, love, fun —what do I know— and I think it is in line with
what Sprite does. (P13, M, No LGTB)

For the interviewees, Sprite is a globally recognized and positioned brand, so it can
address sensitive and relevant issues; however, they believe that this would change if
the brand were small or not so recognized. Moreover, the fact that the product is not
the main focus of the spot was highly valued; this generated confidence and a feeling
that the communication is genuinely made to achieve a change or social awareness,
as it is not perceived that the ultimate goal is to obtain financial gains. Advertising
cannot necessarily radically change behaviors by making a spot, but it can put social
issues on the table and that can make a big difference given that consumers now
prefer brands [31] that use inclusive messages for mass audiences, leaving the idea
that they can only be made for a niche market behind [32].

Throughout the entire spot, at no time did I see anything that lasted more than five seconds
that was purely Sprite. It focused on what the person is like and that’s when you say: How
cool that the brand has taken the time and resources to do something as important as this!
(P17, F, LGTB)

I don’t know if such a short spot can change anyone’s mentality —I would like to think
so—, but it seems to me that at least seeing this spot might make other people curious, and
they might ask and find out more about it. (P02, F, LGTB)

4 Conclusions

How do university students perceive the brand-cause fit as a communication strategy
in Sprite’s ‘You Are Not Alone’ campaign? The university students positively
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perceived the brand-cause fit used as an advertising strategy in Sprite’s campaign.
Not only do they value the fact that brands include social issues and problems in
their communication, but they also claim that it is the brands’ responsibility to do so.
However, they are aware that there are many brands that take advantage of certain
social issues just to reach their audience, without having a real intention to help
society. The students mentioned two key factors to be able to differentiate Sprite as
a genuine brand from one that is not: (a) the message must be permanent and not
only for specific times; and (b) the brand must not only show but defend the cause
or social issue.

Regarding the fit that should exist between the brand and the social issue, there
needs to be consistency betweenwhat the brand says andwhat the brand is, otherwise
it would not only lose credibility, but would also generate a negative attitude. The
attitude towards Sprite’s campaign was positive because the brand is known for
its involvement in social issues. However, this would not influence the participants’
purchase decision, as they consider that addressing social issues should be something
normal. The literature states that in brand cause-fit the issue should be chosen for the
identification it haswith its audience, but this study showed the opposite. Sprite’s spot
was aimed at the LGTB community, but both participants from the LGTB community
and heterosexuals had the same positive reaction to the spot and to the brand. This
shows that what is important is not the user’s identification with the social theme
or issue, but that the brand must be genuine, consistent, responsible, and above all
honest when communicating these issues.

This study has two limitations.On the one hand, the study sampled a specific group
of students from a private university, so the findings cannot be generalized, but they
are transferable to participants with the same characteristics. On the other hand, it
was conducted during theCOVID19 pandemic and, because of it, the interviewswere
conducted online and most of the participants decided not to turn on their camera;
therefore, it was not possible to have the same interaction as with a face-to-face
interview. For future lines of research, the sample should be extended by widening
the age range, having as participants not only students but also people with different
occupations to analyze other advertising campaigns of other companies and/or brands
that involve other social issues that are sensitive for Peruvians.
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Consumer Bullying in Online Brand
Communities—Quantifying a Dark
Social Media Phenomenon

Oliver Warke, Jan Breitsohl, and Joemon Jose

Abstract Whilst authors in the marketing literature have made some qualitative
suggestions that aggressive consumer-to-consumer interactions (i.e., bullying) nega-
tively affect users’ social media experience, there is no quantitative evidence to
substantiate such propositions.Moreover, several studies emphasize that large brands
such as Nike and Coca Cola are reluctant to get involved when consumer interac-
tions turn hostile. Applying text mining techniques from computer science to a novel
phenomenon in marketing, this paper aims to provide a quantitative overview of
the prevalence and impact of bullying in online brand communities, and the poten-
tial effectiveness of brand responses. To this purpose, we scraped data from the
official Facebook community of 14 retail brands (e.g., Lidl, Tesco) for a 3-month
period, analyzed the content and sentiment of consumer comments that classified as
bullying, and ran t-tests to measure the impact of a brand response. Analyzing a total
of 49,866 comments, our findings offer detailed insights on the average bullying rate
for retailers’ online brand communities and significant variations in bullying between
these retailers. Furthermore, we show that bullying has a largely negative emotional
impact on community users, and that a brand who responds to bullying can cause a
substantial, positive sentiment shift. We thus offer theoretical and managerial contri-
butions to the novel and under-researched ‘dark side of social media’ in the digital
marketing literature.
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1 Introduction

Social media platforms such as Facebook have become an increasingly dominant
means for consumers to communicate with each other. However, market research
shows that comments on social media have become increasingly hostile, with over
50% of users experiencing different forms of aggression on a regular basis in both the
UK and the US [13, 24]. Aggressive communication behavior carried out on social
media is generally referred to as cyberbullying [20], and we use this term to encap-
sulate similar online phenomena such as hate speech, incivility or trolling. Meta-
analytic studies evidently show that being the victim of as well as merely witnessing
cyberbullying reduces one’s life satisfaction, emotional security, and performance
in daily tasks [25], and scholars have described it as one of the key social chal-
lenges of the twenty-first century [19]. Increasingly, cyberbullying takes places in
social media communities that are hosted by brands, hereafter termed ‘online brand
communities’. Take, for instance, the example from the H&M brand community on
Facebook in Fig. 1, on which consumers engage in an increasingly aggressive debate
about whether the brand promotes racism.

Fig. 1 Example of cyberbullying on H&M online brand community on Facebook
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Surprisingly, the marketing literature has so far largely ignored cyberbullying
behaviors and instead focused on the positive aspects of consumers’ engagement in
online brand communities [11].Authors highlight, for instance that such communities
offer consumers a number of social and functional benefits, whilst corporate brand
owners are able to learn about and interact with current and future target groups [5].
Evidence of ‘dark behaviors’ such as cyberbullying is scarce, and relies on online
observations and qualitative analyses, offering some insights on its psychological
and social underpinnings [15]; however, quantitative insights are largely missing and
have been called for [10]. For instance, Breitsohl et al. [6] use online observations
and manual thematic analysis to identify that consumers engage in different types
of cyberbullying, and call for complementary research that can offer insights on
the prevalence of cyberbullying across industries. Similarly, Dineva et al. [12] uses
online observations to uncover that brands largely do not respond to incidents of
cyberbullying in their official communities on Facebook, and they call for research
to provide evidence on both the negative social impact of such incidents as well as
a quantification of brand response behaviors. Likewise, several recent reviews on
the state of the digital marketing literature generally emphasize that more research
is needed in relation to negative interactions between consumers on social media
[21, 29, 35].

These calls for research motivate the present paper. Using a combination of text
mining techniques, we captured 49,866 comments over a period of three months
from the official Facebook brand communities of 14 UK and US retail brands (e.g.,
McDonald’s, Tesco). We used a combination of sentiment analyses, content anal-
yses, and statistical tests to identify the prevalence of cyberbullying, to measure its
emotional impact and to test whether a brand response makes a difference to how
consumers feel. Overall, our findings show that brands experience an overall bullying
rate (i.e., percentage of total comments that were classified as bullying) of 10.1%,
ranging from 50.85% for the retailer with the highest rate to 0.27% for the retailer
with the lowest rate. Moreover, we evidence that the impact of bullying includes an
increase in negative emotions of 5.61%and a decrease in positive emotions by 4.55%.
Finally, a t-test reveals that a response from a brand to a cyberbullying incident leads
to more positive sentiments compared to when the brand does not respond.

To the marketing literature, our findings contribute ecological validity to
the conceptualization of cyberbullying in online brand communities. Marketing
researchers increasingly highlight the importance of underlining theoretical proposi-
tionswith real-world evidence [33], andwe complement previous qualitative proposi-
tions with big data insights on the prevalence of cyberbullying.We also offer insights
on the emotional impact of cyberbullying in online brand communities, an areawhich
has rarely been looked at and is largely limited to a positive–negative valence [18],
whilst we unpick a set of distinct emotions such as anger and sadness.

To the technology and computer science literature, we further offer a methodolog-
ical contribution by combining three classifiers to improve the reliability and preci-
sion of our data. Prior research usually relied on one classifier to capture different
forms of cyberbullying [8],whilstwe highlight the utility of combining three different
classifiers that capture different nuances of cyberbullying.
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2 Literature Background

Cyberbullying describes any behavior performed through electronic or digital media
by individuals or groups that repeatedly communicates hostile or aggressivemessages
intended to inflict harm or discomfort on others [31]. Early studies on cyberbullying
were pre-dominantly conducted in relation to private online interactions via peer-
to-peer messaging or emails [16]. However, with the constant rise of public groups
on social media, the scholarly focus has shifted to cyberbullying that occurs on
communal platforms, including forums, blogs and socialmedia [34]. Scholars further
note that to qualify as cyberbullying, the elements of repetition and intention do not
need to be present when cyberbullying occurs on social media platforms. Slonje
et al. [28] suggest that messages on social media remain permanent, and as such
can be read again and again by both the victim and an audience. Moreover, the
heterogeneity of publicly accessible online communities renders individual’s ability
to understand the intent behind a message an increasingly difficult undertaking [5];
unlike interactions on more private channels such as emails, where those involved
tend to know each other and usually have a shared background, cyberbullying in
online communities tends to occur between strangers from different backgrounds,
making it difficult to decipher whether a message was meant to be harmful, and
therefore constitutes cyberbullying [4].

According to the psychological literature, cyberbullying can occur in a number of
different contexts, including interactions about gender issues, race, ethnicity, sexual
orientation, political opinions, and physical attributes [16]. The consequences of
being cyber-bullied range from lower life satisfaction, emotional security, and perfor-
mance in daily tasks [25] to lower emotional security and lower trust in social interac-
tions [31]. Meta-analytical evidence suggests that these consequences depend upon
the form that cyberbullying takes as well as how witnesses to a cyberbullying inter-
action react [19]. Different forms of cyberbullying lead to different outcomes; a
comment that uses humor (e.g., teasing) tends to be seen as less severe than comments
that use swearwords and no humor (e.g., harassment) [34]. Other than looking at
consequences, some authors have started to explore how authorities with some form
of social power may respond to cyberbullying. Free-hand approaches are rejected
due to the consensus that cyberbullying is harmful and needs to be prevented [19].
Likewise, researchers rarely include censorship in studies on cyberbullying inter-
ventions, perhaps because it does not prevent the bully to repeat his/her behavior
and fails to offer victims explicit (public) support [22]. However, based on research
in related fields, there seems to be a general agreement that Internet users support
freedom of speech and disapprove of censorship.

In comparison, consumer cyberbullying differs in three important ways. First, as
outlinedbyBreitsohl et al. [6], consumer cyberbullying takes place between followers
of brands that is in a consumption-driven context. Marketing research highlights
the importance of brands as an identity-central factor in contemporary (consumer)
societies [32], and the identification with brands in online communities can lead to
aggressive interactions [15]. Yet, whilst cyberbullying in the context of brands may
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lead to comparable interactions than those based on issues of race or ideology, the
psychological literature has so far not considered cyberbullying in a brand context.
A first indication that C2C interactions may differ comes from Breitsohl et al.’s [6]
study, identifying six types of cyberbullying, three of which have not been reported
in cyberbullying research before. Specifically, the authors highlight that similar to
other cyberbullying contexts, consumer in online brand communities s engage in
teasing, criticism, trolling and harassment, and they further identify two novel types
of cyberbullying, ostracism (ignoring other consumers) and camouflage (ambiguous
messages).

Second, the host of an online brand community (i.e., the corporation that owns
the brand) has a commercial interest in those involved in consumer cyberbullying
(i.e., its brand followers), which is likely to affect the governance mechanisms [26].
Existing work in cyberbullying concentrates on the perspective of parents, teachers,
legislators and independent, non-commercial forum hosts [34], all of which are in
non-commercial relationships with the parties involved in cyberbullying. In contrast,
brand followers represent actual or potential customers that represent commercial
value to the corporate community host. Consequently, in fear of losing customers,
corporate brand owners will be less likely to engage in authoritative interventions
that punish, or lecture bullies as is common to other forms of cyberbullying. Dineva
et al. [12] for instance shows that 5 out of 6 corporate brand owners hosting an
online brand community choose not to respond to aggressive consumer interactions
at all, whilst such non-intervention is not considered in the psychological literature.
Similarly, brand followers are likely to be aware of the commercial power they hold
over corporate brand owners [11], and this may be reflected in their reactions toward
corporate interventions.

In sum, consumer cyberbullying is unique in its consumer brand focused inter-
action context, its commercial consequences, and its corporate host (i.e., the brand).
However, marketing knowledge to this regard is limited, and there is little large-scale
quantitative evidence on its prevalence, how it affects other consumers, and whether
a brand response can be impactful.

3 Methodology

We implemented a data crawler to collect consumer comments. Fourteen interna-
tional retail brands were selected, including Tesco, Asda, Aldi, Lidl, Morrisons, and
Marks and Spencer’s, Primark, Dr Martens, and Next, Costa Coffee, KFC, Subway,
Greggs, and McDonald’s. Python was chosen as the language to use due to its fast
deployment, ease of use, and a vast array of supporting libraries. We decided to
use the Facebook mobile site instead of the regular Facebook site since data can be
accessed more readily. To navigate the site and load comments dynamically, Sele-
nium, a web automation tool, was employed. Selenium allows the browser to mimic
a human’s actions, such as entering search queries and pressing buttons. We then
used Beautiful Soup to analyze the downloaded page. Beautiful Soup is a library
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designed to help get data from a webpage’s HTML code and helps cleaning the data
from the webpage before identifying its elements. As each comment was processed,
data was then inserted into the MongoDB database.

We then employed as set of classifiers. Classification involves implementing
machine learning algorithms [7] to train classification models. These models group
input data into a set of predefined groups, predicting to which group each given
piece of input data belongs. For this paper, we used sentiment and emotional classi-
fiers. Sentiment classifiers frequently group input data into three categories; positive,
negative, or neutral (neither) by producing a sentiment score using the classification
model [23]. Emotional classifiers can categorize data as a variety of emotions such as
happiness, sadness, anger, and fear [27]. In lack of applicable cyberbullying classi-
fiers, we used the hate speech and offensive language classifier from Davidson et al.
[9]. The classifier can categorize text as ‘Hate Speech’, ‘Offensive Language’, or
‘Neither’, has proven a high reliability in recent research and was used by others in
the past to identify cyberbullying [14].

We further used NLTK sentiment analysis with VADER [17] combined with
two classifiers. First, the NRC Lexicon python package by Bailey [3], a crowd-
sourced lexicon with manually assigned annotations for each word which makes
use of the NRCWord-Emotion Association Lexicon and uses approximately 27,000
words. Second, to capture the constantly growing use of emojis [1], the text2emotion
classifier [30] uses a custom lexicon and theNLTK library alongside the emoji library
to assign emotions to emojis, allowing their inclusion in the classification of a piece
of text. The NLTK library further allows for tokenization and word lemmatizing. We
used the following definition for a comment to be deemed as cyberbullying:

A comment chain containing a comment classified as having a significant nega-
tive emotion by one of the emotional classifiers or classified as hate speech by the
third classifier or classified as offensive languagewith strong negative sentiment. The
comment chain would then have to contain another comment by a different consumer
which met the same criteria. This definition is in accordance with suggestions by
Breitsohl et al. [6], describing consumer cyberbullying as a social media interac-
tion process in which one consumer makes a potentially offending comment toward
another consumer; ‘potentially offending’ includes comments that contain any form
of interpersonal aggression (e.g., hate speech, insults), but also non-aggressive
disagreements (e.g., constructive criticism, light teasing).

4 Results

Overall, our descriptive statistics show a total of 5035 bullying instances from 49,866
comments (10.1%). Bullying rates had a range from 0.27 to 51.85%. However, the
percentage varies widely between brands. Interestingly, KFC recorded the largest
bullying rate (51.85%), followed by Sainsbury’s (45.04%). The mean across the
brands was 15.13%, and the median was 8.82%. These results are illustrated in Table
1.
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Table 1 Comment totals and percentage rates

Brand Brand
comments
(totals)

Bullying
comments
(totals)

All captured
comments

Bullying rate
(%)

Brand response
rate (%)

McDonalds 45 629 8634 7.29 0.52

Morrisons 31 906 10,641 8.51 0.29

Tesco 116 449 3556 12.63 3.26

Aldi 113 622 8092 7.69 1.40

Lidl 84 331 3222 10.27 2.61

Costa Coffee 63 647 3043 21.26 2.07

KFC 0 70 135 51.85 0

Subway 3 206 1096 18.80 0.27

Sainsbury’s 76 499 1108 45.04 6.86

Primark 108 2 730 0.27 14.8

Greggs 6 52 587 8.86 1.02

Next 5 37 422 8.77 1.18

M & S 41 560 7876 7.11 0.52

Dr. Martens 28 25 724 3.45 3.87

The results presented in Table 2 show the range of emotions experienced by
consumers in response to bullying, in the form of the percentage of the total emotions
experienced that a particular emotion contributes. The full range of detected emotions
consisted of those grouped as negative (anger, fear, disgust, and sadness) and positive
(trust and joy). The results from the analysis show that all emotionswithin the negative
emotions group occur at a higher rate (5.61% higher) within bullying instances than
in non-bullying instances, and all emptions in the positive emotions group occur at
a lower rate (4.55% lower) within bullying instances than in non-bullying instances.
Interestingly, trust experiences the largest score for both bullying and non-bullying.

Table 3 shows the mean sentiment score observed across each community. The
Vader sentiment intensity analyzer was used to obtain these scores and scores senti-
ment on a range of−1 to 1, with−1 being extremely negative and 1 being extremely
positive. To test the effect of a brand response on consumer sentiment, we ran a
two-sample t-test (two-tailed). Our findings indicate that it makes a significant differ-
ence (t(602) = 5.6, p < 0.001) in relation to consumers’ sentiment when comparing
bullying interactions to which a brand responds (M = 0.21, SD 0.5) with bullying
interactions to which a brand does not respond (M = 0.08, SD 0.45); in other words,

Table 2 Comparison of emotions after bullying versus no bullying comment chains

Surprise Fear Sadness Disgust Anger Trust Joy

Bullying 5.04 6.71 6.61 4.51 5.92 13.36 9.75

Non bullying 5.95 5.73 5.9 3.92 4.74 14.95 11.64
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Table 3 Mean Vader
sentiment score observed on
each brand page across
comment chains with and
without a brand response

Brand No brand response Brand response

Morrisons 0.04 0.08

Aldi 0.14 0.18

M&S 0.06 0.2

Dr. Martens 0.18 0.28

Next 0.03 0.11

Greggs 0.14 0

Sainsbury’s −0.04 0

Costa Coffee 0.02 −0.06

McDonalds −0.04 0.16

Tesco 0.06 0.23

Lidl 0.11 0.09

when a brand responds, the consumer sentiment is more positive. It is important
to note that whilst the sentiment analysis shows a larger positive difference in the
mean compound score when the brand was present (0.21) than when it was not
present (0.08), it does not indicate an overall shift of negative comments to positive
comments; rather, it signifies a consistent increase in the mean comment sentiment
after a brand intervention. Table 3 illustrates the sentiment shift per brand.Whilst the
majority of supermarket brands had a positive sentiment shift, there are significant
variations. For example, Tesco had a sentiment shift of 0.17, whilst Aldi had a shift
of 0.04. Presumably, this has to do with the content of the brand response itself.

5 Discussion and Conclusion

This paper set out to offer first quantitative insights on the prevalence and impact
of consumer brand bullying in online brand communities, as well as the usefulness
of an intervening response from the brand. Our results substantiate the ecological
relevance of this new phenomenon, indicating that 10.1% of comments in online
brand communities relate to an undesirable consumer interaction behavior. Whilst
prior studies had provided initial evidence on its existence [9, 15], we are first to
offer quantitative evidence on the extent to which cyberbullying permeates commu-
nities, thus complementing and contributing to its theoretical relevance. Interestingly,
bullying rates differed between different retailers, and future research should explore
the reasons for these differences. For instance, do some brand systematically censor
all negative consumer comments so that we did not observe anything—as suggested
by Stephen [29] for instance—or are the consumers of a particular retailer less likely
to engage in bullying because of some moderating characteristics (e.g., social class,
reputation of retailer) as pointed out by Dineva et al. [12, 2]? Practitioners can benefit
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from comparing their brand to others in the industry, and perhaps consider if their
customer base needs explicit rules of interaction when bullying rates are high.

Our findings also contribute to the literature by offering empirical evidence on
prior suggestions that cyberbullying has negative consequences. In the marketing
literature, studies have suggested that hostile comments can have positive results
(e.g., attracting more comments and increasing engagement; [18]), whilst others
suggest the opposite [2], yet without being able to verify this perspective. Our results
that cyberbullying increases negative emotions, and decreases positive emotions,
indicates that on a large-scale, consumers do not seem to receive these comments
positively. This raises further questions as to whether specific emotions translate
into subsequent negative behaviors such exiting the community [12]. Moreover,
researchers are encouraged to investigatewhy some emotions are stronger than others
(here: trust), and if this is consistent for both bullying and non-bullying. For instance,
Breitsohl et al. [6] suggest that some forms of bullying can be more ambiguous and
lead to emotional confusion. In any case, our result suggests that practitioners need
to acknowledge, and address, cyberbullying as a consumer behavior that negatively
impacts how their brand community users feel.

Finally, authors in the marketing literature who had observed that most brands do
not actively intervene in cyberbullying have called for quantitative evidence on brand
response effectiveness [2, 12]. Our finding that in most cases, consumer sentiment is
significantly more positive when a brand responds to cyberbullying addresses such
calls, and highlights the importance to investigate brand response strategies in future
research. In particular, given that some brands’ responses (e.g., Tesco) are able to
cause much larger sentiment shifts than others (e.g., Aldi), investigating specific
response characteristics (wording, tone, timing) that can explain these differences
are a fruitful area of future research. Recent studies in a non-profit context already
indicate that brands may make use of a variety of strategies [10] that if effective,
improve an organization’s image [11]. For social media content managers, our find-
ings encourage joint, industry-wide efforts to learn from one another and co-develop
effective response messages.

To conclude, our paper provides a first step toward bringing cyberbullying to
the attention of marketing researchers and practitioners alike. Given that 10.1% of
comments classify as cyberbullying, and that a brand who responds can have a
positive emotional impact on its consumers, this study contributes to a new stream
of research to tackle one of the key social challenges of the twenty-first centuries
[19] within the realms of digital marketing practice.

References

1. Alshenqeeti, H.: Are emojis creating a new or old visual language for new generations? Asocio-
semiotic study. Adv. Lang. Literary Stud. 7 (6) (2016)

2. Bacile, T.J., Wolter, J.S., Allen, A.M., Xu, P.: The effects of online incivility and consumer-to-
consumer interactional justice on complainants, observers, and service providers during social



650 O. Warke et al.

media service recovery. J. Interact. Mark. 44, 60–81 (2018)
3. Bailey, M.M.: NrcLex. https://github.com/metalcorebear/NRCLex (2019). Last accessed

2021.09.01
4. Bollmer, J.M., Harris, M.J., Milich, R., Georgesen, J.C.: Taking offense: effects of personality

and teasing history on behavioral and emotional reactions to teasing. J. Pers. 71(4), 557–603
(2003)

5. Breitsohl, J., Kunz, W.H., Dowell, D.: Does the host match the content? A taxonomical update
on online consumption communities. J. Mark. Manag. 31(9–10), 1040–1064 (2015)

6. Breitsohl, J., Roschk, H., Feyertag, C.: Consumer brand bullying behaviour in online
communities of service firms. In: Service BusinessDevelopment, pp. 289–312. Springer (2018)

7. Brew, C.: Language processing: statistical methods. In: Brown, K. (ed.) Encyclopedia of
Language & Linguistics (Second Edition), 2nd edn, pp. 597–604. Elsevier, Oxford (2006).
https://www.sciencedirect.com/science/article/pii/B0080448542009482

8. Dani, H., Li, J., Liu, H.: Sentiment informed cyberbullying detection in social media. In: Joint
EuropeanConference onMachineLearning andKnowledgeDiscovery inDatabases, pp. 52–67.
Springer, Cham

9. Davidson, T., Warmsley, D., Macy, M., Weber, I.: Automated hate speech detection and the
problem of offensive language. In: Proceedings of the International AAAI Conference onWeb
and Social Media vol. 11 No. 1 (2017)

10. Dineva, D., Breitsohl, J.: Managing trolling in online communities: an organizational
perspective. Internet Res. (2021). https://doi.org/10.1108/INTR-08-2020-0462

11. Dineva, D., Breitsohl, J., Garrod, B., Megicks, P.: Consumer responses to conflict-management
strategies on non-profit social media fan pages. J. Interact. Mark. 52, 118–136 (2020). https://
doi.org/10.1016/j.intmar.2020.05.002

12. Dineva, D.P., Breitsohl, J.C., Garrod, B.: Corporate conflict management on social media brand
fan pages. J. Market. Manag., pp.1–20 (2017)

13. Ditch: The Annual Bullying Survey. https://www.ditchthelabel.org/research-papers/the-ann
ual-bullying-survey-2018/ (2018)

14. ElSherief, M., Nilizadeh, S., Nguyen, D., Vigna, G., Belding, E.: Peer to peer hate: hate speech
instigators and their targets. In: Proceedings of the International AAAI Conference on Web
and Social Media, vol. 12, No. 1 (2018)

15. Ewing, M.T., Wagstaff, P.E., Powell, I.H.: Brand rivalry and community conflict. J. Bus. Res.
66(1), 4–12 (2013)

16. Foody, M., Samara, M., Carlbring, P.: A review of cyberbullying and suggestions for online
psychological therapy. Internet Interv. 2(3), 235–242 (2015)

17. Hutto, C., Gilbert, E.: Vader: a parsimonious rule-based model for sentiment analysis of social
media text. In: Proceedings of the International AAAI Conference on Web and Social Media,
vol. 8 No. 1 (2014)

18. Ilhan, B.E., Kübler, R.V., Pauwels, K.H.: Battle of the brand fans: Impact of brand attack and
defense on social media. J. Interact. Mark. 43, 33–51 (2018)

19. Kowalski, R.M., Giumetti, G.W., Schroeder, A.N., Lattanner, M.R.: Bullying in the digital
age: a critical review and meta-analysis of cyberbullying research among youth. Psychol. Bull.
140(4), 1073–1137 (2014)

20. Kowalski, R.M., Limber, S.P., Agatston, P.W.: Cyberbullying: Bullying in the Digital Age.
Wiley (2012)

21. Leeflang, P.S.H., Verhoef, P.C., Dahlström, P., Freundt, T.: Challenges and solutions for
marketing in a digital era. Eur. Manag. J. 32(1), 1–12 (2014)

22. Notar, C., et al.: Cyberbullying: a review of the literature. Univ. J. Educ. Res. 1(1), 1–9 (2013)
23. Pang, B., Lee, L., Vaithyanathan, S.: ‘Thumbs up? Sentiment classification using machine

learning techniques. arXiv preprintcs/0205070 (2002)
24. PEW Research Centre: Online harassment. http://www.pewinternet.org/files/2018/10/PI_Onl

ineHarassment_102214_pdf1.pdf (2018)
25. Rodkin, P.C., Espelage, D.L., Hanish, L.D.: A relational framework for understanding bullying:

developmental antecedents and outcomes. Am. Psychol. 70(4), 311–321 (2015)

https://github.com/metalcorebear/NRCLex
https://www.sciencedirect.com/science/article/pii/B0080448542009482
https://doi.org/10.1108/INTR-08-2020-0462
https://doi.org/10.1016/j.intmar.2020.05.002
https://www.ditchthelabel.org/research-papers/the-annual-bullying-survey-2018/
http://www.pewinternet.org/files/2018/10/PI_OnlineHarassment_102214_pdf1.pdf


Consumer Bullying in Online Brand Communities—Quantifying … 651

26. Sibai, O., et al.: Social control in online communities of consumption: a framework for
community management. Psychol. market. (2015)

27. Singh, A.: Emotion detection usingmachine learning. https://medium.com/@ParallelDots/emo
tion-detection-using-machine-learning-706ddceaa (2017)

28. Slonje, R., Smith, P.K., Frisén, A.: The nature of cyberbullying, and strategies for prevention.
Comput. Hum. Behav. 29(1), 26–32 (2013)

29. Stephen, A.T.: The role of digital and social media marketing in consumer behavior. Curr.
Opin. Psychol. 10, 17–21 (2016)

30. text2emotion: text2emotion. https://pypi.org/project/text2emotion/ (2020). Last accessed
2021/09/01

31. Tokunaga, R.S.: Following you home from school: a critical review and synthesis of research
on cyberbullying victimization. Comput. Hum. Behav. 26(3), 277–287 (2010). Available at:
http://linkinghub.elsevier.com/retrieve/pii/S074756320900185X

32. Underwood, R., Bond, E., Baer, R.: Building service brands via social identity: lessons from
the sports marketplace. J. Market. 9, 1–13 (2001). Available at: http://elibrary.ru/item.asp?id=
6051799

33. Van Heerde, H.J., et al.: Reality check: infusing ecological value into academic marketing
research. J. Market. 85(2), 1–13 (2021). Available at: https://doi.org/10.1177/002224292199
2383

34. Whittaker, E., Kowalski, R.M.: Cyberbullying via social media. J. Sch. Violence 14(1), 11–29
(2015)

35. Yadav, M.S., Pavlou, P.A.: Marketing in computer-mediated environments: research synthesis
and new directions. J. Mark. 78(1), 20–40 (2014)

https://medium.com/%40ParallelDots/emotion-detection-using-machine-learning-706ddceaa
https://pypi.org/project/text2emotion/
http://linkinghub.elsevier.com/retrieve/pii/S074756320900185X
http://elibrary.ru/item.asp?id=6051799
https://doi.org/10.1177/0022242921992383


Consumer Perception of Fast-Moving
Consumer Goods About the Continente
Food Lab Brand

João Pedro Carvalho and Ricardo Mena

Abstract The food retail market is very competitive. All players race against time
to gain a competitive advantage over others. It is in this competitive environment
that Continente launches a brand of innovative food products, Continente Food Lab.
This new brand enters the market as a wager of Continente and SONAEMC in food
innovation, however, it encountered some challenges in that same market, the main
one of these challenges being its identity and the way in which it is perceived by
consumers. If Continente Food Lab sees itself as a brand of innovative food retail
products, consumers tend to perceive Continente Food Lab as a brand of healthy
and organic products, which can bring some problems, with unfulfilled expectations
on the part of consumers who wrongly expected to be buying healthy or organic
products and a consequent loss of trust on the part of the consumer toward the
brand. The purpose of this case study is to understand how the Continente Food Lab
brand can overcome this problem of brand myopia it burdens. More specifically, this
case study aims to define the attributes of the brand triangle that lead fast-moving
consumer goods clients to perceive Continente Food Lab as an innovative food retail
brand.

Keywords Marketing · Brand · Brand myopia · Branding · Retail · Food retail

1 Introduction

Marketing management must constantly adapt to today’s unpredictable reality.
Communicating their vision and purpose clearly is a growing need in companies,
as is communicating their promises purposefully and consistently. It is also impor-
tant that these companies are agile and flexible, giving more and more relevance to
experimentation, testing, and innovation. SONAE MC is committed to the creation
of a new brand, Continente Food Lab, focused on this paradigm of everyday life.
The proposal of this new brand is to bring the food of the future to the consumer’s
kitchens.
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During its legal evolution, the brand started to be considered as the visual repre-
sentation of products. It was used for these same products to distinguish themselves,
meaning, a tangible identifier of a unique product. Over the years, the need arose
to make the concept of a brand something wider and wider. Today, the brand serves
to identify a set of product and service offerings [1]. The authors distinguish three
forms of myopia from branding. The first form of myopia is to perceive the brand
as a distinctive product label; the second is to associate the brand with a specific
offer. This is the type of branding myopia that is most often referred to in main-
stream marketing books; finally, assessing the brand by the difference perceived by
the customer. This is the type of branding that predominates in the literature.

In the 2004 special issue of the Journal of Retailing, the view that the retailer’s
brand is a broader concept than simply the branding of a product was discussed.
Ailawadi and Keller [2] considered retailers’ brands to be more multi-sensory than
product brands. They further argued that the retailer’s image in consumers’ minds is
the basis for their brand equity. The brand allows consumers to identify preferences
and lower research and comparison costs. For these reasons, the retailer’s brand, and
the context in which it finds itself allows for similar identification and recognition,
which mirror the level of trust on the part of the consumer, encouraging repeated
purchase [3].

To help brands that face this problem of brand myopia, the author’s de Lencastre
and Côrte-Real [1] conceptualized a brand model based on three pillars: the pillar of
identity (which includes the sign or the group of signs that identify the brand.); the
marketing pillar (which includes the offer of products, within the company and the
marketing actions that support the brand); and the response pillar (which includes
markets, in the sense of the different part of the brand, and their different responses
to the brand). Since the value proposition of Continente Food Lab is not being
perceived by the consumer, there is a need to understand what can be changed so
that this perception also changes and the customer can easily identify that this brand
is a promoter of products that are innovative and disruptive, rather than healthy and
organic. The objective of this paper is to verify which changes in the brand triangle
lead fast-moving consumer goods consumers to perceive the Continente Food Lab
brand as innovative.

Research Questions.

1. What are the characteristics of the pillar of the identity that ledFMCGconsumers
to perceive the Continente Food Lab brand as innovative?

2. What are the characteristics of the pillar of themarket that led FMCGconsumers
to perceive the Continente Food Lab brand as innovative?

3. What are the characteristics of the pillar of the response that led FMCG
consumers to perceive the Continente Food Lab brand as innovative?
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2 Marketing Myopia

Many companies were threatened by innovation because they did not know how
to adapt to these new forms of operating in their market. For example, Hollywood
almost perished with the appearance of television. The reason that the appearance
of television became a problem for Hollywood was the fact that film producers did
not realize they were in the business of producing media for consumers and stuck on
being in the business of producing movies, thus not taking advantage of the potential
of television for the development of their business [4]. It can then be said that the
term marketing myopia applies to explain a limited or distorted view of marketing
when it considers that the products are merely the applied technology and not the
benefit that customers can relish with the purchase of said product.

2.1 Label, Product, and Customer, the Triad of Branding
Myopia

Label-branding myopia happens when excessive focus is placed on conceptualizing
a very creative name or a very well-designed logo. In extreme cases, the meaning of
symbology or name is completely neglected. For legal reasons associated with trade-
mark protection laws, companies tend to combine syllables without any connection
to the business area, but that sounds good together. This practice leads to a more
difficult identification of which business area in which a given company or brand
operates, thus causing a distortion of reality, through the brand name or logo [1].

On the other hand, product-branding myopia occurs when the brand is seen, in
a more restricted way, as an integral part of the product. Many companies miss
opportunities to expand brand reach by sticking to the market for the product they
sell, rather than diverging to other markets with the same brand. Thus, companies
see the brand only as one of the variables of the marketing mix, the product [5], and
not as a broader asset. The Volkswagen brand, when expanding the range of cars,
started to produce higher-end cars, for a target with greater economic strength. Brand
decision makers questioned whether the brand name would not be a disadvantage
to entering this high-end market, as Volkswagen translates to “People’s car”. At this
time, the components and measures of brand equity began to be studied in greater
depth, to better understand the brand’s value, such as Aaker’s Linear LearningModel
[6].

Finally, the typeofmyopia that dominates brandingbooks these days, the customer
brandingmyopia. This kind of brandingmyopia happenswhen there is a special atten-
tion in considering the brand from the perspective of the seller versus the customer.
In these cases, it is disregarded that the brand’s activity is not restricted to satisfying
the interests of the products or customers. The brand does serve for the multiplicity
of exchanges and relationships between a company and its stakeholders [7]. This
myopia is a consequence of using a brand as a marketing tool and not as a company
asset.
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3 Brand Model

The brand model considers the triadic concept of the symbol, integrating it into the
different areas of branding. The brand model is based on three pillars: the pillar of
the identity, which includes the sign or group of signs that identify the brand; the
marketing pillar, which includes the offer of products, with the company and the
marketing actions that support the brand; and the response pillar, which includes
markets, in the sense of the different pertinent of the brand, and their different
responses to the brand.

Identity. We can consider the brand, in its narrowest sense, as the term or name
expressed in a graphic form. But there are more legal issues when it comes to the
brand. The brand identity mix is the set of name, logo, slogan, label, packaging,
sound, and character. In addition, these identity signs are also constituents of legal
identity.

The first time someone mentioned the concept of identity mix, it was to refer to
four aspects of a company’s identity management that had little to do with its image,
and they were the facilities, products, communication, and people [8].

The authors of Lencastre and Côrte-Real [1] identified the three levels of the
identity mix, which are: (1) The Nuclear Identity, which is the symbol that the brand
uses to identify itself in the first instance, usually the name; (2) The Real Identity,
represents the graphic expression of the nuclear identity that has been registered,
is the names, spellings and their logos (for example, the red cross name and logo
change inMuslim countries to “Red Crescent”). (3) Finally, the Augmented Identity,
which are all the other symbols of the brand that can be protected by law, such as a
slogan, a bottle with a differentiated silhouette, a protagonist/mascot, or a sound.

Identity analysis begins with the company’s identity mix, which makes it possible
to access how a certain brand presents itself in a more direct way that is, its central
identity; the way it graphically expresses itself that is, its real identity; and the
remaining associated symbols and how they connect to each other (increased iden-
tity). It is even possible to understand whether it is a single or plural corporate brand
identity structure by discovering whether any of these symbols refer to specific
products and/or markets.

Marketing. In this pillar, it must be considered who is the commander of the
destiny of a certain company at any time of its existence. This means that the phys-
ical or legal owner of the trademark, its name, and other recognized signs must be
identified. That said, one must consider how the company is organized and how it
allocates its resources to each product in its portfolio. Finally, the group of actions
that favor the sale of each of these products in each market.

Marketing action is usually defined by the classic “4Ps” of marketing. This model
defines the marketing action as product, price, place, and promotion [9]. Marketing
myopia was later corrected by Kotler [5], when he presented the product variable in
three concentric circles. The inner circle is the “Nuclear Product”, which represents
the core benefit of the product or service. The next circle is the “Real Product” which
is defined by tangible benefits such as (1) brand name, (2) packaging, (3) quality, (4)
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style, (5) and technological features. The outer circle is the “Augmented Product”
which corresponds to additional services that accompany the purchase of the product
or service itself and, usually, with ramifications for other variables of the marketing
mix, such as after-sales services, home delivery, installation, and warranty.

Marketing analysis establishes what the brand presents as its core product, or the
main object of its activity, as this product (main object of the activity) extends in
multiple exchange relations. In a deeper analysis, it is possible to find supply actions
that support the marketing mix, differentiating a specific product as the brand object
(actual product) from all the actions that support it (the augmented product).

Response. In any conversation between two parties, an interpreter and a receptor
are expected. There are different audiences (customers, suppliers, employees, share-
holders, etc.) that can listen to a company’s message and, each one of them, can
react and respond to that message in a different way. For Lavidge and Steiner [10],
the concept of response, at the level of a group, has multiple meanings, including
reactions in which the marketing language is classified as cognitive, affective, and
conative, these meanings are explored later by Hofsted [11] in his study of busi-
ness cultures and subcultures. Consecutively, Keller [12] applied this concept to the
market, distinguishing the concepts of perception, preferences, and behavior.

In an attempt to organize the pillar of the response based on the triadic perspective,
de Lencastre and Côrte-Real [1] propose the following division by levels: (1) Nuclear
Response, which is the immediate response from an individual when exposed to the
symbol of the brand (It can be called the “top-of-mind” of the brand association or
brand positioning); (2) the Real Response is proposed as being a more structured
response that an individual has to the brand. The discourse of a given person, at this
level, includes rival brands for sharing some similar points among themselves and also
how these brands differ from each other (qualitative study of brand associations or
brand image); (3) Augmented Response is the last level of this triad and corresponds
to all possible reactions that the individual may have because they are perceptible
at the level of real response from people in the same audience (quantitative area of
market studies, share of mind, share of esteem, share of market, and quantification
of brand equity). On all three levels, it is possible to distinguish cognitive, affective,
and behavioral reactions. Response analysis that is, the response mix, can indicate
the first word those consumers think about when exposed to the brand (top-of-mind
association), using samples of brands or target segments. The primary response cate-
gory is the brand’s positioning in that market or segment (core response). Then, all
other spontaneous associations, which are detected in different qualitative studies,
and expressed graphically in percentage maps, are quantified. The objective is to
obtain a brand image compared to competitors (actual response). Finally, the brand
value (augmented response) is established through the quantification of cognitive,
affective, and behavioral responses, resulting from this image, and gathered in brand
evaluation models.
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4 Case Study

The case study involves an enormous challenge, especially when the investigation
is of an exploratory nature. This method of doing research is an excellent tool when
you want to document and delineate a list of possibilities or when trying to explain
how you got those same possibilities. A case study usually involves the researcher
in the study of a single case (although a small number of cases can be addressed in
the same study) and using an experimental design [13].

4.1 Data Collection and Analysis

One way of doing qualitative research is through logic models. Logic models consist
of expressing in a theoretical way the casual relationship between the data collected
and the empirical knowledge found with the theoretical relationships stipulated
initially. In thus, it is proven that an intervention produces results, comparing the
research results with the results of the interviewed answers [13].

This investigationwill have as a tool to obtain theoretical data the literature review,
and as a tool to obtain empirical knowledge the interview with semi-structured
questions to professionals inmarketing, branding, design, innovation, and food retail.

4.2 Interview

For conducting the interview, the guidelines outlined by Yin [13] were taken as
example, referring to interviews, in the context of scientific research, as relevant
sources of information for a case study.

The process of creating the interview guide began with the elaboration of three
sets of questions. Those sets correspond to each of the pillars of the brand triangle:
Identity, Marketing, and Response. Subsequently, questions were created to obtain
information to help build each of those pillars in all its own dimensions: Nuclear,
Real, and Augmented. Delineate the participants is one of the main activities of
scientific research, as it helps to qualify the quality of the interventions that are
registered, and their relevance to the topic being addressed in the research [14].
Interviewed participants were a multidisciplinary group of 12 professionals from
various fields, such as marketing, innovation, design, and food retail. This group is
further complemented by Generation Y innovative food consumers, who for Yusoff
and Kian [15] are from a generation very familiar with technology, digital, and
innovation, as they are natives in an era of digital transformation, and consumers of
innovative retail products from Generation Z, who according to Housand [16], are
even more familiar with issues of innovation and technology than Generation Y, as
they are the first generation to be born in a 100% digital world.
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5 Data Analysis and Discussion

It is in this chapter that the answers obtained through the questionnaire to the different
respondents are debated, related, or comparing them with the knowledge obtained
through the literature review.

5.1 Definition of the Identity Mix

Nuclear Identity. The notion of brand identity varies depending on the authors who
are consulted. For Aaker [17], brand identity is a set of associations that reflect what
the brand implies. On the other hand, Nadan [18], the image and brand identity reflect
development of the brand identity.

To assess this point, the interviewees were asked the question “What are the
names that you associate with a food innovation brand in food retail?” The answers
obtained do not show a great variation in the names that are associated with an
innovative brand in food retail. A brand of innovative products in food retail must
be associated with words such as “innovation”, “foodie”, “food lovers”, “alternative
food”, “environment”, and “health”. Therefore, the Central Identity of a brand of
innovative food retail products is identified with the words described above.

Real Identity. For Keller [19], brand knowledge is the personal meaning of the
brand that is stored in the consumer’s memory. This knowledge includes descriptive
and evaluative information. As for Esch [20], knowledge about a brand is stored in
the mind in the form of a schema, which contains visual and verbal information, such
as feelings, cognitive processes, and experiences.

This time, to assess this point,were asked twoquestions to the interviewees: “What
should the logo of an innovative food retail brand look like?” and “What colors should
represent an innovative food retail brand?” The logo design of an innovative food
retail brand should be more minimalist, have as few distractions as possible from the
word that is the brand name. The font of the text should be straight and thin. One of
the suggested fonts to use in the logo was the Sans Serif font. Arrows, fruits with a
double meaning (an inverted pear, that looks like a light bulb), and plants are some
of the objects that should be used in the logo.

As for the colors to be used in the logo of an innovative food retail brand, they
must be orange, green, or blue. All letters that make up the brand name must be the
same color and size. Attention should be given to the contrast between the colors
of the brand name and the logo so that the colors of the brand name have a positive
contrast to the logo.

Augmented Identity. Keller [19] states that the best slogans are those that
can contribute to the brand in different ways, for example, a slogan that informs
consumers what the brand is about and that influences what they think about the
brand. Carlsberg’s slogan is a superb example of this. “Probably the best beer in the
world”, (1) connects the brand with its market, the beer market. (2) “…the best…”
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invokes an association of being number one in this market. (3) Uses the word “Prob-
ably…” to generate sympathy and empathy for the brand. This slogan manages to
influence consumers in their perception of the Carlsberg’s brand, and at the same
time is a promoter of the essence of the brand (4). Functions 1–3 are constructs of
how the consumer can be influenced and how they think about the brand, function 4
is a brand equity promoter [21].

To assess this point, the interviewees were asked the question “What symbols
should be associated with an innovative food retail brand?” A good slogan for Conti-
nente Food Lab would be something like “The most innovative food products, now
on your table”. It was also referred mascots, such as in the shape of Erlenmeyer’s
Balloon, inverted pear, and an owl in a scientist’s coat. In addition, sustainable pack-
aging in the shape of a pear, made of sustainable materials are intended for online
purchases, and packaging with a traditional format (cloth or raffia) for the purchase
of food products in bulk or for multiple uses.

5.2 Definition of the Marketing Mix

Nuclear Product. A brand’s core product is the main trait that consumers associate
with that brand when they encounter it. Most of the time, consumers do not buy
goods or services just for the product itself. The decision of purchase goes through
an assessment of a set of attributes that influence the value of the product according
to its utility that is, benefits [22]. Other authors agree with this view. For example,
Slater and Narver [23] state in their study that the value of the product to a consumer
is built when the benefits are greater than the long-term costs that the consumer
expects to have with that same product.

To assess this point, the interviewees were asked the question “What adjectives
do you associate with the products of an innovative food retail brand?” and the main
attributes linked with a brand of innovative food products are health, well-being,
innovation, environmentalist, sustainability, and alternative.

Real Product. As for the Real Product, which represents the product as one of
the variables of the marketing mix Lancaster [24] says that a brand can have the
greater depth the greater the variety of products that this brand offers to consumers.
He also says that offering more options has an advantage when compared to a range
with fewer options, for the simple reason that a greater variety of options can cater
to a wider variety of tastes. Other authors, such as Iyengar and Lepper [25], say that
a smaller number of products in the range is more positive than a range with many
products. In their study, consumers who had to choose a jam from a range of 6 were
more likely to buy than those who had to choose from a range of 24 jams.

To assess this point, the interviewees were asked the question “What should be
the products of an innovative food retail brand?” The real product of an innovative
food retail brand focuses on defining its product assortment. In this investigation,
it became clear that the products must be substitutes for meat and hydrates, which
can promote greater sustainability and respect for the environment, while being
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healthier alternatives than the products they intend to substitute. In addition, the
product assortment should also consist of beverages that are less caloric, especially
alcoholic beverages, or that do not contain alcohol, such as non-alcoholic wines.
Finally, the assortment of products from a brand of innovative products in food retail
must be aware of food trends, so that it can always be at the cutting edge.

Augmented Product. Increased product refers to all other actions that support
the “P” of the product in the marketing mix that is, it refers to the remaining “P’s” of
the marketing mix. For Singh [26], the “P” of the price is defined by the amount of
money a consumer is willing to pay to purchase a certain product. The “P” for product
refers to the physical product or service that a customer is ready to pay to obtain.
Typically, a product is referred to as something tangible and service as something
intangible. Finally, the “P” for place, or distribution, includes distribution channels,
storage infrastructure, mode of transport, and inventory management and control.

To assess this point, the interviewees were asked the question “What activities
can improve the shopping experience of an innovative food retail brand?”

Most respondents agree that the experience of purchasing innovative food retail
products should be transversal to all distribution channels. The target audience for
these products must be the Millennial and Generation Z generations. In the store,
there must be specific stands or places for this type of product. Communication
must be done through influencer marketing or endorsement with public figures or
renowned chefs. In addition, the products would gain from their proliferation in
well-known restaurant chains, making innovative food menus. The price should be
generally cheaper, or it should promote discounts on a regular basis, to attract the
consumer.

5.3 Definition of the Response Mix

Nuclear Response. The Central answer seeks to understand the positioning of the
brand. The positioning of a brand is designated by the act of a company defining its
offer and image to occupy a distinct place in the consumer’s mind [27]. According to
a study by Eryigit and Eryigit [28], successful brand positioning can lead to greater
consumer loyalty, greater brand equity, less vulnerable customers, better financial
performance, and less price-sensitive customers.

To assess this point, the interviewees were asked the question “What are the
sensations that awaken in you when you think of an innovative food retail brand?”
The positioning of a brand of innovative products in food retail must be innovative,
trendy, and healthy.

Real Response. The brand association is directly related to the image that each
consumer generates in his mind in relation to a certain brand [29]. In fact, all infor-
mation that represents the brand association is intrinsically connected to the brand
name in the consumer’s mind and this is reflected in the brand image [30].

To assess which compounds are at this point, the interviewees were asked the
question “What factors can differentiate an innovative food retail brand from its
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competitors?” a brand of innovative products in food retail should be seen as the first
to have the most innovative products available, a rapid stock rotation of products, a
constant presence on social networks, physical proximity to customers and focus on
products of national origin.

AugmentedResponse. TheAugmentedResponse is about investigating the brand
equity. This has become an important topic in the business world. For Aaker [31],
there are four bases of brand equity that are related to the consumer, being brand
loyalty (brand loyalty), name recognition, perceived quality, and other associations
to the brand (brand association).

To assess this point, the interviewees were asked the following questions “Who
buys products from an innovative food retail brand is it?”, “How do I feel when I buy
products from an innovative food retail brand?” and “What do you think should be the
shopping experience in an innovative food retail brand?” Consumers of innovative
food products are seen by other consumers as avant-garde, curious, aware, informed,
and courageous. In turn, when consumers buy innovative food products, they feel
healthy, informed, adventurous, modern, and irreverent. Finally, they consider that
the shopping experience of a brand of innovative food retail products should be simple
and consumer-oriented, with fast and innovative processes, with useful information
for the purchase and that the place of purchase should be easily accessible and
differentiated.

6 Conclusions and Future Work

6.1 Conclusions

This paper contributes to the community with theoretical knowledge about the
construction of a brand of innovative products in food retail, a brand that is focused
on the consumer of these same products. Through scientific research, it was studied
how a brand of innovative food products can present itself in the market so that will
not be misinterpreted by consumers who buy products in food retail. In a simplistic
way, there are brands that want to be seen in a certain way, but customers do not
perceive them in the same way, thus generating myopia that is often caused by the
brand’s investment in branding.

6.2 Future Work

This investigation does not have a definitive and finished quality as of the end of this
document. The objective of this investigation is to open doors for knowledge of a
subject that is still very little explored, the construction of innovative food product
brands.
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The greater limitation of this research was related to the inability to apply various
data collection techniques for different research objectives. If there were access to
these resources, the findings of the investigation would be richer. The definition of
brand identity can be explored in a more sensory way. To get a better understanding
of the real effect of its factors on human precession. In identifying the marketing
mix of an innovative brand in food retail, more comprehensive data collection and
analysis techniques can be used, such as the use of a surveys, to obtain amore focused
response to from the public.
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Gender Role Stereotypes as an Ethical
Resource in the Peruvian Advertising
Discourse

Ninowska-Camila Carbajal-Obando , Melina Mezarina ,
and Eliana Gallardo-Echenique

Abstract Themost renowned brandsworldwide incorporate initiatives in their busi-
ness approach that seek equality between genders in society. Nonetheless, brands
in their advertising campaigns, gender remains stereotyped in the roles men and
women play, which can be considered harmful to society and therefore unethical.
Such discrepancy appears even in the same intervention generated by advertising
specialists who define and design the communication of these brands. Therefore,
this study seeks to identify the arguments used by Peruvian advertising professionals
to justify the use of gender role stereotypes within the advertising discourse from
an ethical perspective. A qualitative approach was selected as the research method
for this study. In-depth interviews with 16 professional advertisers from different
areas in charge of producing this type of communication. The lack of knowledge
about the actual dimension of the harmful gender stereotypes impeded a debate to
leave without arguments to those who believe that the use of stereotypes is ethical.
Professional advertisers have lost part of the necessary connection with ethics and
find it hard to deal with these dilemmas because they do not identify the damage
caused by gender role stereotypes in society.

Keywords Stereotypes · Gender roles · Ethics · Advertising · Peruvian brands

1 Introduction

Unilever, one of the world’s largest advertisers, carried out internal research that
analyzes 1000 ads from 25 different countries and found that 50% of these ads
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contained stereotypical portrayals of women, 3% showed them in leadership posi-
tions, and 2% showed them as intelligent [1]. Gender role stereotypes refer to the idea
that certain behaviors learned by a personmust be performed based upon their sex [2].
The advertising industrymust contribute to combating gender stereotypes and sexism
with positive messages toward women which must be perceived as authentic [3]. It
is not only a trend that transmits unrealistic and unattainable stereotypes. Brands
such as Procter & Gamble have received complaints about stereotyping advertising,
portraying women as solely responsible for the purchase of cleaning and personal
hygiene products [4].

A stereotype has traditionally been conceptualized and assessed as over-
generalized belief about a particular group or class of people [5]. Gender role stereo-
types are defined as behaviors and actions associated with a particular gender that
influence the beliefs and expectations of others [6, 7]. Gender stereotypes repre-
sent women concerned for others rather than themselves and portrayed them as
docile, vulnerable, fragile, modest, powerless, dreamy, child-like, warm, selfless,
submissive, and helpless [8, 9]. Even today, the use of gender role stereotypes in
advertising has negative consequences, especially in women, such as a loss of self-
esteem, dignity, and confidence [10, 11]. Also, women have restricted opportunities
for personal and professional development; they believe they cannot be successful
in science or math to the point that they lose interest in Science, Technology, Engi-
neering, and Mathematics (STEM) careers and affect their performance [10, 12].
Women’s work is relegated and economically less valued even if it is the same
position [6].

Therefore, this must be approached from an ethical perspective, understanding
that it is present in every human act and is based on human rights inherent to all
human beings [13]. Ethics is defined as the moral principles and values that govern
people’s behavior. Especially in advertising, ethics are not correctly alignedwith legal
norms, and these are the ones that erroneously indicate what is moral and what is not
[4]. More than a decade ago, Drumwrigh and Murphy [14] were the first to discuss
how advertising agency personnel perceive, process, and think about ethical issues.
The authors found that advertising professionals have moral muteness and moral
myopia because they failed to be concerned about advertising’s social consequences.
They have the obligation of examining, monitoring, and revising the standards and
practices of ethical advertising [14].Moreover, advertising is recognized as one of the
most ethically challenging aspects of marketing [15]. Consequently, the discussion
of the use of gender role stereotypes must be analyzed from the ethical perspective of
the publicity experts. Therefore, the main research question of this study is: How do
publicists justify, from the perspective of ethics, the use of gender role stereotypes
in the advertising discourse?
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2 Methodology

The aim of this study is to analyze how professional advertisers justify the use of
stereotypes of female gender roles in Peruvian advertising discourse from an ethical
perspective. A qualitative approach was chosen as the research method for this study
[16]. A purposive sampling strategy was used to identify junior and senior profes-
sional advertisers who had experience in various brand categories such as creative
(4), accounts (3), planning (2), marketing (2), art production (2), and direction (3).
This sampling technique consists to find an informant who is willing to provide
information due to the knowledge or experience he possesses [17].

In order to gather data answering the research question, an interview guide was
applied with eighteen open-ended questions[18]. The interview guide was divided
into three sections: (a) the use of gender role stereotypes; (b) the ethical aspects
of gender stereotypes in Peruvian advertising; and (c) the ethical aspects of gender
role stereotypes in the spot “saving’s experts”. In total eighteen questions. The spot
for Plaza Vea supermarket “saving’s experts” was featured in interviews: Female
voiceover accompanied by exciting music: What is a saving’s expert? A woman who
knows about prices? A series of questions are presented about what an expert in
saving is, relating them to motherhood, to being a housewife and a worker, all within
the home. A sample of 16 interviews was obtained. The interviews, with an average
duration of 45 min, were conducted in September and October 2020.

The thematic analysis was used to analyze the interview data. Once the data was
transcribed, it was then analyzed, categorized, and organized into themes and further
sub-themes [19]. All participants gave their verbal consent to tape-record discus-
sion and to take part in an interview [20, 21]. The participants received a summary
participant information sheet were informed that the study was completely volun-
tary, and would not affect their jobs, in any way [20]. To safeguard confidentiality,
all interviewers were identified using an alphanumeric participation code.

3 Results

3.1 Advertising Professionals’ Perceptions Regarding
the Use of Stereotypes of Female Gender Roles

About the stereotypes, the interviewees recognize incorrect characteristics and roles
that typecast women and men just because of gender, where its acceptance is defined
by the education received. The models that prevail are those of the wise homemaker
andmother who takes care of children and the husband. Unfortunately, those occupa-
tions and behaviors aremostly attributed towomen,which is harmful to thembecause
their self-esteem is weakened and reinforces a sexualized image of them [22]. Even
within this sexualization, women are assigned a less professional role and more
demure role, which ultimately impairs the cognitive and emotional development and
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their actions and attitudes [23]. After all, they create a misconception of reality that
causes frustration and perpetuates its existence generating a vicious cycle where an
oppressed behavior is reinforced. These external pressures are linked to lowered self-
esteem and self-rejection feelings. The problem with such stereotypes is that they
can shape wrong attitudes and perceptions of the world, by affirming or exaggerating
such beliefs [24] or even can have a greater impact, because in addition to creating
and perpetuating them, it harms gender equality and society, because it reinforces the
gender focus and goes against equality [25]. Inside advertising, gender role stereo-
types on women persist and tend to portray them as fragile, fearful, emotional, and
dependent; but always showing grace, beauty, and sensuality. Interviewees did not
believe that people were affected, or only were affected by causing angry in people
against stereotypes. Furthermore, they attributed the impact to the business field and
not the social field. On one side stereotypes enable people to identify themselves with
a brand and establish a level of communication with a certain type of people; and on
the other hand, it has to be careful enough to avoid damaging the brand’s image and
causing financial loss. The advertisers concentrate on depicting them in domestic
roles such as housewives and beauty, recreation or ornamental models, and rarely in
professional roles or a position outside the household or among other women.

In my experience, it has not affected them negatively, it worked well, but the advertising
sought deception by making them believe that if they used a product they would be better
moms, women, or wives. I do not think, it can affect on a psychological level. I do not know,
what I do think is that if we had continued talking in that way, the effect would have been
negative, because in some way, we are being responsible by telling women that they cannot
be another thing. I have a daughter and I would like the message of a soap or detergent brand
to reach her partner as well. (P8, M44)

I try to be as flexible as possible because above gender issues, there is the value of the
person. (P10, W44)

A minority of interviewees claim their absolute opposition to any justification of
the use of stereotypes because they consider that they do not contribute to society,
create division, and take roots in the society. The motivation to incorporate gender
stereotypes in advertising revolves around the consumer’s identificationwith a certain
brand, the fear of reduced sales, and the absence of studies to provide arguments to
persuade them of the contrary. In line with Windels [24], all stereotypes are negative
because they increase those pre-cognitions assigned to gender. These elements are
used to reduce themessage and the time it takes the receptor to sink in the information.
Eisend [26] adds that the gender roles in advertising also affect those who do not
consume the brand.

They are aimed at a profile that needs this type of advertising to understand it in a more
didactic way. (PE5, W51)

Stereotypes are not justified. I do not feel that they contribute. I feel that they divide and
somehow take root. I think that brands are very afraid of losing customers, and they betray
themselves by not losing what they have built, by not losing sales. (PE9, M43)
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3.2 Ethical Arguments Regarding the Use of Gender Role
Stereotypes in Peruvian Advertising Discourse

The participants consider that ethics (a) depends on a personal judgment about what
is morally correct; (b) consists of discerning between good and bad; (c) and seeks to
be consistent with the values to protect the truth, rights, and duties to live in harmony
in society. The majority of interviewees accepted that in some instances they had to
struggle with it at work; today, they do not think about it because its limits are a blur,
so they define them from their perspective. Advertisers outline a defense argument:
the boundaries between right and wrong are a blur; that is why assessment criteria
should be established and supported. Therefore, any ethical assessment becomes
subjective. Something that could be perceived as ethical at the beginning could end
up having the opposite effect. In line with Schauster [27], advertisers do not consider
ethics in their actions, showing problems to conceptualize it; because it revolves
around the legal.

According to Schauster andNeill [28], philosophical ethics considers that rational
actions must be carried out from making decisions based on the understanding of
what is right and what is wrong with it, and if it is morally justifiable or not. To
Fine and Rush [29], ethics seek to provide humanity with “a good life” relying on
the “what ought”. Therefore, they support the evaluations of suitability for gender-
typed roles in advertising, arguing that the ethical value of gender equality should
be a widely accepted ethical principle [29]. From the philosophical perspective, the
concept of ethics establishes a set of standards on behavior that are considered “fair”
or “right”. From there and by extension, emerges advertising ethics which focuses on
what is “right” or “wrong”, even going beyond the legal field to qualify the actions
and decisions as “good” or “bad” [15, 30]. That is because laws are the reflection
of ethical judgment, so the advertising laws are dominated by advertising ethics and
reaffirms that being legal does not mean that it is ethical [31].

Ethics. How difficult! (...) It is the behavior that you have in public and in private which
aligns with values accepted as morally correct in the society, where predominates the truth
and the common good. (P6, W56)

I have not seen ethics in a lot of years. I remember it from college. I believe that something
ethical would be morally and legally correct, depending on the company principles where I
work and that I have. (P13, W32)

It is complicated to define, you have your personal ethics and advertising ethics. There
are certain moments in which you see and understand that perhaps advertising strategy and
creativity are using exaggeration as a resource (...) So at what point do you say this is not
ethically correct or socially it is not right? And you sin because you are a publicist, but you
are also a person. It is complicated when you are already working, it is diffuse. (P3, M42)

About the female role gender stereotypes as ethical resources, a group considered
them unethical because they create one expectation of reality, perpetuate the stereo-
types and inequality, and do not allow to improve the ways advertisers communicate.
Instead, another group considered that they are ethical as long as there are people
who consciously accept the use of such stereotypes. These findings alignwith Tuncay
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and Coleman [18], who found out that ethics is absent for advertisers as they put the
responsibility of defining right and wrong on regulatory institutions. Advertisers felt
they were just being creative or giving their customers what they want. Currently, the
advertising world is ignoring the ethical principles that prevent them from perceiving
ethical dilemmas or that they justify this practice [28]. According to Lefter [30],
practitioners rarely discussed ethical dilemmas even though they encounter ethical
problems in their daily work; they prefer to ignore or minimize them. Therefore,
ethics has to advocate not only for the consumers but also for the vulnerable persons
in society [18]. I think it is ethical in the sense that it does not a lie when it [the spot]
says that a woman is responsible for cleaning a home (…) but the morality is added
here, it is correct? I think not, because we must be aware of what we are doing a
prejudice and we can avoid it. For me, it is not moral, but ethical, because it is not a
lie. (P11, M48).

3.3 Ethical Consideration about the Gender Role Stereotypes
Present in Plaza Vea’s Spot

Regarding the spot “saving’s experts” of Plaza Vea (2018), the majority found it
ethical because it empowered and portrayed women in a role in which they fought
for equality; no male character was necessary for the campaign. In other words, the
spot reflected reality. Interviewees questioned how saving money is attributed to the
housewife, where her sacrifice as a devoted and exhausted mother who neglected
herself is glorified. They conceded that probably the intention was good, but they
missed the fact thatwhen airing the advertising they reinforce negative stereotypes. In
this case, gender role stereotypes excessively pigeonhole women that do not reflect
the diversity of their lives [3]. Ethics denies any justification of the role gender
stereotypes used in advertising. Ethics intends that “the fair” and “the right” prevail
[13], whichmay harm gender equality and harm society [14]. Likewise, advertising is
currently trying to use messages of empowerment and gender equality, even though
sometimes it has a manipulative effect that apparently gives women a voice but
actually reinforces the reproduction of stereotypes [8, 32].

I think that in that spot it uses a stereotype positively. Ethically, they are putting a stereotype
in value. They are giving a woman strength and a voice. (...) Why does a woman have to be
a saving’s experts? Why cannot be a man? Why cannot I go shopping? I think that in the
case of Plaza Vea perhaps it was an exaggerated approach, perhaps due to the search for an
organic advertising impact. (E7, M34)

Yes, it is ethical becausewe are selling, this commercial goes to a specific target audience.
But if you notice the self-sacrificing mother, in scenes she is very disheveled, she did not
sleep (...) We could reduce it a bit. (E14, W29)

Likewise, the participants use often gender stereotypes despite being in disagree-
ment or not sharing values with the brands they had to assess the risk of losing
the account. One group highlighted that advertising should create and promote
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campaigns to found alternative ways of communicating and fulfilling their responsi-
bility with society. Meanwhile, another group justified the use of gender stereotypes
in the advertising industry; because a large sector of the population felt identified
with them, and the advertising had to reflect them to be effective. It is important to
remember that stereotypical advertising perpetuates mistaken beliefs about female
roles, and their repetition creates a perception that they are the only roles that women
can play [7]. Likewise, these roles are mutually exclusive in a way that they are
opposites [33].

It seems ethical to me because of how well managed it is by making the comparison between
saving prices and saving in the struggle to achieve equality. I think amanmust have appeared
in this spot anyway. (E2, W37)

They practically assume that this woman lives in the house and is in charge of everything
that happens there. I think that this intention to find common ground between saving with
other aspects of her life seems somewhat forced to me and simplistic resource. Because
under the pretext that the mother solves everything, stereotypes arise. (E12, M49)

4 Conclusions

The lack of knowledge about the actual dimension of the harmful gender stereotypes
impeded a debate to leave without arguments to those who believe that the use
of stereotypes is ethical. Professional advertisers have lost part of the necessary
connection with ethics and find it hard to deal with these dilemmas because they do
not identify the damage caused by gender role stereotypes in society. The interviewed
justify the use of gender role stereotypes in advertising discourse as ethical because
(a) the ethical limits are not established; (b) they have not received evidence of the
harm that could cause; and (c) the ethical practices are often circumvented in daily
practice.

Findings neither support a solid idea about how stereotypes can have harmful
consequences to the brand’s profits and image. It is necessary to prove what Lefter
[30] claimed advertising has an economic and social impact but not individual. Find-
ings evidence the need for an intervention managed not from an entrepreneurial field
but academic to changemanagerial practices based on gender stereotypes. It is neces-
sary to provide advertising and communications students with all necessary concepts
and tools to reach an ethically acceptable position in which their actions are consid-
ered justifiable and sound. The relation between education and ethical dilemmas is
evident. The universities must provide the necessary knowledge and skills to the new
advertising professionals so they will be capable of critical thinking about possible
moral and ethical dilemmas. The current absence of knowledge about the effects
of sensitive ethical issues advocates the need to provide guidelines to navigate the
ethics of personal versus professional behavior on practitioners in advertising.

This study has two limitations. First, the COVID-19 pandemic restrictions
prevented the conducting of the traditional face-to-face interviews, so it was not
possible to appreciate the non-verbal language of the interviewees who preferred the
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camera turned off. Second, given that the data was collected from a small number
of Peruvian professional advertisers, the findings are not generalizable in a different
social context.

Taking these limitations into consideration, future research should study: (a) the
level of stereotype threat, not only among the target consumers but also in society
at large; (b) the impact on the current and future income trends and assets of the
organizations that sometimes promote or defend the use of stereotypes; and (c) the
final effects on the image of announcers and advertisers.
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Consumer Involvement
in the Co-creation of a Disruptive Offer:
The Case Study of Continente Labs

Clésia Varandas and Mafalda Nogueira

Abstract During the last decade, the development of new technologies has revolu-
tionized the operational models of the food retail sector. Despite the endless oppor-
tunities created by exponential technological growth, it has been increasingly chal-
lenging for companies to provide exceptional customer experiences. In this highly
competitive context, retailers have been investing on shopping experiences that inte-
grate technological environments to enhance and personalize the customer journey
and also to optimize their operations. In addition, customers are very aware of their
buying habits and, more than a simple purchase, they want to connect with brands.
Thus, this research focuses on the consumer experience in the co-creation of a new
and disruptive Sonae MC brand—Continente Labs—in which an analysis of the
consumer experience in the online community was carried out. Through a quali-
tative exploratory methodology, we used netnography to analyze the participation
and dynamics of the consumer in the Comunidade Labs platform. With regard to
the customer cooperation platform at Continente Labs—Comunidade Labs—this
study demonstrated customers increasing willingness to participate in co-creation
processes, in the context of the firm’s strategy to attract customers. In this sense,
through the study of the user experience in the online community, it was possible
to explore and understand the experience of the collaborative consumer in a disrup-
tive retail environment, which is developed through engaging, and personalized,
experiences, allowing to connect customers and the brand, in order to satisfy their
wishes.
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1 Introduction

Food retail is one of the most dynamic economic sectors, having witnessed, over
the years, a significant change in consumer behavior and experience patterns, on
one hand [1], and a constant adaptation from companies according to the needs and
expectations of customers [2].

This new era, considered exponentially disruptive, is revolutionizing the relation-
ship of retailerswith consumers. In turn, customers, in theirmoments of consumption,
more than a merely transactional relationship, look for a continuous and personal-
ized journey. According to the “Consumer Connectivity Insights” report, today’s
consumers are increasingly receptive to more connected experiences. This study
indicates that 69% of consumers believe that a disconnected consumer experience
would make them switch service providers [3].

Thus, this investigation results from a research project carried out at Sonae MC,
with the aim of analyzing the Continente Labs brand, which adds a space for direct
communication with the end customer called Comunidade Labs, which, through
an interactive online platform, aims to integrate consumers, as an active part, in
the dynamics of the process of co-creation and co-development of new products,
applications or store spaces. In this sense, themain goal of this paper is to explore and
analyze this co-creation process through the consumer’s experience and participation
in the online community.

2 Literature Review

2.1 Consumer Participation in Co-creation Processes

In the modern, highly interconnected world, the role of consumers has changed
substantially due to their active collaboration with companies in product and service
innovation [4]. In addition, it is possible to confirm that consumers are interested in
having a more active role in the consumption process and in the interaction with their
ownorganizations [5]. It canbe said that, currently, customers arenot part of a “passive
audience,” but of “active co-producers,” because they show interest in the co-creation
process through their interactions with products, brands, and companies [6].

2.2 Customer Focus

Despite the complexity of the topic in question, several trend studies argue that the
retail market should listen to, and integrate, the customer in the construction of new
solutions and respond, accordingly, in a customer-centric logic, considering that 80%
of the retail aims to createmechanismsofdirect interactionwith customers in real time
[7].
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As suggested by Mukherjee and Banerjee [8], this customer-centric orienta-
tion provides the appropriate framework to leverage retail innovation. Furthermore,
developing emotional bonds with consumers can be an excellent strategy to drive
innovation in the shopping journey [8].

2.3 Online Communities

Social networks or other online channels of interaction with the customer contribute
to support innovation, as they facilitate the approximation of entities [9]. From this
point of view, companies are increasingly betting on technological platforms for
online communities, in order to engage with customers and generate new ideas, in
a logic of value co-creation and co-development between the company/brand and
their customers/participants [10].

Given this logic, several retailers, instead of presenting products and services in
their final conceptualization stage, opt for open innovation dynamics and offer ways
to create new ideas and mechanisms with their customers [11]. To allow for this
type of co-creation dynamics, interactive platforms are developed, such as online
communities, around activities related to retail [12].

Authors argue that online communities are social collectives marked by a shared
culture, where the brand identity is collectively represented, negotiated, and co-
created through the meanings, rituals, and consumption practices of the members
[13]. In turn, community members are brand admirers who are willing to express
their perceptions [14].

Muniz Jr. and O’Guinn [15] identified four crucial types of relationships in online
communities emerging through interactive experiences between: the customer and
the brand; the customer and the company; the customer and the brand product/service
in use; and among other customers [13]. In this sense, managers must have an under-
standing of the sociocultural influences of collaborative dynamics and influence
co-creative activities [16].

In practice, companies such as Dell, Starbucks, Mercadona, Honeywell Inter-
national and Maersk Line have built online communities to successfully market
products and services [17]. Although in the retail world, there are some successful
examples of this type of online communities, there are also organizations that fail
to take advantage of online innovation communities. This is due to the high rate of
member turnover, which generates ineffective collaboration processes among partic-
ipants [18]. Co-creation is often discussed in the context of an online community
where members can play an active role, both as providers and beneficiaries [19].

2.4 Company–Customer Connection and Value Co-creation

Value co-creation is an abstract concept, and recent studies call formicrofoundational
research to understand how it is operationalized in business practices. However, in
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the context of collaborative innovation communities, it represents the value that is
co-created, leveraged by members, and through interactive technology platforms
[20].

Althoughcompanies try to employvarious stakeholder retention strategies, such as
reward systems, competitive initiatives, sometimes it may not be enough to capture
the interest of the online community [21]. Most empirical studies in this context
consider customer engagement in collaborative innovation from an organizational
perspective [22]. That is, it captures the benefit to the organization and does not
explain the co-created value for the individual resulting from collaborating to obtain
self-value [23]. However, it is essential for companies to analyze the factors that
condition individuals to participate in this collaboration, in order to ensure the desired
involvement in their online communities [24]. Thus, researchers recognize the impor-
tance of this study on the management of online communities and the individuals
who integrate it to obtain a deeper understanding of the value co-creation activities
carried out on online collaborative innovation platforms [25]. Here, the aim is to
create a secure connection between the brand and its users [26].

Typically, community members are usually like-minded individuals who share
hobbies and mutual interests in the brand/company. This involvement is usually
marked by interests and reasons that are important to the members [27]. In this way,
the ongoing relationship enhances collaborative innovation through the organic activ-
ities of the community, namely in the sharing of user experiences, in exposed ques-
tions related to the product/service, in the offer of problem solving, and contributing
with new ideas [28].

VonHippel [29] argues that innovation communities should be an open door for all
individuals who wish to contribute to the development or improvement of a product
or service, not necessarily for current customers, even because the inclusion of this
type of participants leads to a broader spectrum of ideas [30].

Several studies claim that this type of value co-creation collaboration through
online platforms can have very positive results for the companies’ innovation process
and, consequently, generate an increase in revenue [31]. This process requires the
involvement of community members in a series of activities, such as presenting
ideas, sharing knowledge, and providing feedback. In practice, this dynamic allows
the participation in voting activities, such as selection of products to be marketed,
review and suggestion of titles or descriptions, and exploration of the experimental
base in a real environment with the product or service, such as commenting or
identifying new sources of innovation [32].

Basically, community members become creators, designers, and intermediaries,
given their interaction and learning between each other’s shared experiences [24].
In more specific cases with a strong link in the experimentation aspect of solutions
composed with a certain digital literacy, they can be called beta testers.

Consumer participation then became essential as a source of innovative ideas and
brand value. However, although existing research identifies the different elements
involved in consumer co-creation, there is still a need to better understand this mech-
anism. Accordingly, some of the biggest players in the market (Walmart to Nike)
are embracing new idea accelerators in creating interactive cooperative innovation
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labs to connect with consumers bilaterally in a digital setting [33]. This new level
of integration and consumer acceptance enhances new opportunities for brands to
conceptualize strategies that are more in line with customer needs [4].

3 Conceptual Model

Currently, the phenomenon of digitization is one of the most important transfor-
mations that retail, in general, is facing. It has not only drastically changed busi-
ness opportunities, but also business models, purchasing processes, and forms of
consumption. Basically, the diffusion of digital technologies transforms the way
retailers present and provide new products and services to consumers as well as
new forms of consumption associated with the use of these digital technologies. In
this way, the proposed conceptual model in Fig. 1 makes it possible to logically
systematize the dimensions of analysis suggested in this study. Thus, the model
represents some of the dimensions inherent to consumer participation in value co-
creation dynamics, with a focus on the customer, online communities, and connection
between company and customer [4].

In turn, as shown in Fig. 1, it was considered pertinent to divide and intersect the
conceptual model into two large dimensions, namely one for the digital environment
associated with Community Labs, and another for the physical environment related
to Continente’s disruptive store Labs—as they are directly interconnected, designing
a truly collaborative experience between physical and digital media. According to
Pantano et al. [34], the union of the online and physical environment aims to offer
an interactive, instantaneous, and more satisfying experience to users [4].

Fig. 1 Conceptual model
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4 Methodological Decisions

4.1 Methodological Approach

As this is a complex topic, it adopts an exploratory qualitative method based on
a case study of the Continente Labs brand in the company Sonae MC. Qualitative
research is a holistic approach that involves discovery and can be defined as any type
of research that does not present results through statistical procedures or other means
of quantification. That is, instead of measuring the phenomenon of integration by
numbers, we intend to use open-ended questions to explore possible perspectives
[35]. Furthermore, it is described as a model that occurs in a natural environment
and allows the researcher to develop a level of detail that is highly involved in real
experiences [36]. Although the research is primarily inductive and supported by a
theoretical framework, the data should guide the study, not a theory [37]. As such,
the focus of this methodology is on deep understanding of words, opinions, and
experiences, rather than numbers [38]. In turn, it is considered a subjective approach
because it is based on the interpretation of phenomena in the context in which they
live, that is, this means that the researcher must be directly involved with the situation
under study and have the capacity to interpret to analyze and constructively criticize
the observed/captured events [39].

4.2 Data Collection

Considering that the Continente Labs brand adds a space for direct communication
with the end customer in an interactive online platform—the Comunidade Labs—
which aims to integrate consumers as an active part in the dynamics of the co-creation
and co-development process of new products, applications or store spaces, netnog-
raphy was defined as the data collection method to analyze consumer participation
in digital dynamics of value co-creation.

In fact, the emergence of the digital network organized into online communities,
forums, and blogs has changed the way consumers communicate and has become
a powerful communication channel for digital consumers [40]. Within these online
environments, it is possible to observe the data generated and accessible by the user
about desires, wishes, beliefs, and experiences of consumers in relation to products,
services, and perceptions of the brand and the company [41].

Therefore, both research methods focusing on analyzing existing consumer
dialogue and interactions in consumer communities are increasing. Based on the
heritage of ethnographic research, netnography is a method that has evolved as an
observational instrument that isapplied indigitalenvironments,with the term“netnog-
raphy” being a neologism derived from the words “internet” and “ethnography”
[41].

One of the main reasons for choosing this technique in response to the research
problem is that consumers voluntarily reveal information, sensitive and unsolicited
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details. Effectively, netnography has the reputation of being one of the most effective
techniques for observing consumer behavior, in digital environments, understanding
their tastes, desires, and factors influencing customers in their consumption decisions
[42].

Thus, the need for a systematic process to identify, select, and analyze online
consumer interactions emerged. From this perspective, the netnographic analysis
was classified as analytical [43]. Thus, through the analytical netnographic analysis,
two main moments of observation were considered, exposed in the following topics.
In this sense, numerical data related to platform users, members participating in
challenges exposed in the community, page views, member interactions through
comments or likes, and the average duration of the session were observed, registered,
and analyzed. This phase of collecting and analyzing netnographic data is essential
to understand if the online community attracts participating members [4].

On the other hand, it is worth noting that given the high number of comments
and likes that Comunidade Labs presents and the platform’s inability to extract this
content into a database, it was not possible to qualitatively analyze each of the
corresponding interactions.

In any case, it is intended that the researcher takes a critical look at the analyzed
content in order to find various information about the perceptions of consumers
around the Continente Labs universe. In this way, online interactions are perceived
as a valuable cultural reflection, producing deep human understanding [4].

4.3 Universe of Analysis and Participants

The universe of this analysis is composed of individuals who are involved with the
Continente Labs brand. However, this universe is made up, for the most part, of
Continente Labs brand customers or members participating in the online value co-
creation platform of that brand—the Comunidade Labs. Through a segmentation
strategy carried out by the researcher with the Continente Labs team, it was possible
to segment the profile of the brand’s associated customers, which are divided into
three types of customers with different characteristics, as shown in the table in annex
1. It should be noted that the segmentation shown was defined under the exclusive
criteria of theContinente Labs brand. However, the researcher used this segmentation
to organize data collection.

4.4 Data Analysis

After the first phase of data collection, the information gathered was explored
and organized using the content analysis technique. This technique involves orga-
nizing the information into categories according to the main topics and questions
of the study. Here, the researcher must demonstrate the ability to identify pertinent
information and separate it from those that are not pertinent [35].
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Table 1 Continente Labs customer segmentation

Analysis Periods Analysis date

First moment Considers the period from its creation to the
last day defined for data extraction

04/01/2020 until 06/30/2021

Second Moment It considers the implementation date of the first
internal customer segmentation strategy until
the last day defined for data extraction

01/25/2021 until 06/30/2021

According to Hsieh and Shannon [44], this procedure contains three main steps:
(1) pre-analysis, (2) exploration of the material, and (3) treatment of results: inter-
ference and interpretation. In addition, at the beginning of the pre-analysis phase, all
notes and transcripts were read to obtain an overview of the body and context of the
data collected [44].

Then, the reading process was followed by a coding process, in the material
exploration phase, in which each category was systematically labeled according to
the relevance of the data and the theoretical framework of the literature review.
Finally, in the data processing stage, the researcher critically analyzed the results,
seeking possible conclusions to respond to the object under study.

5 Results

5.1 Descriptive Analysis

Following the established netnographic matrix, the analysis of Continente Labs plat-
form data was first developed through the exploration and extraction of various
numerical data related to the platformusers, page views,member interactions through
comments or likes, and the average duration of sessions in order to realize the
attractiveness of this same platform.

As mentioned earlier from the analysis of the Comunidade Labs analysis, and
represented in Table 1, the extraction of data from the analytical netnography
considered two main moments of observation:

5.2 Content Analysis

At the first moment of analysis,Comunidade Labs presents 4923 visits to the site (see
annex 2), taking into account that this algorithm is counted only once and does not
double the value from the moment that identifies the user’s IP address. In contrast,
it identifies 14,486 page views, and this metric already counts the number of total
views on the website; even when the user views the page more than once a day,
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all website views are counted. Regarding the average duration of sessions, which
represents the time visitors spend on the Comunidade Labs platform, it is 00:001:50,
indicating a rejection rate of 78.47%, which reflects the percentage of users who
abandoned the website without interacting after viewing the main page. As for the
number of interactions, during this period, 1759 comments, 1086 likes, and 207 new
topics were created.

Following the same order of analysis, in the second defined period, the Conti-
nente Labs platform presents 4419 total visits, 10,405 page views, 00:01:07 average
session duration, 81.05% bounce rate (see Annex 3). With regard to the number of
interactions, 1447 comments, 781 likes, and 73 topics created were identified. It is
still possible to see that most users of the digital laboratory are concentrated in the
Lisbon region, with 1563 users, and in Porto, with 966 users, in both moments of
analysis.

Taking into account the two periods of analysis, both register the January 26 as
the most affluent occasion in the Community of Labs, a consequence of the imple-
mentation of the first customer acquisition campaign in an exclusive newsletter and
a banner in the “Cartão Continente” application, with 702 page views and 441 gross
visits to the Comunidade Labs website.

In turn, it is possible to affirm that the increase in the activity of Comunidade
Labs corresponds to the second period of analysis. The number of users increased
by 4419 visits to the platform between moments of analysis, that is, from 504 (first
moment) to a total of 4923 users (sum of the first moment with the second moment).

In the case of total views on the website, the situation is identical; it presents
an increase of 10,405. Since in the first moment, it estimates 4081 views and with
the records of the second moment, it defines a total of 14,486 views. Regarding the
metrics that determine the number of interactions, in the first moment, there were
only 312 comments, 305 likes, and 134 topics created, and the total of interactions
added with the second moment resulted in 1759 comments, 1086 likes, and 207
topics created. As for the rejection rate, although in this case, it is not a positive
situation because it corresponds to the number of sessions that left the site in relation
to the total number of sessions performed; it also increased from 78.47 to 81.05%.
Likewise, the average length of time that visitors spend on the website has decreased.

Since the Comunidade Labs is integrated in the Continente Labs website, it was
considered relevant to check the behavior of users in this installment and, thus, check
the number of events triggered for the respective co-creation platform.Thus, as shown
in annexes 6 and 7, in the first moment, a total of 4699 clicks were registered, and
4156 clicks in the corresponding second moment, that is, there was an increase of
543 clicks between periods of analysis.

Since the traffic overview graph on the Continente Labs website highlights the
greater flowof views onMay26,which results from the opening dayof theContinente
Labs physical store, a third moment of analysis was considered, fromMay 26 to June
30, 2021, in order to understand if the phenomena were correlated. Thus, as shown
in annex 8, a total of 501 clicks were recorded from the Continente Labs website for
theComunidade Labs, bearing in mind that 109 clicks were triggered on the opening
day of the Continente Labs physical store alone. However, although some actions



684 C. Varandas and M. Nogueira

were signed on the opening day ofContinente Labs store, the researcher believes that
this event was not a crucial element to increase the activity of Comunidade Labs.

6 Discussion and Conclusions

6.1 Main Findings

Taking into account the two main analysis moments defined in the netnographic
analysis of the Continente Labs value co-creation platform—Comunidade Labs, it
was found thatComunidade Labs presents 4923 visits, 14,486 page views, 00:001:50
average session duration, and 78.47% bounce rate. Regarding the number of interac-
tions, 1759 comments, 1086 likes, and 207 topics created were identified. Although
the data presented in the bounce rate and average session duration metrics corre-
spond to unambitious values, the increase in Comunidade Labs activity is marked
from the second period of analysis when the customer acquisition strategy is imple-
mented. In response to the initial question of this investigation—how the involvement
of consumers contributes to the co-creation of the Continente Labs brand, through
their experience in the online community—it is possible to say that companies have
sought to respond to current challenges using innovation accelerators digital and
experimental as digital laboratories, in order to generate new ideas with the collabo-
ration of customers. The consumer experience in the online community is developed
by the strong connection between customers and brands, in the entire universe of
the value chain, in a logic of co-creation, co-production, and co-development. Thus,
for the Continente Labs brand to thrive in a collaborative environment, it needs to
create continuous experiences that involve the customer and boost their collaboration.
Furthermore, it is essential that the brand builds a relationship of extreme trust and
transparency with the customer, in which it shares direct and fluid communication.

6.2 Contributions of the Study

From a theoretical perspective, this research contributes to deepening the knowl-
edge of the food retail sector, which invests in technological solutions through
collaborative dynamics in the customer’s purchase journey.

In fact, this research contributes to a differentiating analysis, as there are few
concepts in food retail that encompass the laboratory component of co-creation. In
fact, it has been verified that the market feels the need to collaborate with consumers
themselves and some cases of brands combinedwith co-creation and co-development
laboratories have been identified, but normally, this experimental component is inte-
grated only in a single environment, either in the physical environment or in the
online environment.
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Moreover, the proposedmodel is pioneer because it reflects a very specific techno-
logical component in the academic literature and, consequently, recent in the market.
Thus, this conceptual model can be considered unique because it has the ability to
perceive consumers who were part of the experience as co-creators on a platform for
this purpose.

From a practical point of view, and during the research project, this study
contributed with several actions to Continente Labs through the implementation
of engagement dynamics to maintain high levels of interest in the brand and partic-
ipation in the Comunidade Labs. This study also collaborated in the definition of a
strategy to attract customers to participate in Comunidade Labs in the implementa-
tion of an exclusive newsletter and banner in the application of the “Continente Card”
aimed at customers with the characteristics mentioned in annex 2. In turn, support
actions were also implemented for product managers that introduce experiences in
theComunidade Labswith proposals for newsletters for platformmembers and posts
from social networks with the challenges in vogue. Furthermore, this research indi-
cated several metrics capable of analyzing the interaction level of the Comunidade
Labs platform.

Likewise, some recommendations to the brand are listed.Although the tool chosen
for the construction and maintenance of the website is restrictive, with limited
services at the company’s option, based on the agile methodology, in which user
inputs are lateral in prioritizing and developing new features, this research recom-
mends that user interface (UI) and user experience (UX) techniques be implemented
in order to improve user experience, interest and interaction.

Likewise, it is recommended that the Continente Labs team bet on collaborators
who are totally focused and dedicated to managing the activities of the Comunidade
Labs because being a platform that communicates directly with the end customer,
it needs to remain present and available in order to generate ongoing engagement.
Otherwise, customers feel that their suggestions do not gain traction and automati-
cally lose interest in co-creating and co-developing Continental dynamics. In view of
this, it would be advantageous for the team to continue to invest frequently in social
media tools to communicate brand news, both from the Continente Labs store and
from Comunidade Labs itself.

It is noteworthy that all the suggested points arise from situations analyzed by the
researcher in loco, with theContinente Labs team, mostly based on the data gathered
when the technique and data collection established in the investigation was carried
out through several publications by Community Labs users.

6.3 Limitations and Suggestions for Future Research

This investigation took into account the care for scientific and methodological rigor;
however, there are some inherent limitations that will be exposed, accompanied by
suggestions for future investigations.
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Regarding the limitations, although this investigation meets the criteria of
coverage, the number of participants is reduced due to the useful time to carry out
the investigation, taking into account that it was only possible to collect most of this
data during a short period of time.

As suggestions for future research, taking into account that the topic addresses
a little-explored trend, it would be pertinent to deepen the objective defined in this
research using the quantitative methodology, in carrying out surveys of Continente
Labs participants and customers, in order to assess consumer participation in value
co-creation dynamics.

Attachment

Annex 1: Continente Labs Customer Segmentation

Customer A Demanding healthy and sophisticated urban people
Loyal large and loyal medium customers
High and medium share of wallet
Customers who used the “Continente Card” application more than once in the last
three months
Ages between 30 and 45 years old
Basket with Bio & Healthy products, Prozis, Fruits and Vegetables

Customer B Demanding healthy and sophisticated urban people;
Loyal large and loyal medium customers
High and medium share of wallet
Customers who used the “Continente Card” application more than once in the last
three months
Ages between 20 and 35 years old

Customer C Early adopters/trendsetters customers
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Brands at the Nexus of Organizations
and Markets: How Organizational
Structures and Technology Shape
Marketing Practice

Miguel Magalhães and Fernando Pinto Santos

Abstract Recent research suggests that marketing has been losing influence on
some company’s strategic decision-making and has been increasingly employed at
a tactical level. Additionally, technological advancements in media and communi-
cations have been pointed out as being drivers of this “tactification” of marketing.
Within this phenomena, we are particularly interested in understanding how brand
management is being regarded in large organizations. Thus, we set as purpose for
our research to explore how brand management is currently being practiced in large
organizations, with a particular concern for understanding their strategic role in
these companies. To this end, we have developed a qualitative study, where data
were mainly collected through in-depth interviews to top managers. We have studied
how three large organizations structure the marketing function and what roles brands
assume within their strategic endeavours. Our findings unveil important insights on
the role of brands in the practice of marketing at both strategic and tactical levels,
laying ground for future research.

Keywords Brand management ·Marketing practice · Strategy · Technology

1 Introduction

Globalization and technological innovation brought changes to consumer’s usage
patterns, which have affected marketing practice in terms of budget resource allo-
cation, forcing organizations to rethink how they practice and structure marketing
[1, 2]. Additionally, marketing has been losing influence on companies decision-
making processes in recent years [3, 4]. Some researchers argue that organizations
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have been downplaying the contribution of marketing to their strategic management
and rather regarding it as a tactical practice concerned essentially with communica-
tion and sales [5, 6]. Although these views cannot be generalized, they nonetheless
reveal interesting dynamics on marketing management that need to be explored and
understood, given that there is a lack of studies that address how marketing is being
practiced by commercial organizations [7, 8]. In an age where change, globalization
and technological innovation are more prominent than ever, the role of marketing in
organizations continues to evolve, and more studies are needed to understand it in
contemporary practices [9–11].

Within marketing, we have a particular interest in understanding brand manage-
ment and the role of brands in the practice of strategy. Although some studies have
suggested that brands can assume a central strategic role that informs the wider prac-
tices of organizations, becoming a reference point for management in and between
organizations and their markets [e.g. 12, 13], still there ismuch to further study. Thus,
we set out as purpose for our research to explore how brand management is currently
being practiced in large organizations, with a particular concern for understanding
their strategic role in these companies. We have studied three large organizations to
gain an in-depth understanding on the practices of these companies.

2 Related Literature

Throughout the years, organizations have changed in the way they practice and
structure marketing [1, 14]. The integration of information technology into contem-
porary marketing practice has drastically changed the field [9, 15]. Globalization and
technology, driven by the mobile phone and the Internet, spawned new paradigms
on marketing in the areas of online advertising, e-commerce, and social media [11].
Media usage patterns have undergone significant changes over the years, with people
spending more time on interactive media (social media) than on traditional media
(radio and print). These changes in usage patterns have affectedmarketing practice in
terms of budget resource allocation, forcing organizations to rethink their marketing
[2].

Authors believe that the marketing discipline should adopt a more strategic orien-
tation within research and organizations [16, 17]. The reason why strategy is so
important to marketing is because a strategic orientation results in maximum value
for the organization and having amarketing departmentwith a strategic role enhances
an organization’s performance [18, 19].

The essential terms of the strategy are related to marketing, as the company’s
marketing policy is the basis for planning all aspects of the company’s activities. In
this context, marketing can be divided into two levels: strategic and tactical [20].
Strategic marketing involves a continuous analytical process focused on decisions
like strategy type (e.g. cost vs. differentiation), value proposition/positioning, and
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market selection/targeting [21]. As for the tactical level, it consists of an active short-
term planning process, majorly related to sales and communications [20]. Moreover,
tactics are mostly associated with the marketing mix [21].

However, the marketing department has lost influence in the company’s decision-
making [3, 4]. It is claimed that marketers have an excessive propensity to employ
marketing at an essentially tactical level, disregarding its importance and value as a
contribution to the strategic management of commercial organizations [5, 6]. This
propensity towards tactics became exacerbated in the last decade, with the explo-
sive growth of digital, and the current use of marketing as a tool in this domain is
often directed simply to generate sales, which further leads to some practitioners
disregarding the strategic role of marketing [3, 4, 9].

In the past years, marketing has taken a more tactical role in organizations [9, 11].
Communication became a key element of marketing activities [22] and was maxi-
mized by technology, with advancements in advertising and information [23]. These
technological advancements, along with globalization, led to the digital marketing
era [11, 24], taking scholars and practitioners to define and practicemarketingmostly
as communication and promotion [24].

3 Methodology

Exploratory in nature [25], our study follows a qualitative approach to address how
marketing is being practiced in organizations. We have chosen three large organiza-
tions, operating at a global scale, as the empirical context where data were collected.
These organizations were chosen based on purposive sampling [26], having been
considered as suitable within the goals of this research. Importantly, good access to
key informants and internal documents were also part of the reasons for the choice.
The empirical material consists of three semi-structured interviews to the marketing
decision-makers of the organizations andmore than 100 pages of internal documents.
The chosen organizations operate in different industries, as shown in Table 1, which
provides information about them.

The empirical data were first analysed in an open manner [27]. The interviews
were transcribed and repeatedly read. The analysis of the documents followed the
same process. With the repeated readings, general descriptive notes to highlight
relevant aspects of the analysed material were created, within the framing of the

Table 1 Information about
the interviewees and their
organizations

Interviewee Role Company Industry

Bruno Oliveira Senior Brand
Manager

Sumol +
Compal

Food
production

Bruno Rio Area Manager Sonae MC Retail

Catarina
Castro

Head of
Marketing

Panidor Food and
beverages
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research purpose. Overall, with these notes, we aimed to identify recurrent themes
that allowed us to understand the phenomenon of study. Interpretive content analysis
[28] was employed in this process and over time the notes evolved to codes through
which we organized and refined the interpretation of the empirical material, and that
ultimately led to the findings of this study, which are going to be presented in the
next section.

4 Findings

The studied organizations structure their marketing activities into different brands.
Each brand is positioned to a specific market segment and has a manager. In turn, all
managers’ report to a director—in the studied organizations, an Area Manager, and
a Head of Marketing. The following excerpts from these two marketing decision-
makers describe the brand-based structure of their organizations:

The marketing team is divided into mega departments (…) and starts to branch out into
different teams (…) in my team, there are two functions: brand managers and content
managers. (Bruno Rio).

In the [corporate] group, we have 4 units (…) [the marketing decision] is all centralized
in myself and then we have the collective of brand managers, that is, the brand guardians,
which respond to me (...) so it’s me and 4 brand managers. (Catarina Castro).

These organizations use brandmanagement as away to develop a specific planning
and decision-making for each brand and consequently each market segment, instead
of standardizing their strategy across all brands. Thus, brand managers act as “brand
guardians”, as one of the respondents told us. They become the main responsible
actors for understanding their brand, market, and customers. The choice of this
structure is related with customer-centricity, as one respondent explained clearly:

I see marketing as focusing on serving the customer in an increasingly holistic, efficient way
and serving the customer first (...) Marketing is the ability of a brand to serve a customer
holistically and efficiently. (Bruno Rio).

Furthermore, this organizational structure is also important in terms of innovation.
One of the decision-makers, that is Head ofMarketing, and has brandmanagers under
her management, explained how functions encompass innovation in a brand-based
organizational structure:

There is an area here that I had never done before, which is the innovation area. Up until
the date of joining this company, I only had to add associated value. Now, I must deliver the
opportunity (...) that is, bring another way of looking at the product, and that’s what happened
(…) I am much more focused on innovation than on added value. (Catarina Castro).



Brands at the Nexus of Organizations and Markets … 697

As the Head of Marketing oversees the brands and supports product development
to create innovation (either to improve product differentiation in existing markets
or to explore new markets), the functions of brand managers are mostly related
to strategic planning and development, as is illustrated by the following empirical
excerpt:

[The brandmanagers] have the product development pipeline and then all the strategy design.
Targeting and product value proposition (…) brand positioning (…) from the development of
the communication strategy to the actual implementation and when I say the implementation
it’s 360: multimedia, trade marketing and digital in coordinating with the various teams.
(Bruno Rio).

[As a brand manager] you have all the analytical part (…) let’s call it the brand finances.
Then, the digital part (…), then communication and content (…) and brand activation. (Bruno
Oliveira).

In all organizations, the brand managers had influence in two other marketing
functions apart from strategic planning: market intelligence and marketing tactics.
The first one was a joint work between the marketing and analytics departments, but
the brand managers and decision-makers also had direct access to intelligence via
data tools, as it is explained by one interviewee:

The entire analytics team that performs customer segmentation and analysis to increasingly
optimize the promotional component and understand what megatrends are happening to
boost the sales team. (Bruno Rio).

I live with a lot of data, so Kantar and Nielsen [data tools] are my best friends. (Catarina
Castro).

It is important to note that the studied organizations seem to have a dispro-
portionate focus towards tactics, specifically communication. Although the tactical
functions were still part of the brand management responsibilities, communication
seemed to be attributed to others, still within the marketing department. Addition-
ally, a few of the operational communications functions were also outsourced, as
explained by one of the respondents:

We are much more focused on the logic of communication and promotion. (Bruno Rio).

We have 3 people doing all the management of social media and newsletters because we
still live off newsletters (…) it’s fundamental. (Catarina Castro).

I am responsible for [profit] margins, volume, and sales (…) Everything related to PR,
we have an agency for that. (Bruno Oliveira).

Overall, the function of brandmanagement was responsible for integratingmarket
intelligence, strategic planning, and marketing tactics. Not only brand managers
influence strategy, but also have ownership of strategic planning and of the guidelines
used to develop marketing tactics.
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5 Discussion

Figure 1 brings together the findings of our research and is useful to discuss the
insights of our study.

5.1 Strategy Versus Tactics: Not “Either-Or” but “Both-And”

In the studied organizations, brandmanagers usemarket insights to create and further
develop the marketing strategy for the market segment addressed by their brand.
These brand managers also manage the marketing tactics related to the brands. They
are, as one respondent put it, “the brand guardians”: they have ownership for the
strategy and tactics of their own brands. Thus, in the empirical contexts addressed
in this research, marketing is clearly being practiced at both strategic and tactical
dimensions. Interestingly, the weight of the tactical dimension is quite relevant in
terms of the practices and resources involved (namely human resources), but does
not imply a downplay, in any way, of the contribution that a marketing approach has
in strategic decision-making.

Technology has accelerated the tactification of marketing, due to the advance-
ments in media and communications tools that unlock many possibilities for
marketing practice [7]. With increasing opportunities to communicate and reach
consumers, almost at times on a one-to-one logic, marketing practices do focus
heavily on tactical activities. However, in the studied organizations, the tactifical

Fig. 1 Organizational structure based on brands
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dimension is simply a part of the marketing activities and one that is quite embedded
in strategic planning and decision-making. This is a finer-grained view on the
discussions that put strategic and tactics as extremes in the practice of marketing
[5].

The link between strategy and tactics can be tracked to the need of segmenting the
market and creating brands for its segments: the brand-based structure helps simplify
the market and act in a direct, focused manner in each segment. As brand managers
become close to the reality of their market segment, their immediate function is
to develop strategic planning based on market insights and translate the strategic
guidelines into tactics. Therefore, the marketing activities are as strategic as they are
tactical, considering that tactics and activities must follow the marketing strategy.

5.2 Brand as the Nexus Between Organizations and Markets

Our study further revealed that brands do assume a strategic role in the marketing
department and the wider organization, becoming a point of reference for internal
processes, at several levels. That is, brands seem to become lenses through which
members in the organization regard the market. Interestingly, as it is through brands
that the marketing activities are organized, they also become lenses in the flow of
information from the market to the organization. Brands thus become the nexus of
flowof information and activities, fromand tomarkets andorganizations. Technology
plays a fundamental role since it is often the support of these flows and activities.

We thus have a close dynamic between brands as the marketing point of refer-
ence and technology as the apparatus that supports many of the activities related
to brand management. For instance, market intelligence that is essential to feed the
processes of strategic decision-making is collected with different digital technolog-
ical solutions. On the other hand, most of the communication activities of the studied
organizations do rely on digital technology. Thus, this tactical level is also embedded
in technology and that has an impact on the communication activities themselves.

6 Conclusions

This study shows that brands assume a strategic role in organizations by being a
reference point through which the marketing activities are organized. Importantly,
organizations that have structured their marketing activities on brands, also develop
their tactical activities though those brands, which is something that deserves more
attention in future research. This finer-grained viewon the dynamics between strategy
and tactics in organizations is an avenue of research that is worth exploring, given
the relevance of narrowing the gap between academic research and the work of
practitioners.
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Importantly, our research also reveals that brands become reference points at the
nexus of organizations andmarkets, being lenses uponwhich the organizations regard
the markets and on how the market is brought (through market intelligence) to the
organization. This nexus is permeated by technology.

In overall terms, our study reveals that from the intertwining between brand
management and technology,marketing practices emerge. These practices are shaped
by the nature of the organizational structures and the different technological solu-
tions that are employed in the studied organizations. These insights from our research
raise important issues about the contemporary practices of marketing, which deserve
more attention in future research.
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20. Dubickis, D., Ginevičius, R.: The formation of structure of marketing department. Mokslas–
Lietuvos ateitis/Science–Future of Lithuania, 6(1), 17–24 (2014)

21. Morgan, N., Whitler, K., Feng, H., Chari, S.: Research in marketing strategy. J. Acad. Mark.
Sci. 47(1), 4–29 (2019)

22. Duncan, T.,Moriarty, S.:A communication-basedmarketingmodel formanaging relationships.
J. Mark. 62(2), 1–13 (1998)

23. Kitchen, P., Brignell, J., Li, T., Jones, G.: The emergence of IMC: a theoretical perspective. J.
Advert. Res. 44(1), 19–30 (2004)

24. Jain, E., Yadav, A.: Marketing and technology: role of technology in modern marketing. IOSR
J. Bus. Manag. 19(5), 49–53 (2017)

25. Patton, M.: Qualitative Research and Methods: Integrating Theory and Practice. Thousand
Oaks, CA (2015)

26. Stake, R.: The Art of Case Study Research. Sage (1995)
27. Alvesson,M., and Sköldberg,K.: ReflexiveMethodology:NewVistas forQualitativeResearch.

Sage (2017)
28. Miles, M., Huberman, A.: Qualitative Data Analysis: An Expanded Sourcebook. Sage (1994)



The Impact of Brand Community
on the Consumer Behavior: The
Harley-Davidson Brand Community
in Portugal Case

Joaquim Pratas, Maria João Vasconcelos, and José Luís Reis

Abstract The aim of this investigation is to understand the Harley-Davidson (HD)
brand community members in Portugal and its consequences on their behaviors and
brand loyalty. Throughout this work, it is mentioned how theHDbrand developed the
brand community, becoming an appealing brand for freedom lovers. This research
focused on 429 members of HD brand community in Portugal. The methods used
to analyze data were a descriptive data analysis, the chi-square independence tests,
the chi-square automatic interaction detector (CHAID) model and the binary logistic
regression. The results show that brand communities provide to its members the
experience of integration with others, reinforcing brand loyalty. The merchandising
and accessories purchase by brand community members is also reinforced.

Keywords Brand community · Harley-Davidson · Tribal marketing · Consumer
behavior · Loyalty

1 Introduction

A brand community is a specialized, non-geographically bound community, based
on a structured set of social relations among admirers of a brand [1]. It has high value
for organizations’ marketing, innovation management and customer relationship
management [2], since brand community members influence each another, and their
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social interactions affect each individual relationship with the brand [3]. Generally,
individuals participate in the communities in order to seek help to receive informa-
tion which is specifically tailored to their needs [4], to establish emotional bonds [5]
and increasingly organize brand communities based on their consumption, commit-
ment and attachment to particular brands [6]. These brand communities members
are brand lovers, as they are consumers who adopt the values and lifestyles that the
brand represents. Brand communities exist based on the members who join with
the same feeling of passion about a brand and based on what the brand has to offer
them, establishing an affective relationship with the brand and not just a commercial
relationship.

The consumer’s involvement with a brand community has been decisive affecting
brand sales [7], increasing brand loyalty and avoiding direct competition only based
on price between brands [8].

This is the case of Harley-Davidson that will be studied, namely the brand
community in Portugal and its member behaviors.

2 Literature Review

2.1 Harley-Davidson (HD) Brand, Harley Owners Group
(HOG) and 1%er Culture

Harley-Davidson (HD) is the most evocative brand in the world and has remained
iconic over the years [9], although no national television advertising and few press
campaigns were made along its history [10]. Over the years, HD brand success has
been related with the marketing techniques used, namely the definition of freedom,
individualism and rebellion for its identity values. These marketing techniques led
to brand loyalty that has achieved that some HD brand consumers tattooed the brand
logo on their bodies as a form of expressing their passion, loyalty and commitment
with the brand [11].

Reference [12] identified the characteristics of a HD’s brand community, called
Harley Owners Group (HOG). In this brand community, there is a subculture gener-
ated by the relationship between consumers and the brand and an ethos that is shared
with the acculturation and hierarchy patterns, with some degree of marginalization
and outlaw culture.

The HOG emerged in 1914 when HD owners decided to create an exclusive group
for HDmotorcycle buyers, so all new buyers of a HDmotorcycle receive bi-monthly
magazines, a portfolio from HOG, and are also invited to cafes in the concessionary
stores and tours. HOG was then created with the aim of uniting people who loved
HD brand, as members of this community adopt brand values, which are related with
lifestyle and family belonging feelings.
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HOGalso sponsored races and events and developed brandedmerchandise such as
apparel and accessories that could be bought by members. This strategy also allowed
attracting new customers to HD products.

However, HOG had some members that damaged the brand image, namely the
motorcycle clubs’memberswhich are knownas outlawbikers.Generally, they appear
on top of their bikes, using chains, sunglasses and oil-stained Levis, ready to go in
action, with long hair blowing in the wind, beards and ribbons on the forehead flying,
earrings, armpits exposed, chains andHarleys transformedwith shining chrome [13].
These outlaw bikers are known as the 1%er culture, because after a rally event in 1943
occurred in Hollister, some bikers invaded the city, looted and destroyed stores. The
American Motorcyclist Association (AMA) said that 99% of bikers were good men
andwithin the law,while aminority of 1%was relatedwith banditry and outlaws. This
AMA’s expression spread, and the outlaw bikers appropriated the term "1%er". Even
today, many motorcycle clubs wear an embroidered “1%er” symbol to be identified
as the members who belong to a restricted group of outlaws. These members defend
the HD brand and their “brothers” in the brand community fiercely. Other groups
related with marginality were created, namely the Bandits, the outlaws, the Pagan’s,
the Mongols, the Vagos and the Hells Angels. All these groups are known for their
violent acts and criminal attacks but have an extremely rigid hierarchy within their
organizations. The Hells Angels are the oldest and most famous international club in
the world, where their motto is “When we do it right, nobody remembers. When we
make mistakes, no one forgets”. They are represented as a modern-day legend and
a free spirit, becoming a camaraderie and freedom icon. What all motorcycle clubs
have in common is that they ride custom motorcycles and HD brand, wear leather
vests with the club’s crest stamped on the back.

But with the HD’s image linked to the outlaws pervading Americans’ minds, the
brandneeded tofind away to dealwith that image and assess its impact. They realized,
then, that the new image of HDwas not entirely negative, and that the outlaws’ image
created a big impact, having even increased company sales and “exploited the rebel
within its customers, mostly in males” [10]. The company began to accept the two
customer segments personalities and sell the brand through both directions. Today
the HD brand portrays its brand not just as a motorcycle, but as a lifestyle icon, where
the freedom value attracts both customer segments.

Today, the Harley Owners Group is made up of over one million members, with
HOGbeing the largestmotorcycle organization to be sponsored by theHDbrand. The
HOG community helped to invigorate the brand, so that it was no longer associated
with marginality, banditry and rebellion. With HOG, the HD brand earned status,
and the purchaser of a branded motorcycle is allowed to take part in an exclusive
member group, where he can always feel at home, by participating in meetings and
events. These HOG and “1%ers” tribes allowed the brand to acquire positive and
negative components for its reputation. This duality has increased the brand’s sales
over the years, through the sale of motorcycles andmerchandising. It should be noted
that the customers’ adhesion to the brand comes from the fact that the HD brand is
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inserted in groups and communities, and consumers belonging to these groups end
up relating to other consumers, making lasting friendships and generating a sense of
belonging.

2.2 HOG Members’ Consumer Behavior

Reference [14] stated that consumers that perceived the product effects relevancy
tend to have a personal relationship with the products and high levels of involvement
with the brand. Reference [15] also stated that consumers satisfy their freedom and
self-definition needs through meaningful goods purchase and utilization, such as HD
products.

Reference [16] identified two customer segments for HD product buyers:
consumers with high monetary income (such as lawyers and doctors) who are able
to buy motorcycles from this brand and consumers known as “outlaws”. These
consumers are mostly integrated in motorcycle clubs. Other identified characteristics
are related with gender (about 90% are male consumers), race (mainly Caucasian),
age (with a prevalence ofmembers between 36 and 59 years), andwith having tattoos,
usually married with children, with casual or Rock N’Roll style clothing, and with
musical taste linked to Rock N’Roll and Blues.

HD brand community members are also known for their festive get-togethers
and make their presence felt at various events related to motorcycling and rock n’
roll. Events and fellowships are sacred to the members of this cult, just like family
fellowships. HD brand cult is the perfect combination between travel and the biker
world. These gatherings give bikers the feeling of freedom. For the members of this
cult’s community, buying a motorcycle and riding a motorcycle are not enough for
members to feel satisfied and fulfilled. For them, it is necessary to participate in
events and gatherings, as only then will they meet the values of the HD brand, whose
main values are friendship, companionship and freedom. For HD, the ideology is
freedom and lifestyle [17], and many consumers identify with this same ideology
being brand devotees. The brand also creates much of the “product” promoting the
core values of personal freedom, machismo, patriotism and American heritage [18].

The motorcycle is just an entry to one of HD’s many groups and brand commu-
nities. HD manages the customer relationship through a customer relationship
marketing (CRM) program that involves components other than the main product
itself, personalized services, brand merchandising, collectibles, etc.

In other words, the brand has such strong representation and notoriety that it
transposes what is the company’s core product. The motorcycle can be a ticket to the
HD family. However, it takes more than that to stay in this community. The brand
is crafted and communicated in such a way that consumers are able to mirror its
values. This relationship between the company and the consumer is so strong that
motorcycle owners tend to use the brand name and logo on their clothes, and in some
cases, they even tattoo the brand symbol as a way to seal a commitment and a lifelong
connection.
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3 Proposed Conceptual Model, Research Questions
and Methodology

3.1 Proposed Conceptual Model and Research Questions

Based on the existing literature, a conceptual model was proposed, and research
questions were formulated in order to answer them in this research.

Individuals that belong to HD brand communities are the main consumers of
the products, merchandising and accessories that brand sells. Thus, we want firstly
to identify main characteristics of these individuals in terms of demographic and
behavioral segmentation.

Purchasing a HD motorcycle is the “entry ticket” to the community with some
status, but then investing in merchandising and its accessories seems important to
assure brand loyalty and evolve in the brand community using symbolic icons.

Finally, the purchases ofmotorcycle, product and accessories can evolve to behav-
iors that are related with loyalty of brand members toward the brand. The proposed
conceptual model is expressed in Fig. 1.

To the best of our knowledge, based on this conceptual model, the following
research questions merit further investigation:

• Q1: What is the relationship between brand community members characteristics
and the purchase of a HD motorcycle?

• Q2: What is the relationship between brand community members characteristics
and the purchase of HD merchandising and accessories?

• Q3: What is the relationship between having a HD motorcycle and purchasing
HD merchandising and accessories?

• Q4: What is the relationship between purchasing a HD motorcycle and loyalty
behaviors toward HD brand?

• Q5: What is the relationship between the purchase of HD merchandising
accessories and loyalty behaviors toward HD brand?

Fig. 1 Proposed conceptual model
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3.2 Sample, Data Collection Method and Statistical
Techniques Used

To answer these research questions, some procedures usually applied in quantitative
researches were followed.

The selected sample for this research is based on 429 brand community members
basedonPortugal. Is a non-probabilistic andmultistage sample, becausefirst a sample
of HD brand community members in Portugal who received the link to the online
surveywas chosen and then avoluntary samplingbecause brand communitymembers
tookpart and answer by themselves.Theonline survey that allowed thedata collection
had 26 questions. The questions used on the survey were based on work of [19] and
preliminary exploratory interviews made with some HD brand community members
in Portugal.

After collecting the data, a descriptive analysis of the results was carried using
SPSS.

To assess the independence of variables, chi-square independence tests were
carried out. In chi-square independence tests since the variables are nominal, cross-
tabulation was performed to quantify the degree of relationship of the variables and
the chi-square independence test. In the chi-square test, if the significance is less than
0.05 (with a 95% confidence interval), this does not mean that there is a cause and
effect, but rather a relationship between the variables. If the significance is greater
than 0.05, the variables are not related.

Then, other statistical methods, such as chi-square automatic interaction detector
(CHAID) and the binary logistic regression methods, were used to analyze some of
the proposed research hypothesis.

The chi-squared automatic interaction detection (CHAID) analysis generates
predictive models as well as output diagrams by dividing a population into mutually
exclusive subgroups after screening out several independent variables [20–22]. Thus,
the dependent or explained variables are defined, and the independent or explanatory
variables that most differentiate the results obtained are also identified.

A binary logistic regression was also developed. The objective of a logistic regres-
sion model is to fit a logit model relating the expected value of one binary dependent
variable, to the actual values of several explanatory variables, in order stochastically
to estimate the unknown parameters [22, 23].

4 Results

Firstly, a descriptive analysis of the data was performed. The relative frequencies for
each survey question are presented in Table 1.

The sample of HD brand community members is mainly constituted by males,
between 41 and 50 years old, married or similar, that dress in casual style. They prefer
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Table 1 Relative frequencies of each question in the survey

Question Relative Frequencies (%)

What is your gender? Male (90.91%); female (9.09%)

What age group are you in? Less than 30 (12.8%); between 31 and 40
(27.7%); between 41 and 50 (43.8%); between
51 and 60 (12.8%); More than 60 (2.8%)

What is your marital status? Single (18.4%); married or similar (72.5%);
divorced (7.9%); widower (0.9%)

What style of clothing do you wear? Formal style (10.4%); Rock and Roll style
(21.3%); casual style (57.2%); sporty style
(11.1%)

What is your favorite music style? Rock (23.4%); metal (13.8%); heavy metal
(10.3%); pop (10.1%); other (37.4%)

What kind of space related with HD brand do
you visit most frequently?

Motorcycle meetings and events (54.2%); Rock
and Roll bars (32.4%); I do not visit any
(13.3%)

Do you have tattoos? Yes (55%); No (45%)

Do you have a HD motorcycle? Yes (89.5%); No (10.5%)

What are your favorite HD motorcycle
models?

Softail (16.4%); heritage (13.2%); fat boy
(12.3%); iron (10.0%); other (48.1%)

In your opinion, which attributes do HD
motorcycles have?

Freedom (32.2%); style (32.1%); power
(12.6%); comfort (10.4%); other (less than
10%)

Do you feel that your motorcycle is an
extension of you?

Yes (78.3%), maybe (13.1%), No (8.6%)

Is HD brand important for you? Yes (87.9%); no (12.1%)

What do you feel, when someone criticizes
HD brand?

I try to perceive the critics (48%); indifference
(31.2%); Disagreement (14.2%); other options
(less than 3%)

Does HD brand reflect you as a person? Yes (54.6%); no (45.4%)

Do you feel that you would lose a part of your
identity, if HD brand disappear?

Yes (35%); maybe (21%); no (44%)

Have you bought some HD merchandising? Yes (80.2%); no (19.8%)

Do you think that HD users have more than
one product of HD brand?

Yes (73.7%); maybe (18.7%); no (7.7%)

Do you think that HD users establish an
emotional bond with brand?

Yes (88.8%); maybe (10.5%); no (0.7%)

Do you think HD owners and users are
committed with the brand?

Yes (53.2%); maybe (26.8%); no (20.0%)

When a person uses something from the
Harley-Davidson brand, do you identify with
that person?

Yes (60.6%); no (39.4%)

Do you agree with the statement: “People who
use a brand differ from those who don’t”?

Yes (65.3%); no (34.7%)

(continued)
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Table 1 (continued)

Question Relative Frequencies (%)

Do you always disagree with someone prefers
a competitive brand of HD?

Yes (89.7%); no (10.3%)

Does HD fit with you in ways that no other
brand can?

Yes (69.5%); no (30.5%)

Do the friendships you have with other HD
users mean a lot to you?

Yes (65.3%); no (34.7%)

Do you see yourself as a member of the HD
brand community?

Yes (73.4%); no (26.6%)

Do you feel like an HD brand owner? Yes (59.7%); no (40.3%)

several music styles such as rock, metal, heavy metal and pop music. The majority
has tattoos and visits frequently motorcycle meetings and events.

89.5% of brand community members have a HD motorcycle, 80.2% have bought
HD merchandising and accessories, and the most cited attributes of HD products are
freedom and style.

The majority of inquired brand community members feel that HD motorcycle is
an extension of them, important to them, reflects them as persons, fits with them as
no other brand can do, and that when someone uses some product of HD they feel
identified with him and that utilization differentiates that person.

It is also interesting to note that most respondents think that owners and users
ofHD brand establish an emotional bond and are committed with the HD brand.

They also feel that friendships with other HD users are important to them, and
genuinely feel as HD brand owners and brand community members.

4.1 Relationship Between Brand Community Members
Characteristics and the Purchase of a HD Motorcycle

To establish the relationship between brand community members characteristics and
the purchase of a HDmotorcycle, a chi-square analysis was performed. All the cross
tabulations that have P-values less than α = 0.05 are presented because it seems that
there is a relationship between variables, soH0 is rejected, as there is no independence
between variables. These variables are expressed in Table 2. Only the favorite music
Metal is negatively associated with purchasing a HD motorcycle. The likelihood of

Table 2 Brand community members characteristics associated with purchasing a HD motorcycle

Brand community members characteristics Purchase a HD motorcycle

What is your favorite music style? Metal 0.966 (P-value = 0.034)
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the combination involving the purchasing a HDmotorcycle andMetal favorite music
style is 0,966 times than the statistical non-association situation.

In all the others, P-values > 0.05, meaning that the distribution of the frequencies
of two variable conditions was statistically non-associated.

4.2 Relationship Between Brand Community Members
Characteristics and the Purchase of HD Merchandising
and Accessories

All the cross tabulations that haveP-values less than α= 0.05 are presented because it
seems that there is a relationship between variables. Thus, it seems that age groups,
marital status, the frequent visits to rock and roll bars (with a likelihood of the
combination involving the purchasing a HD merchandising and accessories and this
variable is 1.06 times higher than the statistical non-association situation), motor-
cycle meetings and events (with a likelihood 1.05 times higher than non-association
situation) and the perception of Freedom as an attribute related with HD brand are
associated with purchasing HD merchandising and accessories (with a likelihood
1.04 times higher than non-association situation).

For age groups and marital status, the likelihood is not presented because we
have several interval hypothesis, but it follows the same conclusions presented in the
relative frequency analysis (Table 3).

Table 3 Brand communitymembers characteristics associatedwith purchasingHDmerchandising
and accessories

Brand community members characteristics Purchase HD merchandising and accessories

What age group are you in?
What is your marital status?
What kind of space related with HD brand do you
visit most frequently? Rock and Roll Bars
What kind of space related with HD brand do you
visit most frequently? Motorcycle meetings and
events
In your opinion, which attributes do HD
motorcycles have? Freedom

(-) (P-value = 0.001)
(-) (P-value = 0.002)
1.06 (P-value = 0.028)
1.05 (P-value = 0.001)
1.04 (P-value = 0.000)
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Table 4 Having HD motorcycle and purchasing HD merchandising and accessories

To have a HD motorcycle Purchase HD merchandising and accessories

Do you have a HD motorcycle? 1.05 (P-value = 0.000)

Table 5 Having a HD motorcycle association with loyalty behaviors toward HD brand

Loyalty behaviors toward HD brand To have a HD motorcycle

Does HD fit with you in ways that no other brand can?
Do you see yourself as a member of the HD brand community?
Do you feel like a HD brand owner?
Do you feel that you would lose a part of your identity, if HD brand
disappear?

1.04; (P-value = 0.000)
1.03; (P-value = 0.004)
1.07; (P-value = 0.000)
(-); (P-value = 0.050)

4.3 Relationship Between Having a HD Motorcycle
and Purchasing HD Merchandising and Accessories

The likelihood of the combination involving having HD motorcycle and purchase
of merchandising and accessories is 1.05 times than the statistical non-association
situation, with a P-value equal to 0.000 (less than the 0.05 cut off value) (Table 4).

4.4 Relationship Between Having a HD Motorcycle
and Loyalty Behaviors Toward HD Brand

All the cross tabulations that have P-values less than α = 0.05 are presented because
it seems that there is a relationship between variables. Thus, these variables are
associated with having a HD motorcycle. In all the others, P-values > 0.05, meaning
that the distribution of the frequencies of two variable conditions was statistically
non-associated (Table 5).

4.5 Relationship Between the Purchase of HD
Merchandising and Accessories and Loyalty Behaviors
Toward HD Brand

To analyze the relationship between the purchase of merchandising and accessories
and loyalty behaviors toward HD brand, a CHAID analysis was also performed.
The results are represented by a CHAID dendogram. The variables that differentiate
the purchase of HD merchandising and accessories are the answers to the survey
questions “Do the friendships you have with other HD users mean a lot to you?” and
“When a person wears something HD brand, do they identify with that person?”.
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Fig. 2 CHAID dendogram

In the entire sample, we can verify that 19.8% (85 members) did not buy
merchandising and accessories, and 80.2% (with 344 members) bought.

Of the respondents who answered “Yes” to this question, 87.1% answered “Yes”
to “Do the friendships you have with other HD users mean a lot to you?”.

On the other hand, of the respondents who answered “No” to this question, 67.1%
answered “Yes”.

Therefore, it seems to be a positive relationship between the importance of friend-
ships among users of the HD brand and identification with other people through the
use of the HD brand and the purchase of HDmerchandising and accessories (Fig. 2).

A binary logistic regression was also performed, in order to explain the purchase
of HD merchandise and accessories. The results are showed in Table 6.

This regression has achieved 81.6%of correlation between predicted and observed
values. The variable “Do the friendships you have with other HD users mean a lot to
you?” has a P-value < 0.05. As Exp (B) is higher than 1, if friendships are important,
the likelihood of purchasing HD merchandise and accessories increases.

5 Discussion and Future Research Directions

This investigation contributes to the study of brand community members’ behav-
iors, because nowadays the market is very competitive and volatile, and consumers
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Table 6 Logistic regression model coefficients

Purchase HD
merchandise and
accessories

Exp(B) Wald P-value

Do you feel that your motorcycle is an extension of you? 1.121 .322 .570

Is HD brand important for you? 1.691 1.941 .164

Does HD brand reflect you as a person? .713 .914 .339

Do you feel that you would lose a part of your identity, if HD brand
disappears?

1.211 .876 .349

Do you think that HD users establish an emotional bond with brand? 1.471 1.245 .265

Do you think HD owners and users are committed with the brand? .850 .798 .372

When a person uses something from the Harley-Davidson brand, do
you identify with that person?

1.216 .387 .534

Do you agree with the statement: “People who use a brand differ
from those who don’t”?

1.725 2.636 .104

Do you always disagree with someone prefers a competitive brand
of HD?

1.714 .888 .346

Does HD fit with you in ways that no other brand can? 1.571 1.922 .166

Do the friendships you have with other HD users mean a lot to you? 1.938 5.007 .025

Do you see yourself as a member of the HD brand community? 1.036 .011 .916

Do you feel like an HD brand owner? 1.209 .479 .489

-2LL
Cox&Snell R2

Nagelkerke R2

% correlation between predicted and observed values

380.940
.102
.162
81.6%

are increasingly non-loyal, which makes the existence of brand communities very
important to businesses.

Thus, brand communities arouse interest for those working in marketing and
management areas. Harley-Davidson is a case study of successful brand community,
so other brands could learn how to manage a brand community and understand what
makes important to its members to live according to brand values and identity and
increase sales of main products (such as the motorcycles for HD brand) and other
merchandising and accessories.

In this research, that studied theHDbrand community in Portugal, the behaviors of
brand members were identified. The relationship brand community and the purchase
ofmerchandising and accessories of the brand seems to be themost important variable
in order to access themembers’ loyalty through periods, because having amotorcycle
is “only” the entry door to the brand community. The best customers, who buy more
products, tend to be the most engaged in brand communities. They are also the
members that valuemore the friendship bondswith other brand communitymembers.



The Impact of Brand Community on the Consumer … 715

Some future research directions can also be referred. This research can be done
in other countries, and other Harley-Davidson brand communities and online brand
communities can also be analyzed. Certainly, the interaction between brand commu-
nity members in online environments and social media can add new perspectives to
brand community behaviors.
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Luxury Fashion Brands’ Website
Strategies: A Study with Portuguese
Designers

Sandrina Teixeira , Belém Barbosa , Cátia Ferreira, and José Luís Reis

Abstract This article aims to identify the success factors for Website strategies
of independent luxury fashion designers to communicate their brands and to foster
lasting relationships with customers. The article includes an empirical study with 14
Portuguese luxury fashion brands designers that combineWebsite analysis and inter-
views with its managers. This study evidences the difficulties that Portuguese luxury
fashion designers face in communicating the differentiating elements of a luxury
fashion brand in digital channels, particularly product characteristics, luxury atmo-
sphere, service personalisation, and the intimacy enabled by brick-and-mortar stores.
The findings highlight the difficulties in strengthening online customer relation-
ships, and those omnichannel strategies are essential to preserving luxury products’
differentiating features and elements.

Keywords Fashion brands · Designers · Luxury ·Website strategies · Online
atmosphere

1 Introduction

Luxury is undeniably characterised by exclusivity, rarity, and superior quality. Histor-
ically, luxury was associated with wealth, power, and superfluous and non-essential
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desires [10]. However, modern luxury has a positioning beyond depravity or exclu-
sivity, positioning itself to capture dreams and as a means of self-expression [3].
Luxury fashion brands have been quite reluctant to go digital and only recently have
committed to digital strategies (De Acetis 2020), Hoang [7], with evident positive
impacts on sales growth and brand equity and interesting opportunities to provide
customer experience [1]. Despite the interesting contributions in the literature, the
studies on this field often focus on well-established global brands. Consequently,
research on the experiences and strategies of smaller Luxury Fashion Designer
Brands (LFDB) from less prominent countries in the fashion business is still lacking.

Considering the gap found in the literature, the main aim of this article is to
analyse the facilitators constraints faced by fashion designers in implementing e-
commerce strategies and to point out their success factors. To reveal experiences
and perspectives of LFDB, this article includes results from a study conducted in
Portugal with 14 luxury brands, comprising content analysis of their Websites and
interviews with their managers.

This article makes several contributions. It provides empirical data regarding a
type of fashion luxury brand that the literature has so far disregarded. By comparing
its findings with results from extant literature, particularly Marques [11], this article
provides interesting insights on comparing Portuguese LFDB and international
luxury fashion companies. This study demonstrates that the Website strategies
conducted by small LFDB are distinct from the international brands, and for that
reason, more research should address their challenges and strategies. Furthermore,
this article provides relevant insights for academics and practitioners associated with
digital strategies conducted by luxury fashion brands.

The remainder of the article is organised as follows. The next section offers a
theoretical contextualisation of the topic provided by the main contributions in the
literature regarding luxury brands’ online strategies. Then, the article characterises
the methodology adopted in the empirical study, followed by its main findings and
discussion of results. The article’s final section presents the main conclusions, high-
lighting their contributions and implications for managers. Suggestions for future
research are also provided.

2 Literature Review

2.1 The Concept of Luxury

According to Roux and Flock [13], a luxury brand satisfies its consumers’ symbolic
needs and is distinguished from other brands by its imaginary, symbolic, and social
value. Based on an exhaustive systematisation of the literature, Ko et al. [8] have
defined five essential elements for any luxury brand:

• To be of high quality.
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• Offering authentic value through the desired benefits, both functionally and
emotionally.

• To have a prestigious image within the market, built on qualities such as
craftsmanship and quality of service.

• Be worthy of possessing a premium price.
• Be able to inspire a deep connection or resonance with its consumers.

Ko et al. [8] pointed out that consumer evaluations and perceptions are crucial
for a brand to be considered a luxury beyond premium prices and superior quality.
Considering the irrefutable importance of digital channels as a source of information
and their influence shaping consumers’ perceptions and attitudes, it becomes increas-
ingly essential that luxury fashion brands are online for enhanced opportunities to
reach and interact with their customers.

2.2 The Atmosphere of Online Luxury

Rovai [14] explains in detail the demand that the entry into digital channels places
on luxury brands, namely to demonstrate the authenticity of luxury products and
recreate the comfort and overall experience provided at physical stores. Determinant
aspects of the online atmosphere include Web design, the use of colour [16] and
immersive environments [12]. The luxury atmosphere positively impacts the shop-
ping experience, namely the emotion [16] and satisfaction [12, 14] felt by the user.
However, [14] study demonstrates that omnichannel strategies luxury fashion brands
are adopting include, for example, the creation of interactive online shops, conducting
online events to promote brand engagement, and the creation of online apps. Beyond
shopping touchpoints, online platforms are spaces where consumers live their online
shopping experience, where they share know-how, trends, and lifestyle, seeking a
connected shopping experience [14].

2.3 Online Strategies of Luxury Brands

Yan and Qu [17] recommend that luxury brands adopt pull strategies. They should
attract consumers to seek the brand and not take it to consumers, as happens in
the mass market. They also recommend choosing channels that preserve the exclu-
sivity associated with luxury brands and foster relationships with their customers.
Digital channels affect the development of luxury brands’ strategies on several levels.
Digital channels are an asset for luxury fashion brands, as online interactions between
consumers, brands, bloggers, and sellers allow the brand to create social status asso-
ciations through the easy sharing of information about what is trendy and stylish and
through the dissemination of word-of-mouth communication about new trends [4].
However, they can also reduce the perception of scarcity by increasing proximity
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to a broad group of potential consumers [4], leading many luxury fashion brands to
recreate that distance in digital channels.

3 Method

Literature highlights the relevance of digital channels for luxury brands, pointing out
aspects to be considered when adopting omnichannel strategies by luxury brands.
However, the literature tends to privilege large global brands, thus neglecting many
independent designer brands spread worldwide.

The main objective of this study is to identify the success factors for Website
strategies of independent luxury fashion designers to communicate their brands
and to foster lasting relationships with customers. This study explores and anal-
yses fashion designers facilitators and constraints in implementing digital strategies.
The research problem defined for this study is: What are the key elements of the
omnichannel strategy conducted by LFDB?

This study adopted a content analysis approach to the research problem,
comprising the analysis of brands’ online platforms (Website and social media) and
semi-structured interviews with LFDB managers.

3.1 Website Analysis

This study combined two analysis frameworks previously developed by extant liter-
ature. Thus, the analysis of the Websites was carried out using two analysis grids:
Hansen’s grid [5] and Teixeira and Machado’s [15] digital visual merchandising
grid—MVD.

TheWebsites of the brands/designers were consulted only once to collect data for
analysis, whilst the social networks of the brands/designers were consulted during
June 2019 to allow consideration of content that is shared in real-time (live streams)
that has a duration of only 24 h (storeys) and paid advertisements also have cut-off
dates.

Hansen’s analysis gridwas constructed to develop a theoretically consistent frame-
work that identifies all relevant evaluation categories and subcategories for B2C
Websites in the luxury fashion industry [6]. This grid posits 8 categories and 29
analysis variables.

The digital visual merchandising grid—MVD is intended for the analysis of the
way products are presented in the virtual shop through 6 categories of variables and
34 variables of analysis [15].

To better understand the Portuguese LFDBs strategies, Hansen’s grid and the
digital visual merchandising grid—MVD were compared with Marques [11] results
concerning international luxury fashion brands.
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3.2 Interviews with LFDB Managers

To further explore the topic and validate the findings related to Website analysis,
all LFDB analysed in this study was contacted and invited to participate in the
interviews. Three out of the 14 brands considered in this study promptly agreed to
participate (Josefinas, Carla Pontes, e Katty Xiomara). Interviews were conducted
either in person or through the Internet during May 2019.

The semi-structured interview script was previously developed based on the
contributions in the literature and was composed of three main parts. The first part
comprised a set of questions about the brand strategy (e.g.What have been the signif-
icant changes at the strategic level of the brand). Next, the script included questions
about the digital strategy, including the Website and social networks (e.g. How does
the brand attract customers’ attention or potential customers online? How does the
brand keep in touch with its customers online?). In the third part of the script and
conclusion, questions about digital challenges were included (e.g. What have been
the main challenges encountered in the digital environment to date? What are the
key points of the brand’s online strategy?).

Content analysis is a set of techniques for analysing a brand’s communications
through the systematic and objective analysis of the content of its messages [2] to
critically understand the meaning of the content of a brand’s communications. In this
study, linguistic analysis and mass communication analysis will be used.

The analysis of the interviews followed a categorical analysis in WebQDA soft-
ware. According to [2], the categorical analysis allows the analysis of direct and
straightforward speeches quickly and effectively, through the breakdown of the text
into categories according to analogical regroupings.

To define the coding of the analysis, a first analysis of the interviews was
carried out. The following categories were identified: online presence, current
digital strategy, online challenges, strategic changes, omnichannel, product avail-
ability, luxury atmosphere, and characteristics of online luxury products/services,
customisation, co-creation, secondary brand/more accessible product line, currency,
promotional actions, value creation, consumer journey: attention, consumer journey:
attraction, consumer journey: advice, consumer journey: action, consumer journey:
advocacy, customer conversation/interaction, and online vs physical shop.

3.3 Sampling

The target population of the study was the Portuguese LFDB. Given the inexistence
of statistical studies and rankings with all Portuguese luxury fashion brands and
designers, and through online research, it was possible to collect Portuguese brands
and designers on the Luxury Design Craftsmanship Website (visited on April 10,
2019), on the Portugal FashionWebsite (visited on April 10, 2019). Next, an analysis
of the brands and designers was carried out. Only those that work in the luxury



722 S. Teixeira et al.

Table 1 Sample of Portuguese design luxury fashion brands

Brand Web
site

Online 
store

Physical 
store Facebook Instagram Twitter Youtube Pinterest Other

1 Miguel 
Vieira

2 Luís 
Buchinho

3 Ka y 
Xiomara

4 Micaela 
Oliveira

5 Luís 
Onofre

6 Anabela 
Baldaque

7 Diogo 
Miranda

8 Egídio 
Alves

9 Guava

10 Carla 
Pontes

11 Âme Moi

12 Lemon 
Jelly

13 Josefinas

14 Nuno 
Baltazar

fashion sector and are present online were selected, having been identified 17 brands.
After analysing their respective product portfolios, it was found that three of these
brands did not offer fashion products aimed at women. To make the sample more
homogeneous, it was decided to remove the exclusively male brands. Consequently,
the study sample consists of 14 Portuguese LFDB (Table 1).

All LFDB that comprises the sample has a Website, however, four still do not
offer commercial transactions, and another four do not have a physical shop. It was
also concluded that all are present on social networks, Facebook, and Instagram,
followed by YouTube, Pinterest, and Twitter.

4 Results

4.1 Website Analysis—Hansen Framework

As shown in Table 2, the variables most used by Portuguese LFDBs in their Websites
are content, connection, and communication. The least worked are collaboration,
community, and customisation.
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Table 2 Results from Portuguese LFDB Websites according to Hansen framework

Hansen’s analysis grid Total % Values reported by
Marques [11] for
international luxury
fashion brands (%)

Content Product information 10 71 100

Brand history 12 86 87

Corporate information 8 57 100

Special promotions/campaigns 6 43 87

Community Community on the site 0 0 20

The community outside the site 5 36 93

Communication Email registration 9 64 100

About us/contacts 14 100 100

Interview videos 0 0 40

Collaboration Product design collaboration 0 0 0

Allows feedback and comments 1 7 7

Connection Links to other sites 13 93 60

Microsites 0 0 33

Syndication 8 57 100

Commerce Online shop 0 0 0

Commercial transaction 10 71 93

Links to other e-commerce sites 2 14 0

E-commerce assistant 7 50 87

Shoppable videos 0 0 0

Social commerce 10 71 0

Context Flash 0 0 0

Videos 7 50 93

Animations 12 86 53

360° visualisation 0 0 7

Augmented reality 0 0 0

3D Technology 0 0 0

Customisation Product customisation 0 0 27

Product personalisation 1 7 27

User recognition 10 71 93

Marques [11] showed that international luxury fashion brands significantly use
the several content variables considered in the Hansen framework (between 87 and
100%), which does not occur in the Portuguese companies analysed here. Notably,
43% of LFDB do not provide corporate information on their Websites, and only 43%
include promotions.
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It is in the macro community variable that Portuguese LFDB shows lower
percentage values. Although 93% of the international luxury fashion brands have
a community outside theWebsite [11], in the case of Portuguese LFDB, this happens
only for 36% of the cases. It is essential to highlight that the communities outside the
Portuguese LFDB Websites are in the social network Facebook. However, although
some brands have a community in the social network, this one does not present
activity.

Regarding the communication variables, all the Portuguese LFDB Websites and
about us/contacts happened with the international luxury fashion brands studied by
Marques [11]. However, none includes the Websites videos with interviews, which
tends to be adopted by 40%of the international luxury fashion brands [11]. Themacro
collaboration variable is the one that presents the lowest values for Portuguese LFDB,
confirming the trend amongst international brands identified by Marques [11].

In the macro variable connection, the Portuguese LFDBs present a higher
percentage value than the International Luxury FashionBrands in the variable linking
to other websites: 93%, compared to the 60% reported by Marques [11]. The links
to other Websites of the Portuguese Luxury Fashion Brands/Designers are mainly to
the brand’s social networks and the Web designer’s Website. It should also be noted
that no Portuguese LFDB presents microsite, something that is common to 40% of
the international brands analysed by Marques [11].

Regarding the trade dimension, not all Portuguese LFDBs provide commer-
cial transactions on their Website, and only 50% have an e-commerce assistant.
In comparison, 87% of the international Luxury Fashion Brands already do so.

It should also be noted that at the date of the respective analyses, no Portuguese
LFDB and none of the International Luxury Fashion Brands studied byMarques [11]
have shoppable videos (videos that allow the purchase of products) and virtual shops.
The same happened with technology to recreate the offline shopping experience in
the digital environment, namely 3D technology and augmented reality. Although
7% of the International Luxury Fashion Brands provide 360º visualisation on their
Website, Portuguese LFDB does so.

Moreover, Portuguese LFDB should invest more in videos since they present a
percentage value much lower than International Luxury Fashion Brands. However,
Portuguese LFDB shows more animations on their Websites than International
Luxury Fashion Brands, 86% and 53%. Finally, no Portuguese Luxury Fashion
Brand/Designer and International Luxury Fashion Brand uses Flash on their Website
and all use HTML5.

According to Kotler et al. [9], the new product development strategy is co-creation
in the digital economy. From the moment brands allow customers to personalise and
customise their products online, they receive information regarding their tastes and
preferences. On the other hand, consumers of luxury products expect the online
shopping experience to equal the offline shopping experience [14]. If brands allow
customisation and personalisation of their offline products, they should also make
this service available online. However, no Portuguese LFDBs enable the customisa-



Luxury Fashion Brands’ Website Strategies: A Study … 725

tion of their products on the Website and only one provides product customisation.
Comparatively, four International Luxury Fashion Brands make these technologies
available on their Websites.

Although 71% of the Portuguese Luxury Fashion Brands/Designers already do
user recognition, it is essential to highlight that one of the brands that allow commer-
cial transactions on its Website does not recognise the user. In comparison, 93% of
the International Luxury Fashion Brands already identify the user on their Website.

4.2 Analysis of the Results of the Digital Visual
Merchandising Grid—MVD

Considering the digital visual merchandising grid—MVD of Teixeira and Machado
[15], it is verified that only one Portuguese brand does not have a front view of their
products. In turn, all International Luxury Fashion Brands provide this variable on
their websites.

Regarding the back view, two Portuguese brands do not have this variable on
their Websites. In contrast, 93% of the International Luxury Fashion Brands allow
the rear view of their products. The side view is less common in both, however, the
International Luxury Fashion Brands (80%) present a percentage value higher than
the Portuguese LFDB (71%).

Portuguese LFDBs present higher percentage values than International Luxury
Fashion Brands [11] in the variables partial zoom, 2D longer view on the same
page, 2D automatic change front and back, and 2D front and back on the same
page. However, the Portuguese LFDBs do not allow multiple zooms, 2D change F/T
cursor passage, whilst the International Luxury Fashion Brands already have these
functionalities. No Portuguese LFDB and International Luxury Fashion Brand allow
3D more extensive views on separate pages, 3D automatic rotation, and 3D click-
on rotation, features that would decrease the digital barrier between customer and
product.

Beyond using technology, for product perception, it is equally crucial that luxury
fashion brands provide the same shopping experience online andoffline. For example,
it is important to digitally transfer the assistant’s service in the physical shop through
the ease of selecting the desired colour, visualising the piece’s wearability, and
suggesting complementary pieces to the chosen one. Regarding the presentation
of product colours, less than half of the Portuguese LFDBs present all the product
colours on the same page, the remaining ones choose to present products in different
colours on separate pages. Comparatively, only 20% of the International Luxury
Fashion Brands show the product colours in this way [11]. It is possible to conclude
that Luxury Fashion Brands mostly opt for separate pages for the same product in
different colours. It is possible to observe that the Portuguese LFDBprefer the change
by click -on in the colour sample, whilst the International Luxury Fashion Brands opt
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for change by scrolling down. Finally, none of the national and international brands
studied presents colours in different products, automatic colour change, and a cursor
swipe on their Website.

The macro layout variable is essential for the perception of the wearability of
the pieces, it is fundamental so that customers can understand, through the layout
of the product, how it will wear itself. The Portuguese LFDBs dispose of their
products through catalogue style model, flat, with filling andmodel, leaving aside the
disposition through a digital model, parcelled mannequin, mannequin, and hanging.
On the other hand, International Luxury Fashion Brands dispose of their products
through amodel, flat, catalogue style, hanging, filled, parcelledmannequin anddigital
model, leaving aside the disposition through mannequin.

Finally, the macro-matching variable is also very important for the Portuguese
LFDB online shop because it allows the customer to quickly identify, despite the
inexistence of the assistant (as found in the physical shop), through a click similar
or complementary pieces to what they are looking for. In addition to assisting the
customer, it is also a way of increasing online shop sales. In the matching variable,
it can be observed that only half of the Portuguese LFDB use this functionality and
only present suggestions for each product, whilst the International Luxury Fashion
Brands, besides the recommendations for each product, also present suggestions for
look/season. None of the national and international brands makes the interactive
combination available on their Website.

4.3 Results from the Interviews

According to the interview participants, being present online is an excellent way
for Portuguese LFDBs to keep in touch with their customers and attract potential
customers. As stated by one of the participants, Josefina’s brand was born online
“because in terms of management, for now, it makes sense, the team can be smaller
(…), and it is online that represents a large part of sales”. The other two interviewed
brands, Carla Pontes and Katty Xiomara were created only in an offline environment,
however, they chose to be present online. Carla Pontes said that she entered the digital
market because she realised that “it would be a market of interest (…) and a future
market”.KattyXiomara stated that shewent digital due to some “positive experiences
with aggregators, (…) although the demand is not significant”, it seemed essential
to have a more direct experience.

4.3.1 Current Digital Strategy

This category aims to determine the focal points of the digital strategies of Portuguese
LFDB. The message they want to communicate online, how they distinguish them-
selves from other brands/designers, and if they create partnerships with other brands
to increase their reach customers/potential customers.
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According to what the interviewees explained, the current e-commerce strategy
of Josefina’s brand focusses mainly on PR, offers, partnerships, and constant product
launch. On the other hand, Carla Pontes focusses more on paid advertising for other
countries, intending to win new customers, and on communication and engagement
with the brand’s values to take the more human side of the brand to digital. Katty
Xiomara is betting on greater fluidity of content and direct contact with her digital
tribe.

LFDBs are also betting on communicating their message online. “We want to
pass the message that we are not just a brand of shoes, but that we believe in values
that are part of us, namely in women empowerment”. (Josefinas). “The idea of non-
temporality is very strong in our brand and also the idea of quality (…). The idea of
pertinence in production, that is, in a non-mass production, we increasingly defend
the idea of a conscious and ecological production”. (Carla Pontes). Need for sustain-
ability (…), it is not viable, neither for the company nor the planet, to produce pieces
to archive. (…) We make the pieces that have better sales results and combine them
with some limited-edition pieces. (…) Convincing the customer to buy less but to
buy better. (Katty Xiomara).

Josefinas differentiates itself from the other Portuguese LFDB through product
and storeytelling. In turn,Carla Pontes andKattyXiomara differentiate themselves by
their more personal side. Carla Pontes states that she tries to maintain proximity with
her online customers to diminish the distance created online, as it is more personal
than a virtual brand. Josefinas, Carla Pontes, and Katty Xiomara make partnerships
with other brands, however, Katty Xiomara does not make partnerships to increase
the reach of customers and potential customers. However, she says that indirectly
partnerships can bring new customers to the brand.

4.3.2 Online Challenges

This category aims to determine the main challenges that Portuguese LFDBs face
in the digital environment. One of the challenges encountered online is the entry of
luxury brands with big budgets in the digital environment.

“Large brands, more or fewer luxury brands, have entered the digital world in
force and have budgets that small brands like us do not have”. (Josefinas) “The luxury
brands and those that have big investors behind them will be able to overcome some
of the difficulties that we feel today through artificial intelligence, visualisation with
the camera itself, augmented reality, and visualising the piece almost dressed on
itself instead of on the mannequin”. (Carla Pontes).

The interviewee Josefinas adds that the increase in online competition has
increased the cost of advertising in this channel. And that the digital market, despite
being infinite, is becoming saturated by everything and everyone. Another challenge
pointed out by Carla Pontes is the difficulty in making customers perceive the pieces
online because there is no direct contact between the customer and the product. Katty
Xiomara adds that a challenge she faces is deciphering the online data, as the market
is increasingly difficult to predict.
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4.3.3 Omnichannel

The designers of the interviewed brands consider it essential to be present both online
and offline, as some barriers make it difficult to sell their products only online.

“The online by itself in fashion, a thing that depends so much, depends a lot on
the experience of dressing, I think it is quite complicated, that is, it cannot live alone.
(…) We have noticed some reluctance, a difficulty for the final consumer to believe
in entering straight away, looking for the brand and being convinced only by online.
(…) Customers try it on, they get the contacts and then, as they already know what
size it is and how it fits, later they go to see if it is still online, and then they buy it. (…)
But we feel that this first more direct contact in the physical shop is almost always
necessary”. (Carla Pontes). “Normally, those who buy from us online already know
our brand, our quality, the materials we use and even our fitting”. (Katty Xiomara).
“We only sell online (…) we do pop-up stores”. (Josefinas).

As verified in a previous section of this study, most Portuguese LFDB do not
provide an end-to-end experience to their customers because, although 71% of the
brands/designers allow commercial transactions on their Website and use social
commerce and only 50% provide e-commerce assistant and none has shoppable
videos and virtual shop. However, brands/designers recognise the need to integrate
the two channels because the fashion market depends a lot on the experience of
dressing, making it very difficult to convince the customer only online, which still
presents several weaknesses regarding the presentation of products. Usually, those
who buy Portuguese Luxury Fashion Brands/Designers online already know the
brand’s products. For example, Josefinas, a digital luxury brand, creates pop-up
stores to make up for the lack of physical evidence.

4.3.4 The Luxury Atmosphere and Characteristics of Online Luxury
Products/services

The interviews also revealed how Portuguese LFDB recreated the luxury atmosphere
experienced in the physical shop online and how the characteristics of online luxury
products/services are demonstrated.

The exclusivity of Josefina’s brand is achieved through par-to-par creation for
each client. Carla Pontes has minimal productions. Katty Xiomara states that she
works more on a made-to-measure and made-to-order basis. Physical evidence is
one of the most challenging features to recreate online. Josefinas tries to make up
for the lack of physical evidence through pop-up stores and facilitates the exchange
and return. In turn, Carla Pontes uses closer photographs and videos that can show
details. The designer says that when the brand presents the collections, it shows
the storey behind each one and tries to evolve through backstage images. These
videos conceptually involve the collection, and finally, synopsis texts to clarify the
ideas passed previously. Katty Xiomara says they are still trying to discover and
understand how to create an online luxury environment.
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4.4 Final Notes on the Results

This article demonstrates how Portuguese LFDBs use theirWebsite to create a luxury
atmosphere and communicate and engage their current and potential customers.
Online brand value is conveyed through the presentation of the brand storey on
their Website (86%), product information (71%), email registration (64%), and
corporate information (57%). Through the interviews, it was possible to conclude
that brands/designers also communicate brand value through the craftsmanship and
quality of their products, customer experience, packaging where they ship products,
sending personalised cards and lookbooks, and delivering products within 24 h.

Portuguese LFDB do not yet use all the technologies and tools at their disposal to
makeup for the lackof physical evidence online. Theproducts of the brands/designers
are mainly presented through photographs with front, side, and back views, in which
it is possible to zoom in or out. The products are arranged in a catalogue style model,
with filling and flat. The different colours of the same product usually are presented
on other pages, however, when they are shown on the same page, the colour change
is either by scroll-down or click-on the colour sample. As such, brands/designers do
not use 3D technology, augmented reality, 360° visualisation and multiple zooms,
making it harder to transpose product features online.

The reason given by the participating brands in this study was that they do not
use these technologies because they require significant investments. They choose
to make up for the lack of physical evidence by facilitating exchanges and returns,
closer photographs, presentation of the storey behind each collection, involvement
through backstage images, videos of the collection that show details and synopsis
texts.

Exclusivity is achieved through the availability of iconic products online, minimal
productions, sometimes customer-specific, and direct or short distribution channels,
not using community activation to deliver their products.

Most Portuguese LFDB market their products online and offline. Some
brands/designers who sell their products only online occasionally create pop-up
stores to buy them offline. Those that sell only offline make some of their products
available on their Website.

5 Conclusions

This article provided important insights to explain the critical elements of LFDB
digital strategies, particularly inwhat concerns Portuguese LFDB. This study demon-
strates that it is essential that Portuguese LFDBs are present andmarket their products
online, supported by an omnichannel strategy to ensure an effective relationship with
their customers and satisfy their shopping experience [14]. They maintain the char-
acteristics and differentiating elements of luxury products and services because the
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online shopping experience should be equal to the shopping experience in one of the
brand flagships so that the brand equity is not damaged [14].

Brands/designers face several online difficulties that affect the definition of their
strategies for their Websites. Namely, small budgets directed to online, increasing
competition and cost of online advertising, a saturation of the digital market, getting
customers to perceive pieces through digital and understanding market volatilities.

As such, the Portuguese LFDBs define as critical elements of their e-commerce
strategy: public relations, offers, partnerships with influencers, constant product
launch, paid advertisements in other countries, communication and involvement of
the brand’s values, greater fluidity of content, more direct contact with the digital
tribe, and creation of partnerships with other brands to reach potential customers.
Allied to these elements, brands/designers communicate a message associated with
the causes they support and bet on differentiation through the product, storytelling,
and communication of the more human side of the brand. It is important to high-
light those brands/designers still do not provide an end-to-end experience to their
customers. However, they recognise the need to integrate the online and offline
channels because the online depends heavily on the wearable experience. As such,
brands/designers should continue to improve their omnichannel strategy so that their
customers andpotential customers can initiate contactwith the brandonline or offline.
All offline touchpoints are also available online, such as the e-commerce assistant.
In addition, brands/designers should present more corporate information and videos
with interviews to know who is behind the brand. They need to improve the presen-
tation and information about the products, accompanied by investment in 3D tech-
nology, augmented reality, and 360° visualisation to better understand the products
through the Website.

5.1 Implications for Management

The study made it possible to identify some elements that managers of Portuguese
Luxury Fashion Brands/Designers can use to improve their e-commerce strategies.

Based on the information collected and the conclusions drawn from the study,
some of the contact points that brand/designer managers can establish with their
customers along the consumer journey are suggested. In the attention phase,
brands/designers work on customer acquisition, repeat purchase, online advertising,
offers, public relations, sending press releases with the concept and photos, and
creating ads on social networks. In the attraction phase, they use constant product
launches. These campaigns emphasise their values, events that evolve the collec-
tion, links with other creative areas, syndication, special promotions/campaigns, and
product launch promotions to test the product and discounts on newsletter subscrip-
tions. The advice phase has the most significant weaknesses. Brands/designers only
make their social networks and online communities available for customers and
potential customers to talk and solve their doubts with other customers and with
the brand. Brands/designers must invest in creating online communities. They are
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a handy tool for their customers and potential customers to ask questions about
the brand and its products and are part of a decisive stage of the advice phase of
the consumer journey. In the action phase, brands/designers allow their products
online and offline, however, most brands do not send emails to customers reminding
them of the uncompleted purchase. It is important to highlight that email reminders
should be included in the promotional emails that customers can reject if they wish to
avoid feeling pressured. In the advocacy phase, brands/designers work EWOMusing
influencers to wear the brand and create events, offering personalised sales, after-
sales service, conceptualise the collection and keep in touch with their customers by
sending emails at the launch of new collections, invitations to events and newsletters
with promotions only for current customers.

5.2 Limitations of the Study and Recommendations
for Future Research

The main limitation of the present study is the sample size and not being represen-
tative of the population, however, data were found to provide important information
about the digital strategies of Portuguese LFDB. It should also be noted that the
data users of the performance of International Luxury Fashion Brands used for the
comparative analysis with Portuguese LFDB had been collected three years earlier,
so they may not reflect updates that have occurred in the meantime. On the other
hand, it was not possible to interview all the brands/designers in the sample, which
would allow a deeper understanding of their digital marketing strategies.

Regarding future research, it is recommended that this approach focussed on
Websites be extended to other types of platforms in the future, namely social media
and marketplaces. A greater focus on specific objectives, particularly conversion
regarding e-commerce, would also be precious for assisting brands and managers
working in the luxury fashion sector. Future studies could also include the perspective
of customers and Internet users in the analysis. It is crucial to carry out studies
continuously and systematically in this area, especially considering the rapid changes
in the digital environment.
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Bogdanović, Zorica, 329
Bouwer, Anna, 37
Braga, Pedro, 497
Branco, Frederico, 351
Breitsohl, Jan, 641
Brito-Costa, Sónia, 431
Brito, João, 129
Brito, Pedro Quelhas, 497

C
Cachay-Marín, Claudia, 631
Cá, Frederico, 129
Calderón, Xavier, 269
Carbajal-Obando, Ninowska-Camila, 665

Cardoso, Abílio, 171
Cardoso, Tiago, 141
Carrasco, Ramón A., 233, 515
Carvalho, Aida, 485
Carvalho, João Pedro, 653
Casais, Beatriz, 259, 431
Cazorla-Artiles, José Manuel, 181
Chkoniya, Valentina, 419
Cicha, Karina, 471
Clara, Irina, 451, 485
Cobo, Manuel J., 233
Cóndor-Herrera, Omar, 443
Correia, Joana Sampaio, 617
Correia, Ricardo, 485
Côrte-Real, Ana, 419
Costa, Marcelo, 121
C.-Sánchez, Eleazar, 3
Cunha, Carlos Rompante, 463, 605

D
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Ðurišić, Vladimir, 293

E
Esparza, Daisy Imbaquingo, 151
Espinoza-Nieves, Javier, 595
Estevão, Cristina, 539

F
Fátima Barros de, Maria, 79
Felizardo, Sónia, 431

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2022
J. L. Reis et al. (eds.), Marketing and Smart Technologies, Smart Innovation, Systems
and Technologies 279, https://doi.org/10.1007/978-981-16-9268-0

733

https://doi.org/10.1007/978-981-16-9268-0


734 Author Index

Ferreira, Cátia, 717
Ferreira, Miguel, 365
Figueira, Álvaro, 79
Flavián, Carlos, 575
Foris, Diana, 527
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