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Abstract. Semantic segmentation is widely used in robot perception and can be
used for various subsequent tasks. Depth information has been proven to be a
useful clue in the semantic segmentation of RGB-D images for providing a
geometric counterpart to the RGB representation. At the same time, considering
the importance of object boundaries in the robot’s perception process, it is very
necessary to add attention to the boundaries of the objects in the semantic
segmentation model.

In this paper, we propose Efficient Boundary-Aware Network (EBANet)
which relies on both RGB and depth images as input. We design a boundary
attention branch to extract more boundary features of objects in the scene and
generate boundary labels for supervision by a Canny edge detector. We also
adopt a hybrid loss function fusing Cross-Entropy (CE) and structural similarity
(SSIM) loss to guide the network to learn the transformation between the input
image and the ground truth at the pixel and patch level. We evaluate our pro-
posed EBANet on the common RGB-D dataset NYUv2 and show that we reach
the state-of-the-art performance.
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1 Introduction

For autonomous and intelligent robots, accurate scene perception is necessary.
Semantic segmentation is well suited for such an initial step, as it provides precise
pixel-wise information that can be used for numerous subsequent tasks.

Besides exploiting various contextual information from the visual cues [1-6], depth
data have recently been utilized as supplementary information to RGB data to achieve
improved segmentation accuracy [7-14]. Depth data naturally complements RGB
signals by providing the 3D geometry to 2D visual information, which is robust to
illumination changes and helps better distinguishing various objects. Especially in the
environments where robots work, cluttered scenes may impede semantic segmentation.
Incorporating depth images can alleviate this effect by providing complementary
geometric information, as shown in [15-17].

Furthermore, in robot tasks, the accurate distinction of the boundaries of objects in
the scene is more important than the accuracy of the overall cognition of the scene.
However, in many studies of semantic segmentation, among the multitude of papers
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contributing to the impressive 86% relative improvement in pixel accurancy (e.g.,
[18-22]), only a few address mask boundary quality.

Based on these insights we propose our Efficient Boundary-Aware Network
(EBANet) which relies on both RGB and depth images as input. We design a boundary
attention decoder branch to extract more boundary features of objects in the scene.
A Canny edge detector is used to generate boundary-labeled images from the original
segmentation labels for supervising the boundary attention branch. We also adopt a
hybrid loss function fusing Cross-Entropy (CE) and structural similarity (SSIM) loss
inspired by BASNet [23]. The hybrid loss guides the network to learn the transfor-
mation between the input image and the ground truth at the pixel and patch level, which
helps the optimization to focus on the boundary. Our EBANet shows better perfor-
mance than the state-of-the-art RGB-D segmentation methods as shown by our
experiments (see Fig. 1).

(a)GT (b)SA-Gate (c)ESANet (d)Ours

Fig. 1. Sample result of our method (EBANet) compared to SA-Gate [24] and ESANet [25].
Column (a) shows the ground truth (GT). (b), (c) and (d) are results of SA-Gate, ESANet and
ours.

The main contributions of this paper are:

e A novel boundary-aware RGB-D semantic segmentation network: EBANet, which
is a deeply supervised encoder-decoder architecture with dual decoder branches of
semantic segmentation branch and boundary attention branch.

e A hybrid loss that fuses CE and SSIM to supervise the training process at the pixel
and patch level to make the network focus on the boundary while training.

e A evaluation of the proposed method with a comparison with 2 state-of-the-art
methods on the common RGB-D dataset NYUv2. Our method achieves state-of-
the-art results in terms of mean Intersection over Union (mloU).
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2 Related Work

2.1 RGB-D Semantic Segmentation

With the development of depth sensors, recently there is a surge of interest in lever-
aging depth data for the semantic segmentation task, dubbed as RGB-D semantic
segmentation [7-9, 26-28]. Depth images provide complementary geometric infor-
mation to RGB images and, thus, improve segmentation [15, 16].

Incorporating depth information into RGB segmentation architectures is challenging
as depth introduces deviating statistics and characteristics from another modality. The
majority of approaches for RGB-D segmentation simply use two branches, one for RGB
and one for depth data. Each branch can focus on extracting modality-specific features in
this way. For example, the RGB branch extracts color and texture features while the
depth branch extracts geometric and illumination-independent features. Then the feature
representations are fused in the network. It leads to stronger feature representations to
fuse these modality-specific features. [15] shows that if the features are fused at multiple
stages, the segmentation performance increases. Typically, the features are fused once at
each resolution stage with the last fusion at the end of both encoders. FuseNet [15],
RedNet [16] and ESANet [25] fuse the depth features into the RGB encoder, which
follows the intuition that the semantically richer RGB features can be further enhanced
using complementary depth information. SA-Gate [24] combines RGB and depth fea-
tures and fuses the recalibrated features back into both encoders. In order to make the
two encoders independent of each other, ACNet [17] uses an additional, virtual, third
encoder that obtains modality-specific features from the two encoders and processes the
combined features. Instead of fusing in the encoder, the modality-specific features can
also be used to refine the features in the common decoder via skip connections as in
RDFNet [7], SSMA [29] and MMAF-Net [30].

In addition, the introduction of depth data has increased the scale of the network
and the requirements for hardware. In [31], depth information is used to project the
RGB images into a 3D space. However, it leads to significantly higher computational
complexity to process the resulting 3D data. [8, 32-35] design specifically tailored
convolutions, taking into account depth information, which often lack optimized
implementations for hardware. [25] builds a light-weight network named Efficient
Scene Analysis Network (ESANet) by exchanging the basic block in all ResNet layers
with more efficient blocks and using a decoder that utilizes a novel learned upsampling.
ESANet achieves the state-of-the-art performance with using fewer hardware resources
than other methods. Following ESANet, we further improve the performance of the
network at object boundaries by the attention mechanism.

2.2 Attention Mechanism

Attention mechanisms have been widely utilized in kinds of computer vision tasks,
serving as the tools to spotlight the most representative and informative regions of input
signals [2, 36—40]. For example, to improve the performance of the image/video clas-
sification task, SENet [36] introduces a self recalibrate gating mechanism by model
importance among different channels of feature maps. Based on similar spirits, SKNet
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[37] designs a channel-wise attention module to select kernel sizes to adaptively adjust its
receptive field size based on multiple scales of input information. [38] introduces a non-
local operation that explores the similarity of each pair of points in space. For the
segmentation task, a well-designed attention module could encourage the network to
learn helpful context information effectively. For instance, DFN [39] introduces a
channel attention block to select the more discriminative features from multi-level fea-
ture maps to get more accurate semantic information. DANet [2] proposes two types of
attention modules to model the semantic inter-dependencies in spatial and channel
dimensions respectively. BANet [40] introduces a boundary feature mining branch to
generate boundary feature maps which help the network focus on boundary area and
extract low-level features selectively. However, BANet is an RGB-only network for the
task of portrait segmentation and its boundary feature mining branch is not suitable for an
RGB-D semantic segmentation network architecture. In our work, we design a boundary
attention branch that extracts boundary features from both RGB and depth information as
well as make the boundary features are fused with segmentation maps at multiple stages.

3 Method

This section starts with the architecture overview of our proposed EBANet. We
describe the details of our designed boundary attention branch in Sect. 3.2. The for-
mulation of our hybrid loss is presented in Sect. 3.3.

3.1 Overview

The proposed EBANet is a deeply supervised encoder-decoder architecture as shown in
Fig. 2.

The RGB and depth encoder both use a ResNet architecture [41] as the backbone.
Each 3 x 3 convolution is replaced by a3 x 1 and a 1 x 3 convolution with a ReLU
in-between, called Non-Bottleneck-1D-Block (NBt1D), which is shown that can
simultaneously reduce inference time and increases segmentation performance in
ESANet [25]. At each of the five resolution stages in the encoders (see Fig. 2), depth
features are fused into the RGB encoder. The features from both modalities are first
reweighted with a Squeeze and Excitation (SE) module [36] and then summed element-
wisely. Using this channel attention mechanism, the model can learn which features of
which modality to focus on and which to suppress, depending on the given input. Due
to the limited receptive field of ResNet [42], a context module is used to incorporate
context information by aggregating features at different scales by several branches.

Our decoder contains two branches with the similar structure, one is used to output
the result of semantic segmentation, and the other is used to output the result of
boundary detection. Each decoder uses the structure in ESANet which extends the one
of SwiftNet [43], but different loss functions are used for supervision (See Sect. 3.3).
512 channels in the first decoder module are used and the number of channels in each
3 x 3 convolution is decreased as the resolution increases. Three additional Non-
Bottleneck-1D-blocks are incorporated to further increase segmentation performance.
Finally, the feature maps are unsampled by a factor of 2. A light-weight learned
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upsampling method is used. In addition, skip connections from encoder to decoder
stages of the same resolution are used. We will further introduce how the boundary
attention branch works in Sect. 3.2.
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Fig. 2. Overview of our proposed EBANet.

3.2 Boundary Attention Branch

Our boundary attention branch is designed to introduce an attention mechanism to the
boundaries of objects for the network. The boundary attention branch can be regarded as
a copy of the original semantic segmentation branch. The difference is that the boundary
attention branch only outputs a prediction of a single category, that is, it is judged
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whether a certain pixel belongs to the object boundaries or not. It doesn’t care what kind
of object the pixel belongs to. Thus, after training, the boundary attention branch can
further extract boundary features from the RGB-D features that output from the encoder.
By adding the output of each decoder module of the boundary attention branch to the
feature map of the corresponding size of the semantic segmentation branch, the signal of
the boundary feature in the semantic segmentation branch is enhanced.

To train the boundary attention branch, we use a Canny edge detector to generate
boundary labels from the original labels. The sigmoid function is used to normalize the
network output. We use the Binary Cross-Entropy loss to guide the branch to learn the
transformation between the RGB-D features and the boundary labels. It is defined as:

lboundary = - Z r,c lOg )+ (1 - G(r’ C)) ]Og(l - S(r7 C))] (1)

where G(r,c) € {0,1} is the boundary label of the pixel (r,c¢) and S(r,c) is the
predicted probability of being boundaries of objects.

3.3 Hybrid Loss

To obtain high-quality regional segmentation and clear boundaries, we introduce a
hybrid loss into the semantic segmentation branch. The structural similarity index
measure (SSIM) is a method for measuring the similarity between two images [44]. It is
used to guide the network to learn structural information. SSIM loss is a patch-level
measure, which considers a local neighborhood of each pixel. It assigns higher weights
to the boundary, which is shown in BASNet [23]. It is defined as:

(Zluxﬂy + Cl)(zaxy + Cz)
(18 + 15 + C1) (03 + 07 + C2)

)

Issy = 1 —

where x = {x;:j=1,..,N*} and y = {y; : j = 1, ..., N*} are the pixel values of two
corresponding patches (size: N x N) cropped from the predicted probability map S and
the binary ground truth mask G respectively. p,, i, and oy, 0, are the mean and
standard deviations of x and y respectively, o, is their covariance, C; = 0.01% and
C, = 0.03? are used to avoid dividing by zero.

In order to calculate SSIM loss, the labels need one-hot encoding. As the image size
increases, these tensors will take up a lot of memory, which will affect training effi-
ciency. Therefore, we did not use SSIM loss to supervise the final output of the
semantic segmentation branch. Instead, we only use the Cross-Entropy (CE) loss [45]
at the final output, and use the CE and SSIM loss at each decoder module in semantic
segmentation. All these losses are summed to get the loss of the segmentation branch,
which is defined as:

n
lsegmentazion = lﬁ'nal + Z li (3)
i
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where I, is the loss of the final output and /; is the loss of the i-th decoder module
output. Losses of the decoder module output is defined as:

ldecoder = ICE + ISSIM (4)

where Icg is the CE loss. Our training loss is defined as the summation of all outputs:
ltotal =0o- lsegmenlation + ﬁ : lboundary (5)

where «, § are hyperparameters for adjusting the weights of the two branches.

4 Experiments

We evaluate our approach on the commonly used RGB-D dataset NYUv2 [46] and
present an ablation study to essential parts of our network.

4.1 Datasets and Implementation Details

NYUvV2 contains 1,449 indoor RGB-D images, of which 795 are used for training and
654 for testing. We used the common 40-class label setting. We used a network input
resolution of 640 x 480 and applied median frequency class balancing [47]. As the
input to the context module has a resolution of 20 x 15 due to the downsampling of
32, we used b = 2 branches, one with global average pooling and one with a pooling
size of 4 x 3.

We trained our networks using PyTorch [48] for 500 epochs with batches of size 8.
We use 2 RTX 2080ti GPU cards (with 11 GB memory) for both training and testing.
For optimization, we used both SGD with momentum of 0:9 and Adam [49] with
learning rates of {0.00125; 0.0025; 0.005; 0.01; 0.02; 0.04} and {0.0001; 0.0004},
respectively, and a small weight decay of 0:0001. We adapted the learning rate using
PyTorch’s onecycle learning rate scheduler. To further increase the number of training
samples, we augmented the images using random scaling, cropping, and flipping.
For RGB images, we also applied slight color jittering in HSV space. We used 0.9-1.1
times for jittering H and S while [—25, +25] for jittering V randomly. The best models
were chosen based on the mloU. And we get our best model when oo =1, =1.2 in
the total loss.

4.2 Results on NYUv2

Table 1 lists the results of our RGB-D approach for NYUv2 dataset. We compared the
proposed EBANet with the current state-of-the-art methods, SA-Gate and ESANet. Our
model achieves leading performance. According to the results, the performance of SA-
Gate is far from the results given in the paper (52.4% for mloU). The success of SA-
Gate is due to a larger batch size during training. And this is difficult to reproduce under
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our existing hardware conditions. Instead, we only use about a quarter of the hardware
resources to achieve similar results. The effectiveness of our proposed method can be
proven by the results.

Table 1. Mean intersection over union of our ESANet compared to state-of-the-art methods on
NYUV2. The results in the table are produced in the environment we use. (*: SA-Gate achieved
51.4% mloU using 8 NVIDIA TITAN V GPU cards with batches of size 16 according to the
paper. For our 2 cards we can only training with batches of size 8.)

Method BackBone mloU (%) | Pixel Acc. (%)
SA-Gate* 2 x ResNetl01 | 48.94 75.80
ESANet 2 x ResNet50 | 50.00 75.93
EBANet (ours) |2 x ResNet50 |51.51 76.82

Table 2. Ablation study for the proposed parts on NYUV2 test set.

Model Boundary Attention Hybrid Loss  mloU (%)
Baseline (ESANet) / / 50.00
Hybrid-loss-only / N 50.48
Boundary-attention-only
(a=l, p-12) Y / 4969
EBANet (=1, [=1.2) N N 51.51

4.3 Ablation Study on NYUv2

Further, we perform ablation studies on the NYUv2 dataset under the same hyperpa-
rameters. Table 2 shows the study results for the proposed parts of our network
architecture. ESANet is used as the baseline. There is no boundary attention branch in
the hybrid-loss-only experiment, and only CE loss at the final output without hybrid
loss is used in the boundary-attention-only experiment. According to the results, it can
be seen that the improvement of network performance by using only hybrid loss is
slight. However, using only boundary attention branch may have harmful effects on
network performance. This is caused by hyperparameters o, 5. The hyperparameters
that achieve better performance in EBANet may not be suitable for networks that do
not use hybrid loss. At present, we have not studied their selection extensively, which
will be one of our next research directions. However, the performance of EBANet,
which uses both the boundary attention branch and the hybrid loss, has greatly
improved. The results can show that boundary attention branch and hybrid loss play a
mutually reinforcing role.
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5 Conclusion

In this paper, we have presented a boundary-aware RGB-D segmentation approach,
called EBANet, which is characterized by the boundary attention decoder branch and
the hybrid loss function fusing Cross-Entropy (CE) and structural similarity (SSIM)
loss to make the network extract more boundary features. On the common RGB-D
dataset NYUvV2, our EBANet achieves state-of-the-art results in terms of mloU. Thus, it
provides new possibilities for the application of semantic segmentation in robots.
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