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Abstract Stock market has always been uncertain in terms of prediction, and it
attracts the attention of all the stakeholders to predict the stock price. We have used
different deep learning techniques, namely recurrent neural network (RNN) and long
short-termmemory (LSTM) to model our problem. Themodels or approaches which
have been used yet aremainly build on simple linear regression likeARIMA that does
not make use of full dataset and only keep one aspect in consideration for predicting
the stock price, i.e., nonlinear univariate models like TAR, ARCH, etc. The prime
objective of this paper is to predict the best fit machine learning model for predicting
stock price. In this paper, we have compared LSTM, bi-directional LSTM, and RNN
modelswith univariate andmultivariate features. For all themodels, we have set same
training parameters like epochs, timesteps, neurons in each layer, learning rate and
batch size. We have estimated the effectiveness of our study by using the following
performance criteria: the root mean square error (RMSE) and the mean square error
(MSE). As per our analysis, it has been found that recurrent neural network approach
having high accuracy either with univariate or multivariate to solve the problem of
prediction of stock prices.
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1 Introduction

It has always been a challenging task for market experts to predict a stock price. This
prediction mainly comes before buying the stocks which is supposed to increase in
term of price, and latter stocks are sold before the fall. Stock market prediction is
mainly done in two ways. Firstly, fundamental analysis as in fundamental analysis
mainly concentrates over the market, growth rate, expenditures, etc. information of
some particular companies and mainly dependent on company’s policies. Second is
the technical analysis method, which mainly focuses on the earlier chats and pattern
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to predict the growth of stocks. A few years back, this method was quite common in
financial experts for grasping the nerves of stock market [1, 2]. But today with the
progress of time, we have developed more efficient ways even in predicting the stock
market likewise analysis of data by data scientists and involvement of computer
scientists over these data using their machine learning methods. These methods
improve the performance and accuracyof predictions.Moreover, deep learningwould
be an upgrade in predicting stock prices [3, 4]. Prediction in stock market can be a
hard nut to crack, but with the support of data scientist, it can be eased up. It can be
said, with data science beside stock market, prediction will just become a calculative
move for the financial experts.

We have explored different kinds of deep learning techniques which result in
improving the performance, reliability in prediction, and reduce the complexities of
algorithms. The techniques are RNN and LSTM.

Gao et al. [5] has studied three different kind of machine learning models, namely
convolutional neural network (CNN), multilayer perception (MLP), and long short-
term memory (LSTM) and one attention-based neural network. In this paper, the
focus is on predicting the next day stock price as per the historical dataset. There
are seven variables that are taken into consideration as per input involves daily data,
macroeconomic variables, and technical indicators. This paper showed that attention-
based model has better performance compared to other alternative models, and it is
able to explain the relationship among nonlinear time series which is a tough task due
to low signal–noise ratio and huge noise in nonlinear series [5]. This paper did not
explore combination of linear and nonlinear model using an exponential smoothing
method to predict stock price.

Ghosh et al. [6] have studied the model that depends on long short-term memory
(LSTM) that would be used to calculate the company’s net growth and helped to
predict the future growth of the company. To train the model from the past data and
to take futuristic decision on prediction, artificial neural network (ANN) played a
vital role and used deep learning networks like recurrent neural network (RNN),
convolutional neural network (CNN), etc., which works well with multivariate time
series data. Themain advantage in this paper is that long short-termmemory (LSTM)
which is particular type of recurrent neural network (RNN) is based fit for predicting
future company’s growth of different sector as per the past stock prices [6]. Theweak-
ness in this paper is that it has taken only one factor from dataset into consideration
while predicting future stock price.

Khaled et al. [7] have studied the models that depend on deep recurrent neural
network, i.e.,GRUandLSTM.This paper uses deep recurrent neural network focused
on GRU and LSTM which compared and evaluated a number of variants while
training the models. It considered both unidirectional and bi-directional stacked
architectures with multi-variate inputs while performing long-term and short-term
forecasting, and stacked LSTM architecture is showing better forecasting perfor-
mance for both long and short term [7]. The article did not explore other deep
recurrent neural networks models like bi-directional LSTM, simple RNN, CNN, etc.

Menon et al. [8] have studied the Indian National Stock Exchange dataset for
the financial domain problem, and he has done predictions for many companies
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with accurate estimation which is used in algorithmic trading. In this paper, a few
discussions on these primitive classy models like GARCH, ARMA, ARIMA, and
ARCH are been implemented through spark jobs for processing huge amount of data
and forecast the result in faster and efficient way [8]. This paper did not explore deep
recurrent neural network models and only focused on univariate models.

It is been proved that deep learning algorithms are able to recognize the existing
patterns in the data and utilizing them with the use of soft computing process. Like
other machine learning and statistical algorithms, deep learning architectures are
efficient to find dependencies for both long and short term in the data and provide
better predictions by linking those hidden relationships [9].

There are lot of opportunities to comparemore variety of deep learning algorithms
like different variant of LSTMandRNNmodel. Above all studies focused on specific
type of use cases like linear or nonlinear. They have to try some new features of LSTM
like bi-directional learning of neurons. They have not considered different variate
of parameters like open, close, high, low, volume, etc., in their prediction approach.
There is a huge gap in prediction result, depending on the features we choice for our
training model process [10, 11].

2 Purpose of Our Study

We want to explore more on the variant side along with different -deep learning
models. Most of the studies are more focused on long short-term memory (LSTM)
and gated recurrent unit (GRU). Simple LSTMmay not perform better alone because
it is one-directional training model having forget gate, input gate, and output gate,
and GRU is also a LSTM without any output gate. So, we tried bi-directional LSTM
that has high accuracy as compared with simple one-directional LSTM. Next level,
we tried with simple RNNmodel which has again higher accuracy as compared with
bi-directional LSTM [12–14].

After the model selection, we trained our model on two different types of dataset,
first on dataset with close price series; thus, it is a univariate model and secondly
dataset having series of high, volume and close price of the stock, thus it is a
multivariate model.

For each model, i.e., LSTM, bi-directional LSTM, and RNN, we have studied
with univariate and multivariate features with same set of training parameters like
epochs, timesteps, neurons in each layer, learning rate and batch size. Finally, we
found univariate RNN having highest accuracy followed by multivariate RNN.

3 Methodology

For our study, we have collected the historical dataset of Google.com, Inc. (GOOG)
stock obtained from Kaggle. It has 5982 records of daily stock prices of the stock.
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Every record is having details of low, high, closing, and opening value of stocks
along with the precise amount of stock sold on that particular day.

Before training themodel, firstwe cleanour dataset before processingby removing
the noisy data and some redundant data like the recordswhich are identical to previous
record and records having volume 0. Then, we use Min–Max normalization that will
convert the values into the range of 0–1.

After preprocessing the dataset, we will train our model using three different
deep learning architectures such as LSTM, bi-directional LSTM, and RNN for our
research. Finally, each model has been evaluated based on the test dataset and their
respective R2 score, MSE (Mean Squared Error) and RMSE (Root Mean Squared
Error) have been calculated.

4 Result and Discussion

Google dataset from Kaggle has been used for this analysis.
All models have been trained with the below parameters:

(i) Batch size: 32,
(ii) Time steps: 30,
(iii) Neurons in each layer: 50 and 45, and
(iv) Learning rate: 0.001.

As per the above parameters, the model is trained using the training dataset for
200 epochs and validation dataset is used to validate the model.

First of all, model has been divided into two categories based on number of fields
taken into consideration for stock market analysis:

1. Univariate - > has “CLOSE” attribute
2. Multivariate - > has “CLOSE,” “HIGH,” and “VOLUME” attributes.

Then, for each variate, we have done analysis on three models:

1. LSTM, 2. bi-directional LSTM, 3. RNN.

Amazon (AMZN) dataset from Kaggle has been used for the comparison for the
same parameters and models where RNN again proves to be better model compared
to LSTM and bi-directional LSTM.

As per the above result, it is clear that univariate having higher R-squared scores
when compare to multivariate and univariate RNN has highest R-squared score even
multivariate RNN has better R-squared score as compared with others multivariate
models. So, as per our analysis, we can conclude that RNNmodel is the better model
for stock market analysis (Figs. 1, 2, 3, 4, 5 and 6).
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Fig. 1 Multivariate LSTM for google (left side) and Amazon (right side)

Fig. 2 Multivariate bi-directional LSTM for google (left side) and Amazon (right side)
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Fig. 3 Multivariate RNN for google (left side) and amazon (right side)

Fig. 4 Univariate LSTM for google (left side) and amazon (right side)

5 Conclusions and Future Scope

We have proposed a recurrent neural network approach is the best fit to solve the
stock price prediction problem. We have concluded that RNN model is the better
model for stock market analysis either with univariate or multivariate and improves
both efficiency and performance of the prediction of stock price. We proposed a
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Fig. 5 Univariate bi-directional LSTM for Google (left side) and Amazon (right side)

Fig. 6 Univariate RNN for google (left side) and Amazon (right side)

multivariate deep learning-based method for the stock prices prediction (Tables 1
and 2).

The approacheswe have used are consolidated after comparisonwith othermodels
of stock price analysis. As a future scope, we can compare the predicted results with
existing state-of-the-art methods, and also, we can figure it out the reason of the
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Table 1 Result of all the models is mentioned below for Google dataset

Models MSE RMSE R-squared score

Univariate LSTM 0.006301861 0.079384263 0.975318821

Univariate bi-directional LSTM 0.003945525 0.062813413 0.984547390

Univariate RNN 0.001278237 0.035752437 0.994993798

Multivariate LSTM 0.082684419 0.287548986 0.676167274

Multivariate bi-directional LSTM 0.027573822 0.166053671 0.892007395

Multivariate RNN 0.002394559 0.048934237 0.990621730

Table 2 Result of all the models is mentioned below for Amazon dataset

Models MSE RMSE R-squared score

Univariate LSTM 0.004322538 0.065746016 0.987615441

Univariate bi-directional LSTM 0.010274251 0.101361984 0.970563115

Univariate RNN 0.001603064 0.040038286 0.995407040

Multivariate LSTM 0.133020532 0.364719800 0.618881254

Multivariate bi-directional LSTM 0.025209180 0.158773990 0.927772871

Multivariate RNN 0.001730101 0.041594487 0.995043065

underperformance of simple unidirectional LSTM and bi-directional LSTM models
of multivariate analysis.
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