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Part I
Introduction



Chapter 1
Hierarchical Linear Modeling
and Multilevel Modeling in Educational
Research

Myint Swe Khine

Abstract Hierarchical linear modeling, also known as multilevel modeling, is
increasingly prevalent in social science research because of its advantages not avail-
able in traditional statistical analysis. Education research often involves using data
of nested nature since schooling systems are in a hierarchical structure. The students
are clustered in the classrooms, classrooms are clustered in the schools, and schools
are clustered in districts. Statistical techniques that account for the hierarchy are
more suitable and accurate for analyzing such hierarchical data. Multilevel modeling
provides a range of possibilities in analyzing complex data. Substantial numbers of
studies have shown the flexibility of multilevel analysis and reported the unique
advantages in examining intricate educational issues. This chapter synthesizes the
studies reported in this book and describes the applicability of multilevel modeling
in educational research.

Keywords Hierarchical linear modeling ·Multilevel modeling · International
large-scale studies · PISA · TIMSS · R package

1.1 Introduction

Educational research frequently involves problems investigating the relationships
between students, classrooms, and school contexts. Such schooling systems present
an example of hierarchical structure, with students clustered within classrooms,
which themselves are clusteredwithin the schools. The data gathered from the educa-
tional settings are hierarchical in nature, and all the observations are nestedwithin the
individuals at multiple levels. Analysis of hierarchical data is best performed using
statistical techniques that account for the hierarchy. Multilevel modeling affords a
range of possibilities for asking questions of the data that cannot be adequately
addressed using traditional analytical methods. A substantial body of literature has

M. S. Khine (B)
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shown the versatility of multilevel analysis and elucidated the unique advantages in
examining complex and wide-ranging educational issues.

Many investigations have been conducted and disseminated in the literature, and
studies related to multilevel modeling of educational data are becoming prevalent.
This volume aims to document recent attempts to conduct systematic and prodigious
research usingmultilevel analysis in educational settings, and share their findings and
identify future research directions. The book brings together leading experts around
the world to share their outstanding and exemplary works in the field, detailing
the recent advances, creative and unique approaches, and innovative methods using
multilevel modeling and theoretical and practical aspects of multilevel analysis in
culturally and linguistically diverse educational contexts.

This book is organized into four parts. Thefirst part of the bookpresents theoretical
foundations and conceptual frameworks related to multilevel modeling. The second
and third parts of the book covermethodology formultilevel modeling andmultilevel
analysis of Programme for International Student Assessment (PISA) and Trends in
International Mathematics and Science Study (TIMSS) data. In the final part of
the book, educational research with large-scale data using multilevel analysis is
presented.

1.2 Theoretical Foundations and Conceptual Frameworks

Five chapters in Part I cover theoretical foundations and conceptual frameworks for
multilevel modeling. In Chap. 2, DiStefano and Zhang from the University of South
Carolina demonstrate using multilevel confirmatory factor analysis in educational
research. The authors express that confirmatory factor analysis is a technique to test
a measurement framework to provide evidence of construct validity. The chapter
discusses the multilevel confirmatory factor analysis (MCFA) framework and offers
assistance for researchers interested in using this framework. The advantages of
accommodating the multilevel framework and the effects of MCFA on parameter
estimates and fit indices are detailed.

In Chap. 3, McCoach, Newton, and Gambino observed that multilevel model
selection is critical in statistical modeling. The authors review the multilevel
modeling estimation techniques and present model selection criteria and framework
for decomposing outcome variance to measure model adequacy. The chapter also
provides recommendations for the multilevel modeling selection process. Yang, Su,
and Liu introduce concepts and applications of the state-of-the-art procedures in
multilevel modeling in Chap. 4. The authors describe the current research trends
that consider systematical thinking of the relations in education and continuous
measurement of students’ performance. The chapter offers two techniques, Multi-
variate Multilevel (MVML) Analysis and Multilevel Structural Equation Modeling
(MLSEM).While theMVMLapproach allows formultiple outcomes analysis simul-
taneously, MLSEM offers more appropriate estimates by considering the intra-class
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correlations. The authors discuss with examples how these models can be used in
educational research.

Alex Yu’s chapter (Chap. 5) explains the visualization in analyzing international
large-scale assessment data. The author suggests that in such large-scale data anal-
ysis of data from Programme for International Student Assessment (PISA), Trends
for International Math and Science Study (TIMSS), and High School and Beyond
(HSB), referring to p-value is not sufficient, and data visualization and pattern seeking
are recommended. This chapter demonstrates how various data visualization tech-
niques can extract insight from data at each step of multilevel modeling. In partic-
ular, the chapter offers procedures such as linking and brushing, binning and median
smoothing, usage of a bubble plot, local filter, analysis of a mean plot, residual plot,
and other related methods. In Chap. 6, Burić introduces doubly latent multilevel
structural equation modeling (DL-MSEM). The author asserts that this approach
enables testing theoretically relevant relationships at a proper level of analysis at class,
teacher, and school levels and controlling for measurement by using multiple indi-
cators for latent variables at student and teacher levels. The approach also addresses
the sampling error by incorporating the scores for different students in the same
class as multiple indicators of latent variables at the teacher level. The author exam-
ines the associations between teachers’ self-efficacy, quality of instruction, and their
students’ motivational beliefs using the DL-MSEM approach. The chapter details
the steps involved in the analysis and interpretation of the results.

1.3 Methodology for Multilevel Modeling

Part II contains four chapters and covers methods for multilevel modeling to analyze
large-scale data from different perspectives. In Chap. 7, Lorah demonstrates a step-
by-step procedure for analyzing large-scale data such as Programme for Interna-
tional Student Assessment (PISA) with multilevel modeling. The author discusses
the complexity of survey design typically used in large-scale data gathering, involving
sampling and replicating weights and plausible values. The chapter offers example
analysis of PISA data, model specification, and analysis using the R package. The
interpretations of the results and annotated output would help the readers understand
the processes involved in multilevel modeling of PISA data.

Karakolidis, Pitsia, andCosgrove from the Educational ResearchCentre inDublin
(Chap. 8) offer an introduction and starting point for applying multilevel modeling
of international large-scale data for education research and policy decisions from
different perspectives. The authors believed that multilevel models are suitable for
longitudinal and cross-sectional analysis for national and international large-scale
studies due to the hierarchical and clustered nature of the data. The chapter explains
the configuration of multilevel models, sampling weights, and plausible values typi-
cally found in the dataset. The authors also mention the different types of software
available for multilevel analysis, including HLM, MLwiN, Mplus, SAS, and R.
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From Texas A&M University, Luo, Baek, and Li discuss the transparency
and replicability of multilevel modeling applications and provide a guideline for
improved reporting practices in Chap. 9. The authors have an opinion that reporting
practices in multilevel modeling applications in education and psychology lack
clarity and completeness in areas such as reliability and validity of multilevel
measures, model specifications, description of missing data mechanisms, power
analyses, assumption checking, model comparisons, and effect sizes. Using real-life
research data examples, the authors illustrate the reporting principles and guidelines
and a checklist in their chapter. From another viewpoint in Chap. 10, Jakubowski and
Gajderowicz from the University of Warsaw highlight the importance of plausible
values, survey weights, and replicate weights in analyzing the international large-
scale student assessment. They also discuss the applications of complex models such
as three-level models and models with cross-level effects. They explored the rela-
tionship between socioeconomic background and student achievement in PISA 2018
to demonstrate the analysis and interpret the results.

1.4 Multilevel Analysis of PISA and TIMSS Data

In Part III of the book, the researchers from Austria, South Africa, Germany, the
USA, Spain, Sweden, and Israel share their findings from various research projects
on PISA and TIMSS data analyses. In Chap. 11, Wendt, Kasper, and Long describe
the changing trends in the role of South African mathematics teachers’ qualification
enhancement for student achievement. The study used TIMSS 2003, 2011, and 2015
datasets to conduct multilevel regression analysis. The results point that South Africa
hasmade substantial progress in uplifting teachers’ formal qualification levels in their
education system. It was also found that the teacher’s formal level of education is in
general not significantly associated with students’ mathematics achievement.

Hye SunYou shares the results fromher study to examine the relationship between
science teaching practice and scientific literacy inChap. 12. The author draws the data
from PISA 2015 and conducted the multivariate multilevel analysis of 5712 Amer-
ican students from 177 schools and two teaching practices: inquiry-based teaching
and direct instruction. After controlling for student- and school-level variables, the
multilevel modeling results showed that inquiry-based teaching was significantly
negatively related to scientific literacy. It was also found that direct instruction was
significantly positively associated with scientific literacy. The author concluded that
findings from the study would help understand the in-depth knowledge about science
teaching practices and student performance. In Chap. 13, Gómez-Fernández and
Albert from Spain write about the relationship between family meals and academic
performance. The authors are interested to understand whether the frequency of
shared family meals has any connection with the academic performance of adoles-
cence.Using PISA2015 data, the authors conducted amultilevel analysis. The results
revealed a positive relationship between the frequency of parents eating themainmeal
with their children and academic performance in reading comprehension.
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Marie Wiberg from Umeå University in Sweden (Chap. 14) investigated the
Nordic students’ mathematics achievements in TIMSS 2019, which involves grade
8 students in Finland, Norway, and Sweden. The research questions include which
school-level factors are associated with mathematics achievement in Nordic coun-
tries and whether the identified school-level factors are the same or differ according
to low or high effective schools. The research also examined whether the identified
school-level factors are country-specific or similar between countries. Considering
that different countries have different education systems, it was found that various
aspects apply to different countries. In another study, Shapira-Lishchinsky (Chap. 15)
describes findings from the study to explore the teachers’ perception of school ethical
culture using the TIMSS 2015 database. The focus of the investigation is whether
there is a shared perception of School Ethical Culture (SEC) among 45 participating
countries. The author highlights that the TIMSS teachers questionnaire has addi-
tional meaning by identifying four dimensions. These include teachers’ profession,
care for students’ learning, interaction with colleagues, and respect for rules. The
author concluded that the impact of SEC dimensionswould depend on each country’s
context and specific situations.

1.5 Multilevel Modeling in Educational Research

The last part (Part IV) of the book contains five chapters that address the multilevel
modeling applications in educational research. The part begins with Chap. 16, in
which Qin viewed that researchers are developing a more complex understanding
of social phenomena and interactions using multilevel lenses. The chapter presents
the joint impact and the interactive effects of individual and situational factors on
teacher turnover and the variation across 32 countries considering teacher-, school-
and country-level factors. The author demonstratedhow teaching force research could
significantly benefit from the multilevel analysis that affords to investigate teachers’
macro/micro effects more explicitly. In Chap. 17, Hogrebe and Schmidt explore
the nature of context effects in the composition of daycare centers and con-native
children’s language skills at school entry usingmultilevelmodeling. The author notes
that the composition of daycare centers, such as the proposition of children living in
poverty, affects children’s competencies, although the exact relationship is not clear.

In Chap. 18, D’Agostino, Ghellini, and Lombardi attempted to evaluate the gender
effect of higher education careers in Science, Technology, Engineering, and Mathe-
matics (STEM) studies using multilevel modeling. The study examines the ‘transfer
shock’ which causes a temporary decrease in academic performance when students
are transferred from one institution to another. The study reports the effect of transfer
shock in this specific point of the students’ career from a gender perspective. From the
Norwegian Research Centre, NORCE, Rydland, Nordø, and Christensen (Chap. 19)
report the longitudinal and multilevel study of the user satisfaction with kinder-
gartens in Norway. The authors noted that user satisfaction surveys are typical in
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public administration as a quality measure and governance tool, including kinder-
garten education. By using the data from the Norwegian kindergarten survey (2016–
2019), their study explores whether quality measures (staffing and staff’s education)
impact satisfaction and whether specific users (parents with the youngest children)
are sensitive to service quality changes.

Finally, In Chap. 20, Schmidt, Zlatkin-Troitschanskaia, and Nagel from Germany
present their findings on the assessment of study-relevant knowledge of first-year
students in a master’s degree program in business and economics. The study used the
data collected in the third survey in the WiwiKom project, involving 1,523 master’s
students of economics at 27 universities and 13 universities of applied sciences. The
authors explore whether the test for assessing business and economics knowledge
used in studies focusing on bachelor’s programs allows for the valid assessment and
measurement of the domain-specific knowledge of students at the beginning of their
master’s studies. The authors note that the multilevel approach and latent analysis
are the most suitable methods to explain the research questions in this context.

1.6 Conclusion

This introductory chapter provides an overview of the chapters included in the book.
The chapters in this book portray conceptual, methodological, and analytical tech-
niques in using multilevel models in educational research. Individually, each chapter
extends our knowledge about specific aspects of multilevel modeling and its appli-
cation to the educational context. The chapters in this book written by the practi-
tioners enhance our understanding of multilevel modeling, recent development, and
applications. The authors presented the state-of-the-art and novel approaches in data
analysis in an easily accessible way. It is hoped that readers will benefit from the
insightful accounts of understanding the concept, analytical tools, and interpretation
of multilevel modeling and applications in educational research.

Dr. Myint Swe Khine, Ph.D., Ed.D. currently teaches at the School of Education, Curtin Univer-
sity, Australia. Prior to this appointment, he worked at the National Institute of Education,
Nanyang Technological University, Singapore, and was a Professor and Chair of the Assess-
ment and Evaluation Centre at the Emirates College for Advanced Education in the United Arab
Emirates. His research interests are teacher education, learning sciences, educational measurement
and assessment, and quantitative research. He has published widely in international refereed jour-
nals and edited several books. One of his recent books, Academic Self-efficacy: Nature, Assess-
ment, and Research, was published by Springer in 2022.
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Chapter 2
A Primer for Using Multilevel
Confirmatory Factor Analysis Models
in Educational Research

Christine DiStefano and Tiejun Zhang

Abstract Confirmatory factor analysis is a popular analysis technique in educa-
tional research, often used to test a measurement framework or to provide evidence
of construct validity. However, when nested data are present, dependencies in the
data should be taken into consideration in order to produce accurate results. In this
chapter, we discuss the multilevel confirmatory analysis (MCFA) framework, ways
to accommodate multilevel data with latent variable estimation, and the effects of
MCFA on parameter estimates and fit indices. An applied example is included. We
conclude with recommendations for extending into the multilevel structural equation
modeling framework and suggestions for future research in this area.

Keywords Multilevel Confirmatory Factor Analysis · Nested data · Design-based
approach · Model-based procedure · Design effects

2.1 Introduction

Confirmatory factor analysis (CFA) is an important analysis tool, widely used in
educational research as well as many other social science disciplines. The method is
part of the structural equation modeling framework, where a hypothesized model is
constructed a priori based on theory or prior evidence, and the fit of a model to a set
of data from the population is evaluated through examination of a variety of model-
data fit indices, parameter estimates, and other supports, such as model modification
estimates, residual values, and standard errors of parameter estimates (e.g., Brown,
2015; Kline, 2016). As an analysis strategy, CFA is routinely employed to provide
support for construct validity, scale refinement, tests of measurement invariance, and
to evaluate alternative conceptualizations of a theoretical framework (e.g., Bandalos,
2018; Benson, 1998; Kline, 2016). The Standards for Psychological and Educational
Testing recommend that the structure of an instrument should align with its scoring
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procedures. Thus, CFAs may also be used to support a recommended a test’s scoring
algorithm (APA, AERA, NCME, 2014).

While CFA is useful, researchers also need to consider the data used for anal-
yses. Nested or clustered data are a common occurrence with many educational
research scenarios. For example, students may be nested in classrooms and schools
nested within districts. Such situations pose complications because data collected
from the same cluster are considered dependent. In other words, children within
the same classroom share similar characteristics, such as similarities in instructional
activities resulting from being taught by the same teacher. Even though other multi-
level modeling procedures are popular in educational research, such as a regression
framework (e.g., Hierarchical LinearModeling) or an analysis of variance (ANOVA)
framework (e.g., repeated measures designs) we focus on the use of CFA with
multilevel data (MCFA) in educational research situations.

To gain greater understanding of the extent to which CFA andMCFA are currently
used with empirical studies, a small-scale review was conducted for the past 10-
years. Using the PsychInfo and Education Resources Information Center Database
(ERIC) with the delimiter “confirmatory factor analysis”, over 18,000 peer-reviewed
academic journal articles CFA since 2011.1 Given the frequency with which CFA
has been employed in education research and other social science disciplines, this
analysis tool and its benefits are well-known to researchers.

However, using the same databases and searching with delimiters of “multilevel”
AND “confirmatory factor analysis,” the number of peer-reviewed articles published
in the past 10 years resulted in only 260 publications. This suggests that instead
of accommodating the dependency among the data, the multilevel structure is typi-
cally ignored when conducting CFA. Reasons for ignoring nesting when using factor
analysismay be due to: (a) limited availability of software packages that can automat-
ically estimate a multilevel factor analytic structure, (b) convergence or estimation
problems due to few clusters, or (c) failure to recognize the hierarchical nature of
the data (e.g., Huang, 2017; Konold et al., 2014).

However, if nesting is present, it is important to accommodate the dependencies
which occur in the data. Ignoring nesting can increase model misfit, produce biased
parameter estimates, and attenuate standard errors of parameter estimates (e.g., Hox,
2010; Julian, 2001; O’Connell & McCoach, 2008; Pornprasertmanit et al., 2014).
Multilevel analyses can allow researchers to investigate complex research questions
which are relevant to different levels of the design structure (Huang &Cornell, 2016;
Stapleton et al., 2016). Further, advances with software packages allow MCFA to be
more easily accessed through many of the same programs that conduct confirmatory
factor analyses (e.g., MPlus, R, LISREL, EQS).

In this chapter, we describe MCFA and the effects of ignoring nesting, conceptual
principles related to handling nesting, and issues related to fit and model interpre-
tation. Our focus is on the use of cross-sectional data where individuals are nested
within clusters. For our discussion, a two-level MCFA will be examined; however,

1 PsychInfo and ERIC searchers were current for period of September 2011 through September
2021.
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the information extends to models with more than two levels. Finally, we provide an
applied example to illustrate steps in testing an MCFA design and suggestions for
future research.

2.1.1 Conceptual Principles

As with other parametric tests, confirmatory factor analysis (CFA) requires assump-
tions to be met to ensure valid inferences can be made. Assumptions related to data
screening (e.g., multivariate normality, absence of outliers, choice of estimator in line
with the metric level of data, etc.) are required. Considering characteristics unique
to analysis of clustered data, CFA typically assumes observations in the sample data
are independently and randomly sampled from the population. Breaking these two
assumptions down, independence of observations means that the data should not be
interconnected in any way. Therefore, when constructing the research design, data
for analyses should be obtained through random sampling. Using a random sample
effectively minimizes the dependence among subjects as each observation has an
equal opportunity to be selected from the population. When conducting a single-
level CFA, independence of observations is usually assumed, therefore the variance
of a variable is mainly accounted for by individual differences.

Clustered data violates a key assumption necessary for a single-level CFA . Simply
stated, members of the same group are more alike than members of different groups.
Consider a situation where the goal is for students to assess the behavioral character-
istics of their school. This is defined as a two-levelmodel,where students are nested in
schools. To examine how students vary in ratings of school climate, researchers may
use individual observations; this is termed the within-level (or, alternatively, level-1,
micro-level, low-level, first-level). We can also examine how perceptions of climate
vary between schools. School-level investigations are considered the between-level
(or level-2, macro level, higher level, second level, etc.). While this example includes
two levels, multilevel data in educational and behavioral science settings may have
more between-levels if the clusters are further nested in even larger unit(s). Following
the same school climate example where students (level-1/within-level) are nested in
schools (level-2/between-level),we could extend the example to consider that schools
are nested within a school district (level-3), and school districts are nested within a
state (level-4), and so on. Evenwithmultiple “higher” levels, there is onewithin-level
(level-1) but, depending upon the situation, there may be up to n between-levels.

As theMCFAdata are clustered, it is important to estimate the level of dependence
by interpreting the intraclass correlation coefficient (ICC). The index can be inter-
preted as the proportion of variance in an observed variable found at the cluster level
rather than at the individual level (Stapleton et al., 2016). Thus, the ICC indicates
how strongly cases within the same cluster are interdependent (e.g., Kline, 2016);
the item-level ICC is calculated as:
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ICC = σ 2
B

σ 2
B + σ 2

W

Examining the formula shows that item-level ICC is the proportion of variability at
the between level compared to the total variability (i.e., between- and within-level
variability). Considering the components in the equation, the between-level vari-
ability is the cluster or group-level variance component, representing the deviation
of group/cluster means from the grand mean across all groups. The within-level vari-
ance is a pooled estimate of averagewithin-level deviation of scoreswithin the groups
after accounting for sample size; the total variance is the sum of the group-level and
within-level variance components (Muthén, 1994). ICC values are computed at the
item level but may be averaged across the set of items to provide an estimate of the
amount of dependability in a set of items.

ICC estimates are ratios of variance; therefore, index values range from 0 to 1,
with higher values indicating a greater proportion of between-level variance. In other
words, larger ICC values suggest more dependency is present in the data. The values
are often examined prior to analysis to determine if amultilevel analysis is warranted.
The higher the value, the greater the amount of dependency in the data, and greater
bias observed in model results if the multilevel nature of the data is not considered
(Muthén, 1991). Normally, an ICC value greater than 0.05 suggests the need for a
multilevel analysis (Julian, 2001; Pornprasertmanit et al., 2014; Stapleton, 2013). In
practice, multilevel modeling may provide few benefits when ICCs are less than 0.05
(Muthén, 1994; Stapleton et al., 2016); however, research has suggested that even an
ICC of 0.01 could have an impact with large clusters (Stapleton, 2013).

2.1.2 Benefits of Using the MCFA Framework

While many statistical techniques can accommodate nested data, there are advan-
tages to using the CFA framework with multilevel data over other approaches. A
primary benefit is that a CFAmodel may be constructed at each level and that models
may be distinct at the different levels (Stapleton, 2013). These structures could have
different interpretations and/or different factor structures depending on the level of
analysis (Stapleton et al., 2016). This flexibility allows researchers to construct a
model which best fits the nuances of the measurement at the different levels. In
addition, the structural modeling framework can also handle multiple covariates
and multiple outcome variables easily. Thus, models may be constructed to include
multiple distal outcomes, where outcomes differ based on the level of the data.
While other methods can also handle covariates and outcome variables, a benefit
of the CFA framework is that multiple dependent variables may be included in
one model, creating a parsimonious testing situation and, perhaps avoiding multiple
testing errors.
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2.2 Analysis Choices for MCFA

When constructing latent variable models, researchers have different choices for
analyzing multilevel data. In this section, we discuss three options: ignoring nesting,
using design effects and constructing a multilevel CFA using a pooled covariance
matrix.

2.2.1 Ignoring Nesting

A single-level CFA can be applied to multilevel data, by essentially ignoring the
multilevel structure and analyzing data at a given level. For example, the latent
structure can be examined using disaggregated data (within-level) at the individual
level, thereby ignoring higher level influences.Or datamay be aggregated for analysis
(e.g., average classroom scores) and the CFA estimated using summary data and
ignoring individual responses. In both cases, a “single-level” CFA is tested. In the
disaggregated approach, the between-level is ignored and affects the within-level
variance. Therefore, the disaggregated variance of a variable in single-level CFA
would be larger than its within-level variance in MCFA. Similarly, the variance of a
variable using aggregated CFA will be greater than the group-level variance of the
same variable in MCFA because the within-level variance is ignored and added to
the aggregated variance.

When a MCFA is a more viable option, ignoring the multilevel nature may result
in biased results—where the extent to which the findings are biased mainly depends
on themagnitude of ICC and cluster size (i.e., the number of cases per cluster) (Julian,
2001; Moerbeek, 2004; Pornprasertmanit et al., 2014; Stockford, 2009). Overall, the
disaggregated approach demonstrates attenuated model fit in the Chi-square statistic
and root mean squared error of approximation (RMSEA) when the nested data struc-
ture is ignored, especially when ICC is large. The consequences of ignoring nesting
are negligible when ICC values are low (e.g., 0.05) and the group size is small.
Here, the Chi-square statistic is only minimally inflated, and the model parame-
ters and their standard errors are essentially unbiased. The consequences are more
severe when ICC values are large (e.g., above 0.5): the Chi-square global fit index is
inflated, the unstandardized parameter estimates are overestimated, and the standard
errors are underestimated (Julian, 2001; Pornprasertmanit et al., 2014). As unstan-
dardized parameter estimates were found to always exhibit bias when ICC values are
high, Pornprasertmanit et al. (2014) recommended that researchers focus on inter-
preting standardized estimates. If both the within- and between-levels of the CFA
model exhibit similar parameter values, standardized parameter estimates are equal
to the unstandardized parameters. However, if the parameter values differ substan-
tially across levels, the standardized parameter estimates are likely to be biased as
ICC values increase beyond 0.15. The standard errors of the standardized param-
eter estimates are either underestimated toward large macro-level communalities
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or overestimated under small micro-level communalities, but the bias is negligible
when ICC is less than 0.05. In general, the disaggregated approach provides less
biased estimates and standard errors of standardized estimates when ICC is 0.05
or lower, but the attenuated fit indices may result in rejection of acceptable models
(Pornprasertmanit et al., 2014).

If data are aggregated, that is, the micro-level is ignored, the model fit indices
(global Chi-square index, RMSEA) are the same as the partially saturated MCFA
that allows all variables covary at the macro level. If the parameter values are the
same at both the micro- and macro-level, the standardized estimates are not biased.
However, if the parameter values differ across levels, the standardized estimates will
show bias toward the micro-level standardized estimates, especially when ICC is
lower than 0.25 or the group size is small. In terms of standard errors, Moerbeek
(2004) indicated they are less biased, but Pornprasertmanit et al. (2014) argued that
the bias in standard errors of standardized parameters is only ignorable when ICC is
greater than 0.75. A possible explanation for this inconsistency may be due to the use
of standardized parameters in Pornprasertmanit’s study. The calculation of standard-
ized parameters involves unstandardized parameters and indicator or factor variance.
Aggregation would overestimate indicator or factor variance, which results in inac-
curate standardized estimates. In general, the aggregated approach provides accurate
parameters estimates and standard errors of standardized parameters when ICC is
0.75 or above, though this situation is not very likely in practice (Pornprasertmanit
et al., 2014).

2.2.2 Accounting for Nested Data

Researchers recognizing the multilevel nature of the data generally follow one of
two approaches: design-based and model-based procedures (Stapleton, 2013), when
conducting an MCFA.

Design-Based Approach. A design-based approach recognizes that the data are
nested in nature and that the dependency in the data needs to be accommodated into
the design to produce accurate standard errors of parameter estimates and model
fit (e.g., Julian, 2001; Stapleton, 2013). However, under this viewpoint, it is not of
interest to answer questions that deal with more than one level, and typically, the
focus of the analysis is at the within- or individual level. Under this approach, the
nested structure of the data is considered part of the design process, or how data arise
in practice. This process includes incorporating a “design effect” into the analyses
to accommodate nesting.

To determine if themultilevel structure is adversely affectingCFA results, a design
effect valuemaybe computed. This value is a function of both the ICCand the average
cluster size (Muthén & Muthén, 1998–2021). The design effect may be calculated
as:

1 + (average cluster size − 1) × ICC,
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As a rule of thumb, design effect values larger than 2.0 is thought as a benchmark,
indicating that the clustering should be considered (Hox & Maas, 2002). However,
using a design effect is not recommended if researchers have small cluster sizes
(under 10) or are interested in examining relationships at the higher level(s) (Lai &
Kwok, 2015).

To include a design effect, a CFA model is constructed “ignoring” the nested
factor; however, instead of analyzing the model as a single-level CFA approach,
a survey weight is included in the estimation process. Typically, the design factor
helps by weighting the data according to the number of cases in a cluster at higher
levels of the analysis. Such weights are commonly used with complex, large-scale
surveys/databases to correct for the effects of unequal probabilities of case selection
(Asparouhov, 2006). With MCFA, design effects may be incorporated and to treat
clustered data as a nuisance. Under this situation, the standard errors are adjusted for
by the sampling design. While this technique provides correct standard errors and
properly accounts for dependence present in the data, it does not allow for an exam-
ination of between-cluster variance which is unaccounted for by predictors included
in the model or models which may be of interest at higher levels (Asparouhov, 2006;
Lai & Kwok, 2015; Stapleton, 2013).

Model-Based Procedures. Model-based procedures allow an examination of
relationships between variables at the between- and the within-levels. In MCFA,
the “usual” variance–covariance matrix input for analyses is separated into two
parts: a pooled-within-group covariance matrix and a between-group covariance
matrix. Thus, the variability is decomposed into different sources of variance aligned
with the various levels of the MCFA. This process allows researchers to examine
within-cluster and between-cluster relations simultaneously.

Model-based procedures allow researchers additional advantages for accommo-
dating nested data including the flexibility to estimate and model between-cluster
effects; increased power at the within-cluster level, and the possibility to examine
the within-cluster relations among variables across clusters (Stapleton, 2013).

Figure 2.1 provides a diagram of an MCFA with two levels and six (X1 - X6)
observed variables. The variance of each observed variable (e.g., X1) is explicitly
decomposed into a between-variance component (X1B) and awithin-variance compo-
nent (X1W ). In Fig. 2.1, F1B and F2B are the theoretical latent variables that account
for the between-level covariance among the observed variables. Similarly, F1W and
F2W are the theoretical latent variables that drive the within-level covariance among
the observed variables. In our example, the latent structure is the same across levels;
that is, each level has the same two factors, and each factor was measured by the
same variables.

With MCFA, the total population covariance matrix �T is split into two parts—
a within-covariance matrix, �W , and a between-covariance matrix, �B . �W and
�B assess the within-cluster and between-cluster effects, respectively. These two
matrices are orthogonal and additive. Due to these principles, the between-group
relationships among variables do not have to be the same as the within-group rela-
tionship. Said another way, the CFA structure which is tested may differ at different
levels of the design.
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Fig. 2.1 Two-factor multilevel CFA model

The three population matrices used in MCFA are estimated by sample data. The
sample total covariance matrix ST is decomposed into SW and SB matrices, respec-
tively. However, the pooled within-covariance matrix, SPW , is used to estimate �W

(instead of SW ) as the pooled matrix is an unbiased estimator of the population
within-group matrix. The three sample covariance matrices ST , SB , and SPW can be
calculated by the following equations (seeMuthén, 1993 for additional explanation).

ST = (N − 1)−1
G∑

g=1

Ng∑

i=1

(
yig − y

)(
yig − y

)
′

This equation shows that the sample covariancematrix can be calculated in the typical
manner. ST illustrates how an observed score y for individual i in group g deviates
from the grand mean, y



2 A Primer for Using Multilevel Confirmatory … 19

SPW = (N − G)−1
G∑

g=1

Ng∑

i=1

(
yig − yg

)(
yig − yg

)
′

The pooled within-cluster matrix, SPW,, illustrates how an observed score y for indi-
vidual i in group g deviates from the cluster group mean. The matrix is weighted by
the total sample size (N) less the number of clusters.

SB = (G − 1)−1
G∑

g=1

Ng∑

i=1

(
yg − y

)(
yg − y

)
′

Finally, the between-cluster matrix, SB , illustrates how the mean of the cluster
deviates from the grand mean. SB is weighted by the cluster size.

A stepwise approach has been recommended to assess the necessity of multilevel
procedures and evaluate relevant models; however, researchers have not reached an
agreement on the specific steps to follow (e.g., Hox, 2002; Huang, 2017; Muthén,
1994; Stapleton, 2013). The stepwise processes generally begin with a single-level
factor analysis of ST followed by an estimation of the amount of between-level
variation (ICCs) contained in the estimates. Additional steps differ depending on
the procedures followed. These may include estimation of a model with parame-
ters constrained to be equal across the level (i.e., null model; Hox, 2002; Huang,
2017); estimation of a saturated model, where all parameters are intercorrelated for a
given level, with a model imposed at the other level(s) of a model (Stapleton, 2013);
and/or estimation of random effect parameters at the within-level (Stapleton, 2013).
Stepwise approaches to MCFA were often recommended due to difficulties encoun-
tered with employing multilevel procedures in software packages, estimation of ICC
values, and the decomposition of �T into different model levels.

Nowadays, the development of SEM software allows more complex multilevel
models with �Wg differing across clusters and it may be argued that “real world”
practices for conducting MCFA do not follow a strict sequence of steps (Zyphur,
2019). Researchers may examine ICC levels and properties of variables prior to
conducting a multilevel investigation to ensure that there is sufficient variability to
model at the higher level(s). Further, researchers may reflect on the measurement
to ensure that MCFA at group levels is theoretically and conceptually meaningful.
Models may also be examined at individual and group levels separately before the
hypothesized multilevel model is tested at both levels.

When using MCFA techniques, analysis problems may arise due to complexities
of the situation. First, if there are not a sufficient number of clusters the macro levels
of a design, the model may encounter estimation problems. In addition, most of
the variability may be at the within-level and, due to the aggregation at the higher
levels, more measurement error may be present (Zyphur, 2019). In such situations,
item residual values may be very small due to high loading values at macro level(s)
resulting in identification problems. If this is encountered, increasing the number of
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iterations required, fixing indicator variances to zero, and use of Bayes estimation
techniques may offer a solution (Zyhpur, 2019).

2.2.3 Evaluating Model Fit in MCFA

Aswith other covariancemodeling techniques,model-data fit evaluation is a vital part
of analyses. Typically, researchers compare competing models (i.e., representations
of the theory) and use various statistical indices and substantive knowledge to identify
the optimal model (DiStefano, 2016). To arrive at the optimal model, both global
and local fit of the tested MCFA may be examined. Global fit assesses the overall fit
of the hypothesized model to the data, while local fit issues focus on examinations
of the “finer grains” of a model, including parameter estimates, standard errors of
parameter estimates, potential model modifications, and residual estimates (e.g.,
DiStefano, 2016; Kline, 2016). While both areas are important, acceptable global fit
for a model is a necessary precursor to examination of local fit, as a poorly fitting
model should not be interpreted.

Even thoughMCFA represents amultilevel structure, the fit indices and associated
cutoff values used for model-data fit evaluation are the same as used with single-level
CFAmodels. Thus, researchers generally rely on the commonly used fit indices along
with the traditionally recommended cutoff values (e.g., Hu&Bentler, 1999). Popular
fit indices used by education researchers include the overall Chi-squared test of
exact fit, root mean squared error of approximation (RMSEA) and its accompanying
confidence interval, standardized root mean square residual (SRMR), comparative
fit index (CFI), and the Tucker-Lewis Index (TLI, or the Non-Normed Fit Index)
(DiStefano & Hess, 2005; Jackson et al., 2009). Provided is a brief description of
what each fit index measures in single-level sources for context when interpreting
MCFA results; additional details may be obtained in other sources (e.g., DiStefano,
2016; Kline, 2016; Schumacker & Lomax, 2016).

The global Chi-square index tests the overarching hypothesis that the model
exactly fits the data, where nonsignificant p-values illustrate acceptable model-data
fit. However, Chi-square can be sensitive to characteristics such as large model size,
large sample size. CFI and TLI compare the fit of the testedmodel to a baselinemodel
with no structure; however, the indices differ in that the CFI helps to consider the
number of paths tested (i.e., freed) in a model. For both indices, generally values at
or above 0.95 indicate acceptable fit (Schumacker & Lomax, 2016). The root mean
square error of approximation (RMSEA) recognizes that no empirical model will
fit the data exactly, thus, values at or below 0.05 indicate a close-fitting model and
values between 0.05 and 0.08 to indicate adequate fit. The standardized root mean
square residual (SRMR) provides an estimate of the amount of error remaining in
the variance–covariance matrix with values under 0.05 indicate acceptable fit. While
these indices are the most commonly used with model evaluations, other fit indices,
such as the Akaike Information Criterion (AIC) or the Bayesian Information Crite-
rion (BIC) may provide useful information in the MCFA context to help choose
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between models when maximum likelihood estimation or unweighted least squares
estimators (and robust variants) are used (e.g., Ene, 2020).

MCFA Model Fit and Ignoring the Multilevel Structure. While popular CFA
fit indices are commonly evaluated, the interpretations may lead to inaccurate inter-
pretations of a model because the multilevel structure is not considered (Hsu et al.,
2015). If a CFA model is tested ignoring the multilevel nature of the data, the Chi-
square test statistic for exact fit is provided across both levels. Ryu (2014) notes
that the value of the default maximum likelihood fit function is an overall estimate;
however, the value is weighted differently based on model misfit at level-1 (weighted
by N–J, where J is the number of groups and N is the total sample size) and at level-
2 (due to J). The amount of misfit in the Chi-square test statistic also affects the
calculation of the CFI, TLI, and RMSEA, and the lack of fit observed at each level is
not disentangled (Ryu, 2014). Also, as sample size is generally larger at the within-
level, fit indices are dominated by the larger sample size and may not be sensitive to
misspecifications at the between level (Hox, 2010; Ryu, 2014; Ryu & West, 2009).
For example, single-level calculations of CFI and RMSEA were not able to identify
model misspecification at the between-fit level (Ryu &West, 2009). Further, if fit
index values are outside of the commonly used bounds, the poor fit does not aid
researchers in understanding which level of the model (i.e., level-1, level-2, both,
etc.) does not fit well.

MCFA Fit and Applying Design Effects. Another MCFA situation that uses
single-level fit indices is when design effects are used. Applying design effects
corrects standard errors of parameter estimates when the focus is to essentially
“ignore” the multilevel structure and focus on the within effects (Lai & Kwok, 2015;
Raykov & DiStefano, 2021). The effect of ignoring the design effect “rule” on stan-
dard errors of parameter estimates has been investigated using differing ICC levels
and cluster sizes (Lai & Kwok, 2015); however, recommendations for evaluating
single-level fit indices under MCFA with design effects have not been thoroughly
examined.

MCFA Fit and Model-Based Procedures. When estimating an MCFA,
researchers tend to use both the same model-data fit indices used with single-
level CFA (e.g., Chi-square, CFI, TFI, RMSEA, SRMR) and apply the same cutoff
criteria recommended for single-level analyses (Kim et al., 2016). However, when
running multilevel analyses, the indices reported generally examine overall model
fit instead of level-specific indices (Kim et al., 2016). Overall fit indices are influ-
enced more heavily by the within-level as the sample size is higher at the within
than at the between level(s). Thus, fit indices were not found to be sensitive to model
misspecifications at the higher level(s) (Hsu et al., 2015; Ryu & West, 2009). In
addition to sample size, ICC also has an effect on the model fit indices with the
between level (Hsu et al., 2015) with TLI and RMSEA exhibiting more sensitivity
to higher ICCs than CFI or SRMR.

While fit indices provide an overall assessment of model-data fit, the values do
not appropriately evaluate the fit of an MCFA because the multilevel structure is not
considered. As an MCFA contains both within- and between-level models, single-
levelCFAfit indices have a potential limitation in detecting the between-levelmodel’s
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lack of fit. Thus, the typically used fit indices are more sensitive to misspecification
in the within-level model (Hsu et al, 2015). In addition, if the fit indices indicate a
well-fitting model, a researcher does not know if both the between-level and within-
level model fit well or because if the indices are not able to detect themisspecification
at the between-level (Kwon, 2011). Researchers need to inspect evaluation methods
that can separately estimate each level of the MCFA to understand which part of the
hypothesized model did not fit the data (Kim et al., 2016).

As a remedy, researchers should include level-specific fit indices (Kim et al.,
2016). Under multiple group modeling, the Mplus program automatically computes
an SRMR value for each group (Asparouhov & Muthén, 2018). Other fit indices are
computed at the overall level.

If following an MCFA stepwise approach, a partially saturated (PS) model
approach has been proposed to obtain level-specific fit indices (Ryu & West, 2009).
This approach uses the saturated within-level or between-level model (i.e., the
between-level model is a just identified model and the within-level model is tested
as hypothesized model). A PS model can be obtained by correlating all the observed
variables and allowing all the covariances or correlations to be freely estimated
at the between-level or within-level model. The between-level Chi-squared value
(χ2

PS_B) can be calculated by specifying a hypothesized between-level model and
saturating the within-level model because the saturated within-level model Chi-
square value will equal zero and will not contribute to the overall model Chi-
square (Hsu et al., 2015). In this way, the χ2

PS_B only reflects the model fit of
the hypothesized between-level model (Hsu et al., 2015). After χ2

PS_B is obtained,
other between-level specific fit indices, such as RMSEAPS_B, CFIPS_B, and TLIPS_B,
can be calculated because these fit indices are based on the Chi-square value. Simi-
larly, awithin-level specificChi-square value (χ2

PS_W) and otherwithin-level specific
fit indices (e.g., RMSEAPS_W, CFIPS_W, and TLIPS_W, can also be computed. Thus,
the different levels will be evaluated by different fit indices (Hsu et al, 2015; Ryu &
West, 2009). Ryu and West’s work (2009) has shown the effectiveness of these
indices, where the within-level specific fit indices correctly indicated poor model fit
at the within-level and between-level specific fit indices successfully detecting lack
of fit in the between-group model. The partially saturated approach for computing
fit indices, however, is not frequently employed with MCFA.

2.3 Applied Example

To illustrate MCFA in an empirical situation, we provide an applied example. The
state of South Carolina administers annual school climate surveys in all public
schools. Students, teachers, and parents are surveyed to assess schools’ respective
school climate performance. The results of the surveys are shared with principals
and district administrators to gauge yearly progress. Further, climate information is
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provided on the annual school report cards and is also used to meet requirements of
the state’s accountability legislation.

Survey instruments are administered to all teachers and to students and their
parents at the highest grade level at each school in the entire state (typically 5, 8,
and 11), though students in Grade 12 are not targeted. The surveys include multiple
Likert-scale items measured on a four-point scale with anchors of 1 = Disagree, 2
= Mostly Disagree, 3 = Mostly Agree, and 4 = Agree.

The multilevel structure of the student forms (Ene, 2020; Ene et al., 2018) and
the teacher forms have been investigated in prior analyses (Ene et al., 2016, 2017a,
2017b). Our focus is on the parent climate survey at the high school level, as the
parent responses have not yet been investigated in the MCFA framework.

The sample of parents analyzed completed the climate survey in the spring of
the 2017–2018 school year. The dataset contained information from 230 public high
schools and 5,255 parent responses from across South Carolina. The school climate
survey collects limited demographic data in an effort to increase response rates and
protect respondents’ privacy. Concerning the population of students enrolled students
during the 2017–2018 school year, 33.6% were black or African American, 50.6%
were White, 9.7% were Hispanic or Latino, and over 6% identified as American
Indian, Asian, Hawaiian, Pacific Islander, or biracial (South Carolina Department
of Education, 2018). Female and male students composed 48.9% and 51.1% of the
student population, respectively (South Carolina Department of Education, 2018).
However, characteristics of the respondents to theParent SchoolClimateSurvey (e.g.,
respondent age, relationship to high school student, race/ethnicity) are not collected.

Previous research on the South Carolina Parent Climate Survey has identified a
four-factor structure. The factors identified include: (1) Learning Environment (5
items—e.g., satisfaction with resources and textbooks), (2) Social-Physical Envi-
ronment (5 items—e.g., cleanliness of the school and school grounds), (3) School
Safety (3 items—perceptions of safety on the school campus), and Home-School
Relationships (8 items—e.g., communication/ sharing information between parents
and teachers.) This four-factor structure has been replicated using exploratory factor
analysis and confirmatory factor analysis over different datasets and different orga-
nizational levels. Previous research has used a two-level MCFA design to investigate
teacher and student responses of school climate across various levels (elementary,
middle, and high school grades) (Ene et al., 2016, 2017a, b 2018). Findings have
identified a multi-factor solution at the within-level and a one-factor solution at the
between-level.

Alternative models were investigated with high school parents’ responses to
the South Carolina Parent School Climate Survey. First, a single-level CFA was
employed. This analysis ignored school effects to examine parents’ perceptions of
school climate, regardless of the high school that their child attended. The second
model was also a single-level CFA; however, design effects were incorporated into
the analysis to correct standard errors and parameter tests for dependencies in the data
due to the clustered structure. This analysis essentially ignores school-level effects
and “removes” them from consideration. Two different two-level MCFA designs
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were examined. The first design considered that the same four-factor structure under-
lying the parent survey was present at both the within- and the between-level. This
conceptualization of climate would consider that the four factors were present for
individuals as well as aggregated across high schools. The second MCFA tested a
four-factor structure at the within-level and a one-factor structure at the between-
level, stating that individuals recognized four distinct aspects of school climate, but
across schools, only an overall evaluation of school climate was provided.

Mplus (version 8.7) was used for all CFA analyses with the robust ML estimator
employing a Satorra-Bentlermean correction. Datawere considered to be continuous
as the level of univariate skewness and kurtosis were low (below |1.3| for all variables)
and, as there were relatively few cases with missing data, mean imputation was
conducted prior to analyses. To assess global fit, CFA fit information was reported
for the overall fit of the model using the Chi-square fit index, CFI, TLI, RMSEA,
and its associated 90% confidence interval and level-specific SRMR values were
also reported with MCFA models. Local fit indices, including parameter estimates,
standard errors, and modification indices were also examined.

An initial investigation of the data yielded ICC values ranging from 0.052 to 0.167
(average ICC of 0.101), indicating dependency in the parent responses for the high
school clusters. The survey data also yielded a sufficient number of clusters at the
school level, 230, with an average sample size of 22.85 parents per cluster. Using
the average ICC and average sample size, the design effect was estimated to be 3.21.
Based on the review of the data, its structure, and ICC values, a multilevel design is
warranted.

Table 2.1 provides a summary of global model fit indices. Across the MCFA
designs. The single-level, four-factor correlated CFA showed acceptable fit for fit

Table 2.1 Global fit indices for tested models

Model Single-level CFA CFA with design
effects

MCFA
4-factor both
levels

MCFA
4-factor within
1-factor between

Chi-square 2777.69 2566.29 4660.50 4088.05

df 183 183 387 372

p-value < 0.0001 < 0.0001 < 0.0001 < 0.0001

AIC 178,440 178,440 177,021 176,774

BIC 178,893 178,893 177,651 177,503

RMSEA 0.052 0.050 0.046 0.044

90% CI (0.050 − 0.054) (0.048 − 0.052)

p-value 0.030 0.579

CFI 0.954 0.957 0.934 0.943

TLI 0.947 0.950 0.929 0.936

SRMR/SRMR-W 0.036 0.036 0.036 0.039

SRMR-B 0.165 0.119
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indices other than the global Chi-square. While incorporating design effects into the
modeling process did not greatly improve most model fit indices, the RMSEA p-
value, supported close-fit between the model and the data (Kline, 2016). TwoMCFA
models were tested. The two-level model with the four-factor structure imposed
at the within- and between-levels initially yielded estimation problems. Inspection
showed that the between-level residuals were low; item uniqueness values were
constrained to zero and the number of iterations was increased (Zyphur, 2019). These
methods helped the model achieve a solution. For comparison, a two-level MCFA
was estimated, with a four-factor model at the within-level and a one-factor model at
the between-level. Comparing across these two MCFA models, the SRMR-between
was lower for the 1-factor between-level model (SRMR = 0.119) than for the 4-
factor between-level model (SRMR = 0.165); however both estimates are outside of
recommended bounds. SRMRwithin-level estimates were favorable for both MCFA
models tested. Investigating across all four models tested, AIC and BIC values were
lowest for the 1-factor between model.

Both the 1-factor between-levelMCFA and the design effect models were thought
to be acceptable representations of the Parent Climate Survey dataset; therefore, local
fit was inspected for these models. The MCFA reported very high loading estimates
for all values (0.69 to 0.91) and high intercorrelations between factors (0.61 to 0.85)
at the within-level; however, it is noted that the levels are similar for the design effect
model. Based on information from model fit, prior research, comparison of model
fit, the MCFA with the design effect applied was selected. At the theoretical level,
it recognizes that there are differing opinions for parents with students in different
high schools across the state; this variability can be incorporated into the analyses to
accommodate the dependency in the data.

2.3.1 Areas for Future Research

MCFA is becoming easier for applied researchers to use and, with increased use of
the technique there are also many areas for future research. As much of the data in
educational research is collected using Likert scales, the performance of different
estimators under combined conditions of data type and levels of non-normality is an
area in need of research. Many multilevel simulation studies only have considered
maximum likelihood-based estimation techniques; guidelines forMCFA researchers
using ordinal measures is an area in need of attention (Kim et al., 2016). Further,
the performance of the partially saturated model level-specific is an area which may
be extended. Such investigations may assist MCFA researchers in understanding
conditions sensitive to model misspecification and can help inform best practices for
using the methodology in applied settings. Finally, study of additional fit indices is
warranted. For example, Ene (2020) reported the utility of using Akaike’s Informa-
tion Criteria (AIC) and the Bayesian Information Criteria (BIC) when comparing
across complex MCFA structures. Ene (2020) used a correctly specified model in
her simulation. Additional study of the AIC and BIC indices under situations where
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MCFAmodels aremisspecified at one level, or even across levels, could assist applied
researchers.

As an analysis technique, MCFA allows education researchers many advantages.
It can accurately accommodate clustered data, provide refined standard errors for
parameter testing and interpretation, and allow construction and testing of hypoth-
esized models at different levels. Statistical and computing advances now allow
complex procedures to be modeled relatively easily. These advantages can allow for
advances in the conceptualization of constructs and theory building at higher anal-
ysis levels; however, interpretation and explanation of the MCFA results is needed
at all levels so as not to impede future construct validation efforts. We hope that
this introduction too provides education researchers additional tools for using and
interpreting multilevel confirmatory factor analysis models.
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Chapter 3
Multilevel Model Selection: Balancing
Model Fit and Adequacy

D. Betsy McCoach, Sarah D. Newton, and Anthony J. Gambino

Abstract Multilevel model (MLM) selection is a consequential and influential deci-
sion point in statistical modeling. It dictates how we construct and present knowl-
edge about a phenomenon in our specific field of interest. It also shapes future
research, which typically builds upon what we already “know” from existing liter-
ature informed by earlier model selection processes. Therefore, competent model
evaluation incorporates two main sources of evidence, at minimum: (1) model fit
information–the relative degree to which each competing model fits the current data,
as evidenced bymodel fit criteria like theAkaike Information Criterion (AIC; Akaike
et al. in Second International Symposium on Information Theory. Academiai Kiado,
1973) and Bayesian Information Criterion (BIC; Schwarz in The Annals of Statistics
6(2):461–464, 1978), and (2) model adequacy data, which indicates the predictive
utility of each competing model, or the capacity of the specified set of parameters to
explain variance in the outcome of interest. The current chapter briefly reviewsMLM
estimation techniques; presents several popular model selection criteria; describes
an MLM framework for decomposing outcome variance as a measure of model
adequacy (Rights and Sterba in Psychological Methods 24:309–338, 2019); details
current controversies and concerns for investigating competingMLMs; and provides
recommendations for researchers engaged in the MLM selection process.

Keywords Model selection · Akaike Information Criterion · Bayesian Information
Criterion · Model fit · Model Adequacy · Variance Decomposition

3.1 Introduction

How do researchers evaluate and choose one of several competing multilevel
models (MLMs)? How do they determine the utility of a given model, especially
compared to other plausible data representations? It is important to consider both
model fit (use of model selection criteria to choose among competing models) and
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model adequacy (the ability of predictors to explain outcome variability). As such,
model selection processes must assess both fit and adequacy for each model under
consideration.

In this chapter, we describe this model evaluation process. After providing a brief
conceptual overview ofMLM estimation, we identify commonmeasures of model fit
and adequacy; highlight several areas of controversy/confusion; and provide general
recommendations for evaluatingMLMfit and adequacy. Related to fit, we review the
concept of deviance and explain how to use the chi-squared difference test to compare
the deviances of two nested models. We also describe index comparison approaches
(e.g., the Akaike Information Criterion (AIC) and Bayesian Information Criterion
(BIC) to model evaluation). Then we consider model adequacy, reviewing current
proportion of variance explained-type measures to determine the predictive power
of MLMs. Finally, we offer guidance for assessing model fit and adequacy in MLM.

3.2 Conceptual Overview of Estimation in MLM

Before proceeding, it is useful to have a rudimentary conceptual understandingof esti-
mation in MLM.1 To keep things simple, we contextualize this discussion using the
unconditional random effects model with a single, continuous outcome variable,
Yi j = γ00 + u0 j + ei j . In this model: Yi j represents the predicted value on the
outcome for person i in cluster j; γ00 denotes the overall intercept—the expected
person-level value on the outcome, absent any additional person- or cluster-level
information; u0 j conveys unexplained variance in the outcome across clusters; and
ei j indicates the degree of person-level divergence from the overall intercept.

In non-clustered data, the sample mean provides our “best guess” about the popu-
lation mean (the “expected” value in the population). But with clustered data, what
is the expected value of the outcome variable, γ00? Imagine randomly sampling
students from 100 schools. Further, the sample sizes within the schools vary widely:
the smallest cluster size is 2 and the largest cluster size is 1000. How should we
determine expected achievement? One option would be to ignore clustering and to
take the sample mean, such that every person is weighted equally; however, this
means that schools with more students would have more influence on the expected
mean than smaller schools. Alternatively, we could compute the mean of school
means. Yet weighting all schools equally gives small schools a disproportionately
large influence on the expected mean.2

In MLM, larger clusters generally exert more influence on the expected mean.
However, the intraclass correlation coefficient (ICC) tempers that effect. In the

1 In this chapter, we focus exclusively on maximum likelihood estimation, but it is also possible to
use fully Bayesian methods to estimate MLMs.
2 In addition, the school mean that is computed from a school with 1,000 students is likely to be a
much better estimate of the school’s performance than a school mean that is computed from only
two students, a point to which we return when we discuss Empirical Bayes estimates.
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unconditional random effects ANOVA model, the ICC represents the proportion
of between-cluster variance in the outcome variable, indicating the degree of
dependence within a cluster:

ICC = τ00

τ00 + σ 2
(3.1)

Where τ00 conveys between-cluster variability, σ 2 denotes within-cluster variability,
and their sum (in the denominator) represents total variance in the outcome.

An ICC of 0 suggests that two randomly selected people within a given cluster
are no more similar to each other than two randomly selected people from different
clusters. So, ignoring clustering (and treating every unit in the sample as independent)
seems reasonable. When the ICC is 1, each cluster member is basically a complete
replicate of every other member of the same cluster on the outcome. Hence, sampling
within a cluster would be unnecessary because there is nowithin-cluster variability—
every member of the cluster shares the same value on the outcome of interest. So,
calculating the mean of cluster means might be more useful (given the deterministic
nature of within-cluster performance). When the ICC is 0, the influence of each
cluster on γ00 is determined by the sample size of the cluster. When the ICC is 1,
each cluster has an equal influence on γ00, regardless of its size (Snijders & Bosker,
2012). In reality, the ICC is typically between 0 and 1. Therefore, γ00 is a compromise
between the sample mean (as it would be when ICC = 0) and the mean of cluster
means (as it would be when ICC = 1). The higher the ICC, the more γ00 approaches
the mean of cluster means; the lower the ICC, the more γ00 approaches the sample
mean.

3.3 Reliability of Cluster J

Potential expected values of the true cluster mean include estimates of γ00 and Y . j .
Empirical Bayes estimation combines these values, based on the reliability of cluster
j, which incorporates three pieces of information: within-cluster variability (σ 2),
between-cluster variability (τ00), and the number of observations per cluster, nj [see
McCoach et al. (2022) for more details about MLM estimation].

Reliability of β̂0 j = τ00

τ00+ σ2
n j

(3.2)

Each cluster has its own estimate of reliability, whereas variance estimates (τ00,
σ 2) remain constant across clusters. Theoretically, the reliability of cluster j can range
from 0 (when there is no between-cluster variability in the outcome) to 1 (when there
is no within-cluster variability in the outcome). However, within a given sample, the
lower bound for reliability for any given cluster is the ICC, which occurs when the
cluster has only one unit (nj = 1).
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The ICC features prominently in this reliability formula (Raudenbush & Bryk,
2002). Larger ICCs, which indicate that within-cluster variance is small relative to
between-cluster variance, produce higher reliability. In other words, reliability is
higher when cluster means vary substantially across level-2 units (holding cluster
size constant). In addition, for a given pair of between- and within-school variance
values, larger cluster sizes (nj’s) result in higher reliability. So, increasing group
size, increasing homogeneity within clusters, and increasing heterogeneity between
clusters all increase reliability.When the reliability in cluster j is higher, more weight
is placed on the sample mean as the estimate of the true school mean. Conversely,
when the reliability of the cluster j is lower, more weight is placed on the estimate
of γ00 as the expected true school mean.

3.4 Maximum Likelihood Estimation

We often use maximum likelihood (ML) estimation for MLM. The goal of ML
estimation is to find the set of parameter values that maximizes the likelihood
of observing the actual data. The most-common techniques for estimating vari-
ance components for MLMs with normal response variables are full-information
maximum likelihood (FIML) and restricted maximum likelihood (REML) estima-
tion.

3.4.1 FIML

In FIML, the estimates of the variance and covariance components are conditional
upon the point estimates of the fixed effects. This method chooses estimates of �

(i.e., the fixed-effect variance/covariance matrix), T (i.e., the random effect vari-
ance/covariance matrix; see Eq. 3), and σ 2 “that maximize the joint likelihood of
these parameters for a fixed value of the sample data, Y” (Raudenbush & Bryk,
2002, p. 52). Thus, the number of model parameters includes both fixed effects and
variance/covariance components.

T =

⎡
⎢⎢⎢⎢⎢⎣

τ00

τ01 τ11

τ02 τ12 τ22
...

...
...

. . .

τ0q τ1q τ2q . . . τqq

⎤
⎥⎥⎥⎥⎥⎦

(3.3)
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3.4.2 REML

In contrast, REML maximizes the joint likelihood of T and σ 2 given the observed
sample data, Y. Therefore, when estimating variance components, REML takes the
uncertainty due to loss of degrees of freedom from estimating fixed parameters
into account, whereas FIML does not (Goldstein, 2010; Raudenbush & Bryk, 2002;
Snijders & Bosker, 2012). Hence, under REML, the number of reported estimated
parameters includes only the variance and covariance components.

3.4.3 FIML vs. REML

When comparing nested models under REML, the fixed-effects structure must be
consistent across the null and alternative models. To compare models that differ in
both fixed and random effects requires FIML (Goldstein, 2010; McCoach & Black,
2008; McCoach et al., 2018; Snijders & Bosker, 2012).

When the number of clusters (level-2 units) is large, REML and FIML produce
similar estimates of the variance components.However, for small numbers of clusters,
FIML tends to underestimate variance components, and REML results may be more
realistic (Raudenbush & Bryk, 2002). A simple formula, (J–F)/J, where J is the
number of clusters and F is the number of fixed effects in the model, provides a rough
approximation of the degree of downward bias in FIML estimates (Raudenbush &
Bryk, 2002). For example, when fitting a model with three fixed effects in a sample
containing observations from 20 clusters, the level-2 variance components are likely
to be 75% (((20−5)/20) = 0.75) as large in FIML as they are in REML. In contrast,
fitting a model with 5 fixed effects and 500 clusters results in very little bias (500–
5/500 = 0.99).

3.5 Model Selection

Models simply represent approximations of reality (Burnham&Anderson, 2004). If
we accept this basic premise, how should we select from a set of competing models?
Guided by theory and informed by data, balancing parsimony andmodel complexity,
the ideal model should adequately describe the observed data to a satisfactory extent,
but exclude unnecessary complications (Snijders & Bosker, 2012). Hence, “the best
model is the one that provides an adequate account of the datawhile using aminimum
number of parameters” (Wagenmakers & Farrell, 2004).

In pursuit of this overarching goal, three general principles should guide themodel
selection process (Burnham & Anderson, 2004): (1) Parsimony—estimating more
parameters cannot lead to worse model fit (Forster, 2000), but does the improvement
justify inclusion of additional parameters? (2) Comparison of plausible competing
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hypotheses—why compare a specified model to the often-implausible null model
(Burnham & Anderson, 2004) in which most substantive parameters are constrained
to be exactly zero in the population? (3) Strength of support—we should gauge
support for a specified theoretical model (Burnham & Anderson, 2004) rather than
evidence against the atheoretical null model.

3.6 Criteria for Evaluating Model Fit

There are a variety of options for examining and comparing the model/data fit for a
set of competing MLMs. We can compare nested models using the Likelihood Ratio
Test (i.e., LRT, Deviance Difference Test) and either nested or non-nested models
with information criteria (ICs), like the AIC and BIC. Two models are considered
hierarchically nested when “the more complex model includes all of the parameters
of the simpler model plus one or more additional parameters” (Raudenbush et al.,
2000, pp. 80–81).

3.6.1 Likelihood Ratio Test (LRT)

We calculate the deviance as: −2 times the difference between the log-likelihood of
the specified model and the log-likelihood of a saturated model that fits the sample
data perfectly (i.e.,−2LL); higher deviances indicate greater model misfit (Singer &
Willett, 2003). The LRT compares the deviances from competing nested models. But
we can only interpret these deviance differences if both models: (1) are hierarchi-
cally nested; (2) analyze the same observations; and (3) use FIML estimation (if the
models differ in their fixed-effects structure). The LRT’s null hypothesis is that the
restricted/constrained null model (M0, which estimates fewer parameters) is correct;
the alternative hypothesis posits that the unrestricted/unconstrained, more-complex
alternative model (M1) is true (Dominicus et al., 2006).

In sufficiently large samples, under standard normal theory assumptions, using the
same set of observations, the difference between the deviances of two hierarchically
nested models follows an approximate χ2 distribution with degrees of freedom equal
to the difference in the number of parameters estimated between the two candidate
models (Raudenbush & Bryk, 2002; Singer & Willett, 2003).

The deviance of the simpler model (D0) is based on p0 estimated parameters,
whereas the deviance of the more-complex model (D1) is associated with p1 esti-
mated parameters. Because the simpler model has fewer parameters (p0 < p1), the
deviance of the simpler model must be at least as large as the deviance of the
more-parameterized model (D0 ≥ D1).

The LRT compares the difference in model deviances (�D = D0 − D1) to the
critical value of χ2, with degrees of freedom equal to the difference in the number of
estimated parameters (�p = p1− p0). If themore-complexmodel fails to reduce the
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deviance by a substantial amount, we retain the simpler model (M0). However, when
the change in deviance (�D) exceeds the critical value of χ2 with p1–p0 degrees
of freedom, the additional parameters result in statistically significantly improved
model fit, which favors themore-parameterizedmodel (M1). Therefore, a statistically
significant decrease in the deviance favors the more-complex model (M1), whereas
a non-significant decrease favors the less-complex model (M0; McCoach & Black,
2008; Raudenbush & Bryk, 2002).

LRTs for Random Effects. Evaluating variance components is trickier. Tradi-
tional LRTs are less appropriate for testing randomeffects (Berkhof&Snijders, 2001;
Raudenbush & Bryk, 2002) because the variance components are boundary parame-
ters—they cannot be normally distributed around amean of zero if the null hypothesis
is true (Dominicus et al., 2006; Stoel et al., 2006). In other words, because variance
components cannot be negative, their sampling distributions may only contain posi-
tive values and zero; these distributions must be bounded at zero. Therefore, using
two-tailed tests to evaluate variances is inappropriate (Raudenbush & Bryk, 2002).
Computing standard errors aroundvariance estimates also becomesmoreproblematic
as variance components approach zero (Baayen et al., 2008), and using confidence
intervals and other statistical tests based on typical standard errors is questionable.
The unadjusted LRT is too conservative to test random effects (Self & Liang, 1987;
Stoel et al., 2006; Stram&Lee, 1994); p-values are larger than they should be (Baayen
et al., 2008; Dominicus et al., 2006; Stoel et al., 2006) resulting in elevated Type
II error rates (i.e., researchers failing to reject the null hypothesis when it is false;
Dominicus et al., 2006; Stoel et al., 2006) and decreased power (Berkhof & Snijders,
2001; Stoel et al., 2006), which may increase the likelihood of constraining slope
variances that should randomly vary.

Hence, we typically use a modified χ2 sampling distribution to test boundary
parameters. This resembles a mixture of zero and the appropriate positive χ2 distri-
bution. In other words, when investigating a single boundary parameter, 50% of the
variance component’s sampling distribution indicates the possibility of zero variance,
and 50% of the distribution represents positive variance values (Berkhof & Snijders,
2001; Miller, 1977; Self & Liang, 1987; Snijders & Bosker, 2012; Stoel et al., 2006).
SeeMcCoach et al. (2022) for a more-detailed description of mixed χ2 distributions.

3.6.2 Recommendations for Testing Random Effects

When comparing twomodels that differ by only one fixed effect (no random effects),
the χ2 critical value is 3.841 at α = .05. However, if models differ by a single
random effect, we instead conduct a one-tailed hypothesis test using the χ2 critical
value for p = 0.10 to test for statistical significance at alpha = 0.05 (Snijders &
Bosker, 2012). For this desired alpha level, the critical value of χ2 with one degree
of freedom is 2.706. So, if two models differ by one parameter, and it is a variance
component, we compare our test statistic to χ2 = 2.706. Snijders and Bosker (2012)
present a more-detailed discussion of this issue and display a table with the correct
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critical values for the comparison of models that differ by one or more randomly
varying slopes. For models differing in both fixed and random effects, the proper
LRT distribution depends on the number of boundary parameters of interest (k, with
k + 1 distributions combined to formulate the appropriate mixture distribution) and
the number of unconstrained parameters of interest (u, with u degrees of freedom for
the first distribution in the mixture; Stoel et al., 2006).

Another complication of testing random effects is that some statistical packages
(like HLM,Mplus, and Stata) produce and report standard errors for variance compo-
nents, some (like R) do not, and some offer user-specified options to obtain such esti-
mates. For example, SAS includes the covtest option in Proc Mixed, which produces
standard errors and statistical tests for covariance estimates (SAS Institute Inc., 2020).
Hence, it is important to carefully select an MLM package and understand its default
options.

In addition, the HLM software provides univariate χ2 tests to investigate the null
hypotheses that level-2 (intercept and slope) variances are 0. Statistically significant
χ2 values suggest retaining these variance components; non-statistically significant
χ2s suggest eliminating them. However, Raudenbush and Bryk (2002) caution that
these χ2 tests provide approximate, not exact, probability values because they are
simple univariate tests estimated only for clusters with sufficient data to compute
separate OLS regressions.

3.6.3 Other Issues with Modeling Random Slopes

In addition to boundary issues, there are several other things to consider when
modeling random slopes. First, near-zero random effects (i.e., slope variances not
significantly different from 0) may cause the model to iterate repeatedly, decreasing
computational speed. Or the model may fail to converge altogether (McCoach et al.,
2018; Palardy, 2011). This “failure to converge is not due to the defects of the esti-
mation algorithm” (Bates et al., 2015, p. 19), but is “a straightforward consequence
of attempting to fit a model that is too complex to be supported by the data” (Bates
et al., 2015, p. 19). One solution is to fit an MLM with a more-parsimonious vari-
ance/covariance structure (Bates et al., 2015). Interestingly though, anMLMthat fails
to converge in one statistical package may converge in another package (McCoach
et al., 2018).

Furthermore, in unstructured T matrices, estimating additional random slopes
increases the complexity of the model more than adding fixed effects. Note that
the variance component structure in an estimated MLM represents a partitioning
of the residual variance (i.e., unexplained variance in the outcome). So, estimating
additional variance components increases the computational load of model estima-
tion as the unstructured T matrix includes the random slope variances as well as
the covariances between each new random slope and each existing random inter-
cept/slope in the model. Therefore, the number of estimated parameters increases
by the number of random slopes we add to our model, as well as the number of
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covariances between those new random slopes and all existing variance components.
This, in turn, increases computational burden and model estimation time. Therefore,
it is important to model variance components judiciously. Incorporate theoretically
defensible random effects intoMLMs but resist the temptation to include all possible
random effects by default, without carefully considering their purpose and necessity.
Just because it is possible to specify a random slope does not mean that it is advisable
(McCoach & Cintron, 2021).

3.6.4 Information Criteria (ICs)

Fit criteria provide another tool for evaluating and comparing sets of competing
models (Konishi & Kitagawa, 2008) by offering a formal method for quantifying
the strength of data-based evidence for, and ranking of, each competing hypothesis
(Burnham et al., 2011). There are several advantages to consulting ICs during model
selection, rather than relying solely upon deviance statistics and χ2 difference tests
to evaluate the goodness of fit of MLMs. First, ICs such as the AIC (Akaike, 1973)
and BIC (Schwarz, 1978) allow for comparison of non-nested models, assuming
FIML estimation and a consistent sample across models. Furthermore, ICs quantify
the degree to which the given model represents an improvement over comparison
models.

Information criteria (IC) generally feature two components: the deviance (which
conveys the fit of the estimated model) and some penalty on the deviance for each
additional estimatedparameter (Dominicus et al., 2006;Lee&Ghosh, 2009;Zucchini
et al., 2011). Although the number of estimated model parameters changes across
models, the per-parameter penalties of the AIC and BIC remain constant for a given
sample size. When using ICs to compare two models, we favor the model with the
lower IC. Table 3.1 enumerates formulae for several popular ICs used today.

Sample Size for Computing the BIC in MLM.Whereas the AIC does not explic-
itly incorporate sample size into its computational formula, other ICs like the BIC
do. In single-level models, we assume complete independence of observations under
simple random sampling, so sample size determination is straightforward. However,
for MLMs, we have (by definition) multiple sample sizes to choose. So, selecting
the correct sample size for BIC computation is more complicated—should we use
the total level-1 sample size or the number of clusters at our highest level?

In clustered designs, we could also employ the effective sample size (e.g.,
Neffective), which adjusts the total number of level-1 units for the two-stage sampling
procedure used to collect multilevel data (Snijders & Bosker, 2012). It accounts for
both the homogeneity within clusters (ICC) and the average cluster size (n. j ):

nef f = N
DEFF = N

1+ρ(n j−1) (3.4)
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Table 3.1 Common information criteria

Information criterion Definition

Akaike Information Criterion (Akaike, 1973) AIC = −2LL + 2p

Bayesian Information Criterion (Schwarz,
1978)

BIC = −2LL + ln(n) ∗ p

Sample size-adjusted Bayesian Information
Criterion (SABIC; Sclove, 1987)

SABIC = −2LL + ln((n + 2)/24) ∗ p

Hannan and Quinn Information Criterion
(HQIC, Hannan & Quinn, 1979)

HQIC = −2LL + 2 ∗ p ∗ ln(ln(n))

Consistent AIC (CAIC; Bozdogan, 1987) CAIC = −2LL + [ln(n) + 1] ∗ p

Finite sample corrected AIC (AICC, Hurvich
& Tsai, 1989)

AICC = −2LL + (2 ∗ p ∗ n)/(n − p − 1)

Note In the equations above, n represents the sample size; p denotes the number of estimated model
parameters

where n j is the average cluster size, ρ is the ICC, and N is the total sample size
(Snijders & Bosker, 2012).

Given multiple conceptualizations of sample size within a multilevel framework,
there is no definitive consensus as to which sample size is most appropriate for
computing the BIC (Skrondal & Rabe-Hesketh, 2004). Furthermore, different soft-
ware packages calculate the BIC differently. See McCoach et al. (2022) for more on
how different statistical packages compute the BIC differently.

Comparing the AIC and BIC. Notably, the AIC tends to favor more-complex
models (Bozdogan, 1987;Whittaker& Stapleton, 2006;Whittaker et al., 2012, 2013)
than other available model fit indices (such as the BIC or LRT) because of its small,
2-point, per-parameter penalty. For example, the critical value of χ2 with one degree
of freedom at α = 0.05 is 3.841 (or 2.706 for a 1-df change involving a variance).
When comparing two models that differ by a single degree of freedom, the LRT
actually imposes a more-stringent penalty for rejecting the simpler model. In fact,
this is true for comparisons ofmodels that differ by up to seven parameters3: using the
LRT results in an equivalent or more-parsimonious model than the AIC. Conversely,
when comparing models that differ by more than seven parameters, the AIC favors
more-parsimonious models than the LRT.

Comparatively, the per-parameter penalty for the BIC is often larger than that of
the AIC; the sample size must be less than eight for the BIC’s per-parameter penalty
to drop below AIC’s 2-point penalty (Claeskens & Hjort, 2008; Schwarz, 1978). So,

3 The number seven assumes that we are using the standard critical values for chi-squared with
alpha = .05, not critical values that have been adjusted for boundary issues in the variances. With a
difference of seven parameters, the traditional, unadjusted LRT imposes a penalty of 14.07 points
on the deviance, whereas the AIC features a 14.00-point penalty. However, with a difference of eight
parameters, the traditional LRT’s critical value is 15.51, whereas the AIC’s penalty is 16.00 points.
Therefore, for a difference of up to seven parameters, the traditional LRT imposes a larger penalty
on the deviance than does the AIC; in contrast, for eight or more additional estimated parameters,
the AIC’s penalty exceeds that of the unadjusted LRT.



3 Multilevel Model Selection: Balancing Model Fit and Adequacy 39

when the AIC favors the simpler model, the BIC also favors this model. And when
the BIC favors the more-complex model, the AIC does, too.

But the AIC and BIC do not just differ in per-parameter penalties. The purposes
of the AIC and BIC are also fundamentally different, a point that is often ignored in
practice. Whereas the AIC “is designed to find the best approximating model to the
unknown true data-generating model, the BIC is designed to find the most probable
model given the data” (Vallejo et al., 2011, p. 22). Because the AIC and BIC take
different approaches tomodel selection, using these ICsmay result in differentmodel
selection conclusions.

Additionally,modeling objectives influence the choice of IC. For example, predic-
tive models often include as many explanatory variables as possible, no matter how
little each variable contributes. In such a situation, using the AIC4 might be prefer-
able because of its low threshold for estimating additional parameters. In contrast,
when building explanatory models, researchers covet simplicity, including only the
most-influential predictors to explain the outcome. Given that the BIC focuses on
parsimony by allowing fewer predictors to remain in the model, this IC may be
preferable for such a purpose (McCoach et al., 2022).

What Happens When Model Fit Criteria Disagree? The AIC, BIC, and LRT
may favor different models. For example, imagine if two models differed by one
fixed effect, with a total sample size of 1000 people, nested within 50 clusters. The
deviance must decrease by 2.00 points for the AIC, 3.91 points for the BIC-L2 (i.e.,
BIC calculated with the number of level-2 units), and 6.91 points for the BIC-L1 (i.e.,
BIC calculated with the number of level-1 units) to favor the more-parameterized
model. Given the gap in their penalties, these ICs do not always agree on which
model to favor (McCoach & Cintron, 2021).

Hence, in addition to examining model fit criteria, we recommend investi-
gating measures of model adequacy, such as those presented in Rights and Sterba’s
(2019)MLMvariance decomposition framework (see next section).Model adequacy
measures can bolster a theory-driven argument for retaining/eliminating specific
parameters/models from consideration and provide insight into the necessity of a
given parameter by addressing the following:

1. What proportion of within, between, and/or total variance does a specific
parameter explain?

2. Does removing this parameter substantially reduce the predictive ability of the
model?

Ultimately, researchers must decide which error would be more serious: omitting
a potentially necessary parameter or including an unnecessary parameter. In general,
we tend to favor retaining potentially important fixed effects and eliminating unnec-
essary random effects. However, the field of study and specific research context,
problem, and questions should inform this choice. Next, we introduce methods for
quantifying explained variance in MLM.

4 Akaike (1973) developed the AIC with a focus on prediction—he saw the ability to forecast future
outcomes as the function and utility of statistical models.
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3.7 Model Adequacy

In MLM, we generally evaluate model fit relative to other competing models. We
can also evaluate model adequacy (i.e., explanatory power of the model—does the
model do a good job of explaining scores on the outcome variable?). We can assess
model adequacy both relative to competing models and in an absolute sense.

In single-level regression models, an important determinant of the utility of a
model is the proportion of outcome variance explained by the model, or R2. InMLM,
the outcome variance is decomposed into multiple pieces called variance compo-
nents, which exist at each level of the MLM. In addition, in random-coefficients
models, the relationships between the dependent variable and level-1 independent
variables vary as a function of the level-2 unit or cluster variable. Therefore, quantifi-
cation of the variance explained by a given set of predictors ismuchmore complicated
in MLM than in single-level regression.

Additionally, deciding how to compute and report variance-explained measures
in MLM requires explicit consideration of the context and goals of the research.
Conceptually, we may be interested in measuring variance explained within clusters,
variance explained between clusters, and/or total variance explained (both within
and between clusters). Cluster-level (level-2) variables cannot explain within-cluster
variance, but they can explain between-cluster variance. And group-mean centered
level-1 (within-cluster) variables can explain within-cluster, but not between-cluster,
variance. However, both types of variables also account for some portion of the
total outcome variance through the level-specific variance they explain. Imagine a
situation in which 5% of the outcome variance lies between clusters and 95% of the
outcome variance lies within clusters. A variable that explains 80% of the between-
cluster variance only explains 4% (80%*5%) of the total variance. In contrast, a
variable that explains 5% of the within-cluster variance explains 4.75% of the total
variance for the specified model.

3.7.1 Proportional Reduction in Variance Statistics

The most-commonly reported multilevel pseudo-R2 statistics (i.e., measures of the
proportion of outcome variance explained by a given model) are Raudenbush and
Bryk’s (2002) proportional reduction in variance statistics, which compare the
residual variance from the full (more-parameterized) model to the residual variance
from a simpler “base” model. If the full model explains additional variance, then the
residual variance should decrease. In such a scenario, the full residual variance for
the baseline model should be greater than the residual variance for the full model.
See Raudenbush and Bryk (2002) and McCoach et al. (2022) for additional details
about how to compute proportional reduction in variance statistics at differentMLM
levels.
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3.7.2 Variance Decomposition Framework for MLM

More recently, Rights and Sterba (2019) developed “an integrative framework of
R-squared measures for MLMs with random intercepts and/or slopes based on a
completely full decomposition of variance” (p. 309). This framework allows for
computation of existing variance-explained measures and alleviates the need to
estimate multiple models.

However, partitioning total outcome variance into within- and between-cluster
variance requires the group-mean centering of all level-1 predictors. To retain the
cluster-level variance from each level-1 predictor, we re-introduce the aggregates
of the level-1 variables into the level-2 model.5 If we decompose all predictors into
within- and between-cluster variables, then themodel-implied total outcomevariance
is attributable to five specific sources of variation: level-1 predictors via fixed slopes
(f 1); level-2 predictors via fixed slopes (f 2); level-1 predictors via random slope vari-
ation/covariation (v); cluster-specific outcome means via random intercept variation
(m)6; and level-1 residuals (σ 2). Decomposing the model-implied total variance in
this way enables the computation of multiple variance-explained measures,7 each
of which provides insights into the model’s predictive capability (Rights & Sterba,
2019).

Careful examination of this framework reveals some important observations. First,
assuming group-mean centered level-1 variables, three sources of variation contain
only within-cluster variance: level-1 predictors via fixed slopes (f 1); level-1 predic-
tors via random slope variation/covariation (v); and level-1 residuals (σ 2). Therefore,
we can evaluate the proportion of within-cluster variance explained by the speci-
fied set of level-1 predictors (f 1) as well as the variances and covariances of their
associated randomly varying slopes (v). We can also distinguish these sources of
variance from the level-1 residual variance. Second, the remaining sources of varia-
tion (i.e., level-2 predictors via fixed slopes (f 2) and cluster-specific outcome means
via random intercept variation (m)) contain only between-cluster variance. In other
words, between-cluster variance is either explained by our set of level-2 predictors
(f 2) or random variation in the intercept (m).

Understanding Proportion of Variance-explained Measures. Calculation of
the R2 measures described in Rights and Sterba (2019) requires model parameter

5 There is one exception: if the level-1 variable has onlywithin-cluster variance, and has no between-
cluster variance, then this is not necessary. For example, if each of the clusters contained an even
number of people who were randomly assigned to either the treatment or control group, then
regardless of coding/centering ([0, 1] dummy coding or [−1, 1] effect coding), the cluster mean for
every cluster is identical. In such a scenario, it is unnecessary to add the aggregate back in at level
2. In fact, in such a situation, doing so would be problematic, given the complete lack of variability
in the cluster means (The cluster means would be constant, not variable across all clusters). Using
an effect code ([+1, −1] or [+1/2, −1/2]) produces the same result as group-mean centering in this
scenario.
6 m is technically m = τ00 as long as the level-1 predictors all have means of 0.
7 The authors showed correspondence between their integrative framework and other R2 measures
commonly used in MLM. See Rights and Sterba (2019) for more details.
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estimates (i.e., level-1 residual variance, fixed-effect estimates for all predictors,
variance components for all random intercept/slope parameters, and covariances
among these variance components), aswell as the sample variance–covariancematrix
for the set of predictors included in the MLM. Given this information, and under the
assumption that all level-1 variables are group-mean centered (including categorical
variables), the following formulae produce Rights and Sterba’s proposedR2-measure
components. The f 1 component (i.e., variance explained by fixed level-1 predictors)
is

f1 = γ ′
W
γ W , (3.5)

where γ w is the vector of level-1 fixed effect estimates (excluding the intercept term),
and
w is the variance–covariancematrix for the level-1 predictors. Thismust include
any within-cluster or cross-level interaction variables (Rights & Sterba, 2019).

The f 2 component (i.e., variance explained by the fixed level-2 predictors) is

f2 = γ ′
B
Bγ B, (3.6)

where γ B is the vector of level-2 fixed effect estimates, and
B is the variance–covari-
ance matrix for the level-2 predictors. This set of level-2 predictors must include any
cluster-level interaction product variables.

The v component (i.e., variance explained by random slope variation/covariation)
is

v = tr(T�), (3.7)

where tr() is the trace function (the sum of the diagonal elements of a matrix),T
is the random effect variance–covariance matrix (the “T au matrix”), and � is the
variance–covariance matrix of the level-1 predictors with randomly varying slopes.
(This includes a variance of 0 for the intercept and covariances of 0 between the
intercept and each of the predictors because the intercept is a constant).

The final two components do not require any additional computation–the m
component is the estimate of random intercept variance (i.e.,τ00), and σ 2 is the
level-1 residual variance estimate.

The model-implied level-1 outcome variance is the sum of the f 1, v, and σ 2

components; the model-implied level-2 outcome variance is the sum of the f 2 and
m components; and the model-implied total outcome variance is the sum of all five
components (Rights & Sterba, 2019).

Notably, group-mean centering every level-1 variable allows the contribution
of fixed effects to be partitioned into two components, f 1 and f 2, which allows
for computation of the within, between, and total R2 measures. When modeling
non-group-mean centered level-1 variables, it is still possible to compute total R2

measures. However, it is not possible to decompose f into f 1 and f 2; therefore, it
is not possible to compute separate within- and between-level R2 measures. In this
case, the overall f component represents variance attributable to all predictors via
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fixed slopes:

f = γ ′
γ, (3.8)

where γ is the vector of fixed-effect estimates for all predictors (excluding the inter-
cept) and
 is the variance–covariance matrix for all predictors. Additionally, if there
are any non-group-mean-centered level-1 variables, the m component is:

m = μ′Tμ, (3.9)

whereμ is a columnvector containing themeans of the predictorswith random slopes
(including “1” as its first element to represent the random intercept) (Rights&Sterba,
2019).

Using these five main sources of variation (i.e., f1, f2, v,m, σ 2), we can compute
several variance-explained measures. For example, the proportion of within-cluster
outcome variance explained by level-1 predictors via fixed slopes (R2( f1)

w ) indicates
how well the fixed effects for the set of level-1 predictors (slopes) explain within-
cluster variance in the outcome variable:

R2( f1)
w = f1

f1+v+σ 2 (3.10)

If any level-1 slopes randomly vary across clusters, we compute the propor-
tion of within-cluster variance explained by level-1 predictors via random-slope
variation/covariation:

R2(v)
w = v

f1+v+σ 2 (3.11)

This indicates the proportion of within-cluster variance explained by allowing slopes
to randomly vary across clusters. Adding cross-level interactions to explain between-
cluster variability in the slopes decreases v and increases f 2. Therefore, R2(v)

w is the
slope variance that is not explained by level-2 (between-cluster) variables.

Inspecting R2(v)
w also provides insight into the pervasive question: should all,

some, or none of the slopes in my MLM randomly vary? To address this issue, we
can examine the R2(v)

w separately for each random slope to determine how much
within-cluster variance each slope explains. Specifically, we fit a model in which
only one slope randomly varies. The R2(v)

w for the model with a single randomly
varying slope indicates the proportion of within-cluster variance attributable to that
random effect.

The total proportion of within-cluster outcome variance explained by level-1
predictors via fixed slopes and random slope variation/covariation (R2( f1v)

w ) is the
sum of the variance attributable to level-1 predictors via fixed slopes (f 1) and
random-slope variation/covariation (v), divided by the total level-1 variance:

R2( f1v)
w = f1+v

f1+v+σ 2 = 1 − σ 2

f1+v+σ 2 (3.12)
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This is analogous to computing Raudenbush and Bryk’s (2002) proportion reduction
in level-1 residual variance. One minus R2( f1v)

w is the proportion of unexplained
within-cluster residual variance (i.e., variance not explained by either the fixed effects
or the randomly varying slopes for the specified set of level-1 predictors).

1 − R2( f1v)
w = σ 2

f1+v+σ 2 (3.13)

In addition, at level 2, the proportion of between-cluster outcome variance explained
by level-2 predictors via fixed slopes (R2( f2)

b ) captures the degree to which the set of
level-2 predictors explains between-cluster variance in the outcome variable.

R2( f2)
b = f2

f2+m = f2
f2+τ00( f )

, (3.14)

This is equivalent to Raudenbush andBryk’s proportion reduction in level-2 variance.
Note that oneminus the proportion of between-cluster outcomevariance explained

by level-2 predictors via fixed slopes is the proportion of between-cluster variance
that remains unexplained by the model—the proportion of level-2 residual variance
in the intercept:

R2(m)
b = 1 − f2

f2+m = m
f2+m = τ00( f )

f2+τ00( f )
(3.15)

Furthermore, the proportion of total variance explained by cluster-specific outcome
means via random intercept variation (R2(m)

t ) is the conditional ICC. The conditional
ICC indicates the proportion of residual between-cluster variance in the intercept,
after accounting for all of the variables in the model.8 It indicates howmuch variance
is explained by allowing the intercept to randomly vary across clusters (Rights &
Sterba, 2019). Specifically, R2(m)

t is

R2(m)
t = m

m+ f2+ f1+v+σ 2 = τ00( f )
τ00( f )+ f2+ f1+v+σ 2 (3.16)

Notably, the proportion of total variance explained by level-1 and level-2 fixed effects
(R2( f )

t ) is somewhat analogous to an R-squared measure in single-level regression. It
captures the proportion of outcome variance explained by fixed effects across levels
of the MLM (Rights & Sterba, 2019):

R2( f )
t = f1+ f2

f1+ f2+v+m+σ 2 (3.17)

We can also decompose R2( f )
t into its two constituent pieces, R2( f1)

t and R2( f2)
t , where

R2( f1)
t is the proportion of total variance explained by level-1 slopes and cross-level

interactions (given that all level-1 predictors are group-mean centered) (Rights &
Sterba, 2019):

8 Note: If both v and m were 0, there would be no need for an MLM—we would require only one
residual component, σ 2.
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R2( f1)
t = f1

f1+ f2+v+m+σ 2 (3.18)

And (R2( f2)
t ) is the proportion of total variance explained by level-2 predictors:

R2( f2)
t = f2

f1+ f2+v+m+σ 2 (3.19)

Finally, we may wish to report the proportion of outcome variance explained by the
variances and covariances of our model’s randomly varying slopes (R2(v)

t ):

R2(v)
t = v

f1+ f2+v+m+σ 2 (3.20)

See McCoach et al. (2022) for a more in-depth discussion of these R2 measures that
includes a tutorial on how to compute these measures using R statistical software.

3.8 Conclusion

Measures of model fit and model adequacy provide useful tools for comparing,
selecting, and interpreting MLMs in applied research contexts. When used together,
they offer distinct, but complementary, perspectives on the utility of theoretical
models, allowing researchers tomake informed and justifiablemodeling decisions. In
addition, techniques for evaluating both model fit and adequacy continue to provide
fruitful areas for methodological research. However, these tools are best viewed as
heuristic guides, rather than statutes. As such, it is important to use these measures
thoughtfully and selectively, with attention to their limitations.
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Chapter 4
Concepts and Applications
of Multivariate Multilevel (MVML)
Analysis and Multilevel Structural
Equation Modeling (MLSEM)

Yang Yang, Mengchen Su, and Ren Liu

Abstract Multilevel or hierarchical models (MLM, HLM) are widely used in
analyzing the nested data in educational research over the past decades. The current
trend in the research includes systematical thinking of the relationships in education
(e.g., ecosystem model of human development) and continuous measurement on
individual’s performance (e.g., formative math assessment). These research focuses
require that traditional analyses—structural equationmodeling andmultivariate anal-
ysis,work togetherwith theMLM/HLM.This chapterwill introduce two state-of-the-
art techniques, which refer to multivariate multilevel (MVML) analysis and multi-
level structural equation modeling (MLSEM). First, we will present the concepts
of the MVML and MLSEM, emphasizing the ideas rather than algebra, to estab-
lish a theoretical and methodological foundation of the models. The MVML anal-
ysis allows for an analysis of multiple outcomes simultaneously, which can decom-
pose the residual variances and covariances among outcome indicators into different
levels. The MLSEM provides more appropriate estimates compared with SEM by
considering the intra-class correlations. Then, we will discuss how the models can
be applied to educational research. We expect both readers and researchers can find
a more extended coverage of basic and advanced modeling techniques and get an
enriched understanding of the value of MLM for future studies.

Keywords Nested data · Multivariate multilevel analysis · Multilevel structural
equation modeling · Hierarchical data · Multilevel data

4.1 Introduction of Multilevel Modeling

Multilevel orHierarchical structure data is common in the education sector (Woltman
et al., 2012). For example, in school effects studies, researchers may be interested
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in how school-related factors, such as school characteristics (e.g., location, school
composition, school’s average socioeconomic status, etc.), school climate, or
school educational resources, affect individuals’ learning performance. Variables
are measured and analyzed at both student and school levels. Additionally, multi-
level structure data are used to study student development, where repeated
measures/variables are collected for a group of persons at different time points, such
as the studies investigating students’ growth trajectory of reading performance during
middle school. Observations with repeated measures/variables are nested within
persons. The basic assumption of independence of observations is violated because
students are not truly independent within the same classrooms or schools. Thus,
researchers realize not only the importance of the hierarchical structure data, but
also pay attention to what statistical techniques should be used to analyze such struc-
tured datawithout bias. Taking into account the unique structural feature ofmultilevel
data, multilevel/hierarchical models (MLM/HLM) are introduced and developed in
the early twentieth century (Hall & Malmberg, 2020). Unlike the single-level linear
regression model, the MLM/HLM allows to investigate variance among variables at
different levels simultaneously.

Although MLM has advantages over the OLS regression while analyzing nested
data, conventional MLM techniques have limitations when dealing with complex
relationships among independent and dependent variables, such as mediation
effects among multiple related constructs, the relationship between latent constructs
measured by a set of indicators, and the studies involved more than one outcome
variables (Lee et al., 2018). In addition, the conventionalMLMwill produce bias esti-
mates of between-cluster effects while analyzing within- and between-cluster effects
(Lee, et al., 2018). Thus, for overcoming the limitations of MLM techniques, the
multilevel models have combined with other statistical techniques, such as structural
equation modeling (SEM) and multivariate analysis, and had widely implemented
in educational research. The potential contribution of Multilevel Structural Equation
Modeling (MLSEM) and Multivariate Multilevel Models (MVML)to educational
research was recognized early in the development of the models. In the following
sections, we will introduce the two advanced MLM/HLM techniques: MLSEM and
MVML with examples from literature to help potential audience get a sense of how
MLM/HLM could be worked together with SEM and Multivariate Analysis.

4.2 Multilevel Structural Equation Modeling (MLSEM)

Multilevel structural equation modeling (MLSEM) unites two statistical techniques,
namely, Multilevel (or Hierarchal Linear) Modeling (MLM/HLM) and Structural
Equation Modeling (SEM), which are common in educational research journals
today. Since the first application of MLSEM in educational research was encoun-
tered via… a multilevel path analysis on educational data in the Netherlands, the
number of studies using MLSEM in educational research increases steadily in the
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past three decades (Hall &Malmberg, 2020). MLSEM extends SEM by novel appli-
cation to the nested data (e.g., students from the same class), which is typical in
educational research mentioned above. Thus, MLSEM could be considered as the
approach to handle nested data within an SEM in terms of, 1) adjusting standard
errors of statistical estimates by taking the dependence of sampling into account,
and 2) characterizing one model at each level of analysis (e.g., student-level model
and classroom-level model). The former can be regarded as a simple modification of
SEM to make estimates of statistical probability robust to dependence. Though fast
to implement, this “flat” SEM approach lacks the ability to answer research questions
regardingmeasurement and relationships that may vary across levels (e.g., individual
students versus whole classes) with the same level of detail as the MLSEM alterna-
tive. For example, in answering research questions regardingwhether the relationship
between student academic achievement and instruction strategies is consistent across
classrooms, or the extent towhich themechanismof an educational intervention holds
true across different schools.

The application ofMLSEM in educational research is twofold. First, MLSEMhas
a unique application to research questions relating to variation in measurement and
classification across groups and/or time.Where there are unobserved constructs to be
measured (e.g., via one of themany types of factor analyses, IRT, Raschmodeling) or
latent groups to be identified thenMLSEMprovides a statistical framework to explore
the extent to which that “latent” measurement and/or “latent” group identification
is consistent over groups and/or time (Hall & Malmberg, 2020). For example, does
the “latent” psychological construct of student self-efficacy remain conceptually
equivalent over time and/or across students in different countries? Alternatively, to
what extent is the composition of a group of students identified as “disadvantaged”
consistent across different schools? Second, MLSEM has a unique application to
a number of research questions relating to models in which a concept can both be
dependent and independent on other, for example to research questions postulating
mediation effects and/or indirect effects (e.g., Preacher et al., 2010). Again, when
such questions consider variation across groups and/or time then MLSEM can have
unique applications that are unavailable to other statistical approaches. Moreover,
such unique applications of MLSEM can be combined with those mentioned in the
paragraph above. This is illustrated by extending the example research questions just
considered. For example, does student self-efficacymediate the relationship between
teacher effectiveness and student achievement and if so, how does this differ over
time and/or across countries?

4.3 Examples of MLSEM Application

Example 1
Thefirst example illustrated a simple applicationofMLSEMinexploring the extent to
which a latent measurement was consistent in the student- and class-level estimation
(1st applicationmentioned above). In the study of Bellens and colleagues (2019), one
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research question explored was the reliability of the measurement of instructional
quality as classroomconstructs inTIMSS (Trends inMathematics andScienceStudy)
2015. To answer the research question, the authors used data from Flanders (5404
students from 295 classes), Germany (3948 students from 214 classes), and Norway
(4164 student from 219 classes), and a two-level confirmatory factor analyses (CFA)
model in Mplus 7.0 (Muthén & Muthén, 2012). A simplified mode could be found
in Fig. 4.1.

The measurement of instruction quality contained three dimensions, namely,
classroom management ([CM] 5 items), supportive climate ([SC] 10 items), and
cognitive activation ([CA] 7 items). To evaluate the reliability of the constructs at
student- and class-level simultaneously, the authors adopted a two-step analysis.
First, intra-class correlation coefficients (ICCs) were calculated as an indication of
the extent to which the dimensions of instruction quality can be seen as class-level
constructs. Second, the CFA model (shown in Fig. 4.1) was estimated with omission
of the missing data (Flanders 82 cases, Germany 635 cases, and Norway 28 cases
were missing).

ICC[1] = τ 2

τ 2 + σ 2

ICC[2] = k × k × ICC[1]

1 + (k − 1) × ICC[1]

Where ICC [1] is the proportion of variance at the class level, τ2 represents the
variance between classes, σ2 is the variance within classes (Raudenbush & Bryk,
2002), ICC [2] is evaluation of the reliability of the class mean, taking the class size
(k) into account (Bliese, 1998).

The results of step one, take Norway for example (only Norway contained an
analysis of all three dimensions), showed that ICCs [1] of CM, SC, and SA were

Fig. 4.1 Initial estimated CFAmodel to research questions one. SourceModified from the original
figure
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0.24, 0.14, and 0.05 respectively, which meant the proportion of variance at the
class level for CM, SC, and SA was 24, 14, and 5%, respectively. The accordingly
ICCs [2] were calculated as 0.86 for CM, 0.75 for SC, and 0.48 for CA. According to
Schneider et al. (1998), an ICC [2] >0.60 indicates a group-level construct. Therefore,
the used items reliably captured the underlying constructs of CM and SC as class-
level constructs in the educational system in Norway, while the dimension of CA
needed further modification to become a reliable class-level construct. For the results
of step two, although the model fit of significant indicators in the original model,
including RMSEA, CFI, SRMR within, SRMR between, and Chi-square (df), was
acceptable, the three modified models tested illustrated that the best model occurred
when removing some items of low factor loadings and excluding the dimension CA
from the within and between level.

Based on the results, the measurement of CM and SC was reliable as a class-
level construct when the data was collected from individual students. But CA was
problematic in distinguishing the differences between teachers’ cognitive activation
from the perspective of students. The segment of this study sheds light on measure-
ment in educational research and researchers should be aware of the reliability of
measurement when group effect existed.

Example 2
Different from the first example, in which the MLSEM was more data-driven, the
second example involved models developed based on theory and previous research
(2nd application mentioned above). In this study, Yang and colleagues (2020) exam-
ined the relationships between science teachers’ professional development (PD) and
their students’ understanding of science concepts, with consideration of other factors
and paths in theories and previous studies. The theoretical model is shown in Fig. 4.2.
The model illustrates the possible theoretical path of how PD of teachers might even-
tually benefit students’ learningwith the presence of school environment, teacher and
student characteristics (Desimone, 2009).

Fig. 4.2 Theoretical framework of professional development
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Fig. 4.3 Results of two-level path analysis

The data was collected from 200 teachers and their 5500 students within 12
local public schools. By considering the results of a pilot study of Yang and
colleagues (2018) and an exploratory analysis of a three-level hierarchical linear
model (HLM) according to the theory, the school-level factors were removed from
the tested model because of between-school variance was negligible. Thus, a two-
level MLSEM with ordinary least square (OLS) approach was adopted by using
Mplus 7.0 software (Muthén &Muthén, 2012). The results of the model are shown
in Fig. 4.3.

The model fit of the two-level path model was acceptable, with RMSEA = 0.028,
CFI = 0.982, TLI = 0.953, SRMR within = 0.024, and SRMR between = 0.068,
considering the standards of a good fitwas that CFI and TLI > 0.900, RMSEA/SRMR
<0.800 (Van de Schoot et al., 2012). The pathmodel generally verified the theoretical
model and illustrated some detailed relationships. For example, even well-organized
PD was not necessarily related to teacher classroom practice in terms of inquiry
instruction, or in other words, the influence of PD on teacher instruction was more
specific than expected. In this example, teachers’ summer placement, which meant
teacher joined research project and work with university science and engineering
faculty for 6–8 weeks in summer vocation, slightly associated with teachers’ prac-
tice of science inquiry, while teachers’ monthly gathering in professional learning
community to share experience in inquiry instruction, join instructional activities
leading by university faculty, and so forth might not relate to teachers’ practice in
classroom in terms of scientific inquiry.

The testedmodel (Fig. 4.3) also illustrated somemediation effects of student-level
factors, such as self-efficacy in science learning and experience in inquiry activity,
considering the group effects of students in the same class.
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4.4 Issues That Should Be Considered When Reporting
MLSEM Applications

Considering the increasing use, complexity, and relative newness of MLSEM,
researchers are required to take great care in the description of their methods and
results. Issues of implementation of MLSEM could be found from a number of
studies of SEM (e.g., MacCallum & Austin, 2000) or MLSEM (Schreiber & Griffin,
2004), andmanuals, e.g., Publication manual of the American Psychological Associ-
ation (American Psychological Association, 2020) and Hierarchical linear models:
Applications and data analysis methods (Raudenbush & Bryk, 2002). Dedrick and
colleagues (2009) proposed concise guidelines for reporting MLSEM applications:
(1) Provide a clear description of the process of how the models were developed,
such as how the predictors were selected and how many models were examined; (2)
explicitly state the centering method of the variables; (3) explicitly state whether
distributional assumptions were considered and how whether data were screened for
outliers; (4) state the completeness of the data and how the missing data, if any,
was treated; (5) provide detailed description of analysis methods, such as software
(version) and method of estimation; (6) provide a complete list of estimations of all
parameters; (7) provide either standard errors or confidence intervals (CIs) for the
parameters of interest (Dedrick et al., 2009).

4.5 Multivariate Multilevel Model (MVML)

Working on the data in a nested (hierarchical) structure, sometimes, a researcher may
be interested in more than one dependent variable, which is devoted to multivariate
multilevel modeling. For example, if a study wants to examine students’ achieve-
ment in various subjects simultaneously that is clustered within individuals (level-
2) and groups (level-3), in this case, the multivariate multilevel model (MVML)
will be conceptualized as a three-level model with the measurement model at the
first level (Hox, 2002; Snijders & Bosker, 2012). This section introduces the basic
concept and assumptions of MVML. Subsequently, the specification and application
of the random intercept model are discussed with examples of educational studies
(Kiwanuka et al., 2017; Lee et al., 2021; Su & Lee, 2021).

4.6 Basic Concepts and Assumptions of the Multivariate
Multilevel Model

Multivariate multilevel model is the multilevel model that is one type of multilevel
regression model with multiple outcome variables, which can be multiple facets or
subscales of a construct or repeated interrelated measurements within individuals.
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So why should we choose a more complicated multivariate multilevel model over a
series of univariatemodels? Previous studies and books indicatedMVMLhas several
advantages over the univariate models (Hox, 2002; Hox et al., 2017; Snijders &
Bosker, 2012; Tabachnick et al., 2007):

1. More statistical power: MVML has more power than univariate analysis. Hox
and his colleagues (2017) suggested that the combined effect of a set ofmeasure-
ments can be statistically significant; however, the effect may be insignificant
as using a single response measurement. Similarly, Snijders and Bosker (2012)
made the same argument. They further explained that the additional power is
more considerable if the outcome measures “are strongly correlated while at
the same time the data very incomplete” (p. 283), which can be seen from the
smaller standard errors in MVML.

2. Less Type I error: MVML has a lower rate of Type I error (rejecting a null
hypothesis when it is true) than a series of univariate models.

3. To test the joint effect: if a study aims to test the joint effect of several facets of
a construct or measurement simultaneously, it is necessary to use the MVML
for reducing the risk of capitalizing on chance.

4. Intercorrelations among outcomes: MVML considers intercorrelations among
multiple outcome variables. Hox and his colleagues (2017) indicated that “it is
possible (for MVML) to test the equality of regression coefficients or variance
components by imposing equality constraints” (p. 188).

As having many advantages over the univariate analysis, MVML has some disad-
vantages. First, MVML is far more complicated than separated analyses on each
outcome variable. Although using MVML considers the interrelationship among
multiple outcomes and has more power than univariate analysis, the model does
not produce the indirect effect in the MSEM, which has a greater complexity for
interpretation. Also, developing MVML into a more sophisticated model may have
disadvantages compared with other advanced multilevel models, such as the multi-
level structural equation model (MSEM). An example of the study by Su (2021)
applied the MVML with a student-level mediator for testing the multilevel mediated
relationship between school climate and multiple student outcomes through student
engagement. Thus, before processing with MVML, a researcher should evaluate its
pros and cons compared with other models and strategies.

4.7 Multivariate Random Intercept Model and Examples

TheMVML is a three-level model with themeasurement level at level-1. Suppose we
have p= 1…, tmeasures nested among i= 1…, nj students within j= 1…, J schools.
Totally, we have p cases. indicate the multiple different dependent variables, we need
to create dummy variables (d1…, dt) at level-1 (measurement) model. dptij will be 1
or 0 depending on whether the response indicates a certain dependent variable Yor
others, which is expressed as:
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dpti j =
{
1, (p = t)
0, (p �= t)

With p dummyvariables, the level-1 (measurement)modelmust exclude the intercept
term since it is not meaningful, which can be represented as:

Yti j = π1i j d1i j + π2i j d2i j + . . . πti j dti j

Here, it is noticeable that there has no error term in the measurement-level equa-
tion. Based on the level-1 (measurement) model, individual-level indicators are
represented by βt0 j . . . βti j . The level-2 (individual) model is shown by:

πti j = βt0 j + βt1 j + . . . βti j + δti j

Group-level indicators are represented by γti j . For the random intercept model (all
slope fixed) the level-3 (individual) model is shown by:

βt0 j = γt00 + γt01 + ...γt0 j + μt0 j

βt1 j = γt10

· · ·
βtk j = γtk0

4.8 Examples of MVML Applications

Example 1: Demographic Background, Academic and Socioeconomic
Learning
Under Every Student Succeeds Act (ESSA), the new school accountability expands
from focusing only on academic development to incorporating non-academic
outcomes. The study by Lee et al. (2021) builds on the premise that academic and
non-academic competencies are both important for reassessing K-12 school effec-
tiveness and accountability. The study builds the multivariate multilevel model based
on the Early Childhood Longitudinal Study-Kindergarten (ECLS-K): 2011 dataset.
The multi-objective valued-added measures (MOVAM) are used to evaluate school
effectiveness through academic and socioemotional domains. The study indicates
MOVAM “applies a multivariate and multilevel model of school effectiveness to
optimize the achievement of multiple learning objectives in a multi-layered school
system” (Lee et al., 2021, p. 2).

The analytical sample contains 8957 young children in 771 schools in the
Early Childhood Longitudinal Study (ECLS-K): 2011 data. Outcome variables are
measured at the final round in Spring term, Grade three. The study has multiple
outcomes variables,which include three academic skills (math, reading, and science),
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and three socioemotional skills (approach to learning, interpersonal ability, self-
control). Student-level indicators include the measures of gender, race/ethnicity,
English Language Learner (ELL) status, special education (SPED) status, and
poverty (measured bywhether students received free or reduced-price lunch). School-
level aggregate variables aim to capture the compositional (group) effects beyond
the student-level demographic variables.

Since the study examines multiple outcome variables simultaneously, MVML is
constructedwith themeasurement level as level-1, student level as level-2, and school
level as the level-3. Hierarchical Linear Modeling (HLM) 6.08 program are used to
conduct the multivariate multilevel analysis. The conceptualized three-level model
is shown as below.
Level-1 (measurement level)
Lee et al. (2021) describe that Ytij and π tij are “the observed and true score of student
i in school j” on subject m. It is noticeable that the study considers the difference
reliability estimates of the six outcome measures (p = t = 1…, 6). To address the
differences in reliability estimates (r), both sides of the formula need to be divided
by its standards errors of measurement (SEM), which can be computed as follows:
SEM = SD

√
(1 − r) (Snijders & Bosker, 2012). The variance at the level-1 needs

to be fixed to 1 instead of 0.

Yti j =
6∑

p=1

dpti jπpi j + eti j

dptij will be 1 or 0 depending on whether the response indicates a certain dependent

variable Y or others, which is expressed as:dpti j =
{
1, (p = m)

0, (p �= m)

Level-2 (student-level)

πt i j =βt0 j + βt1 j (pretest)ti j + βt2 j (Gender)ti j

+ βt3 j (Race)ti j + βt4 j (FRPL)ti j + βt5 j (ELL)ti j

+ βt6 j (SPED)ti j + δti j (t = 1 . . . , 6)

where

πt i j is the outcome t for student i in school j;
(pretest)t i j is pretest score of student i in school j on subject t;
(Gender)t i j is the “gender” gap (1 = female, 0 = male) of student i in school j on
outcome t;
(Race)t i j is the “minority” gap (1 = minority, 0 = non-minority) of student i in
school j on outcome t;
(FRPL)t i j is the “poverty” gap (1 = received free or reduced-price lunch, 0 = not
eligible) of student i in school j on outcome t;
(ELL)t i j the “language minority status” gap (1 = English language learner, 0 =
not English language learner) of student i in school j on outcome t;
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(SPED)t i j the “special education status” gap (1 = special education (SPED), 0 =
not SPED) of student i in school j on outcome t;

Level-3 (school-level)

βt0 j =γt00 + γt01(Pretestsch)t j + γt02(%Female)t j + γt03(%Minori ty)t j

+ γt04(%Poverty)t j + γt05(%Disabili t y)t j + γt06(%ELL)t j + μt0 j

βt1 j = γt10, · · · , βtk j = γtk0 (k = 2 . . . 6)

where

(Pretestsch)t j is aggregated pretest score in school j on outcome t;
(%Female)t j is the percentage of female students in school j on outcome t;
(%Minority)t j is the percentage of minority students in school j on outcome t;
(%Poverty)t j is the percentage of students received reduced/free lunch in school
j on outcome t;
(%Disability)t j the percentage of students in special education in school j on
outcome t;
(%ELL)t j the percentage of students who are English language learners in school
j on outcome t;

To be a multivariate random intercept model, all slopes at level-3 (school-level)
need to be fixed, and μt0 j “is assumed to vary across schools around grand mean
after holding constant the school-level pretest score and demographic covariates”
(Lee et al., 2021, p. 4).

The reprinted Table 4.1 presents the fully conditional model (with student- and
school-level predictor) results reported by Lee et al. (2021). The table provides infor-
mation on both fixed and random effects. The results of fixed effects show different
student-level patterns across six dependent variables. For example, therewas a signif-
icant difference in students’ average reading achievement between female and male
students. On average, female students’ math achievement score was 1.44 points
lower than males (β12 =1.44, s.e. = 0.24, p < 0.001). The interpretation for contin-
uous predictors is different. Students’ mean pretest score is a statistically significant
and positive predictor for their reading achievement. On average, one-unit increase
in students’ pretest score predicted 0.30 points higher score in students’ reading
achievement (β11 =0.30, s.e. = 0.01, p < 0.001). Regarding the school organiza-
tional features, for example, the percentage of female students in school positively
predicts students’ interpersonal skills. A one-unit increase in the school mean of the
percentage of female students is associated with 0.18 points increase in students’
interpersonal skills (β6i2 =0.18, s.e. = 0.08, p < 0.05). The results also show how
much variance in each dependent variable are explained by student-level and school-
level predictors. For example, the results suggest that there are less than/around 50%
of variance in academic outcomes are explained by student-level predictors (33.58–
57.84%). School-level predictors explained more than two-thirds of the variances
(62.72–76.17%).
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The study by Lee et al. (2021) is a well-designed example for random intercept
MVML, which investigates both student- and school-level predictors on multiple
outcome indicators. MVML considers the interrelationship among academic and
socioemotional outcomes, which has more power than pairs of univariate analyses
on each outcome.

Example 2: Student and Classroom Characteristics and The Multifaceted
Structure Of Attitude Toward Mathematics
Kiwanuka et al. (2017) design a study that explored the relationships between
students, classroom characteristics, and the multifaced structure of students’ atti-
tudes toward mathematics. Using a two-stage random sampling design, 4,819 grade
7 students were selected within 78 classes. SAS 9.3 with the ML method is used for
the multivariate multilevel analysis.

The study targets three facets of students’ attitudes toward mathematics (ATM) as
outcome variables. Student-level predictors include SES, gender, age, prior Math
achievement (PMA), parents’ beliefs/attitudes (PABELF), math self-confidence
(PRCONF), the usefulness of math (PRUSE), and enjoyment of Math (PRENJOY).
Classroom-level indicators include the composite measures of the class mean of
all student-level indicators. It also adds indicators like classroom learning envi-
ronment (CLEARN), classroom assessment (CLASSESS), classroom questioning
(CLQUEST), classroom modeling (CLMODEL), math teacher beliefs/attitudes
(MTBELF), and peer influence (PEER). Similar to the study by Lee et al. (2021),
MVML is constructed with the measurement level as level-1, student level as level-2,
but classroom level as the level-3, which is shown as below:

Level-1 (measurement level)
Y tij and π tij are the observed and true score of student i in class j on the m facet of

attitudes toward mathematics. Different from the first example, this study does not
correct its reliability estimates based on the standard error of measurement (p = t =
1…, 3), which is a limitation for its measurement-level modeling.

Yti j =
3∑

p=1

dpti jπpi j + eti j

dptij will be 1 or 0 depending on whether the response indicates a certain dependent

variable Y or others, which is expressed as: dpti j =
{
1, (p = m)

0, (p �= m)

Level-2 (student-level)

πti j = βt0 j +
8∑

z=1

βt z j Ktz j + δti j (t = 1..., 3)

where
πt i j is the outcome t for student i in class j;
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Kti j represents one of the eight student-level predictors in this study (k = 1…,8;
SES, gender, age, PMA, PABELF, PRCONF, PRUSE, PRENJOY).

Level-3 (Classroom-level)

βt0 j = γt00 +
8∑

m=1

γt0mKclsmj + μt0 j

βt1 j = γt10, · · · , βtm j = γtmo (m = 1, . . . , 13)

where
Kclsmj represents one of the thirteen classroom-level predictors in the study (m =

1…,13; CLEARN,CLASSESS,CLQUEST,CLMODEL,MTBELF, PEER,CLSES,
CLGIRLS, CLPMA,CLPABELF, CLPRCONF,CLPRUSE, andCLPRENJOY). For
the multivariate random intercept model, level-3 (classroom-level) slopes are fixed.

The study builds five models. First, the unconditional model is built without any
indicator (Model 0). There are four conditional multivariate multilevel models: the
first model includes the student-level characteristics; the second model adds class
processes indicators; the third model incorporates class composition predictors; and
the final model (fully conditional model) includes class composition all student-
level and classroom-level variables. The reprinted Table 4.2 is based on the model 2
results from the study by Kiwanuka et al. (2017), which is showed for the illustrative
purpose.

The study provides deviance (−2 Res Log Likelihood) of all models, which
provides information on testing and comparing the model fit. The difference in
deviance between model 1 and model 2 is: Chi-square statisticsX 2(15) = 105,059.6
− 105,221.3 = 161.7, p<0.001. The results support that the model is significantly
improved as adding indicators of classroom processes. Table 4.2 also indicates
student-level indicators explain 4.8, 3.0, and 4.8% of the variance in students’ math
self-confidence, usefulness ofmath, and enjoyment ofmath, respectively. Classroom-
level indicators explain 73.7, 51.9, and 62.6% of the variance in students’ math
self-confidence, the usefulness of math, and enjoyment of math.

For the illustrative perspective, we look at two classroom processes indicators
(Classroom modeling, classroom assessment), the results show, on average, class-
room assessment is a statistically significant and negative predictor for all three
attitudinal indicators (βCONF = − 1.27, βUSE = − 1.52, βEN J = − 1.22, p < 0.05).
Classroom modeling is a significant and positive predictor for all three attitudinal
indicators (βCONF =1.66, βUSE =3.68, βEN J =2.15, p < 0.05). It is noticeable
that MVML allows to control students’ prior math self-confidence, the usefulness of
math, and enjoyment of math accordingly. We can see student-level models do not
have to be identical across the three outcome variables. Unlike the study by Lee et al.
(2021), Example 2 shows how MVML can capture a multifaceted construct.
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Table 4.2 HLM parameter
estimates for student- and
classroom-level predictors
(Model 2)

Model 2: student characteristics + class process

CONF USE Enjoy

Intercept 60.40*(0.57) 75.95*(0.82) 62.51*(0.75)

Level-2
(student
level)

SES 0.15(0.26) 0.06(0.28) 0.41(0.30)

Gender −0.17(0.53) 2.84*(0.58) −0.46(0.61)

Age −0.76*(0.27) −0.28(0.29) −0.54(0.31)

PMA 1.90*(0.27) 0.68(0.29) 1.91*(0.31)

PABELF 0.94*(0.28) 1.22*(0.31) 1.54*(0.32)

PRCONF 2.26*(0.24) – –

PRUSE – 1.57*(0.28) –

PRENJOY – – 1.97*(0.26)

Level-3
(classroom
level)

CLEARN −0.28(0.43) −0.55(0.70) −1.10(0.60)

CLASSESS −1.27*(0.41) −1.52*(0.70) −1.22*(0.59)

CLQUEST 1.21*(0.52) 0.36(0.86) 2.06*(0.73)

CLMODEL 1.66*(0.49) 3.68*(0.80) 2.15*(0.69)

MTBELF −0.67(0.44) −0.68(0.70) −1.40*(0.60)

PEER 0.96(0.51) 1.23(0.81) 1.59*(0.70)

% Variance
explained by
level-2

4.8 3.0 4.8

% Variance
explained by
level-3

73.7 51.9 62.6

−2 log
likelihood

105,059.6 −
105,221

Note *p < 0.05; Reprinted from Kiwanuka, K. N., et al. (2017).
How do student and classroom characteristics affect attitude
toward mathematics? A multivariate multilevel analysis. School
Effectiveness and School Improvement, 28(1), 11

4.9 Summary

In the past decades, studies using hierarchical/multilevel data in the education sector
have increased dramatically. The current trend in the research includes systematical
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thinking of the relationships in education (e.g., ecosystem model of human devel-
opment) and continuous measurement on individual’s performance (e.g., forma-
tive math assessment). These research focuses require that traditional analyses—
SEM andMultivariate Analysis, work together with the MLM/HLM. In this chapter,
we cover the concepts and applications of the MLSEM and MVML techniques
to facilitate researchers to select appropriate statistical techniques for dealing with
nested data. This chapter provides researchers a bigger picture of multilevel data
analysis techniques. The MLSEM techniques combine the HLM and SEM tech-
niques for dealing with how latent variables vary across groups/ organizations. The
MLMV techniques incorporate multivariate analysis with MLM/HLM, which focus
on analyzing nested data with various outcomes variables. The utility of those two
advanced statistical analysis methods is now accelerating in educational research.
Applying MLSEM and MLMV techniques might require extra learning for dealing
with technical and practical challenges, but we would encourage readers to consider
those advanced techniques while doing research with nested data.

Recommendations for Using MLSEM and MVML techniques.
MLSEM and MVML techniques are advanced and complicated multilevel

modeling strategies. It is necessary to know what types of research questions/data
should be analyzed using MLSEM and MVML techniques. First, MLSEM could be
used to test the variation of latent variables/measures across groups or over time for
individuals. On the one hand, the results of MLSEM could help validate and modify
existing measurement instruments. Specifically, the ICCs help identified potential
group effects on the reliability of the measurement. On the other hand, while devel-
oping new measurement instruments, applying MLSEM helps researchers to think
about the hierarchical structure of data.

Another common application of MLSEM is to help identify mediation/indirect
relationships among variables across groups or time. The path analysis in MLSEM
techniques is different from traditional SEM because it requires researchers to think
about the hierarchical structure of variables.

In terms of MVML, it has more power than univariate multilevel analysis when
the studies consisted of various dependent variables (e.g., students’ math, reading,
science, and other non-cognitive outcomes) together, because it considers the interre-
lations among multiples outcome measures. In addition to the studies involved more
than one outcome measures, MVML techniques could be used in the study with
multifaceted/ multidimensional construct, such as student engagement which has
been considered through behavioral, cognitive, and emotional dimensions. MVML
techniques will take into account the interrelationships among facets/dimensions
within one latent construct, which increases the accuracy of the analysis.
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Chapter 5
Data Visualization for Pattern Seeking
in Multilevel Modeling

Chong Ho Alex Yu

Abstract It is a common practice for educational researchers to employ multilevel
modeling to analyze archival data that were collected by multistage sampling (e.g.
Program for International Student Assessment (PISA), Trends for InternationalMath
and Science Study (TIMSS), High School and Beyond (HSB), etc.). It is noteworthy
that usually the sample size of this type of international and national studies is
extremely large, and thus its ultra-high statistical power is associated with a high
Type I error rate. Instead of counting on the p-value alone to make a dichotomous
decision (to reject or not to reject the null hypothesis), it is advisable to utilize
data visualization for pattern seeking. The objective of this chapter is to illustrate
how various data visualization techniques can enable researchers to extract insight
from data at each step of multilevel modeling. Specifically, this chapter illustrates
techniques including linking and brushing, binning andmedian smoothing, and usage
of a bubble plot, local filter, analysis of mean plot, residual plot, and many others.

Keywords Data visualization · PISA · TIMSS · HSB · Achievement · Graph
builder

5.1 Introduction

It is a well-known fact that many data sets collected in social science settings do not
meet the parametric assumption of independence, particularly in national or global
data sets. For example, in nationwide educational research, simple random sampling
at the individual level could yield a biased sample, because more students would
be selected from highly populated cities, such as Los Angles and New York. As a
remedy, researchers employ multistage sampling schemes, such as cluster sampling
and stratified sampling, to collect representative data (Thompson, 2012). These tech-
niques involve partitioning the accessible population into different segments, such
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as state, county, school district, and school, so that every corner of the country is
covered.

If some clusters (e.g. certain counties in California) are randomly chosen and
every element in the subset is sampled, this method is known as cluster sampling.
If all the strata (e.g. all fifty states in the US) are included for subsequent random
sampling, then this method is called stratified sampling. No matter whether cluster
sampling, stratified sampling, or a hybrid of both is used, it is obvious that the
observations can no longer meet the assumption of independence required by many
parametric tests, such as Ordinary Least Squares (OLS) regression analysis. To be
more specific, all the students from a particular school are influenced by the same
teachers, superintendent, school policies, school resources, and local culture. By the
same token, all the schools that are affiliated with a particular school district also
share a common source of influence. As a result, the F-statistic yielded from OLS
regression analysis tend to be too large and the standard error estimates tend to be
too small (Bauer & Curran, 2017).

Besides independence, there exist other potential violations of regression assump-
tions that pose a challenge to the validity of conclusions. OLS regression assumes
that the predictor levels are fixed, meaning that the researcher exclusively selects the
levels of the predictor (Bauer & Curran, 2017). A drug test is a typical example. In
this case the medical researcher is only interested in comparing the effects of Drug
A, B, and C on cancer patients. No other drugs or treatments are under considera-
tion, meaning that the conclusion would not be generalized to the drugs that were
not tested. However, this is not the case for data collected using cluster sampling,
because the levels of predictors (e.g. county, school district, and school) are randomly
selected from the population. However, the researcher would like to generalize the
conclusion to all students, not just the students in certain counties, school districts,
and schools. Further, the assumption of homoscedasticity might not be met when
there is a wide variation among counties, school districts, and schools in terms of
the primary independent variable. In a fixed effect model, it is implicitly assumed
that one size can fit all; this assumption overlooks between-group differences among
counties, school districts, and schools (Bauer & Curran, 2017).

To rectify this situation by taking into account the nested structure of the
data, many social scientists use hierarchical linear modeling, also known as mixed
modeling or multilevel modeling (Raudenbush & Bryk, 2002). On the one hand, this
procedure is innovative for its robustness against relatedness among observations.
On the other hand, it is still considered traditional because the dichotomous decision
of whether or not to reject the null hypothesis is still based upon an arguably arbitrary
cut-off point, namely, alpha < = 0.05. The arbitrariness of this decision presents a
threat to the validity of the conclusion. Usually the sample size of a national or inter-
national study utilizing multistage sampling is large, resulting in very high statistical
power. Thus, even a trivial effect could be identified as a significant finding. Although
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multilevel modeling is indispensable for analyzing hierarchical data, it is the convic-
tion of the author that it should be used in parallel with data visualization, which
aims to reveal the pattern of the data rather than simply yielding a dichotomous
conclusion.

In this chapter, dynamic data visualization techniques for analyzing nested data
are illustrated using the data set of High School and Beyond (HSB) collected by
the National Center for Educational Statistics (2021). It is important to point out
that data visualization is a form of exploratory data analysis; as such, researchers
can be greater benefited by dynamic data visualization, when compared with static
graphing. In the latter the output is not linked with other objects and cannot be
further manipulated. In contrast, when a graph is dynamic, any change in one graph
can trigger a corresponding change in all other objects of the same data file. Further,
an analyst can alter a dynamic graph, such as by inserting another variable into the
graph. This feature is important because asking what-if questions in an exploratory
fashion can lead to insightful knowledge discovery (Yu, 2014, 2017). SAS Institute
is a major leader in dynamic data visualization. As such, in this chapter JMP Pro
developed bySAS Institute (2021) is used for illustration.AlthoughSAS/STAToffers
many more powerful procedures for multilevel modeling, JMP is recommended for
users who would like to obtain results quickly by focusing on the content, rather
than the programming syntax. If your institution does not have a site license of JMP
Pro, you can download a trial version from http://www.jmp.com/try or purchase
a faculty/student version from https://onthehub.com. The sample data used in this
chapter can be downloaded from https://creative-wisdom.com/pub/hsb.jmp.

5.2 Data Source

High School and Beyond (HSB) is a longitudinal study launched by the National
Center for Educational Statistics (2021) in 1980. The objectives of this project include
examining student trajectories after leaving high school into postsecondary educa-
tion, the workforce, and beyond. Researchers can use the data to identify factors that
might influence the students’ educational and career outcomes after passing through
the US educational system. For instance, the socioeconomic status of a student’s
family is said to be a crucial predictor of mathematic achievement, which is a valu-
able skill set in an information-oriented economy. Prior research found that both men
and women who took college preparatory math coursework in high school had lower
unemployment at midlife (Bosky, 2019). To explore the relationship between SES
and math competency, a subset of HSB (n = 7185) containing relevant variables is
utilized throughout the entire chapter. The variables in the data set are explained in
Table 5.1.

http://www.jmp.com/try
https://onthehub.com
https://creative-wisdom.com/pub/hsb.jmp
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Table 5.1 Code book of HSB

Variable name Description Measurement level

student ID A unique identifier for the student Nominal

student_mathach Mathematics achievement score of the student Continuous

student_ses The student’s SES is a composite variable, synthesizing
from a set of variables from the base-year and first
follow-up data, including father’s occupation, father’s
education, mother’s education, family income, and
material possessions in the household (NCES, 2020).
This variable is centered by the grand mean

Continuous

student_cses The student SES centered by the local school mean,
rather than the grand mean

Continuous

school_meanses The mean of student SES of each school Continuous

student_min A dummy variable that indicates whether the student is a
minority

Nominal

student_female A dummy variable that indicates whether the student is a
female

Nominal

school_ID A unique identifier for the school Nominal

school_size The variable indicates the size of the school Continuous

school_sector A dummy variable that indicates whether the school is
public or private

Nominal

school_disclim The disciplinary climate of the school is a composite
score, consisting of scoring for the perception of these
statements: “There are clear rules about student
behavior, “discipline is fair,” “everyone knows what the
school rules are,” and “school rules are applied equally
to all students.” The score is centered by the grand mean
(NCES, 2018)

Continuous

5.3 Preliminary Data Visualization

5.3.1 Profile Analysis by Linking and Brushing

There is no doubt that the hierarchical structure of this data set adds an extra layer of
complexity to the analysis. Nevertheless, as is the case with other analytical strate-
gies, an analyst should start with a preliminary analysis of the multivariate rela-
tionship between the dependent and the independent variables, putting aside school
level. Although the primary research question is about whether there is a mean-
ingful relationship between SES and math achievement, an analyst can gain insights
by examining all available data in an exploratory mode. Exploratory data analysis
necessitates dynamic data visualization. As mentioned before, dynamic graphing in
JMP Pro can link different objects (e.g. histograms) together. The steps to create
linked histograms of all relevant variables are:
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Fig. 5.1 Profile analysis of high math achievers by linking and brushing

1. Open Distribution from the pull-down menu Analyze.
2. Put student_mathach, student_ses, student_min, student_female, school_size,

school_sector, and school_disclim into Y, columns.
3. Uncheck the box Histograms only (optional).
4. Press OK.
5. Hold down the shift key to select the students that scored 20 or above in

student_mathach (brushing).

There is a shortcut in the data set: the user can click on the green arrow next to the
script entitled “Distributions” located at the upper left hand corner of the data file.
Figure 5.1 shows the distributions of all selected variables. The figure was altered
so that all distributions can be fitted into this page; thus, its appearance is slightly
different from the default. As the name of the technique implies, the “brushed”
(selected) observations in one histogram are linked with the same observations in
others. Figure 5.1 indicates the profile of high achievers in math tests: their SES
ranges from −1 to +2, most of them are non-minorities, males, and private school
students, but there is no clear pattern of the high achievers in terms of the school
size and the school disciplinary climate. At first glance this procedure is not directly
related to multilevel modeling. However, as illustrated in a later section, when a
model fit evaluated by a plot of actual and predicted scores is less than ideal, an
analyst can determine what other predictors should be included, in order to improve
model fit.
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5.3.2 Binning and Median Smoothing for Examining
the Relationship between SES and Math Achievement

The primary research question is: Can SES predict math performance? A prelimi-
nary analysis can be conducted without taking into account the factor of school. At
first glance, the logical choice for this task is regression analysis. However, with a
sample of 7,185, it is not surprising to obtain a significant result (p < 0.0001). As a
matter of fact, with such a large sample size, any effect—even if trivial—could be
identified as significant. Table 5.2 shows the result of the multiple regression model,
in which all available independent variables were used to predict math performance.
Not surprisingly, all p-values are less than 0.05, but the results should be interpreted
with caution. After investigating these so-called “significant” predictors, it was found
that not all of them are meaningful. For ease of illustration this chapter focuses only
on the relationship between SES and math achievement.

A common data visualization technique for examining the association between
a dependent and an independent variable is the scatterplot (see Fig. 5.2). However,
over-plotting—in which jammed data points appear to be a messy cluster of ink—
obscures analysts from seeing any pattern (Yu&Behrens, 1995). In addition, it seems
that most students hit a ceiling in terms of SES, and also there are several bivariate
outliers. The remedy for these issues will be discussed in the section of using SES
centered by the local mean. In this section let’s focus on the problem of overplotting.

The binning approach suggested by Carr (1991) directly attacks the problem of
overplotting. In this approach data points are grouped in intervals, thus reducing data
congestion. Following this approach, one can search for a pattern by dividing the
data into several portions along the x-dimension, computing the median of y in each
portion, and then look at the trend by connecting the medians (Tukey, 1977). The
steps for binning SES are as follows:

1. Select student_ses by clicking on the variable header.
2. Choose Utilities/Make Binning Formula from the pull-down menu Cols.
3. In the pop-up panel, the data are partitioned into several bins (intervals).

However, one can see that there is only one observation in the first and last

Table 5.2 Results of regression analysis

Term Estimate Std error t ratio Prob > |t|

Intercept 11.236085 0.167971 66.89 < 0.0001*

student_min[No] 1.579636 0.085556 18.46 < 0.0001*

student_female[No] 0.7522634 0.073398 10.25 < 0.0001*

student_ses 2.2999083 0.099387 23.14 < 0.0001*

school_size 0.0007252 0.000134 5.43 < 0.0001*

school_sector[Public] −0.871478 0.11057 −7.88 < 0.0001*

school_disclim −0.66522 0.112297 −5.92 < 0.0001*

* Significant at the 0.01 level
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Fig. 5.2 Overplotting in the
scatterplot of math
achievement and SES

bins, respectively (see Fig. 5.3). Re-assign these two points by entering -4 in
the second cell and 3 in the second last cell (see Fig. 5.4).

4. Press Make Formula Column and a new variable named student_ses_Binned
is created.

Fig. 5.3 Make binning formula for SES
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Fig. 5.4 Re-assign two observations in making bin formula

Next, the analyst can overcome the problem of overplotting by plotting the median
of binned SES against math achievement. The procedures for this data visualization
task are as follows (alternatively, the user can run the script “student_mathach vs.
student_ses Binned” provided in the data set):

1. Open Graph Builder from the pull-down menu Graph.
2. Drag student_mathach into the Y-axis of the drop zones.
3. Drag student_ses_Binned into the X-axis.
4. If the raw data (data points) and a nonlinear fitted line are shown, undo them by

clicking on the first two icons from the left (see Fig. 5.5).
5. Press the boxplot icon (the ninth one from the left, see Fig. 5.5).

In Fig. 5.5, the median of math achievement is displayed in each bin of SES. Data
visualization is essentially data reduction. By hiding the raw data and showing the
boxplots only, one can clearly see that as student SES increases, the median of math
ability also increases.
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Fig. 5.5 Median smoothing of SES by math achievement

5.3.3 Data Reduction for Examining the Relationship
between SES and Math Achievement in Bubble Plot

Besides binning and median smoothing, there are several other data reduction tech-
niques for visualizing complicated relationships, such as the bubble plot (Yu, 2014).
As the name implies, in this plot the value of one of the variables (i.e. school size)
is depicted by the size of the bubble, and individual students are grouped by their
schools. As a result, the graph appears less cluttered, allowing the pattern of the data
to easily emerge. To create a bubble plot, the steps below should be followed (the
user can also run the script “Bubble Plot of student_mathach by student_ses” in the
data set provided):

1. Select Bubble Plot from the pull-down menu Graph.
2. Drag student_mathach into Y.
3. Drag student_ses into X.
4. Drag school_ID into ID.
5. Drag school_size into Sizes.
6. Drag school_sector into Coloring.
7. Press OK.
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Fig. 5.6 Data reduction by bubble plot

As shown in Fig. 5.6, the problem of over-plotting is alleviated because each data
point represents a school. In alignment with the finding indicated using the approach
ofmedian smoothing, there is a positive and linear relationship betweenSESandmath
ability. Additionally, in concurrence with the finding indicated using the approach of
linking and brushing, this relationship does not seem to be affected by school size,
because big and small circles scatter around the graph. However, the school sector
matters because private schools appear to be concentrated in the upper right-hand
corner of the plot. To some extent this is expected, because it is more likely for
students from high SES households to attend private schools.

5.3.4 Examining Variation between Schools by ANOM Plot

The preceding exploration sets the stage for further analysis by providing analysts
with a global overview of the data. Before going into multilevel modeling, analysts
can utilize several data visualization techniques to study school factor, the variable
that created the hierarchical structure. The data were sourced from many different
schools in theUS,which no onewould expect to be homogeneous. The question is not
whether there are variations between schools in terms of SES and math achievement;
rather, the concern is about the degree of variation. Conventional statistical methods,
such as multiple comparison procedures, are not suitable for this task because there
are too many levels (160 schools). As indicated in Figs. 5.7 and 5.8, straightforward
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Fig. 5.8 Overplotting of student SES by school

data visualization tools, such as dot plots or histograms, are also problematic because,
once again, large sample sizes inevitably leads to overplotting.

In order to visually inspect the degree of variation between schools in terms of
math achievement and SES (the two variables of interest), an analyst can utilize a
tool named Analysis of Means (ANOM) Plot. ANOM is a graphical and statistical
method for simultaneously comparingmanymeanswith the grandmean at a specified
significance level. The technique was invented for statistical quality control in 1967,
and it became popular in manufacturing during the 1980s. Its application spread
to the service industry and health care during the 1990s, but it was overlooked by
social scientists (Ott, 1967, 1975). Nevertheless, this feature is included inmany SAS
modules (SAS Institute, 2016). The steps to creating an ANOM chart are (the scripts
for this procedure are “ANOM of student_mathach by school_ID” and “ANOM of
student_ses by school_ID”):

1. Select Fit Y by X from the pull-down menu Analyze.
2. Put student_mathach into Y, Response.
3. Put school_ID into X, Factor.
4. From the inversed red triangle select Analysis of Means Methods &#xF0E0;

ANOM.

Figures 5.9 and 5.10 display which means deviate from the grand mean, thus
providing an analyst with information on variations across schools. In Fig. 5.4 the
middle gray line represents the grandmean. According to the criteria of the upper and
lower decision limits, the red means are considered substantially deviated, whereas
the green means are considered acceptable. In other words, any school that is not
contained by the upper decision limit (UDL) or lower decision (LDL) is red-flagged.
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Fig. 5.10 ANOM chart of student SES by school

Each school has its own UDL and LDL, which are determined by: (a) the number
of groups, (b) the sample size of each group, (c) the total sample size, (d) the grand
mean, (e) the average group variance, and (f) the critical value.

An analyst could go a step further to show a summary report of ANOM. For
this purpose only one step is needed: from the inversed red triangle of Analysis of
Means, select Show Summary Report. As shown in Table 5.3, twenty group means
exceed the upper limit while twenty-six go beyond the lower one. Overall, 28.13%
of 160 schools deviate from the acceptable interval. The variation of SES is even
larger (41.88%). Specifically, thirty-four means are above the UDL whereas thirty-
three means are below the LDL (To preserve space, the table of SES mean variation
is not displayed). Hence, it is reasonable to make a conjecture that the hierarchical
structure of the data influences the relationship between SES and math achievement.

5.4 Multilevel Modeling

5.4.1 Computing ICC to Decompose Variance Components
by Random Effects Modeling

Conducting data visualization is analogous to computing descriptive statistics before
running inferential statistics. Before running a full mixed model, it is beneficial to
investigate how much variance in math achievement can be attributed to students
and schools by another preliminary analysis, namely, random coefficient modeling
(Wolfinger, 1996). The steps for running this model are (the script name is “Random
coefficient model using school ID”):



5 Data Visualization for Pattern Seeking in Multilevel Modeling 83

Table 5.3 Group means of math achievement exceeds the UDL or LDL

School ID N Lower limit Group mean Upper limit Limit exceeded

1433 35 8.95 19.72 16.55 Upper

1436 44 9.36 18.11 16.13 Upper

1461 33 8.84 16.84 16.66 Upper

1906 53 9.67 15.98 15.83 Upper

1942 29 8.57 18.11 16.92 Upper

2336 47 9.47 16.52 16.02 Upper

2526 57 9.78 17.05 15.72 Upper

2755 47 9.47 16.48 16.02 Upper

2990 48 9.51 18.45 15.99 Upper

3427 49 9.54 19.72 15.95 Upper

3498 53 9.67 16.39 15.83 Upper

3838 54 9.69 16.06 15.80 Upper

6469 57 9.78 18.46 15.72 Upper

7688 54 9.69 18.42 15.80 Upper

8165 49 9.54 16.45 15.95 Upper

8193 43 9.32 16.23 16.17 Upper

8628 61 9.88 16.53 15.62 Upper

9104 55 9.72 16.83 15.77 Upper

9198 31 8.71 19.09 16.78 Upper

1296 48 9.51 7.64 15.99 Lower

1499 53 9.67 7.66 15.83 Lower

1637 27 8.42 7.02 17.07 Lower

2277 61 9.88 9.30 15.62 Lower

2639 42 9.28 6.62 16.21 Lower

2917 43 9.32 7.98 16.17 Lower

3088 39 9.15 9.15 16.34 Lower

3377 45 9.40 9.19 16.09 Lower

3657 51 9.61 9.52 15.89 Lower

4253 58 9.80 9.41 15.69 Lower

4458 48 9.51 5.81 15.99 Lower

4523 47 9.47 8.35 16.02 Lower

4530 63 9.92 9.06 15.57 Lower

5762 37 9.05 4.32 16.44 Lower

5815 25 8.25 7.27 17.24 Lower

6144 43 9.32 8.55 16.17 Lower

6464 29 8.57 7.09 16.92 Lower

(continued)
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Table 5.3 (continued)

School ID N Lower limit Group mean Upper limit Limit exceeded

6808 44 9.36 9.29 16.13 Lower

6990 53 9.67 5.98 15.83 Lower

7172 44 9.36 8.07 16.13 Lower

7890 51 9.61 8.34 15.89 Lower

8367 14 6.73 4.55 18.76 Lower

8775 48 9.51 9.47 15.99 Lower

8800 32 8.78 7.34 16.72 Lower

8854 32 8.78 4.24 16.72 Lower

9158 53 9.67 8.55 15.83 Lower

1. Choose Fit Models from Analyze.
2. ChooseMixedModel from Personality at the upper right corner of the pop-up

window.
3. Put student_mathach into Y.
4. Click on the tab Random Effects on Construct Model Effect.
5. Add school_ID into Random Effects.
6. Click Run.

In the output there is a table entitled “Random Effects Covariance Parameter Esti-
mates,” as shown in Table 5.4. According to Table 5.4, the estimate of the variance
between schools is 8.61 while that of the residual is 47.76. The p-value of the school
effect is < 0.0001, suggesting that the factor of school doesmake a difference onmath
achievement. An analyst can employ the intraclass correlation coefficients (ICC) to
decompose the variance components. An ICC is commonly used for estimating inter-
rater reliability and test–retest reliability. Specifically, when different raters grade the
same tests, a psychometrician wants to know whether different raters agree with one
another. By the same token, when the same students retake the same test repeatedly, a
psychometric researcherwants to affirm that the results are stable over time. Put other-
wise, this type of agreeableness or stability is a form of relatedness or dependence. In
multilevel modeling, an ICC can be employed as a measure of dependence between
subjects. The formula of ICC is: σ2effect/(σ2effect+ σ2residual), and thus 8.61/(8.61
+ 39.15)= 0.18. Based on the random effects model, it can be concluded that 18% of

Table 5.4 Random effects covariance parameter estimates for ICC

Variance component Estimate Std error 95% lower 95% upper Wald p-value

school_ID 8.61 1.08 6.49 10.73 < 0.0001*

Residual 39.15 0.66 37.89 40.48

Total 47.76 1.26 45.39 50.32

* Significant at the 0.01 level
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the variance in math achievement scores is due to between-school differences while
82% can be explained by within-school differences.

5.5 Running a Mixed Model for Fixed and Random Effects
using SES

Let’s revisit the difference between fixed and random factors in a multilevel model.
When a variable contains all the levels that a researcher cares about, it is considered
a fixed factor. In this example, SES ranges from the upper class to the lower class,
and no other possible value is out of that range. In contrast, if a variable only carries
a subset of all possible levels, then it is considered a random factor. In this example,
even though HSB is a national study, the data set does not include every school in the
US. Hence, it is treated as a random sample of all American high schools. The steps
to building a mixed model for nested data are (see Fig. 5.11; the script is “Mixed
model using SES centered by grand mean”):

1. Choose Fit Model from Analyze.
2. At the upper right corner of the pop-up window, select Mixed Model from

Personality.
3. Add student_mathach into Y.
4. Add student_ses into Fixed Effects.
5. Click on the tab Random Effects.
6. Add student_ses into Random Effects and then click on student_ses.
7. Click on school_ID in Select Columns.

Fig. 5.11 Running mixed model in JMP
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8. In Construct Model Effects press Nest Random Coefficients.
9. Press Run.

Figure 5.12 is a plot of actual math score against the predicted score, in which the
model fit is accounted by the fixed effect. Figure 5.13 is similar to Fig. 5.12 except
that it is a conditional plot, meaning that the relationship between SES and math
competency is conditional by school. This plot shows a visual assessment of model
fit that accounts for variation attributed to random effects. These fits are reasonable
because only SES is taken into account, while all other factors (e.g. minority status,
gender, school sector, etc.) are set aside. As indicated by linking/brushing and usage
of the aforementioned bubble plot, an analyst can consider including other potential
predictors in the future inquiry for improving the model fit.

Model fitness can be further examined by checking various residual plots, which
are generated by choosing residual plots from Marginal Model Inferences under

Fig. 5.12 Plot of actual and
predicted math score

Fig. 5.13 Conditional plot
of actual and predicted math
score
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the inversed red triangle. In Fig. 5.14, the histogram located at the lower right-hand
corner indicates that the residuals are normally distributed whereas the residual by
row plot at the lower left hand side shows that the residuals randomly scatter around
zero. However, it is unsettling to see a “cliff” in the residual by predicted plot at the
upper left corner (see the red arrow). It seems that most predicted values of student
math achievement hit a ceiling and also there are several extreme residuals at the two
polarities of student_mathach predicted. This phenomenon can be attributed to the
fact that local information of each school is partially suppressed by the grand mean
of SES.

In the fixed effect output (Table 5.5) the intercept is 12.67, meaning that for a
typical student with a SES value of 0 (SES is centered by the grand mean at zero),
the gain in the math score is 12.67. The estimate of the within-effect of SES is 2.39,

Fig. 5.14 Residual plots of using student SES to predict math achievement in mixed modeling

Table 5.5 Fixed effects parameter estimates

Term Estimate Std error DF t ratio Prob > |t| 95% lower 95% upper

Intercept 12.67 0.19 145.6 66.66 < 0.0001* 12.29 13.05

student_ses 2.39 0.12 157.5 20.22 < 0.0001* 2.169 2.63

* Significant at the 0.01 level
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Table 5.6 Random effects covariance parameter estimates

Covariance parameter Subject Estimate Std
error

95%
lower

95%
upper

Wald
p-value

Var(Intercept) school_ID 4.83 0.67 3.5 6.15 < 0.0001*

Cov(Intercept,student_ses) school_ID -0.15 0.29 -0.74 0.43 0.6057

Var(student_ses) school_ID 0.41 0.24 -0.05 0.87 0.0789

Residual 36.83 0.63 35.63 38.09

* Significant at the 0.01 level

but it is important to point out that this fixed effect results from lumping together
observations from all schools.

Table 5.6 shows the random effects covariance parameter estimates, which
includes the intercept and slope variances, as well as the covariance withWald confi-
dence intervals. The confidence intervals indicate the variance of SES; the covariance
is not substantially different from zero, while the intercept (4.83 with a SE of 0.67)
is significant. It is expected because the preliminary analysis using an ANOM chart
shows a wide variability of math achievement across different schools.

5.5.1 Using School Mean and Locally Centered SES
to Disentangle Within and between Groups

As mentioned in the section “Data Source,” the original student SES is centered by
the grand mean. One may argue that this type of centering ignores the local context
of each school; to be more precise, the SES of the students should be centered by the
SES mean of the school they attend. Consider this analogy: if the household income
data obtained in Montana are centered by the national average, the results could be
misguiding because it doesn’t take the local living standard into account. To adjust
themean by local information, another variable named student_cses is included in the
data set. Further, after all, that is the school level creating the hierarchical structure,
and thus it is appropriate to include the SES mean of each school (school_meanses)
as a predictor. Onemight wonder why the original SES centered by the grandmean is
retained if the newSEScentered by the localmean seems to bemore precise. There are
pros and conswith the latter approach.Although the use of SEScentered by the school
mean is more precise, this variable cannot provide a researcher with information on
between-school dispersion. Figure 5.15 is an ANOM plot of student_cses by school
(The user can run the script “ANOM of student_cses by school_ID” to generate the
graph). After adjusting the student SES by the local mean, no school shows any
deviation. Needless to say, this is misleading. Thus, it is advisable to start multilevel
analysis with the SES centered by the grand mean, and subsequently move into more
sophisticated modeling.
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Fig. 5.15 ANOM plot of student_cses by school

To run a fine-tuned mixed model, both student_cses and school_meanses should
be included in Fixed Effects. For the random effect, student_cses is nested with
school_ID (see Fig. 5.16; the script is “Mixed model using cses and school mean”).

When the residual by predicted model is examined, a different story emerges.
Unlike Fig. 5.14, this residual plot in Fig. 5.17 no longer shows a “cliff” or extreme
residuals, meaning that the model has been improved by taking the variance between
schools and local information of each school into account.

The estimate of the within-school effect of SES was 2.39 (see Table 5.7) when
student_ses was used as the fixed factor. In this modified model, the estimate is
shrunken to 2.19 and the estimate of the between-school effect of SES is 5.89.
By doing so the within-component and between-component of variation in SES is
disentangled.

No matter whether student_ses or student_cses is used as a predictor, JMP
produces sub-models for different schools. Table 5.8 is a partial list of the inter-
cept and the regression coefficient of each school when student_cses is used for
modeling. There are 160 schools in this data set. To save space, only the first 10

Fig. 5.16 Construct a multilevel model with school ses mean and student SES centered by local
mean
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Fig. 5.17 Residual by
predicted plot using school
mean and student SES
centered by each local mean
to predict math achievement
in mixed modeling

Table 5.7 Fixed effects parameter estimated using locally centered SES and school SES mean

Term Estimate Std error DF t ratio Prob > |t| 95% lower 95% upper

Intercept 12.69 0.15 153.7 84.96 < 0.0001* 12.39 12.98

student_cses 2.19 0.13 155.4 17.10 < 0.0001* 1.939 2.448

school_meanses 5.89 0.36 152.9 16.28 < 0.0001* 5.189 6.618

* Significant at the 0.01 level

Table 5.8 Intercept and
random coefficients for
different schools

school_ID Intercept student_cses

1224 −0.32 0.10

1288 0.05 0.17

1296 −1.94 −0.157

1308 0.29 −0.18

1317 −1.18 −0.09

1358 −0.99 0.61

1374 −1.97 0.48

1433 2.05 -0.23

1436 1.62 −0.25

1461 0.02 0.88

are shown. The full table provides 160 sub-models, as opposed to a single “one
size fits all” model. This random coefficient table reports the best linear unbiased
predictor (BLUP) values (Henderson, 1975) for how each school differs from the
population intercept and population SES effect in Fixed Effects Parameter Esti-
mates. The BLUP parameter is an estimate of the random effect least squares mean,
which has a tendency of shrinking toward the grand mean, thus minimizing mean
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square prediction error. The amount of shrinkage is tied to the variance of the effect
and the number of observations of the level. When the variance component is large,
there is little to no shrinkage. Conversely, if the variance is small, the shrinkage
is large. If the variance component is zero, the result of shrinkage is exactly zero.
In this sense, a fixed effect can be considered a special case of the random effect
when the variance component is very large and it leans toward the grand mean (Cao,
2015, Hummel et al., 2021, SAS Institute, 2020). Put it another way, BLUP can also
be conceptualized as a form of empirical Bayes estimator (Robinson, 1991). In a
classical Bayesian analysis, usually the analyst subjectively set a prior estimate and
then the posterior probability is updated by data. As the name implies, the empirical
Bayes estimator is data-driven. In contrast to the classical Bayesian approach, in this
case the prior is estimated from all the data (e.g. all schools) and subsequently an
update of coefficients is made to each school based on the local evidence.

5.5.1.1 Using Local Data Filter to Examine Submodels

It is important to note that the coefficients of BLUP cannot reveal the data pattern
or answer any of the following questions: Are there outliers in a particular school?
When all 7,185 observations are utilized for data analysis, a few outliers would not
influence the outcome. There are between 14 and 67 students per school. In a much
smaller subset outliers can become influential points. Further, is there a curvilinear
relationship in a particular school? Is there any clustering pattern in a particular
school? To answer the preceding question, it is imperative to create a conditional
scatterplot, a graph that displays the relationship between SES andmath achievement
conditioned on the factor of school. The steps for creating a conditional plot is as
follows (the script is “Conditional scatterplot of student_mathach vs. student_ses
all”):

1. Open Graph Builder from the pull-down menu Graph.
2. Drag student_mathach into the Y-axis.
3. Drag student_ses into the X-axis.
4. Drag school_ID into Overlay.

It seems that overplotting would hinder an analyst’s ability to extract any meaningful
pattern from the data (see Fig. 5.18). While most regression lines are positive, some
of them appear to be negative or flat. Once again, dynamic graphics allow the analyst
to explore the data in an interactive fashion.

When the analyst clicks on one of the negative lines and one of the flat ones, only
these two lines are active and all others are grayed out. In addition, the labels of the
school IDs associated with these two lines are italicized: School 2277 and 2629 (see
Fig. 5.19).

Utilizing a local data filter, the analyst can examine the bivariate relationship
for different schools. The procedures for adding a local data filter and selecting a
particular data subset are (the script is “Local data filter for student_mathach vs.
student_ses”):
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Fig. 5.18 Scatterplot showing the relationship between SES and math achievement conditioning
on school

Fig. 5.19 Two schools are selected in conditional scatterplot
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1. From the first inversed red triangle next to Graph Builder select Local Data
Filter.

2. From Local Data Filter select school_ID.
3. Scroll down and select 2277.

As shown in Fig. 5.20, all other data are filtered out and the submodel contains only
61 students from School 2277. There appears to be an outlier located at the lower
right-hand corner of the graph. When the cursor hovers upon a data point, a pop-up
window displays its row number and values of SES and math competency.

An analyst can follow these steps to hide and exclude this outlier (see Fig. 5.21):

1. Right-click on Row 815 in the table.
2. Select Hide and Exclude and the graph can be automatically updated.

The updated graph (see Fig. 5.22) shows that the regression slopes have changed
slightly, but the relationship is still negative. The analyst can click on School 2629
and a different school ID in the local data filter to continue to explore different
sub-models by school.

Fig. 5.20 Using local data filter to examine the submodel of school 2277
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Fig. 5.21 Hide and exclude an outlier

5.6 Conclusion

Today many analytical tools are available for multilevel modeling. However, educa-
tional researchers often overlook pattern seeking. The key difference between regular
data sets and nested data sets is in their data structure. As such, it is imperative to
examine data patterns in order to obtain a holistic perspective on subject matters
under study. Linking and brushing, which is a vital feature of dynamic visualiza-
tion, provides researchers with a global overview of interrelationships between all
available variables. When an analyst would like to investigate relationships between
focal dependent and independent variables, the problem of overplotting arises in
large samples. There exist different approaches to overcoming this obstacle. Binning
and median smoothing reduce data into a few intervals so that the data trend can be
detected by checking the median of math achievement at a few levels of SES. As a
multivariate data visualization technique, the bubble plot summarizes data by school
and also displays interrelationships among several variables. AnANOMplot enables
an analyst to visually examine variations between schools in student math ability
and SES. All of the above preliminary analyses can be used to gather background
information and set the stage for multilevel modeling.
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Fig. 5.22 Updated scatterplot after hiding and excluding an outlier

To decompose variances of students and schools, an ICC can be obtained from a
simple random effect model. In mutlilevel modeling an analyst can construct a model
using the SES centered by the grand mean or one centered by the local school mean.
Either model yields BLUP, the random coefficients for different schools. However,
these numbers alone cannot inform an analyst about the pattern in each submodel.
To rectify this situation, an analyst can partition the results and examine each school,
using the local data filter. The preceding methods are by no means exhaustive and
readers are encouraged to employ other creative ways to scrutinize hierarchical data.

More importantly, for ease of illustration the data set used in this chapter has two
levels only (student and school). As mentioned in the beginning, it is common for an
international or national study to includemultiple levels, such as state, county, school
district, school, and student. Nonetheless, the same logic of decomposing variance
components can be well applied to more complicated nested data. Further, when
the sample size is extremely large (e.g. the data set is both multilevel and longitu-
dinal), running a mixed model on desktop would tie up all the system’s resources. To
rectify the situation, it is advisable to utilize in-memory analytics and multi-threaded
processing by moving from desktop computing to cloud computing, such as SAS
Viya (SAS Institute, 2020). Specifically, rather than downloading a huge data set
from the data warehouse, the cloud-based system can perform analysis while the
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data are still held in the computer memory. When multi-threaded processing is used,
the processor can handle high performance computing by partitioning and analyzing
the data in multiple threads concurrently. Researchers who utilize big archival data
are encouraged to explore this option (Gottula, 2021).
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Chapter 6
Doubly Latent Multilevel Structural
Equation Modeling: An Overview
of Main Concepts and Empirical
Illustration

Irena Burić

Abstract Many previous studies that investigated the association between class-
room climate variables and student outcomes have suffered from methodological
flaws, such as relying exclusively on self-reports, failing to consider the appropriate
level of statistical analysis, and inadequately controlling for potential measurement
and sampling errors. Such analytical strategies typically lead to confounding the true
effects at student and classroom levels as well as to biased estimates. The present
chapter provides an overview of main concepts of doubly latent multilevel structural
equation modeling (DL-MSEM) that enables testing theoretically relevant relation-
ships at proper level of analysis (i.e., class, teacher, school) and controlling for
measurement (by using multiple indicators for latent variables at student and teacher
levels) and sampling errors (by incorporating the scores for different students in the
same class as multiple indicators of latent variables at teacher level). In addition,
an empirical illustration of data analysis with the DL-MSEM is provided by using
data based on multilevel design (i.e., students nested within teachers) and drawn
from multiple sources (i.e., teachers’ and students’ reports). More specifically, to
assess the climate effects, each student within a class directly rated the instructional
behavior of their teacher, thus making a teacher (rather than a student) the referent.
In addition, teacher self-reports of their personal characteristic were combined with
student reports of their teachers’ instructional behavior and student self-reports of
their motivational processes. The results were interpreted in relation to the main
concepts of the DL-MLSEM method.

Keywords Doubly latent multilevel structural equation modeling ·Measurement
and sampling errors ·Multilevel mediation · Climate vs. contextual effects ·
Teachers
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6.1 Introduction

An inherent characteristic of most data in educational psychology research is its
hierarchical structure—students are nested in classrooms, classrooms are nested in
schools, schools are nested in neighborhoods, etc. Such hierarchical data structure
implies possible existence of variance at each of these levels. Failure to properly
model the variance at the level it naturally exists (i.e., by applying ordinary single-
level regression analysis), violates the assumption of independence of observations
and often leads to downwardly biased standard errors and, consequently, to erroneous
conclusions. Traditional multilevel modeling (MLM) approach (also called hierar-
chical linear modeling (HLM), mixed modeling, or random-coefficient modeling),
to analyzing hierarchically structured (or nested) data surpasses this issue by parti-
tioning the variance of the dependent variable in its within-cluster (level-1) and
between-cluster (level-2) parts and flexibly handling predictor variables at any level
of measurement (Snijders & Bosker, 2011). In addition, MLM allows the analysis
of multilevel data with more accurate Type I error control when compared to the
traditional regression methods (Raudenbush & Bryk, 2002).

Nonetheless, MLM is limited in several ways—multivariate models are in most
cases difficult to specify, dependent variable can exist only at the lowest level of
analysis, most model fit indices are not available, and latent variables are nearly
impossible to include in the model, thus, resulting in attenuation of effect sizes
due to measurement error. The latter issue, along with sampling error, is especially
important when it comes to level-2 constructs aggregated from the level-1 individual
ratings since it can introduce bias while estimating the level-2 effects (Jia & Konold,
2021). In addition, in MLM, effects at different levels of analysis are conflated since
effects of level-1 predictors are not properly decomposed into within-cluster and
between-cluster effects causing level-1 slopes to beweighted average of the between-
and within-cluster effects of the level-1 predictor (Preacher et al., 2010). Moreover,
steps taken to decompose the effects of the level-1 predictor can also lead to bias
(Lüdtke et al., 2008; Preacher et al., 2010). In contrast to MLM, structural equation
modeling (SEM) easily incorporates complex models and multivariate outcomes as
well as controls for measurement error by including latent variables. However, like
traditional regression methods, it cannot properly handle clustered or hierarchically
organized data (due to violation of independence of observation assumptions), thus,
leading to untrustworthy results in terms of parameter estimates, standard errors, and
model fit.

Multilevel structural equation modeling (MSEM) framework (Muthèn &
Asparouhov, 2011; Preacher et al., 2010) seems to overcome these limitations by
combining the best features of SEM andMLM. Specifically, MSEM allows an inves-
tigation of complex relationships between variables while controlling for measure-
ment error, which is central to SEM, with an emphasis on micro–macro relation-
ships, which is central to MLM (Bovaird & Shaw, 2012; Silva et al., 2019). MSEM
decomposes the observed level-1 ratings into two orthogonal parts (i.e., level-1 and
level-2 variance components) thereby separating the level-1 and level-2 effects and
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removing bias when estimating level-2 effects. As such, MSEM proved to be highly
flexible analytical tool that enables testing theoretically diverse and complex models
at different levels of analysis while simultaneously obtaining true (unbiased) effects,
controlling for measurement error, and including outcomes that naturally exist only
at higher levels (Muthèn & Asparouhov, 2011). Moreover, MSEM demonstrated to
be especially useful for examination of contextual and climate effects in educational
psychology research (Jia & Konold, 2021; Marsh et al., 2009; Morin et al., 2014)
as well as for testing mediating and moderating effects based on various types of
multilevel designs (Preacher et al., 2010, 2016; Zyphur et al., 2019).

Thus, in the present chapter, I will demonstrate the application of so-called doubly
latent multilevel structural equation modeling (DL-MLSEM; Lüdtke et al., 2011;
Marsh et al., 2012; Morin et al., 2021), which can be viewed as a special form of
MSEM, in analyzing relationships between teacher self-efficacy (TSE), instructional
quality, and student motivational outcomes. The data were drawn from the study of
Burić and Kim (2020) and included reports from 94 high school teachers who gave
reports on their TSE and their 2087 students who rated instructional quality of their
teacher and who gave reports on their own self-efficacy and intrinsic motivation.
However, before this empirical illustration, in the following sections, I will try to
describe the main concepts of the DL-MLSEM method in a (hopefully) simple and
accessible style and then guide readers through its typical analytical steps—evalu-
ating measurement models, determining reliability of variables at different level of
analysis, and testing the hypothesized structural relations—with a special emphasis
on the nature of examined variables (i.e., level-1 vs. level-2, climate vs. context) as
well as the interpretation of their effects at each level of analysis.

6.2 Doubly Latent Multilevel Models

In educational psychology research based on multilevel designs, it is important
to distinguish between level-1 (individual student-level) and level-2 (classroom or
teacher-level) constructs. While the level-1 constructs are always based on responses
provided by individual students, level-2 constructs can be either true level-2measures
(e.g., teacher personality, number of students in the class) or aggregated responses
of students within the class, implying that level-2 constructs can be created based on
level-1 reports (Marsh et al., 2012). In the construction of such level-2 variables (e.g.,
students’ individual ratings of their teacher instructional behavior are aggregated to
form class “instructional quality” climate at level-2 or students’ individual academic
achievement is aggregated to form class achievement), two types of error can occur.
The first type refers to unreliability caused by measurement error that happens while
assessing constructs either at individual or cluster level, and the second type refers
to unreliability caused by sampling only a finite sample of individuals in a cluster
from a potentially infinite population (Lüdtke et al., 2011).

However, the sampling error is closely tied to the nature of the level-2 constructs,
that is, whether they are formative or reflective level-2 constructs. More specifically,
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when aggregating individual students’ ratings to form the reflective construct, a
group (or a class) is the referent, implying that each student directly rates some
class (or teacher) level-2 characteristic (e.g., each student rates his or her teacher’s
enthusiasm). Since this class (or teacher) characteristic can be considered as latent
construct that can be estimated based on finite numbers of students that come from
potentially infinite population, ratings of all students in the class are regarded as
interchangeable. In contrast, while constructing formative constructs, an individual
student is the referent and the aggregation at level-2 is based on group average of
individual characteristics. In that sense, level-1 ratings are no longer interchangeable
since different students have different true scores that are being used to form a class
average, implying that such formative aggregation corresponds to finite sampling
process resulting in very small or no sampling error (Lüdtke et al., 2011). Multilevel
models in which both types of errors are corrected, that is, constructs at both levels
are considered latent because they are represented by multiple items (correcting for
measurement error, i.e., inter-item reliability) and constructed based on responses
of multiple individual raters (correcting for sample error, i.e., inter-rater agreement)
are labeled as doubly latent (Lüdtke et al., 2011; Marsh et al., 2009).

6.2.1 Contextual vs. Climate Effects in Doubly Latent
Multilevel Models

Related to the above-described distinction between formative and reflective level-2
constructs, contextual vs. climate effects can be differentiated. Contextual effect is
defined as an effect of formative level-2 variable (based on aggregates of individual
student level-1 characteristics) that exists above the effect of corresponding level-1
variable. In creating context level-2 constructs, the referent is the individual student
rather than the class and ratings of different students are not interchangeable since
the class average is used to represent context or classroom composition (e.g., average
class achievement or class gender composition). In addition, level-1 ratings that are
used to construct context variables are important and unique for their own right since
they can have theoretically distinct meaning from the related level-2 context variable,
implying that effects of the same variable can be quite distinct depending on the level
of analysis. Therefore, to avoid bias, contextual effects should be estimated after
controlling for individual student differences in the corresponding level-1 variable.
A classic example of how the same level-1 variable can have distinct effects at
different level of analysis is the big-fish-little-pond-effect which shows that students
from high-ability schools and classes have lower academic self-concept than equally
able students from low- or mixed-ability schools and classes (Marsh et al., 2007,
2008, 2009).

In contrast, climate effect is the effect of reflective level-2 construct that is also
based on individual student ratings, but where each student rates the same class
characteristic (e.g., teacher’s displayed enthusiasm) instead of some characteristic
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that is specific to the student making the rating. Thus, the referent is the class rather
than the individual student. Moreover, the ratings of different students within a class
are theoretically interchangeable and their aggregation forms the climate construct
that naturally occurs only at level 2. Consequently, differences in perceptions among
students within the same class, after controlling for their shared agreement, occur at
level 1 as residual climate ratings and represent a source of unreliability of the level-2
climate construct (Marsh et al., 2012). As such, residual level-1 climate ratings do
not have any substantial meaning in relation to the interpretation of level-2 climate
effects and, in ideal circumstances, there should be little or no systematic variance in
the level-1 climate ratings after constructing the level-2 climate factor. It is important
to emphasize that since the climate effect naturally occurs at classroom level (i.e.,
level 2), it should be primarily and dominantly studied also at the classroom level
(Preacher et al., 2010, 2011). By modeling the two components of climate ratings
(i.e., climate level-2 construct based on shared agreement among students within the
same class and residual climate ratings at level 1) at levels they naturally occur, bias
in estimating the true level-2 climate effects is reduced.

6.2.2 Measurement and Sampling Errors in Doubly Latent
Multilevel Models

As in a single-level analysis, the measurement error in MSEM is controlled through
introduction of latent variables definedbymultiple indicators. This procedure absorbs
the unreliability of imperfect indicators into their residual variances and leaves latent
variables free of error, thus enabling the estimationof theoretically important relation-
ships with greater precision. Therefore, conducting multilevel confirmatory factor
analysis (MCFA) and establishing proper measurement model (i.e., confirming the
hypothesized relationships between latent variable and observed indicators) often-
times serves as an initial step upon which the structural model (i.e., hypothesized
relationships between latent variables) is built.

In addition to controlling for unreliability of measurement, it is important to test
whether latent variables are sufficiently conceptually and empirically differentiated to
avoid issues associatedwithmulticollinearity. This problem is especially pronounced
among level-2 constructs that are based on aggregations of level-1 ratings and that
tend to show higher intercorrelations when compared to individual ratings. Besides
possible weaker conceptual distinctiveness between level-2 aggregations, high inter-
correlations may result from partializingmeasurement errors from the factors as well
as from the simple fact that well-functioning groups also tend to function well across
indicators (Morin et al., 2021). One way to overcome this issue is specification of
the bifactor model (Reise, 2012) that directly estimates global and specific factors
by disaggregating the variance shared across items forming the global factor and
the variance shared among items forming the specific factors (i.e., variance shared
among items that are not already explained by global factor). Morin et al. (2021)
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recommended that, when establishing the measurement model, a researcher should
start with estimating typical correlated factor MCFA model. If there are theoretical
and empirical reasons to believe that multilevel bifactor model might be appro-
priate (e.g., findings from previous studies or establishing high latent correlations
that would suggest either conceptual redundancies or generate multicollinearity), the
researcher should specify, test, and compare the multilevel bi-factor model with the
correlated MCFA model, and choose the more suitable one.

Another important issue is related to measurement invariance of level-1 and level-
2 constructs that are based on the individual student ratings. If the constructs have
the same measurement structure with the same factor loadings at both levels (i.e., if
the assumption of measurement isomorphism holds; Mehta & Neale, 2005; Morin
et al., 2021), corresponding level-1 and level-2 factors can be interpreted in a similar
manner. Inmodels involving context variables, isomorphism is essential for obtaining
unbiased estimates of contextual effects, while inmodels involving climate variables,
isomorphism is mostly not relevant since researchers are rarely interested in the
interpretation of the effects of level-1 residual climate ratings (Morin et al., 2021).
However, imposing equality constraints, even when they are not fully supported by
the theory or data, can aid to stabilization of the estimation process and lead to more
accurate parameter estimates (Lüdtke et al., 2008, 2011).

It is worth mentioning that standard approaches to evaluating the goodness of
model fit in both MCFA and MSEM can fail to detect the lack of fit at the higher
level. Therefore, Ryu and West (2009) proposed the level-specific model fit evalu-
ation based on partially saturated models that was found to be more informative in
locating the source of lack of model fit. More specifically, they proposed that level-
specific model fit indices (e.g., comparative fit index or CFI, root mean squared
error of approximation or RMSEA) can be easily obtained for each level separately
by saturating the model (i.e., estimating all intercorrelations between manifest vari-
ables) at the other, non-target level. For example, to obtain the fit of the measurement
model at level 2, all intercorrelations between manifest variables at level 1 should be
specified, and vice versa. Lastly, after establishing proper measurement model (and
possibly measurement isomorphism), researchers are advised to calculate inter-item
reliability of level-1 and level-2 variables byusingomega (ω) coefficient of composite
reliability (Geldhof et al., 2014; McDonald, 1970). It should be noted that measure-
ment error related to constructs at level 2 tends to be smaller than the measurement
error related to same level-1 constructs, thus typically resulting in greater omega (ω)
coefficients at level 2.

Besides measurement errors related to inter-item agreement located at both levels
of analysis, agreement between studentswho are rating some class characteristic (i.e.,
inter-rater agreement) can be considered as an additional source of error (Bliese et al.,
2019;Lüdtke et al., 2008). This type of error can be estimated by calculating intraclass
correlation coefficients (ICC1 and ICC2; Marsh et al., 2012). ICC1 refers to the
proportion of the total variance in ratings occurring at level 2 or the average agreement
between pairs of students within the same class (Bliese, 2000; Raudenbush & Bryk,
2002), while ICC2 refers to the reliability of the level-2 aggregate or a class average
in relation to sampling error (Lüdtke et al., 2011). Guidelines regarding the sizes of
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ICC1 and ICC2 coefficients according to which a researcher decides whether to use
multilevelmodeling or not, were proposed—ICC1 should be at least greater than 0.05
(Lüdtke et al., 2008), while ICC2 and omega (ω) values for variables at both levels
should be larger than 0.70 (Klein & Kozlowski, 2000; Morin et al., 2014). However,
doubly latent models proved to be quite robust to measurement and sampling errors
and provide unbiased estimates even when the reliability is low (Marsh et al., 2012;
Morin et al., 2021). Moreover, as mentioned previously, these models account for
both the measurement and sampling errors, hence, their label.

6.2.3 Centering in Doubly Latent Multilevel Models

Centering (i.e., recoding scores to obtain an interpretable zero; Enders & Tofighi,
2007) is a common practice in multilevel modeling since it aids to the interpretability
of multilevel models. Two types of centering should be distinguished: grand-mean
centering and group-mean centering. Grand-mean centering implies subtracting the
sample’s mean from each score while group-mean centering implies subtracting the
class (level-2 cluster) mean from each score. For constructs that contain variation
at both levels of analysis (i.e., individual level-1 ratings are used to estimate level-
2 construct), these two centering options can have quite different interpretational
implications and, thus, their selection should be closely related to the nature of the
effects under investigation. For instance, when assessing contextual effects, grand-
mean centering is preferred since grand-mean ratings contain sources of variability
at both levels. More specifically, level-2 effects are estimated while being controlled
for their level-1 counterparts and they directly represent contextual effects or the
extent to which aggregated individual characteristics add novel information when
compared to simple accumulation of individual characteristics located at level 1. In
contrast, when investigating climate effects, group-mean centering should be applied.
By group-mean centering, level-2 aggregates become completely orthogonal to their
level-1 counterparts and their effects are directly and primarily interpreted as climate
effects at level 2, whereas residual level-1 ratings reflect deviations from the group
average (e.g., interindividual differences in perceptions of class characteristic) and
are typically not of primary interest of researchers (Morin et al., 2014, 2021).

6.3 Testing Mediation in Multilevel Structural Equation
Modeling Framework

Researchers in the field of educational psychology are oftentimes interested in testing
mediation hypothesis with nested data. Traditional methods for testing mediation
(e.g., Baron & Kenny, 1986; MacKinnon et al., 2002) in such research designs are
inappropriate due to already mentioned violation of assumption of independence of
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observations when having cluster data, which leads to underestimation of standard
errors and possibly erroneous conclusions. Moreover, testing mediation hypotheses
in standard multilevel modeling (MLM) framework is not the best choice either
sinceMLM cannot fully separate level-1 and level-2 effects without introducing bias
(Preacher et al., 2010). In overcoming these limitations, MSEM was introduced as
a useful and flexible paradigm for testing indirect effects in hierarchically clustered
data based on various types of multilevel research designs (Preacher, 2011; Preacher
et al., 2010, 2011).

Among the most important advantages of MSEM in testing mediation hypotheses
is its ability to separate variables and effects into level-1 and level-1 components to
yield unbiased estimates of indirect effects at both levels of analysis. In addition,
unlike MLM, MSEM allows an inclusion of mediators and outcomes that are true
level-2 variables. This feature enables testing indirect effects on data from various
types of research designs involving variables that have variance only at level-2 (i.e.,
true level-2 constructs) and variables that have variances at both levels (i.e., individual
level-1 ratings are being decomposed into its level-1 and level-2 parts; Preacher et al.,
2010). For example, a research design in which the predictor (X) is measured only
at level 2, and the mediator (M) and outcome (Y) are measured at level-1, but their
variances can be split into level-1 and level-2 components, is annotated as 2-1-1
multilevel design. Or a study in which both the mediator (M) and the outcome
(Y) are measured as true level 2 variables, but the variance of the predictor (X)
can be decomposed into level-1 and level-2 counterparts, has a multilevel research
design annotated as 1-2-2 (for more variations in multilevel mediational designs, see
Preacher et al., 2010). However, it is important to emphasize that only in the 1-1-1
multilevel design, the mediating effects can exist at both levels of analysis since
the variance of all three variables in the mediational chain (i.e., predictor, mediator,
and outcome) naturally exists at both levels. In all other instances where either the
predictor, themediator, or the outcome (or any of their combination) exist only at level
2, the mediating effect inherently happens exclusively at level 2. Regardless the type
of the research design, when interpreting the mediating effects involving variables
that exist at both levels of analysis, applied researchers should be particularly careful
when ascribing substantivemeaning to level-1 variables and their effects at the level 2.

Another important issue that arises when testing multilevel mediation hypothesis
relates to determining statistical significance of indirect effects. Indirect effects are
product terms that typically have asymmetric sampling distributions implying that
standard approaches to determining confidence intervals of these estimates are not
appropriate (Darlington&Hayes, 2017). In single-level analysis, this problem can be
solved by calculating bias-corrected bootstrap confidence intervals (Lau & Cheung,
2012; Shrout & Bolger, 2002) or using the distribution of the product (DoP) method
to obtain asymmetric confidence intervals (MacKinnon et al., 2004). Nonetheless,
both options are limited in their application withinmultilevel mediation context (e.g.,
bootstrapping is not yet available for multilevel data in widely used softwares or the
DoP method has not been yet extended to three-paths indirect effects). Reasonable
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alternatives for calculating indirect effects in multilevel mediation models include
calculating Monte Carlo confidence intervals (MacKinnon et al., 2004; Preacher &
Selig, 2012) or Bayesian credible intervals (Muthén & Asparouhov, 2012).

6.4 An Empirical Illustration Using Doubly Latent
Multilevel Structural Equation Modeling

In the following sections, I will illustrate the application of DL-MLSEM with real
multilevel data by guiding readers through steps usually taken when using this
approach and with a particular emphasis on interpretation of obtained results and
their understanding in relation to main DL-MLSEM concepts outlined previously.
The data for this empirical illustration are taken from the study conducted by Burić
andKim (2020) and the results thatwill be presented here are in part alreadypublished
in their paper. However, in this chapter, I will also present additional analyses and
some unpublished results to provide more thorough and deeper understanding of the
DL-MLSEM method.

6.4.1 Theoretical Background and Description of the Study

The aim of the Burić and Kim’s study was to examine the associations between
teachers’ self-efficacy (TSE), quality of instruction they provide, and their students’
motivational beliefs (i.e., self-efficacy and intrinsic motivation). A convenience
sample of 94 high school Croatian teachers (gender: 86% female; years of teaching
experience: M = 15.68, SD = 9.31) and 2087 students (program: 82% enrolled in a
grammar-school; gender: 57% female; age: M= 16.81, SD= 0.91) participated in a
cross-sectional study.On average, therewere 22 students per class. Teachers provided
self-reports on their TSE,while students rated instructional quality delivered by target
teacher and provided self-reports on their motivational beliefs. Responses of each
class of students were matched to responses of only one (target) teacher by specially
created codes to avoid cross-classified data. Participation in the study was voluntary
and anonymous for both teachers and their students.

TSE refers to beliefs that teachers hold about themselves regarding their capa-
bilities to teach their subject matter and engage students in learning (Tschannen-
Moran & Woolfolk Hoy, 2001). It is believed that teachers with greater TSE will
invest more time in planning, be more organized and open to new ideas and methods,
and persist longer in face of challenges (Tschannen-Moran &Woolfolk Hoy, 2001),
hence, they will perform better. Indeed, research mostly supports this positive asso-
ciation between TSE and teacher performance conceptualized either as instructional
quality or students’ outcomes (Guo et al., 2012; Klassen & Tze, 2014; Klassen et al.,
2011; Künsting et al., 2016;Midgley et al., 1989). Since the best informant regarding
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TSE are teachers themselves, teachers were asked to rate their efficacy beliefs using
the 10-item Teacher Self-efficacy Scale (TSE; Schwarzer et al., 1999) and 4-point
response format (1 = not at all true, 4 = completely true). Sample item is “If I try
hard enough, I know that I can exert a positive influence on both the personal and
academic development of my students.” Therefore, TSE can be considered as truly
level-2 variable that has variability only at the between-teachers level.

According to contemporary definitions, instructional quality is viewed as a multi-
faceted phenomenon. For example, the Three Basic Dimensions Framework (Praeto-
rius et al., 2018) differentiates between classroommanagement, cognitive activation,
and supportive climate factors that are seen as critical for student learning and moti-
vation. Classroom management refers to delivering well-structured and organized
instruction with an effective student behavior management which is essential for
keeping students on task most of the time. Cognitive activation implies engaging
students in cognitively challenging tasks, fostering in-depth understanding of the
content, and explorations of concepts and ideas, while supportive climate refers
to teachers’ behaviors such as constructive feedback during instruction, positive
approach to students’ errors and misunderstanding, as well as building caring and
considerate relationships with students (Pianta & Hamre, 2009; Pianta et al., 2012;
Praetorius et al., 2018).

To avoid issues related to common-method bias (Podsakoff et al., 2012) and
possible self-enhancement strategies used by teachers (Schiefele & Schaffner, 2015),
easily accessible and satisfactorily valid students’ reports of instructional quality
were used (Scherer & Gustafsson, 2015; Wagner et al., 2013). Students rated cogni-
tive activation and classroom management dimensions on a 5-point scale (1 =
strongly disagree, 5 = strongly agree), and supportive climate on a 7-point scale
(1 = strongly disagree, 7 = strongly agree) by using a set of items (for more infor-
mation regarding the content of the scales and their construction, see the original
paper by Burić & Kim, 2020). It is important to emphasize that in all these reports,
teacher was the referent, and all students were instructed to rate the same char-
acteristic, that is, quality of instruction delivered by their teacher. In other words,
students’ reports of instructional quality should not be treated as reports concerning
their personal, individual characteristics, but rather, conceptually, they should relate
to students’ “collective” class experience. Thus, students’ reports of instructional
quality have the status of reflective variables and effects of instructional quality
are by implication the climate effects. Indeed, from the examples of items used to
measure each of the three dimensions of instructional quality (i.e., “Our teacher gives
tasks and asks questions that make us think,” “Our teacher makes sure that we pay
attention,” and “Our teacher shows warmth to the students” for cognitive activation,
classroom management, and supportive climate, respectively), the reflective nature
of the construct becomes obvious. If the students were asked to share their personal
experience (i.e., “My teacher makes sure that I pay attention”), then the effect of
instructional quality could not be considered as climate effect anymore.

The quality of delivered instruction is important not only for students’ academic
achievement (Fauth et al., 2014; Kunter et al., 2013), but also for their motivational
beliefs (Sakiz et al., 2012; Schiefele & Schaffner, 2015). For instance, supportive
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classroom climate helps to fulfill students’ needs for relatedness, autonomy, and
competence (Ryan &Deci, 2000), while providing meaningful and cognitively chal-
lenging tasks promotes learning goals and ensures mastery experiences, thus posi-
tively affecting students’ intrinsic motivation and self-efficacy (Kunter et al., 2007).
In addition, efficient classroom management keeps students focused on learning
by removing disruptions and disturbances, which may enhance their interest in
learning and provide opportunities for success, thus raising students’ intrinsic moti-
vation and self-efficacy levels. Students rated their self-efficacy beliefs using 8-item
Self-efficacy for Learning and Achievement scale from the Motivated Strategies for
Learning Questionnaire (MLSQ; Pintrich et al., 1993) and a 5-point format (1= not
at all true for me, 5= very true of me), while the intrinsic motivation was assessed by
the 4-item Intrinsic Motivation subscale of the Situational Motivation Scale (Guay
et al., 2000) and a 7-point format (1 = not at all true to 7 = exactly true). It should
be mentioned that students were instructed to rate their self-efficacy and intrinsic
motivation in relation to the specific school subject taught by their (target) teacher
to conceptually match the levels of teachers’ and students’ characteristics.

Burić and Kim (2020) hypothesized that TSE will be positively related to instruc-
tional quality, which will, in turn, be positively related to students’ motivational
beliefs. Regarding the relationship between TSE and students’ motivational beliefs,
they did not formulate clear expectation because of the scarcity and inconsistency
of available research findings, but they did estimate these relationships in their anal-
ysis. Based on the study design described above, the hypothesized relationships imply
testing the 2-1-1mediationmodel inwhich the predictor (i.e., TSE) is strictly a level-2
variable, while the mediator (i.e., instructional quality) and outcome (i.e., students’
motivational beliefs) are both level-1 and level-2 variables. Specifically, students’
reports of their teacher’s instructional quality and self-reports of motivational beliefs
were used to create corresponding variables at both levels by partitioning their vari-
ances into level-1 and level-2 components. In addition, since one of the variables
in the mediational chain (i.e., TSE) is strictly level-2 variable, possible mediation
would exist and could be tested only at level 2. Finally, since the teacher was the
referent in students’ ratings of instructional quality, effect of instructional quality on
students’ motivational beliefs that occurs at level 2 is the climate effect. Nonetheless,
it should be emphasized that the mediation hypothesis was not tested in the original
study because of the cross-sectional and correlational nature of the research design.

6.4.2 Estimating Measurement Model and Reliability

All analyses were conducted in Mplus 8.6 (Muthén & Muthén, 1998–2017) using
maximum likelihood robust estimator (MLR) and full information maximum likeli-
hood procedures (FIML) to handle missing data (Enders, 2010). Goodness of model
fitwas evaluatedwith theComparativeFit Index (CFI), theTucker-Lewis Index (TLI),
Root Mean Square Error of Approximation (RMSEA), and Standardized Root Mean
Square Residual (SRMR). Based on typical interpretational guidelines, CFI and TLI
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values greater than 0.90 and 0.95, and RMSEA values smaller than 0.06 and 0.08
indicate adequate and excellent model fit, respectively, while SRMR values smaller
than 0.08 indicate good fit (Hu&Bentler, 1999;Marsh et al., 2005). In all analyses, to
facilitate interpretation and reduce nonessential multicollinearity, manifest variables
included in the models were standardized (M = 0.00, SD = 1.00; see also Morin
et al., 2014, 2021).

Burić and Kim (2020) started their analyses with estimating ICC1 and ICC2
values to determine the amount of agreement between students who rated the quality
of instruction delivered by their teacher. They found relatively high ICC1 values that
ranged from 0.19 to 0.30 for composite scores and from 0.086 to 0.336 for items. In
addition, ICC2 values or reliabilities of the level-2 aggregates in relation to sampling
error ranged from 0.81 to 0.90 for composite scores, indicating good agreement
between students while rating the same teacher for all analyzed variables (Klein &
Kozlowski, 2000; Morin et al., 2014).

In the next step, they specified and tested correlated factorsMCFAmodel. At level
2, the measurement model contained six factors (i.e., TSE, classroom management,
cognitive activation, supportive climate, self-efficacy, and intrinsicmotivation),while
at level 1, the measurement model was consisted of five factors (classroom manage-
ment, cognitive activation, supportive climate, self-efficacy, and intrinsic motiva-
tion). For all constructs that existed at both levels, the variance of their manifest
indicators (i.e., items) was split into the level-1 and level-2 counterparts. At level
2, aggregated students’ ratings of instructional quality stand for class “instructional
quality” climate constructs, while aggregated ratings of students’ self-reported self-
efficacy and intrinsic motivation referred to class average self-efficacy and class
average intrinsic motivation. At level-1, components of students’ ratings of instruc-
tional quality represent residual ratings (i.e., individual student deviations from the
group mean) and their associations with level-1 students’ self-efficacy and intrinsic
motivation do not have substantial meaning in relation to research hypotheses.

This model showed reasonably good fit to the data (CFI = 0.919, TLI = 0.912,
RMSEA = 0.037, SRMRW = 0.036, SRMRB = 0.089). In addition, at level 2, TSE
correlated significantly and positively with dimensions of instructional quality, but
not with students’ motivational beliefs, while all three dimensions of instructional
quality had significant and positive latent correlations with students’ motivational
beliefs. At level 1, residual ratings of instructional quality also correlated positively
with students’ motivational beliefs. As already mentioned, residual level-1 ratings
reflect deviations from the group average (i.e., interindividual differences in the
perception of instructional quality provided by a teacher) and represent a source of
unreliability of the level-2 climate construct (Marsh et al., 2012). Therefore, their
associations with students’ motivational beliefs are not of primary interest from the
theoretical point of view. Even though such interindividual differences could, to a
certain degree, stem from students’ unique experiences of instruction, residual level-
1 ratings most likely reflect perceptual differences or personal biases (Morin et al.,
2021) and their relationship with students’ self-efficacy and intrinsic motivation does
not reflect the relationship of students’ personal, individual experiences of instruc-
tional quality and their individual motivational beliefs. If we would be interested in
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the latter relationship, then the referent in the ratings of instructional quality should
be the student instead of the teacher. For example, the item measuring supportive
climate “Our teacher shows warmth to the students” should be changed to “My
teacher shows warmth to me” to assess support that teacher personally give to an
individual student (here, the referent is the student).

As an extension of the test of this measurement model and as additional proof
of good inter-item agreement (i.e., measurement reliability) of constructs at the
Level 2, omega (ω) reliability coefficients were calculated (Geldhof et al., 2014;
McDonald, 1970). At level 2, omega (ω) coefficients varied between 0.922 for class-
room management to 0.983 for intrinsic motivation, thus, indicating high reliability
of analyzed constructs at level 2. Moreover, reliability was high even for level-
1 constructs (ranging from 0.715 for classroom management to 0.918 for student
self-efficacy).

Regardless the goodmodel fit and high reliabilities, the latent correlations between
different dimensions of instructional qualitywere high inmagnitude (i.e., they ranged
between 0.618 to 0.836 at level 1, and between 0.723 and 0.869 at level 2) indicating
their poorer discriminant validity. Based on these results but also the theoretical
relevance and conceptual distinctiveness of each of the three dimensions of instruc-
tional quality, Burić and Kim (2020) decided to continue their analyses by modeling
expected relationships for each dimensions separately. However, following sugges-
tion by Morin et al. (2021), in such cases, specifying the bi-factor model might be
useful. Thus, I extended their analysis by testing the samemeasurementmodel at both
levels and inwhich all itemsmeasuring instructional quality were specified to load on
onegeneral factor called instructional quality,while itemsmeasuringdifferent dimen-
sions of instructional quality were specified to load on their respective factors called
classroommanagement, cognitive activation, and supportive climate. The multilevel
bi-factor representation of instructional quality is depicted in Fig. 6.1. Other vari-
ables (i.e., TSE, students’ self-efficacy, and intrinsic motivation) were specified in
the same manner as in the original correlated factors model evaluated by Burić and
Kim (2020). This model showed superior fit when compared to the original corre-
lated factors model: CFI= 0.931, TLI= 0.923, RMSEA= 0.034, SRMRW = 0.034,
SRMRB = 0.082. At level 1, the general instructional quality correlated positively
with self-efficacy (r = 0.417, p < 0.001) and intrinsic motivation (r = 0.508, p
< 0.001), again indicating systematic covariance between residual level-1 ratings
and students’ motivational beliefs. At level 2, TSE correlated positively with general
instructional quality factor (r= 0.255, p= 0.032), while general instructional quality
factor correlated positively to self-efficacy (r = 0.377, p < 0.001) and intrinsic moti-
vation (r = 0.540, p < 0.001). Again, TSE was unrelated to students’ self-efficacy (r
= 0.019, p= 0.457) and intrinsicmotivation (r= 0.001, p= 0.988). Also, the general
instructional quality factor was highly reliable both at level 1 (ω = 0.929) and level
2 (ω = 0.990). Given concerns about overall measures of fit in multilevel models
(Hox, 2002; Ryu &West, 2009), I additionally evaluated a partially saturated model
in which, at level 1, the model was saturated by estimating intercorrelations between
all manifest variables to obtain fit indices only for model at level 2. Model fit for
the level-2 part was excellent: CFI= 0.977, TLI= 0.961, RMSEA= 0.024, SRMR
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= 0.083. Lastly, even though establishing the measurement isomorphism might be
useful and relevant in many multilevel applications (Morin et al., 2021), considering
the reflective nature of the instructional quality construct and its theoretically nonim-
portant effects at level 1, I opted not to test the invariance of factor loadings across
levels.

6.4.3 Estimating Structural Model

In their original paper, Kim and Burić (2020) tested three structural models for each
dimension of instructional quality separately. They found that TSE was positively
associated with classroom management (β = 0.255 p= 0.041), cognitive activation
(β = 0.261, p = 0.033), and supportive climate (β = 0.234, p = 0.035). In turn,
classroommanagement, cognitive activation, and supportive climate were positively
related to students’ self-efficacy (β = 0.361, p < 0.001, β = 0.312, p < 0.001, and β

= 0.384, p < 0.001, respectively) and to students’ intrinsic motivation (β = 0.361, p
< 0.001, β = 0.312, p < 0.001, and β = 0.384, p < 0.001, respectively. TSE was not
related either to students’ self-efficacy or to intrinsic motivation.

In the present chapter, I extended their analyses by building the bi-factormultilevel
measurement model and introducing structural relationships between constructs at
level 2. More precisely, at level 2, students’ self-efficacy and intrinsic motivation
were regressed on general factor of instructional quality and TSE, while the general
factor of instructional quality was, in turn, regressed on TSE. At level 1, only latent
correlations between these factors were estimated. The model showed satisfactory fit
to the data: CFI= 0.931, TLI= 0.923, RMSEA= 0.034, SRMRW = 0.034, SRMRB

= 0.082. At level 2, TSEwas positively associatedwith general factor of instructional
quality (β = 0.257, p = 0.032). In turn, this general factor was positively related to
students’ self-efficacy (β = 0.371, p < 0.01) and intrinsic motivation (β = 0.576, p
< 0.001). As in the original models, TSE was not related to students’ self-efficacy
(β = −0.008, p = 0.943) or intrinsic motivation (β = −0.150, p = 0.197). These
results are in line with those obtained in the study of Burić and Kim (2020) and lead
to the same conclusions—teachers with greater TSE are rated by their students as
thosewho deliver instruction of greater quality. In turn, average students’ perceptions
of greater instructional quality are related to higher class levels of self-efficacy and
intrinsic motivation.

The extended analyses once again confirmed theoretical expectations and prior
research findings (e.g., Dorfner et al., 2018; Guo et al., 2012; Künstig et al., 2016;
Schiefele & Schaffner, 2015; Zee & Koomen, 2016) and suggested that TSE could
shape students’ motivational beliefs only indirectly via instructional quality. There-
fore, testing the indirect effects of TSE on students’ self-efficacy and intrinsic moti-
vation seems as a theoretically justifiable approach. However, as mentioned earlier,
due to the correlational and cross-sectional nature of the data, testing indirect effects
would have only limited value since attributing any theoretical meaning to this
possible mediating mechanism would not be completely justifiable. However, in
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future studies with stronger research designs (e.g., longitudinal), indirect effects
could be easily obtained in Mplus by using the MODEL CONSTRAINT option
and Bayes estimator or, alternatively, by implementing the Monte Carlo (MC) based
parametric bootstrap approach (Preacher et al., 2010, 2011).

6.5 Conclusions

The goal of the present chapter was to provide an overview of major concepts in
DL-MSEM, as an important and currently still underutilized tool in applications of
multilevel modeling (Jia & Konold, 2021) as well as an illustrative example of its
application. DL-MSEM allows controlling for both the measurement and sampling
errors by decomposing the variance of observed variables into their level-1 and level-
2 latent components to provide unbiased parameter estimates at each level of analysis
(Preacher et al., 2010). In addition, due to its flexibility, it is possible to specify and
test theoretically plausible but different models at each level and to obtain level
specific model fit indices and measurement reliability estimates. Finally, the DL-
MSEM framework proved to particularly useful for testing climate and contextual
effects, as well as the mediating hypotheses (e.g., Marsh et al., 2012; Preacher et al.,
2010).
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Chapter 7
Analyzing Large-Scale Assessment Data
with Multilevel Analyses: Demonstration
Using the Programme for International
Student Assessment (PISA) 2018 Data

Julie Lorah

Abstract The present chapter provides a tutorial with example demonstration
designed to guide the reader through the complexities and unique challenges associ-
ated with analyzing large-scale assessment data through multilevel modeling tech-
niques. The reader will learn how to use relevant literature to specify an appropriate
model considering effects at various levels; how to address large-scale data complex-
ities including sampling weights and plausible values; and how to estimate and inter-
pret the results from such amodel. The chapter will provide a conceptual background
and short description of each of these topics, followed by an example demonstra-
tion using Programme for International Student Assessment (PISA) 2018 data. The
demonstration will be used to provide a concrete example for analysis, including the
process of model specification, estimation, and interpretation. In addition, annotated
R syntax and R output associated with aspects of modeling will be provided so that
readers will easily be able to conduct their own multilevel analyses with PISA data
in order to answer their own research questions.

Keywords Large-scale assessment · PISA · Model specification · Estimation · R ·
Plausible value

7.1 Introduction

Data from international large-scale assessments can be used by researchers to answer
various questions about students around the world. The present study will demon-
strate use and analysis of one of these assessments, the Programme for International
Student Assessment (PISA), which comprises a generalizable sample of 15-year-old
students from several countries and is administered every three years. The goal of
PISA is to assess students near the end of their compulsory education to understand
the extent to which the students are prepared to participate in society (OECD, 2009).
In addition to formal assessments inmath, science, and reading, PISA collects survey
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data from the students, their parents, and their schools. Although data from PISA
represents a huge opportunity for researchers, it may not be simple to analyze the
data due to the complex nature of data collection.

There aremanymodels available to analyze assessment and survey data. However,
due to the nested nature of the data from large-scale assessments, and the multi-
stage sampling methods often used, multilevel modeling represents a particularly
useful strategy for analysis of this data. A multilevel model explicitly includes group
membership information, such as school membership. Ignoring this type of nesting is
not advised, as it has been shown to cause an increase in Type I error rates (Snijders &
Bosker, 2012). Additionally, use of a multilevel model easily allows for inclusion of
contextual effects, such as school-level variables.

Previous research has used multilevel modeling techniques to analyze PISA data.
For example, Ferrao et al. (2017) used amultilevel binary logistic regression tomodel
the outcomeof student grade repetition. Several predictorswere included in themodel
at both the student and school level. In another study (Ertem, 2021), PISA 2018 was
used to examine reading literacy among students in Turkey. Student-level predictors,
such as disciplinary climate and enjoyment of reading were included, along with
school-level variables, such as the proportion of parents involved in school.

The purpose of the present study is to provide a tutorial for researchers interested
in analyzing PISA 2018 data using a multilevel model. Although the present study
focuses on PISA 2018, similar methods can be used for analysis of other large-scale
assessment data.

7.2 PISA 2018 Data

The target population for PISA 2018 is 15-year-old students attending educational
institutions (OECD, 2021a). The sampling plan involved a two-stage stratified sample
where schools within each country were stratified and then sampled with probability
proportional to size; and then students within selected schools were sampled. The
exception to this was Russia where a modified sampling plan was used whereby a
three-stage sampling plan with the additional factor of geographical area was added.
The stratification variables and number of strata used to create strata for schools were
different for each country. To select students, a random sample of 35 or 42 students
from the eligible population was selected with equal probability within each selected
school. For schools with less than the pre-determined sample size (i.e. 35 or 42), all
students were selected. A total of 80 countries participated (OECD, 2021a).

7.3 Complex Survey Design

Data from large-scale assessments is typically not collected through a simple random
sample. Therefore, aspects of the complex sampling plan must be accounted for
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during the analysis of this data. In addition, many large-scale assessments provide
several plausible values to measure achievement, rather than a single value. These
plausible values require accounting for during analysis as well. Each of these aspects
related to complex survey design in the PISA 2018 data is described in more detail
below.

7.3.1 Sampling Weights

The students selected for the PISA 2018 assessment were not selected with equal
probability. Since the probability of selection for each student differs, this must be
accounted for when analyzing the data in order to avoid bias in parameter estimates
(Lorah, 2019). Sampling weights, also referred to as survey weights, represent the
inverse of the probability of selection for the given observation (Snijders & Bosker,
2012). In the present analysis, sampling weights are automatically incorporated into
the analyses of descriptive statistics through the “intsvy” package within R, and into
the estimation of the multilevel model through the “WeMix” package in R.

7.3.2 Plausible Values

Rather than measure achievement as a single point estimate, large-scale assess-
ments often include several plausible values for student achievement measures. For
example, in PISA 2018 math achievement is measured by a set of 10 plausible
values for each student. In other words, there are 10 variables included in the dataset
to measure math achievement. For each student, each of those 10 plausible values
will have a slightly different value. Each plausible value represents a random draw
from a distribution of possible values (i.e. the posterior distribution) for that student’s
achievement and is typically a function of both the student’s item responses as well
as their survey question responses (Martin &Mullis, 2012). Plausible values are used
in place of point estimates in order to model uncertainty in score estimation (Lorah,
2019). In order to conduct an analysis with plausible values, the model or statistic
will be estimated separately for each plausible value and then the estimates will be
combined. Please note that it is never advised to take the average of plausible values
for use in analysis (Rogers & Stoeckel, 2008).

For example,withPISA2018data, amodel usingmath achievement as an outcome
variablewould be estimated10 times: one time for eachof the 10plausible values. The
estimates from those 10 models can then be combined to create parameter estimates
and standard errors which represent the final values for reporting.

The procedure for combining the multiple values goes as follows. To compute the
point estimate for a given statistic, just compute the statistic once for each plausible
value, and then take the average. To compute the standard error, the following formula
may be used:
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SE = sampling variance + (1 + 1/M) ∗ Var(t1, . . . , tM)

Where M represents the number of plausible values; for example for PISA 2018, M
= 10. The sampling variance can be computed by taking the mean of all M standard
error estimates; and the t represents the M estimates for which the standard error
is being computed (Martin & Mullis, 2012). For example, imagine that a linear
regression model is estimated using PISA 2018 data with math achievement used
as an outcome and we are interested in finding the correct intercept estimate and
its standard error. First, the model will be estimated 10 times; one for each math
plausible value. The first model will use the first math plausible value as an outcome
and the intercept estimate from this first model represents t1; the intercept from the
second model represents t2, etc. The sampling variance is computed as the variance
of all 10 intercept standard error estimates. Computations associated with plausible
values are demonstrated in the example analysis below.

7.3.3 Replicate Weights

One additional factor that may need to be considered is the use of replicate weights.
These weights allow for correct estimation of standard error estimates. However,
when the nesting structure in the model is consistent with that of the sampling
plan, these are not needed. Specifically, when the grouping variables in the model
correspond to the stages in the sampling design, use of replicate weights is not
necessary (Snijders & Bosker, 2012). In the present analysis, the sampling design
initially samples schools, and then students. Given that both these levels are explic-
itly accounted for in the multilevel model, the present analysis will not use replicate
weights.

7.4 Specifying a Multilevel Model

Depending on the research question and available literature, model specificationmay
have elements ofmore exploratory approaches and/ormore confirmatory approaches.
When relevant theories are available, these should be used to inform the predictors
included in a model, including fixed effects, random effects (i.e. nesting structure),
and interaction effects. When relevant theories are less available, researchers may
choose to take a more exploratory approach and specify a model based on their
research question, subject knowledge, and previous empirical studies on the topic.
When appropriate, thismore exploratory approach can be conductedwith a procedure
described by Snijders and Bosker (2012) whereby the researcher sequentially tests
possible fixed effects at level one; followed by fixed effects at level two; followed by
random effects such as a third level of nesting or random slopes; and lastly, non-linear
predictors, such as interaction terms (see Snijders &Bosker, 2012, chapter 6 formore
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details). Regardless of the method chosen to arrive at a final model specification, the
researcher should be clear about this procedure, including any preliminary models
that were estimated, when describing the research methods.

Another decision that is needed in order to specify a multilevel model is whether
each categorical predictor variablewill bemodeled as a randomeffect or afixed effect.
Generally, any variable where there is interest in the specific categories should be
modeled as a fixed effect, whereas any variable where interest lays in the distribution
of the outcome across all categories can be modeled as a random effect. In addition,
researchers recommend that the data should include at least about 10 groups in order
to model group as a random effect (Snijders & Bosker, 2012).

When specifying a multilevel model, researchers have the flexibility to model
predictorsmeasured directly at level one, directly at level two, or aggregatemeasures.
For example, individual student SES could be included as well as the aggregate
measure of average SES within a school. A model including both the individual and
group-aggregated variable is called a contextual model (Ma et al., 2008) and can be
a useful model in educational research.

7.5 Example Analysis

The following sections describe an applied analysis using multilevel modeling with
PISA 2018 data. Note that this analysis is provided for demonstration purposes as
opposed to specific substantive claims.All syntax to complete the analysis is provided
in the appendix. Since the data is available to download from the OECD, readers may
choose to use this syntax to replicate the analysis on their own.

7.6 Obtaining the Data

The PISA2018 data is freely available online (https://www.oecd.org/pisa/data/). This
tutorial will use the “student questionnaire data file” and the “school questionnaire
data file.” The code book is also available from this source and the OECD provides
an overview of the data and important aspects of analysis for researchers (OECD,
2021b). The data is available in two formats: SAS data files and SPSS data files.
To open the data in R (R Core Team, 2021), save the data files in the working
directory folder, and then use the “intsvy” package (Caro &Biecek, 2017) to load the
data. The “pisa.select.merge” function from this package allows the user to specify
multiple files, variables, and/or countries. If multiple files are selected, the function
automatically merges the datasets from each file. The present analysis uses both the
school file and student file. Multiple variables from each file are selected and one
country, the United States, is used for this analysis. This function also automatically
selects all achievement and weighting variables, in addition to the variables specified
by the user. In order to verify the coding for each variable and the response categories

https://www.oecd.org/pisa/data/


126 J. Lorah

in the dataset, the “pisa.var.label” function from this “intsvy” package may be used.
This function will save a text file with a list of variables from the files selected which
provides a succinct summary and description of the dataset.

Sections (1) and (2) of the R syntax in the appendix demonstrate these steps.
In Section (1), the two packages used for analysis are imported: instvy is used to
import the data and compute descriptive statistics, while WeMix is used to estimate
the multilevel models with sampling weights. In addition, it is important to set an
appropriate working directory, which is where the data files should be saved. In
Section (2) of the R syntax, a file with the variable labels is saved (i.e. codebook) and
the data is merged and imported into R. The file with variable labels will be saved
into the working directly by using the pisa.var.label function. Within the function,
the user specifies which data files are being used: in the present study the school and
student file are being used and so their file names are specified within the syntax. By
running this function, the user will benefit from the creation of a file (saved in the
working directly) that concisely summarizes the variable names and labels describing
what the variable represents, similar to a code book. The pisa.select.merge function
is then used to merge multiple dataset and then import those datasets into R. In this
example, two datasets, the student file and school file, are used. The user then has
the ability to specify the specific variables to import from each file, as well as the
specific countries. After the data is merged and imported, it is stored in a data frame
called “mydata” in the present example.

7.7 Model Specification

The model specification procedure for the present analysis was a bit less rigorous
compared with a substantive study since the primary purpose of this analysis is to
provide a tutorial. The nesting structure for these models is represented by students
nested within schools. As one might imagine, schools represent a source of non-
independence in the data and should be included in analysis. Since the primary
interest is in the distribution of schools, rather than individual schools, the school is
modeled as a random effect in all models considered. The first two models (M1 and
M2) consider a math achievement outcome variable, and the second twomodels (M3
andM4) consider an outcome variable measuring the student’s mastery achievement
orientation. Understanding the relationship between various predictors and these
outcomes could assist researchers and educators in their understanding of these
constructs. Ideally, a set of predictor variables, including control variables will be
selected based on a well-defined research question, as well as the available literature.
In the present analysis, predictors from both level one and level two are selected,
including a measure of socioeconomic status, student gender, a measure of student
fear of failure, and the number of students in the school. The first three predictors
are measured at the individual student level and the fourth predictor is measured at
the school level.
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7.8 Analysis

Prior to estimating models, the data is prepared and cleaned and descriptive statistics
are computed. These steps are demonstrated in Sections (3) and (4) of the R syntax.
In Section (3), two new variables are created. First, a new variable called “SCH-
SIZE_TH” is created by dividing the school size variable by 1000. This new variable
is now in units of “thousands of students” compared with the original variable for
which the units are “students.” This transformation is helpful for both interpretation
and potentially for model estimation/convergence, since when variables are on very
different scales, this can sometimes lead to convergence issues. The second new vari-
able, “Male” is simply a new name for the original variable. Since interpretation is
enhanced when the variable is named in the direction of the effect, the name “Male”
is more descriptive than a variable name such as “Gender.” Note that the variable
could have been coded in the opposite direction and named “Female”; the choice is
arbitrary.

In Section (4) the computation of relevant descriptive statistics is demonstrated.
First, the “pisa.mean.pv” function is used to compute the mean value for plausible
values. Note that the function takes the variable label “MATH” to indicate all 10 plau-
sible values (PV1MATH, PV2MATH,…, PV10MATH). This function provides the
mean and standard deviation for math plausible values by automatically combining
results from all 10 plausible values appropriately. The function also automatically
incorporates complex survey design elements, such as sampling weights. For vari-
ables that don’t involve plausible values, the “pisa.mean” function is used, which also
automatically incorporates the complex survey design. In addition, the “pisa.table”
function is used to provide the frequency distribution for categorical variables and
the “pisa.ben.pv” function can provide the percentages at each proficiency level
for variables using plausible values. Subgroup means can be computed with these
functions by including the “by=” argument. For example, the subgroup means on
the math plausible values are computed for males and females, again using the
“pisa.mean.pv” function. Lastly, correlation coefficients are computed. Although the
“pisa.rho” function can be used to compute correlations involving complex survey
design, the plausible values need to be combined by the user to arrive at final corre-
lation estimates. This is shown in Table 7.1 where correlations across three math
plausible values are combined. Note that only three plausible values are used for
simplicity of demonstration purposes, but in general analyses should incorporate all
10 plausible values.

For each of the two outcome measures (math achievement and mastery goal
orientation), two multilevel models are run. First, the empty, or unconditional model
is run to assess the degree of nesting (Snijders & Bosker, 2012):

Yi j = γ00 + U0 j + Ri j

Var
(
Ri j

) = σ 2
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Var
(
U0 j

) = τ 2

Where Yij represents the continuous outcome, γ00 represents the intercept, U0j repre-
sents level-two residuals, Rij represents level-one residuals, i represents individual
students (level-one), and j represents schools (level-two). The empty model is used
to compute the intraclass correlation coefficient (ICC):

ICC = τ 2/
(
τ 2 + σ 2

)

The ICC can be interpreted as the proportion of variation at level two for the given
outcome measure. In the present example, the ICC will be interpreted as the propor-
tion of variability in math achievement (or mastery goal orientation) at the school
level.

Second, the full model including all predictors will be estimated:

Yi j = γ00 + γ01 ∗ ESCSi j + γ02 ∗ Malei j + γ03 ∗ GFOFAILi j

+ γ10 ∗ SCHSIZE_TH j + U0 j + Ri j

Var
(
Ri j

) = σ 2

Var
(
U0 j

) = τ 2

These two models (the empty model and the full model) will each be estimated for
both outcome measures (math and mastery goals), resulting in four total models.
The level one predictors include ESCS (a continuous measure of SES); Male (a
binary measure of gender where female is coded 1 and male is coded 2); GFOFAIL
which measures general fear of failure; and SCHSIZE_TH which is a measure of the
number of students in the school divided by 1000.

Section (5) of the R syntax demonstrates estimation of the multilevel models. In
order to estimate these four models, the “mix” function from the “WeMix” package
(Bailey et al., 2021) is used. This function is convenient as the syntax mirrors that
of another popular multilevel modeling package, lme4 (Bates et al., 2015). The
“WeMix” package allows the user to include sampling weights at each level of the
model. Within Section (5) of the R syntax, the first set of models involves the math
outcome, which makes use of plausible values. The second set of models involves
the MASTGOAL outcome, which does not involve any plausible values. Within the
first set of models examining the math outcome, the first step is to listwise delete
the analytic dataset. In order to do so, only the variables used in the present set
of models are considered. Then, six models are estimated with the math outcome.
The first three (M1a, M1b, and M1c) are the empty model, which will be used to
compute the ICC. Three models are estimated instead of one single model in order
to account for the plausible values. These three models are identical, except that
M1a uses the first plausible value as outcome (PV1MATH), M1b uses the second
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plausible value as outcome (PV2MATH), and M1c uses the third plausible values
(PV3MATH) as outcome. After these threemodels are estimated, the coefficients can
be combined accordingly. Note that only three plausible values are used to simplify
demonstration; however, for applied purposes all 10 plausible values should be used,
in which case 10 empty models would be estimated. In these three models, the
variable CNTSCHID represents the school ID which is the nesting variable, or the
level 2 variable. The weights specified are the individual and school-level weights.
The next set of three models (M2a, M2b, and M2c) are similar to the first three, but
additionally incorporate relevant predictors.

Models involving the MASTGOAL outcome are specified similarly. Again, list-
wise deletion is performed on the analytic dataset. Following this one empty model
(M3) and one full model with all predictors (M4) are estimated. Since no plausible
values are involved, multiple iterations of the samemodel do not need to be specified.

Section (6) of the R syntax demonstrates the appropriate procedure for combining
results based on plausible values. The intercept estimate from the emptymodel (based
on M1a, M1b, and M1c) is combined for demonstration purpose; however, in an
applied analysis all relevant parameter estimates should be combined analogously
to arrive at final model estimates appropriate for reporting. In order to compute the
final intercept estimate, first, the point estimate for this coefficient is computed as the
average of the individual point estimates associatedwith each plausible value, respec-
tively. In this case, the intercept estimate fromM1a (with PV1MATHoutcome), from
M1b (with PV2MATH outcome), and from M1c (with PV3MATH outcome) are all
averaged to arrive at the final intercept estimate appropriate for reporting. Note that
in an applied analysis, all 10 plausible values would be used. In order to compute the
appropriate standard error, the formula provided above is used. First, the sampling
variance is computed as the average of the standard error for the intercept fromM1a,
fromM1b, and fromM1c. Next, M is specified to equal 3, since there are three plau-
sible values used (for applied analyses, all 10 should be used). The last term in the
equation computes the variance associated with the set of intercept estimates. This
procedure for computing the point estimates and its associated standard error should
be then used for all reported results. Although the specific computations for doing
so for the rest of the coefficients are not demonstrated in Section (6) of the R syntax,
the procedure is analogous, and the results of doing so can be viewed in Table 7.2.

7.9 Results

7.9.1 Descriptive Statistics

Descriptive statistics results can be found in Table 7.1, including each variable’s
mean and standard deviation, and all correlations. The results show that MAST-
GOAL, ESCS, and GFOFAIL appear to be approximately standardized, with mean
close to zero and standard deviation close to one for each variable. The sample



7 Analyzing Large-Scale Assessment … 131

Table 7.2 Model results

PV1MATH PV2MATH PV3MATH Combined

Coef SE Coef SE Coef SE Coef SE

M1 Intercept 474.000 5.360 476.894 5.399 474.530 5.114 475.141 8.456

School Var 1784.000 1764.000 1795.000 1781.000

Residual Var 6371.000 6394.000 6338.000 6367.667

M2 Intercept 444.730 7.434 445.416 7.678 442.265 6.952 444.137 11.016

ESCS 25.174 1.669 25.574 1.753 25.575 1.676 25.441 1.771

MALE 13.404 2.852 16.055 2.711 15.753 2.875 15.071 5.621

SCHSIZE_TH 7.734 3.782 4.967 3.799 6.933 3.402 6.545 6.364

GFOFAIL 7.541 1.276 7.452 1.283 7.509 1.223 7.501 1.263

School Var 992.600 1011.000 1001.000 1001.533

Residual Var 5821.800 5816.000 5761.000 5799.600

Note Both models are based on sample size of 4074 students nested within 143 schools

is comprised of approximately 51% male students and 49% female students. The
average school size is reported as about 1.49 which represents how many thousand
students are in the school. In other words, the average school size is 1,490. Corre-
lations indicate that math achievement is not strongly correlated with any predictor.
The largest correlation is with ESCS at about 0.4. Generally the predictors are not
highly correlated with each other, except the correlation of about −0.2 between
Male and GFOFAIL indicating males are less likely to indicate a fear of failure than
females. The “intsvy” package also allows simple computation of summary statistics
by group. For example, the mean math score by gender is included in the final part
of the table. Note that since these statistics were all computed with the appropriate
function from the “intsvy” package, correct treatment of complex survey data, such
as inclusion of sampling weights, is automatically produced.

With the “intsvy” package, these descriptive statistics are straightforward to
compute with the exception of correlations for plausible values. In order to compute
these correlations, the procedure for combining estimates with plausible values was
used. Specifically, since the point estimate for a statistic is simply the mean of the
statistic computed once for each plausible value, the correlations for this data are
simply the mean of the correlations computed with each plausible value (Martin &
Mullis, 2012). For example, the correlation between Math and MASTGOAL is
reported as−0.03667.This is computed as themeanof three correlations;−0.03 is the
correlation between PV1MATH andMASTGOAL;−0.04 is the correlation between
PV2MATH and MASTGOAL; and −0.04 is the correlation between PV3MATH
and MASTGOAL. Each correlation between MATH and any other variable can be
computed analogously. Note that only 3 plausible values (PV1MATH, PV2MATH,
and PV3MATH) were used for the present demonstration for clarity of presentation;
however, when analyzing PISA data, all plausible values should be used; PISA 2018
includes 10 plausible values for each achievement variable. It is straightforward to
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include all 10 plausible values, rather than this subset of 3 plausible values, in a final
analysis by combining estimates from multiple models analogously.

7.9.2 Math Achievement Outcome

Two models with the math achievement outcome were estimated: the empty model
(M1) and the full model (M2). However, since math achievement is measured with
several plausible values in PISA 2018, bothM1 andM2 need to be estimatedmultiple
times—once for each plausible value.Although all 10 plausible values should be used
for applied analyses, the present demonstration shows the process with just the first 3
plausible values for clarity of presentation. The method for combining these models
is described above and demonstrated here.

Table 7.2 shows the model results. All models are based on an analytic sample of
4074 students nested within 143 schools. The results are listed for six total models:
PV1MATHwas the outcome forM1a andM2a; PV2MATHwas the outcome forM1b
and M2b; and PV3MATH was the outcome for M1c and M2c. The last two columns
show the combined results which are what would be reported in an applied analysis.
To combine the results frommultiplemodels, the coefficient estimatesmay simply be
averaged. This is demonstrated in Table 7.2, as well as in the R syntax. For example,
to find the intercept estimate from the empty model, the average of all three intercept
estimates gives a combined value of 475.1413. The column displaying the combined
coefficients are all computed analogously as the average of the given coefficient from
amodelwith PV1MATH, PV2MATH, and then PV3MATHas outcome, respectively.
The formula to compute the standard error is given above as well as in the R syntax
and used in the table to arrive at the combined estimates for the standard error values.

Results from M1 provide the random effects which can be used to compute the
ICC. The ICC should be computed based on the final (combined) variance component
estimates given for M1. This results in an ICC of about 0.22 according to the ICC
formula given above. This indicates that about 22% of the variance is math achieve-
ment is found at the school level. For M2, a t value can be computed by dividing
each fixed effect coefficient by its respective standard error. Doing so indicates that
all four predictors are significant. After controlling for associated covariates, results
indicate that: one standard deviation increase in ESCS is related to about 25 points
increase in math scores; males score on average about 15 points higher than females;
increasing the school size by 1000 students is related to about 6.5 points increase in
student math achievement; and about 1 standard deviation increase in fear of failure
is related to about 7.5 points increase in math achievement.
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7.9.3 MASTGOAL Outcome

Two models with the mastery goal orientation outcome were estimated in order to
demonstrate models not using plausible values: the empty model (M3) and the full
model (M4) results are provided in the annotated output in Fig. 7.1 and in Table
7.3. The annotated output in Fig. 7.1 shows the output directly from R. The relevant
quantities for interpretation are indicated in Fig. 7.1with a box around those numbers.
In order to view the results of these two models, the “summary” function is used.
Table 7.3 displays a succinct summary of the results from M3 and M4, similar to
what might be included in a final research report.

After listwise deletion, the final analytic sample for these two models was 4018
students nested within 142 schools. The primary result from the empty model is the
ICC,which canbeused as ameasure of effect size for the randomeffect (Lorah, 2018).
The ICC is about 0.07 indicating that about 7% of the variance in student mastery
goal orientation is at the school level. Alternatively, the ICC may be interpreted as
the correlation between two randomly drawn students from one randomly drawn
school (Snijders & Bosker, 2012). This ICC value seems reasonable since schools
may have different cultures and populations that relate to this outcome. However, this
ICC value of 0.07 indicates that most of the variance in mastery goal orientation is
not at the school level; but rather than there is a large amount of individual difference
in terms of mastery goal orientation. Note that this value is a bit less than the ICC
for math achievement which is about 0.22. It seems reasonable that there is more
variation at the school level for math achievement than for mastery goal orientation.

The results fromM4 indicate that all predictors, exceptGFOFAIL are significantly
related to mastery goal orientation. In addition to interpreting significance, it is
important to interpret each specific regression coefficient, or provide an interpretable
effect size measure. Since the units for each of these predictors is already intuitively
interpretable, the unstandardized coefficients given from the output are appropriate
to interpret. For example, according to the descriptive statistic results, the standard
deviation of both MASTGOAL and ESCS is about one. To interpret the coefficient
for this predictor, we can state that for every one standard deviation increase in
ESCS, we expect the student’s mastery goal orientation to increase by about 0.09
standard deviation units, after controlling for associated covariates. Analogously,
we expect males to score about 0.36 standard deviations lower on mastery goal
orientation compared with females; and we expect for every additional 1000 students
in a school’s population, the student would increase on average about 0.09 standard
deviation units in mastery achievement orientation, after controlling for associated
covariates. There is no evidence of a relationship between the student’s general fear of
failure and mastery goal orientation, after controlling for associated covariates. Note
that we don’t necessarily have evidence of no relationship between GFOFAIL and
MASTGOAL since power is unknown; rather the conclusion is that the relationship
is unknown.
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Fig. 7.1 Annotated output
from R



7 Analyzing Large-Scale Assessment … 135

Table 7.3 Summary of the
results from M3 and M4

Coef SE

M3 Intercept 0.225 0.046

School Var 0.076

Residual Var 0.955

M4 Intercept 0.684 0.094

ESCS 0.088 0.021

MALE −0.364 0.035

SCHSIZE_TH 0.092 0.046

GFOFAIL 0.000 0.020

School Var 0.082

Residual Var 0.916

Note Both models estimated with MASTGOAL outcome. Based
on sample size of 4018 students nested within 142 schools

7.10 Conclusion

This tutorial was designed to assist applied researchers in analyzing large-scale
assessment data, particularly PISA 2018 data, using multilevel modeling techniques.
Aspects of complex survey design, including sampling weights and plausible values,
were described and demonstrated using R statistical software. There are many vari-
ations on the multilevel model, such as multilevel structural equation models, multi-
level logistic regression, and multilevel models for longitudinal data, that were not
covered in the present demonstration. However, this tutorial should give the educa-
tional researcher a solid foundation on which to build applied analyses with PISA
2018 and other large-scale assessment data using multilevel modeling techniques.
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Chapter 8
Multilevel Modelling of International
Large-Scale Assessment Data

Anastasios Karakolidis, Vasiliki Pitsia, and Jude Cosgrove

Abstract It is indisputable that international large-scale assessments (ILSAs), such
as the Trends in InternationalMathematics and Science Study (TIMSS), the Progress
in International Reading Literacy Study (PIRLS), and the Programme for Interna-
tional Student Assessment (PISA), play an important role in informing educational
policies across countries. Such assessments provide rich but complex data. It is
important to be aware of these complexities in order to analyse ILSA data correctly
and interpret results appropriately. This chapter is an accessible introduction to the
topic, providing a starting point for the application of multilevel modelling of ILSA
data for research and policy. The chapter provides an introduction to key concepts
and design features of ILSAs relevant to multilevel modelling (e.g., cluster sampling,
weights, and plausible values) and considers issues from a practical perspective to
support data preparation and the selection of modelling techniques and software.

Keywords Multilevel analysis · Large-scale assessments · PISA · TIMSS · PIRLS

8.1 Introduction

International large-scale assessments (ILSAs) are growing and evolving. For
example, since the first cycle of the Programme for International Student Assessment
(PISA) in 2000, the number of participating countries/jurisdictions has grown from
32 to 79 in PISA 2018, with 86 expected for PISA 2022. Alongside this expansion
in scale, the complexity of the design of PISA and other ILSAs has increased, for
example in moving from paper to online assessment, and with various enhancements
to the scaling and analysis of data.1

1 For example, compare OECD (2021), Chap. 9 to Adams and Wu (2002), Chap. 9.
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ILSAs have changed drastically since 1958, when early considerations of a study
of “measured outcomes and their determinants within and between systems of educa-
tion” were taking place (Husén & Postlethwaite, 1996, p. 129). That year is consid-
ered by some as the founding year of the International Association for the Eval-
uation of Educational Achievement (IEA) (Husén & Postlethwaite, 1996). Shortly
afterwards, in 1961, the Organisation for Economic Co-operation and Development
(OECD) was founded. The idea that international studies could provide information
on “optimal conditions for human development that could be used as a basis for
educational policy” (Kellaghan, 1996, pp. 143–144) has high intuitive, research and
policy appeal. The organisers of the first international study commented: “If custom
and law define what is educationally allowable within a nation, then educational
systems beyond one’s national boundaries suggest what is educationally possible.”
(Foshay et al., 1962, p. 7).

Various authors (e.g., Kellaghan & Greaney, 2001; Plomp et al., 2003) have
described functions of ILSAs in terms of their potential relevance to the development
of government policies on education:

1. Descriptive comparisons serving to identify aspects of a system that are at odds
with others (‘mirroring’)

2. Benchmarking standards against which policymakers judge their education
systems

3. Monitoring educational processes and outcomes over groups and time
4. Understanding differences between systems and groups to enable decisions

about issues such as resource deployment and teaching and learning practices
5. Serving an “enlightenment function” by revealing assumptions about what

schools or systems try to achieve through an analysis of what they actually
achieve and a discussion about what is possible to achieve

Due, perhaps, to human tendencies to compare and order, media and policymakers
tend, traditionally, to focus on descriptive comparisons and benchmarking standards
arising from ILSAs (1 and 2 above). However, these do not provide the most useful
policy and pedagogical information, particularly when we consider that most of the
variation in achievement measures lies between individuals within countries, rather
than between countries or jurisdictions. There are now multiple iterations of ILSAs.
For example, PISA (since 2000, in its eighth cycle in 2022), the Trends in Interna-
tional Mathematics and Science Study (TIMSS, since 1995, eighth cycle in 2023),
and the Progress in International Reading Literacy Study (PIRLS, since 2001, fifth
cycle in 2021).2 These data sources provide excellent opportunities to exploit the
monitoring, understanding differences, and perhaps most importantly for policy-
makers, enlightenment functions of these studies (3, 4, and 5 above). Analyses of
ILSA datasets within a multilevel modelling framework can inform these functions.

2 Other similar studies are the International Civic and Citizenship Education Study (ICCS) and the
International Computer and Information Literacy Study (ICILS).
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Multilevel models offer a high level of flexibility in this regard since they may be
used for both longitudinal and cross-sectional analysis, for both national and inter-
national analysis, and with various configurations of levels that take into account the
clustered nature of the sampling design of ILSAs. Multilevel models that are well-
conceived and sequenced can be used in the exploration of quite specific research
questions and hypotheses. In this chapter, we show how various applications of
the technique can provide important insights for monitoring cognitive and other
outcomes over time, the utility of these applications in helping to understand differ-
ences between systems and groups, and their potential contribution to serving the
enlightenment function of ILSAs.

Appropriate analysis of ILSA data is challenging, mainly due to issues emerging
from the sophisticated design of these studies. Multilevel modelling helps us account
for some of these issues, but it also has its own complexities. This chapter aims
to provide a clear, non-technical, and practical explanation of the key design and
measurement features of ILSAs, which, in turn, have implications for the manner
in which multilevel models employing ILSA data are designed, analysed, and inter-
preted. Specifically, the chapter discusses key aspects of ILSAs—measures, number
of levels, and weights—within a multilevel modelling framework. The chapter also
includes practical considerations with respect to available software. The information
provided in this chapter is directly relevant to a range of ILSAs such as PISA, TIMSS,
PIRLS, ICCS, and ICILS, and is also relevant to the analysis of data from national
assessments, which often have similar designs and procedures to those employed by
the international studies (Greaney & Kellaghan, 2008).3

8.2 Sampling in ILSAs and the Use of Multilevel Models

ILSAs, such as PISA, TIMSS, and PIRLS, usually select their samples based on
a two-stage process, involving schools as the primary sampling unit and either
students or intact classes within the sampled schools as the secondary sampling
unit (e.g., Martin et al., 2017, 2020; OECD, 2021). The clustered nature of these
samples means that students within the same classes and/or schools are less likely to
be independent of each other, as their knowledge, skills, and other attributes may be
influenced by factors such as their classmates, teachers, school principals, and the
overall school environment (Raudenbush & Bryk, 2002). Clustering constitutes a
problem because many statistical models assume that cases are independent of each
other. The degree of this clustering is commonly estimated using a statistic called the
intra-class correlation (ICC), which represents the proportion of the total variance in
the outcomevariable or a variable of interest that is attributable to the cluster(s) (Field,
2018). If a considerable proportion of the total variance in the outcome variable is

3 For example, the National Assessments ofMathematics and English Reading (NAMER) in Ireland
(Eivers et al., 2010) and the National Assessment of Educational Progress (NAEP) in the United
States (National Center for Education Statistics, 2011).
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attributable to the cluster(s) (i.e., if between-cluster variance is high), this should be
taken into account in the analysis and, in particular, in the investigation of relation-
ships between outcome and predictor variables stemming from different levels (e.g.,
student, class, school, district etc.) (Cohen et al., 2017). But even in cases of low
ICC, it is recommended that the clustered nature of ILSA data is accounted for as
there is still a hierarchical design effect that stems from the sampling design of these
studies (Lai & Kwok, 2015; Snijders & Bosker, 2012). Ignoring the sampling design
of these studies and, hence, violating the assumption of independence can result in
an underestimation of the standard errors, which, in turn, may increase the risk of
inflated Type I errors (i.e., mistaken rejection of the null hypothesis or false positive)
(Field, 2018; OECD, 2009). Musca et al. (2011) used simulated data to show how
Type I error rate varies according to the number of clusters, number of observations
within clusters, and value of the ICC. They show that the risk of Type I error is highest
when the number of higher-order units (clusters) is low, the number of observations
within clusters is high, and the ICC is high. However, they recommend that, gener-
ally, clustered data should be analysed using multilevel modelling, commenting that
“non-independence of data is not just a minor problem the researchers can afford to
ignore. Quite to the contrary, the present simulations suggest that researchers will
most likely draw incorrect conclusions if they fail to take the non-independence into
account” (p. 4).

Multilevel modelling can take the clustering of the individuals into account, esti-
mate the variation in the outcome variable that is attributable to differences within
or between the clusters, and identify the factors at each level that are associated with
this influence, while not underestimating the standard errors of the regression coeffi-
cients (Woltman et al., 2012). AsMenezes et al. (2016) argued, multilevel modelling
facilitates a more nuanced analysis of educational assessment data compared to other
approaches, while considering the many potential levels of impact relevant to effec-
tive educational policy. Given that clustering of students in classes and/or schools is
an inevitable reality in educational settings and inmost ILSAs, it should be considered
both in the relevant analyses and in policy-making processes.

8.3 Outcome Variables in ILSAs

8.3.1 Plausible Values

Besides their complex sampling designs, the psychometric consequences of ILSA
test designs also need to be incorporated into the analysis process. Generally, due to
time restrictions in ILSAs, each student is administered a subset of test items from the
total itempool for each domain,with different groups of students answering different,
although overlapping, sets of items. Consequently, individual student proficiencies
are not fully observed and, therefore, the measurement of individual proficiency
is achieved with a substantial amount of measurement error. Given this method of
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assessing students, and the fact that most ILSAs are designed to make population-
level estimations, rather than accurately describe individual students’ proficiencies
based on their test scores, the imputation methodology of plausible values is often
used (Rutkowski et al., 2010; von Davier et al., 2009). Plausible values constitute
random draws from the distribution of scores that could be reasonably assigned to
each individual (Wu, 2005).4

Since 2015, PISA moved from five to 10 plausible values for each of its scales, a
transition that is likely to improve the accuracy of the estimations as more random
draws are selected from the estimated ability distribution for each student (e.g.,
OECD, 2021). TIMSS and PIRLS have consistently used five plausible values to esti-
mate student performance inmathematics, science, and reading and their subdomains
across their administrations (e.g., Martin et al., 2017, 2020).

The fact that each assessed student is not assigned a single score but rather a set
of plausible values has certain practical implications for the analysis of ILSA data
in both single-level and multilevel contexts. The correct use of plausible values is
sometimes overlooked in analyses of ILSA data, with the most common incorrect
approaches being the use of one of or the mean of the plausible values as a single
estimate of achievement. Such approaches generally underestimate standard errors
of the generated statistics, which, in turn, is likely to lead to inflated Type I errors
and incorrect conclusions.

In order to get unbiased estimates, researchers need to incorporate plausible values
by conducting the analysis for each plausible value separately. The results of these
analyses should then be averaged into a single set of point estimates and standard
errors using formulas following Rubin’s (1987) guidelines to account for imputation
variability associated with generating plausible values. This process of combining
the results of five or ten analyses (depending on the number of plausible values) adds
further complexity to the analysis of ILSA data, but certain software programmes
simplify the analysis of data with plausible values by automating the procedure.
Additional information about software which can be used for this purpose can be
found in the Software section of this chapter.

8.3.2 Continuous and Non-continuous Performance
Outcomes

Performance data from ILSAs can be treated both as continuous (i.e., expressed in a
numerical scale) and categorical (i.e., expressed as discrete performance categories).

4 For further detail on the item response models and resultant plausible values used in ILSAs,
readers are referred to the relevant technical documentation of the ILSA in question. The IEA and
the OECD publish technical reports for each ILSA cycle; for example, see Chap. 12 of the PISA
2018 technical report (OECD, 2021), and Chaps. 11 and 12 of the TIMSS 2019 technical report
(Martin et al., 2020).
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For instance, using established levels of performance, the so-called proficiency levels
in PISA and international benchmarks in TIMSS and PIRLS, ILSAs report student
performance not only in continuous scores but also in categories of performance that
indicate the performance level of students in each domain (see, for example, Mullis
et al., 2020; OECD, 2021).5 Treating students’ performance as a continuous outcome
is the most common way of analysing ILSA data, with many research studies using
this approach within the context of single- or multilevel linear regression modelling.
However, logistic models that treat student performance as a categorical outcome,
with two or more categories, can also prove informative. The decision as to whether
student performance is to be treated as a continuous or a categorical outcome should
be informed by the purposes of a research study. For example, in a multilevel model
having student socio-economic status as an explanatory variable and student science
achievement as a continuous outcome variable, the focus of the analysis is on the
achievement differences across socio-economic status scores. On the other hand,
when achievement is being treated as a categorical variable (e.g., comparing low
and non-low achievers), the results would focus on risk, in the sense that the model
parameter estimates (expressed as odds ratios) will provide information on the extent
to which students from lower socio-economic status are in greater risk of being low
achievers.

The treatment of student performance as a categorical outcome is facilitated by
the existing proficiency levels and international benchmarks in ILSAs, as is the
prevention of independent researchers from arbitrarily separating levels of perfor-
mance when analysing these data. However, multilevel logistic modelling, where
the outcome is categorical, remains somewhat more complicated than linear models,
where the outcome is continuous. The analysis of ILSA student performance as a
categorical outcome using logistic regression modelling while taking all plausible
values into account requires that certain steps are followed to prepare the data for
analysis. These steps will vary depending on the particular ILSA being analysed.
In the PISA databases, variables indicating the proficiency level to which students
belong do not exist, but new variables can be created, using the cut-off points for
each proficiency level of interest and for all plausible values. For example, to separate
students into two groups, high achievers and non-high achievers, each student will
have to be assigned the values 0 or 1 based on whether each plausible value esti-
mate is below or above the established cut-off point for each respective domain. This
should be done separately for each plausible value. Specifically, with 633 being the
cut-off point indicating that students with a score of 633 or above are high achievers
and those with scores 632.9 or below are non-high achievers, a student with plausible
value estimates of 630, 631, 629, 634, and 633 would be assigned the values 0, 0,

5 The way these levels are identified is through the use of specific cut-off points across the perfor-
mance continuum for each plausible value in each domain. In each of the ILSAs, students scoring at
certain levels in each domain, taking all plausible values into account, are identified as low, medium,
or high achievers. Detailed descriptions of the skills that students are expected to demonstrate at
each level of performance in each domain and ILSA, and further information about how the cut-off
points for each level are set, can be found in the technical reports of ILSAs (see, for example, Martin
et al., 2017, 2020; OECD, 2021).
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0, 1, and 1; the student is considered a non-high achiever according to the first three
plausible values, while according to the last two plausible values, they are considered
a high achiever. This process is not required for TIMSS and PIRLS, as categorical
variables corresponding to each plausible value exist in their databases. These binary
variables can then be used as the outcome variables for different types of analyses
that also take the plausible values into account.

It should also be noted that, along with their cognitive tests, ILSAs like PISA,
TIMSS, and PIRLS, administer contextual background questionnaires to students,
their parents, teachers, and school principals. While researchers may use variables
measured as part of these questionnaires (e.g., students’ confidence levels, family
socio-economic status, bullying rates at school) as outcome variables in single-level
or multilevel analyses, the most common outcome variable tends to be students’
performance. To date, non-cognitive indices (measured through the contextual back-
ground questionnaires) have not been generated using plausible values, so the addi-
tional plausible values combination steps above would not apply to non-cognitive
outcomes.

8.4 Configuration of Multilevel Models

In order to conduct meaningful and informative analyses, researchers should under-
stand how the sampling design of the assessment study with which they are working
may influence both the choice of the multilevel model configuration and the inter-
pretation of the results. The most common configuration for multilevel analysis of
ILSAs within one country is two-level, with students at level 1 and schools at level
2. While the sampling design of PISA fits this structure, the design of IEA studies,
such as TIMSS and PIRLS, where intact classes, instead of individual students, are
selected, allows for the introduction of another level that accounts for the between-
class variance. In most cases, however, only one class per school is sampled and,
therefore, there is no observed between-class variance within schools; in such cases,
where only one class per school is sampled, it is recommended to implement two-
rather than three-level models (Rutkowski et al., 2010).

It should be noted, though, that in TIMSS and PIRLS, countries have the option
to select more than one class from each sampled school if they wish to increase their
total student sample size or to provide more accurate estimates of the effects at the
school level (Martin et al., 2020). Similarly, in national assessments, which often
follow the design of international studies, countries may sample as many classes per
school as they wish. When the number of sampled classes per school is not constant,
with one class being sampled in some schools, and two ormore classes being sampled
in others, two-level models with students at the lower level and classes or schools at
the upper level could be constructed. It should be noted, though, that in such models,
the between-class and between-school variances are confounded as a proportion of
the between-class variationwill likely be due to differences between schools and vice
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versa. In such cases of non-constant sampling of classes, the application of three-
level models (with students at level 1, classes at level 2, and schools at level 3) might
also be sensible if the proportion of schools where more than one class has been
sampled is high. When two or more classes per school have been sampled across
all schools, the application of three-level models (with students at level 1, classes at
level 2, and schools at level 3) is appropriate. In any case, with ILSAs like TIMSS
and PIRLS, even when classes constitute a distinct level in multilevel analysis, it is
advisable that teacher responses (coming from the teacher questionnaire) are treated
and interpreted as student characteristics (e.g., Fishbein et al., 2021).6 This is because,
in these studies, teachers are not explicitly sampled and, therefore, inferences about
teachers themselves are not appropriate (Fishbein et al., 2021;Rutkowski et al., 2010).
However, this would not apply to studies where teachers are the main subject of the
investigation and they are explicitly sampled to represent the broader population; an
example of such a study is the Teaching and Learning International Survey (TALIS;
OECD, 2019a).

It is not uncommon to see multilevel models, usually three-level ones, conducted
across multiple countries, using country at the upper level; see, for example, OECD
(2009, 2018). Such analyses can be useful for examining research problems with
groups of countries that share common geographic or other characteristics (e.g.,
European Union or OECD countries). It could be also of interest to compare results
across smaller groups of countries (e.g.,Nordic countries) or regionswithin countries.
However, a multilevel model with a country at the upper level may not be appropriate
when there is an insufficient number of upper-level clustering units (i.e., countries);
see Hox et al. (2018) and Kerkhoff and Nussbeck (2019) for recommendations on
sample sizes in multilevel modelling. In any case, researchers should keep in mind
that, countries, unlike schools, may not be representative of a broader population of
countries and, therefore, the results of such analyses are relevant only to the cases
included in the model.

If the aim of the analysis is to compare results across countries, then it is sensible
to run separate, usually two-level, models within each country. After conducting the
analysis separately for each country, a practical way of testing whether the model
coefficients significantly differ across the examined countries is to enter the cases
from all countries into a single model where the country is an explanatory dummy
variable,7 rather than a clustering factor, and test the statistical significance of the
interactions between country and the other explanatory variables in the model; see,
for example, Schütz et al. (2008) and van Daal et al. (2008).8

The results of analyses with multiple countries should always be interpreted with
caution as, amongothers, the concept of school, structural features, such as streaming,

6 It should be borne in mind that, in many cases, more than one teacher is linked to one class.
7 The number of country dummies required in the model is k – 1, where k is the number of countries
included in the analysis.
8 This practice can be also applied to test how the relationships between explanatory and outcome
variables change across different cycles of the same study within a country; see for example
Karakolidis et al. (2021).
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tracking, and selectivity, as well as other cultural, linguistic, and economic factors
might significantly vary across different countries, which may, in turn, restrict any
comparisons (Hanushek & Woessmann, 2005; OECD, 2009, 2013b). On the flip
side, this natural variability and diversity, if adequately researched and appropri-
ately incorporated into both the analyses and their resultant interpretations, can be
exploited to inform the enlightenment function of ILSAs.

It should be noted that, even though multilevel models with students at level 1
are the most common ones, it is possible to run analyses that use schools at level
1 and countries at level 2. In any case, in order to select the optimal models for
their multilevel analysis and appropriately interpret the results, researchers should
carefully consider the aim of their research, understand the design of the assessment
study with which they are working, and also consult the guidelines provided by the
organisations responsible for each assessment study.

8.5 Sampling Weights in ILSAs

As explained earlier in this chapter, ILSAs involve complex designs and sampling
strategies. As a result, each unit (i.e., student, class, or school) does not have the
same chances of being selected to participate in a study. To control for this and
generate results that can be generalised to the broader population, weights are used.
The importance of using sampling weights to get robust estimates is referenced
extensively in the literature (see Kim et al., 2013; Laukaityte &Wiberg, 2018; Mang
et al., 2021; Rabe-Hesketh & Skrondal, 2006; Rutkowski et al., 2010), as ignoring
weights can lead to biased results that may be considerably influenced by responses
coming from certain groups of students.

The weights for each study reflect its sampling framework and design. For
example, in PISA, where students are randomly selected within each one of the
participating schools, two main sets of weights are computed and provided as vari-
ables in the databases: student weights and school weights. In PISA, the total student
weight for student i in school j is computed as:

Wi j = wbi j × wai j
︸ ︷︷ ︸

final student weight

× wb j × wa j
︸ ︷︷ ︸

final school weight

(8.1)

where wbi j is the base weight for student i in school j, wai j is the non-response
adjustment for student i in school j, wb j is the base weight for school j, and wa j is
the non-response adjustment for school j. The combination of the base weights with
the non-response adjustments gives the final student and school weights. The total
student weights (W_FSTUWT) and the final school weights (W_SCHGRNRABWT)
are included as variables in the PISA databases (OECD, 2021).9

9 In PISA, the term final weight, rather than total weight, is used to refer to the student weights that
incorporate the school weights (e.g., OECD, 2021). In this chapter, the terms total and final weights
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Weighting becomes slightly more complex in studies like TIMSS and PIRLS,
where intact classes, instead of individual students, are sampled and assessed. In
such cases, the total student weights include the probability of selecting student i in
class j and school k and the relevant non-response adjustments:

Wi jk = wbi jk × wai jk
︸ ︷︷ ︸

final student weight

×wb jk × wa jk
︸ ︷︷ ︸

final class weight

× wbk × wak
︸ ︷︷ ︸

final school weight

(8.2)

where wbi jk , wb jk , and wbk are the base weights and wai jk , wa jk , and wak

are the non-response adjustments for students (i), classes (j), and schools (k),
respectively. The TIMSS and PIRLS databases include the total student weights
(TOTWGT), theoverall and subject-specific teacher weights (TCHWGT,MATWGT,
and SCIWGT),10 the final school weights (SCHWGT), and the sum of TOTWGT for
all students within a school (STOTWGTU).Alongwith theseweight variables, house
(HOUWGT) and senate (SENWGT) weights, which are normalised for within- and
across-country comparisons, are provided. TIMSS and PIRLS databases also include
the base weights and the non-response adjustments for students, classes, and schools
as individual variables, so that the final weights, as presented in formula 8.2, can
be estimated at each level (i.e., student, class, school) (Fishbein et al., 2021). For
example, the multiplication of the student base weighting factor (WGTFAC3) by
the student non-response adjustment (WGTADJ3) gives the final student weight
for TIMSS, as presented in formula 8.2 above. These computations for students,
classes, and/or schools are necessary in the context of multilevel analyses of TIMSS
and PIRLS data (Rutkowski et al., 2010).

The use of weights at the student level in single-level analyses is straightforward
as the total student weights are appropriate. However, things get more complicated
when it comes to multilevel modelling. Intuitively, it would appear correct to apply
the pre-existing weights at each level of the analysis; for example, the total student
weight at level 1 and the final school weight at level 2, in a two-level model with
students at the first level and schools at the second level. However, this is not advisable
because, as shown in the formulas above, the total studentweights already incorporate
the weights of the upper-level clusters (i.e., classes and/or schools) (Rabe-Hesketh &
Skrondal, 2006). Therefore, for the purposes of multilevel analyses, it is important
to be aware that some adjustments to existing weights may be required.

There are a number of different methods for computing the weights for multilevel
analysis. Three of the most commonly used ones in the context of two-level models
with ILSA data are the following:

Cluster weights: In this method, weights are scaled to add up to the cluster size. In
the case of two-level models, with students at level 1 and schools at level 2, student

are used in line with the IEA studies; the former refers to the student weights that incorporate the
school (and class) weights and the latter to the student weights that are free from the school (and
class) weights (e.g., Martin et al., 2020).
10 Teacher weights are not equivalent to class weights as the former are just total student weights
divided by the number of teachers a student has (Rutkowski et al., 2010).
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weights within each school are transformed to sum to the school sample size. At
level 2, the final school weights, as those are provided in the ILSA databases, are
used. Cluster weight for student i in school j is computed as:

W ∗
i j = Wi j

n j
∑

j Wi j
(8.3)

where Wi j is the total student weight, n j is the student sample size in school j, and
∑

j Wi j is the sumof total studentweights in school j (Mang et al., 2021; Pfeffermann
et al., 1998).

Clustersum weights: In this method, student weights (at level 1) add up to the
number of sampled students within each school (similarly to the Cluster method).
However, at the school level (level 2), instead of the final school weights, the sum of
total student weights within each school is computed and used (Mang et al., 2021).
Thisweight scaling approach has been used inmultilevelmodels in theOECD reports
since PISA 2012 (see OECD, 2013a, 2016, 2019b).

Withincluster weights: In this method, student weights (at level 1) are computed
to be independent from school weights, while school weights, as those are provided
in the ILSA databases, are used in level 2 (Mang et al., 2021).

To extract the final student weights, as those are presented in formula 8.1,
when analysing PISA data, the total student weights are divided by the final
school weights (see Table 8.1). Even though this approach can be used when
analysing TIMSS and PIRLS data, these IEA databases include base weights that can
be used for the computation of the final weights at each level, as shown in formula
8.2. For three-level models with students at level 1, classes at level 2, and schools at
level 3, the final weights at each level can be used. However, when two-level models
are applied, the final class weights should be combined with the final student weights
(in models with schools at the upper level; see example in Table 8.1) or with the final
school weights (in models with classes at the upper level).

Table 8.1 summarises the three weighting methods for two-level models. For
various permutations of three-level models, the logic is the same as for two-level
models.

A review of the relevant literature shows that there is a tendency for the Cluster
and Clustersum methods to be used in multilevel analyses of PISA data (OECD,
2019b; Sempé, 2021), while when IEA data (e.g., TIMSS and PIRLS) are used,
the Withincluster method tends to be more popular (e.g., Ersan & Rodriguez, 2020);
however, this does not mean that the Cluster andClustersum methods cannot be used
for IEA data, or that the Withincluster method cannot be used for PISA data. In fact,
Mang et al. (2021) examined the robustness of these and other weighting approaches
using the PISA2015 data forGermany.11 The authors conductedmultiple simulations
to compare model estimates using different weight scaling methods across different
variance distribution scenarios: original between-school variance (ICC = 0.52), low

11 The nine weighting approaches Mang et al. (2021) compared in their study were: (i) no weights,
(ii) unscaled weights, (iii) only student weights, (iv) only school weights, (v) house weights, (vi)
cluster weights, (vii) ecluster weights, (viii) clustersum weights, and (ix) withincluster weights.
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Table 8.1 Summary of methods for applying weights to two-level models (level 1: students, level
2: schools)

Method Description Computation—PISA Computation—TIMSS & PIRLS

Cluster Level 1:
student
weights are
scaled to add
up to the
cluster size
Level 2: the
readily
available final
school
weights are
used

Level 1: formula 8.3
Level 2: use
W_SCHGRNRABWT variable

Level 1: formula 8.3
Level 2: use SCHWGT variable

Clustersum Level 1:
student
weights are
scaled to add
up to the
cluster size
Level 2: the
sum of the
total student
weights
within each
school is used

Level 1: formula 8.3
Level 2: compute the sum of
total student weights within
each school

Level 1: formula 8.3
Level 2: use STOTWGTU
variable

Withincluster Level 1: the
student
weights,
independent
from school
weights, are
used
Level 2: the
readily
available
final school
weights are
used

Level 1: divide W_FSTUWT
by W_SCHGRNRABWT
Level 2: use
W_SCHGRNRABWT variable

Level 1: combine the student and
the class weights via
multiplication (WGTFAC3 ×
WGTADJ3 × WGTFAC2 ×
WGTADJ2) or divide TOTWGT
by SCHWGT
Level 2: use SCHWGT variable

between-school variance (ICC = 0.05), and high between-school variance (ICC =
0.79). Mang et al. (2021) concluded that the use of weights, especially at the school
level, is needed to get unbiased estimates. Specifically, weighting approachesCluster
andOnly school weights (with noweights at the student level)were found to be among
the least biased ones across all models and scenarios. In light of these findings, the
authors argued that the use ofweights only at the school level (as those are provided in
the ILSA databases) might suffice, and they recommended this weighting approach
due to its simplicity.
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In any case, it would be worth comparing different weighting approaches in initial
exploratory analyses to identify the most informative one; the use of informative
weights usually leads to less biased estimates, something that is evident by the
increased standard errors (Kim et al., 2013). For instance, someone could evaluate
whether the use of student weights, on top of the school weights, is necessary in a
two-level model by comparing the results of analysis with and without the use of
weights at level 1. If the use of weights at the student level leads to increased standard
errors of the estimates in the model, this indicates that student weights are informa-
tive and should be used. Some analysis software programmes can facilitate these
comparisons by automatically scaling weights at each level so that the researchers
do not have to do it manually; for example, Cluster is the default method for scaling
weights at level 1 in Mplus (Muthén & Muthén, 2017).

For researchers interested in analyses using countries as the upper level, it should
be noted that it is often desirable that each country contributes equally to the analysis
so that the results are not dominated by countries with larger sample sizes and/or
populations. In such cases, weights within each country should be normalised so that
their sum remains the same for all countries included in the analysis. As mentioned
above, TIMSS and PIRLS provide a normalised version of the total student weights
(senate weights), the sum of which is constant across countries. These weights are
suitable for two-levelmodelswith students at level 1 and countries at level 2; however,
when researchers wish to run a three-level model with schools at level 2 to also
account for the between-school variance within each country, then weights at the
student and school level should first be scaled according to one of the approaches
described in this chapter, and subsequently normalised so that their sum is constant
across countries. In practice, this can be achieved if the sum of the weights at each
level per country is constant and equal to the total number of cases divided by the
number of countries (OECD, 2009). The following formula shows how the student
weights in a three-level model can be converted so that their sum is constant across
countries:

W ∗∗
i jk = W ∗

i jk

Nk
× n

c
(8.4)

where W ∗
i jk is the normalised or scaled weight for student i in school j of country

k, Nk is the number of cases (i.e., students) in the population of country k, n is the
total number of sampled students across all countries included in the analysis, and c
is the number of countries included in the analysis. This formula can be adjusted to
also convert school or class weights.

As a final note, it should be highlighted that weights, as provided in ILSA
databases, often sum to the size of the populations. This can lead to underestima-
tion of standard errors and, hence, to biased results (increased rates of Type I errors).
Therefore, independently of whether single-level or multilevel analysis is conducted,
it is recommended that the weights are always normalised (i.e., divided by the mean
of the weights), so that they sum to the sample size, rather than to the population.
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Some software programmes handle this issue by default (e.g., Mplus), while others
(e.g., SPSS) do not and, therefore, normalised weights should be computed.

8.6 Software

Asmentioned earlier in this chapter, analysing ILSA data using multilevel modelling
is a complex process due to the particularities of the data and the complexity of the
analysis itself. However, in recent years, it has becomemore accessible to researchers
due to the availability of relevant resources and specialised software. Although a
detailed overview of all the software that can be used to analyse ILSA data in a
multilevel context is beyond the scope of this chapter, some of the software that are
most frequently used by the organisations responsible for the major ILSAs and by
independent users of ILSA data are listed.

Software developed specifically for multilevel modelling, such as HLM (Garson,
2013) and MLwiN (Rasbash et al., 2020), as well as other more general-purpose
software, such as Mplus (Muthén & Muthén, 2017), R (R Core Team, 2020), Stata
(StataCorp, 2021), and SAS (SAS Institute Inc., 2018), can be used for multilevel
modelling of ILSA data. Mplus and HLM appear to be particularly popular among
researchers analysing ILSA data in a multilevel context as they support a range of
model specifications (e.g., linear and logistic multilevel modelling), while they can
also handle weights at different levels of the analysis and plausible values. Open-
source software programmes, such asR, that allow users to use, amend, and distribute
the source code and are partially or fully available for free are also becoming increas-
ingly popular. Specifically, more packages designed for analysing ILSA data in R
are becoming available with some of them allowing for multilevel analysis; see, for
example, BIFIEsurvey (BIFIE et al., 2019), RALSA (Mirazchiyski & INERI, 2021),
andEdSurvey (Bailey et al., 2021). The IEA IDB Analyzer (IEA, 2021) is another soft-
ware that has been specifically designed for the analysis of ILSA data, and although
it does not support multilevel modelling per se, it can adjust for sampling error via
the use of the replicate weights.

All these software and packages, accompanied by relevant literature, discus-
sion forums, product support(s), and professional development courses, have helped
researchers to overcome the challenges of employing multilevel modelling for ILSA
data and conduct advanced analyses that take into account the complex nature of
these data. It must be noted here that any section on software may quickly become
out of date; hence, the information presented here is based on the current state of
the art and the authors’ knowledge. Researchers interested in conducting such anal-
yses with ILSA data should always consult the latest documentation on the software
they use and ensure that their analyses adhere to certain guidelines outlined in the
technical reports of each assessment (e.g., Martin et al., 2020; OECD, 2021), the
data analysis manuals or user guides for the databases of each of the assessments
(e.g., Fishbein et al., 2021; OECD, 2009), and other relevant documentation (e.g.,
Rutkowski et al., 2010; von Davier et al., 2009).
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8.7 Summary

This chapter provided an introduction to the key features of ILSAs which have
implications for their analyses within a multilevel modelling framework. ILSAs are
now significantly—almost unrecognisably—developed from their inception in the
early 1960s. Although descriptive comparisons and benchmarking standards have
been the most common uses of ILSA data by policymakers and reported on by the
media, multilevel modelling provides an appropriately sophisticated tool that enables
more insightful uses of these datasets, such as monitoring of educational standards
over groups and over time, understanding of differences between systems and groups
to inform policy and practice, and exploitation of the enlightenment function of
ILSAs, especially when used in conjunction with comparative and national policy
analysis.

Regarding the technical features of ILSAs, we have shown how their sampling
design should be considered by researchers to guide decisions about the configuration
of the levels within the model, and also how the natural diversity of countries and
systems acts as both an opportunity for insight, as well as a risk, if not considered
carefully in both themultilevel analysis and its interpretation.We also provided some
initial guidance on and consideration of the consequences of how ILSAs’ test designs
and plausible values can be correctly handled in the analysis.We drew attention to the
fact that cognitive test outcomes can be treated as either continuous or categorical, and
that the choice of test outcomemeasures should be matched to the research questions
and overall aims of the analyses and their implications for research, policy, and/or
practice. Finally, we described ways in which sampling weights may be optimally
incorporated into multilevel models. Overall, we encourage researchers to conduct
exploratory analyses, such as comparisons of different configurations of weights,
prior to “settling” on the specifics of the model.

Fortunately, a range of software tools is available for the appropriate and efficient
analysis of ILSAs and, in this chapter, we briefly described the features of the main
software tools available, noting that the most recent versions of software and accom-
panying documentation should be used when selecting the optimal software tools for
analysis.

The information provided in this chapter is directly applicable to well-established
ILSAs, such as PISA, TIMSS, and PIRLS, but it can also be very relevant to other
large-scale assessments, such as national studies, that often follow similar complex
designs. Researchers should always consider the aim of their research, the design of
the assessment study they are working with, as well as the particularities of the anal-
ysis software they use to configure appropriate and informative multilevel models. In
all cases, though, the what and the why of the analysis in terms of its contributions
to research and policy should precede the more technical how.
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Chapter 9
Transparency and Replicability
of Multilevel Modeling Applications:
A Guideline for Improved Reporting
Practices

Wen Luo, Eunkyeng Baek, and Haoran Li

Abstract Multilevel modeling (MLM) is a statistical technique for analyzing clus-
tered data. Given the complexity of multilevel models, it is crucial for researchers
to provide complete and transparent descriptions of the data, statistical analyses,
and results. A recent systematic review of the reporting practices in MLM appli-
cations in education and psychology showed that the reporting practices still lack
clarity and completeness in some areas, including reliability and validity ofmultilevel
measures,model specifications, description ofmissing datamechanisms, power anal-
yses, assumption checking, model comparisons, and effect sizes (Luo et al, 2021).
In this chapter, we aim to provide a guideline for improved reporting practices in the
identified areas to enhance the transparency and replicability of MLM applications.
We will offer suggestions for what and how to report MLM results in those areas,
use examples from real life research to illustrate the principles and guidelines, and
provide readers with a checklist to describe themain points that should be thoroughly
checked and clearly conveyed in reports when applying MLM.

Keywords Multilevel modelling ·Multilevel research · Reporting practice

9.1 Introduction

Multilevel modeling (MLM) is a statistical technique for analyzing clustered or
nested data, such as students nested within schools, or repeated measures nested
within individuals in longitudinal studies. With the rapid development of MLM
techniques and the accompanying computer programs, there has been a significant
increase in the quantity and complexity ofMLMapplications. For example,MLMhas
been applied to various research designs (e.g., cluster randomized controlled trials,
single-case experimental designs, non-experimental designs, or meta-analyses),
different types of outcomes (e.g., continuous or categorical), and various multi-
level data structures (e.g., strictly nested, cross-classified, or multiple-membership).
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Given the complexity of multilevel models, it is crucial for researchers to provide
complete and transparent descriptions of the data, statistical analyses, and results,
so that “scientific claims can be clearly understood, assessed, and evaluated by the
reader” and “thework can be replicatedwith reasonable accuracy” (Appelbaum et al.,
2018, p. 23).

Although the initial guidelines for reporting MLM applications were proposed
more than 10 years ago (Dedrick et al., 2009), a recent systematic review of MLM
applications based on 301 articles from 19 journals in education and psychology
showed that the majority of the studies still lacked clarity and completeness in
reporting the psychometrics (i.e., reliability and validity) of multilevel measures,
model specifications, description of missing data mechanisms, power analyses,
assumption checking, model comparisons, and effect sizes (Luo et al., 2021).

Given the gaps between what was recommended in the methodological literature
and what was reported in the applied multilevel research, we believe a guideline for
improved reporting practices, especially in the areas where poor practices persist,
would be beneficial to applied researchers. Using the most recent reporting stan-
dards for quantitative research by the American Psychological Association (APA;
Appelbaum et al., 2018) as a general framework, we offer suggestions for what and
how to report MLM research in the sections of hypotheses, methods, results, and
discussion. We use examples motivated by real world studies to illustrate the princi-
ples and guidelines. Finally, we provide readers with a checklist to describe the main
points that should be thoroughly checked and clearly conveyed in reporting MLM
applications.

The examples are based on the Early Childhood Longitudinal Studies—Kinder-
garten Class of 2011 (ECLS-K: 2011), a longitudinal study that followed a nationally
representative cohort of kindergarteners in 2011 through the fifth grade. The ECLS-K
data has a multilevel structure and a rich collection of variables measured at various
levels (e.g., student, parent, teacher, and schools). It has been widely used to study
the associations between a wide range of family, school, community, and individual
factors and students’ academic and social emotional development. In Example 1,
the main purpose is to examine the association between students’ achievement and
parental involvement using cross-sectional data in which students are nested within
schools. InExample 2, themain purpose is to examine the development of self-control
using longitudinal data in which repeated measures are nested within students and
students nested within schools.

The remaining chapter is organized in the order of sections appearing in a typical
quantitative research paper.

9.2 Statement of Research Questions and Hypotheses

As an initial step of the reporting process, researchers should describe the purpose
of a study and clearly state the research questions. A clear statement of the research
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question is a fundamental step because it will lead to the development of an appro-
priate analytical strategy (e.g., choice of study designs, identification of appropriate
measures, and specification of statistical models) that is aligned with the research
question.

There are various types of research questions that can be investigated usingMLM.
For example, in Example 1 where a cross-sectional design is used, the main purpose
is to examine the association between students’ achievement and parental involve-
ment. In this example, researchers can set a primary research question as “What is the
average relationship between students’ reading achievement and parental involve-
ment across all schools?” In addition to the average relationship, researchers may
also be interested in examining if the relationship between students’ reading achieve-
ment and parental involvement varies across schools as a secondary question. In this
case, a research question can be stated as “To what degree does the relationship
between the students’ reading achievement and parental involvement vary across
schools?” Researchers may want to explore potential student factors (e.g., gender,
social economic status) and school factors (e.g., school type, school size) that may
change the relationship between students’ reading achievement and parental involve-
ment. For example, an exploratory question can be stated as “Does the relationship
between student achievement and parent involvement vary depending on student
social economic status?” Such questions involve the test of specific moderation
(or interaction) effects that need to be explicitly stated. Furthermore, MLMs allow
researchers to partition the effect of parental involvement into the between-school
and the within-school effects. For the between-school effect, parental involvement
is conceptualized as a school’s organizational context, representing the patterns of
the parent–school relationship. For the within-school effect, parental involvement is
conceptualized as an individual student’s parent involvement relative to the average
level of parental involvement in the school. Specific research questions need to be
stated for the between-school and within-school effect if they are of interest.

In Example 2 where a longitudinal design is used, the main purpose is to examine
the development of self-control over time. Potential research questions may include
“How does students’ self-control ability develop over the elementary years from
kindergarten to fifth grade?”, “What is the initial status of the self-control ability on
average (i.e., self-control ability in kindergarten) and how much does it vary across
students?”, “What is the growth rate of the self-control ability on average and how
much does it vary across students?”, and “What individual and/or school factors may
be associated with the variations in individual student’s growth trajectories?”

As illustrated above, MLM is flexible to answer various research questions
afforded by different types of design. Below is a non-exhaustive list of the questions
that can be addressed by MLM with more generality. For cross-sectional designs,
MLM can address questions including, but not limited to, (1) the mean and variance
of an outcomewithin and across clusters, (2) average relationship between predictors
and an outcome across clusters, (3) variation in the relationship between predictors
and an outcome across clusters, (4) moderating effects of level-1 or higher-level
predictors on the relationship between predictors and an outcome. For the longitu-
dinal design, MLM can further address questions related to (1) the average initial
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status and the rate of change (e.g., growth) on an outcome, (2) the form of the change
(e.g., linear, nonlinear), (3) variation in the initial status and the rate of change, (4)
relationship between initial status and the rate of change, (5) potential impact of level-
1 or higher-level factors on the initial status and the rate of change. Given the many
questions that can be addressed in a study, it is recommended that researchers explic-
itly state all of the research questions examined in a study, differentiating primary
vs. secondary research questions, a priori vs. post hoc questions, and confirmatory
vs. exploratory questions.

9.3 Description of the Sampling Procedures

When researchers describe collected data for the study, it is important to report
whether the sample is a probability or a nonprobability sample (e.g., convenient
sample) and if a probability sample is obtained,what samplingmethods are employed
to achieve the probability sample. For example, the ECLS-K study employed amulti-
stage sampling design (i.e., selection of counties, selection of schools within selected
counties, and selection of students within selected schools) to obtain a nationally
representative probability sample. At each stage, various types of sampling methods,
such as oversampling, clustered, and stratified methods, were also employed to make
a representative probability sample (Najarian et al., 2019).

It is possible that each sampling stagemay employ a different sampling procedure.
For example, researchers may collect a nonprobability sample of school level in
which only schools that volunteered to participate are included in the study, and then
collect a probability sample of students within participating schools. In this case,
researchers should report the sampling methods applied at each level separately.

Multilevel data collected using a complex sampling design often yields sampling
units with different probabilities of being selected (Thomas & Heck, 2001). For
example, in the ECLS-K sampling design, Asian, Native Hawaiian, and other Pacific
Islander children were oversampled which made those children with a higher chance
of being selected than children of other races. In this case, sampling weights are often
used to obtain accurate estimates of population parameters (Asparouhov, 2006; Pfef-
fermann, 1993; Pfeffermann et al., 1998). In the ECLS-K data, various sampling
weights have been applied for school-level (e.g., school administrator question-
naire) and child-level (e.g., child assessment, teacher-level questionnaire, child-level
teacher questionnaire, parent interview, etc.) variables to compensate for differential
probabilities of selection at each sampling stage as well as to adjust for the effect
nonresponse.

Researchers should explicitly report whether sampling weights are employed or
not, and if multiple sets of sampling weights are used, researchers should be clear
about which sampling weights are applied to which level or which variables in
each level. However, according to Luo et al. (2021)’s study, among the studies that
used probability sampling, more than half of them did not explicitly report whether
samplingweights were used or at which level samplingweights were applied. Hence,
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it is important to provide sufficient information regarding the sampling procedure
and sampling weights used for the analysis in order to inform the limitation of the
sample and to allow other researchers to replicate the study.

9.4 Sample Size, Power, and Precision

In multilevel data, sample sizes vary depending on the level of units. It is an essential
practice for researchers to report the total sample size at each level as well as the
variation of cluster size across clusters. For example, in Example 1 where students
(level-1) are nested within schools (level-2), the total number of students and the
number of schools should be reported separately. In addition, the average number of
students per school (i.e., cluster size) and the variation of cluster size (e.g., minimum
andmaximumcluster size, the interquartile range of cluster size, or standard deviation
of cluster size) should be reported. In Example 2 where observations (level-1) are
nested within students (level-2) and students within schools (level-3), the number of
observations at each time point, the number of students, the number of schools, and
the number of observations per student are all essential information to be reported. In
addition, if there is attrition at any time point, researchers should report the attrition
rate at each wave. More details on reporting attrition are provided in the section of
Missing Data Treatment.

Inmultilevel research, reporting the sample size at each level is particularly impor-
tant because it is related to important statistical aspects, such as amodel specification,
statistical power, and the precision of the parameter estimates. For example, although
the average relationship between student’s reading achievement and parental involve-
ment can be accurately estimated in a sample with a sufficiently large number of
students, the variance of the slope of parent involvement across schools may not be
accurately estimated and the statistical test for any school-level predictor may lack
power or statistical precision if there are too few schools (Example 1).

In addition to reporting sample sizes, researchers should also provide an assess-
ment as to whether the obtained sample size is adequate for estimating and testing
the effects of interest. There are some conventional guidelines for adequate sample
sizes in MLM analyses. For example, in a two-level model, at least 30 level-2 units
with 30 level-1 units per level-2 unit are recommended to accurately estimate fixed
effects of level 1 or level 2 predictors (30/30 rule) (Kreft, 1996). For cross-level
interaction effects, the 50/20 rule is recommended. The 100/10 rule is suggested
for variance component estimates (Hox, 1998). More recent studies indicated that
certain correction methods, such as Kenward- Roger adjustment, and Bayesian esti-
mation are useful for small sample sizes to obtain accurate estimates and statistical
inferences (Baek et al., 2020; Baek & Ferron, 2020; Ferron et al., 2009; McNeish,
2016; McNeish, 2017).

It should be noted that even though the sample size meets the minimum require-
ment of the conventional guidelines, a studymay still lack power when testing certain
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effects. Thus, it is recommended that researchers conduct power analyses to deter-
mine the required sample size to achieve an adequate level of power rather than
relying on the general sample size guideline (Dedrick et al., 2009; Ferron et al., 2008;
Raudenbush, 1997; Raudenbush & Liu, 2000). Several approaches, such as formula-
based and simulation-based approaches (Crainiceanu & Ruppert, 2004; Gastanaga
et al., 2006; Mathieu et al., 2012), as well as specialized software, such as Optimal
Design (Raudenbush et al., 2011), PINT (Snijders et al., 1996), PowerUp! (Dong &
Maynard, 2013), and the R package longpower (Donohue et al., 2013) and simr
(Green & MacLeod, 2016) are available to conduct multilevel power analyses.

9.5 Psychometrics

When a measurement instrument (e.g., a survey or a test) is used to obtain scores
on a construct, it is important for researchers to report the reliability and validity of
the scale or test scores in the sample of analysis. In multilevel research, a construct
may be defined as an individual construct, a within-cluster construct, a configural (or
contextual) construct, a shared (or climate) construct, or a combination of shared and
configural construct (Marsh et al., 2012; Stapleton et al., 2016). Researchers should
report the reliability and validity of scores based on the types of the construct.

In Example 1,wemay use students’ IRT-based scores on the reading assessment as
a dependent variable, which represents an individual construct. To report the content
validity of the IRT-based scores, we can describe the content categories and the
percentage of items in each category in the reading assessment. In the third-grade
assessment, for example, 20% of the items were in the basic skills and vocabulary
category (e.g., letter identification), 30% in the locate/recall category (e.g., recalling
information from a reading passage), 35% in the integrate/interpret category, and
15% in the critique/evaluate category. To show the construct validity of the IRT-based
scores (i.e., the unidimensional assumption underlying the IRT model), researchers
could report the principal component analyses (PCA) results (Najarian et al., 2019).
To show the reliability of the IRT-based scores, researchers could report the reliability
coefficient based on the ratio of the error variance to the total variance. For example,
the reliability coefficientwas 0.86 for the third-grade IRT-based reading scores,which
was typical and adequate for a test with 24 items (Najarian, et al., 2019).

For parent involvement in Example 1, if a researcher examines the within-school
effect of parent involvement (i.e., group mean centered parent involvement) and
the contextual effect of parent involvement (e.g., school mean parent involvement)
separately, the psychometric characteristics of the two predictors should be reported
separately. Because the scale for parent involvement consists of multiple items (e.g.,
attending an open house or back-to-school night; volunteering at the school or serving
on a committee), researchers should report the intra-class correlations (ICCs)1 of the

1 There are two types of ICCs: ICC1=B2B2+W2 and ICC2=B2B2+(W2n) where B2 is the between-
cluster variance, W2 is the within-cluster variance, and n is the average cluster size.
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items and the composite scores as preliminary evidence for the reliability of the aggre-
gated school means. If the ICCs are non-trivial, a multilevel CFA (MCFA) can be
applied to examine the construct validity of the within-cluster composite scores and
the cluster mean composite scores (see Figure 5 in Stapleton et al., 2016). Cross-level
invariance (i.e., equal factor loadings at the within-cluster and between-cluster level)
is required for the construct validity of a configural variable. Hence, it is important
to test the cross-level invariance and report the test results (Jak et al., 2013). If cross-
level invariance holds, researchers should report factor intra-class correlations (ICCs)
to show the variability of the construct across clusters (Kim et al., 2016). On the other
hand, if cross-level invariance does not hold, it is inappropriate to use the clustermean
centered parent involvement composite scores or the cluster mean composite scores.
Instead, factor scores estimated at each level based on the MCFA could be used. For
model fit evaluation, researchers should report level-specific model fit indexes (e.g.,
level-specific RMSEA, level-specific CFI, etc.), because the commonly used overall
model fit indexes (e.g., overall RMSEA, overall CFI) are dominated by the within-
cluster model fit and insensitive to misspecifications of the between-cluster model
(Hsu et al., 2015; Ryu & West, 2009). When the adequate model fit is achieved,
researchers could assess and report level-specific composite reliability (ωB and ωW)
according to Lai (2020).

Readers are referred to Stapleton et al. (2016) and Stapleton and Johnson (2019)
forMCFAmodels to evaluate the construct validity of a shared construct and a simul-
taneous share and configural construct. The formulas for computing level-specific
composite reliabilities for these types of constructs are available in Lai (2020).

9.6 Missing data Treatment

Missing data are commonly encountered in applied research. To understand the
prevalence and nature of missing data, and the impact of missing data on statis-
tical results, researchers should report the frequency or percentages of missing data,
the empirical evidence and/or theoretical arguments for the causes of missing data,
and the methods employed for addressing missing data (Appelbaum et al., 2018).
However, the review by Luo et al. (2021) showed that more than 70% of the studies
did not report the missing mechanism and about 30% of studies did not discuss how
missing data were handled in the analyses.

In multilevel research, the frequency or percentages of missing data should be
reported for each variable at each level separately. In Example 1, researchers should
report the percentage of students who had missing data on the dependent variable
(i.e., IRT-based scores on the reading assessment) and the percentage of missingness
on parent involvement composite scores. In Example 2, researchers should report the
percentage of students who had self-control scores at all time points (i.e., complete
data), missing scores at the first time point, the second time point, etc.

After reporting the prevalence of missing data, researchers should examine
the potential mechanism for missing data, such as missing completely at random
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(MCAR), missing at random (MAR), or missing not at random (MNAR). According
to Rubin’s (1976) missing data theory, data are MCAR if missingness is unrelated
to the data, observed or missing; MAR occurs when missingness is only related to
observed data; and MNAR occurs when missingness is related to missing data them-
selves. Data sets are likely to be MCAR when missingness is controlled by design
(e.g., one or more variables are observed only on a random subsample from an initial
sample). Researchers could test whether participants with missing data on a given
variable, say y, and those with complete data on y, have the same distribution of the
remaining variables of interest, by using Little’s (1988) multivariate test, univariate
t-tests for continuous variables, or chi-square test for categorical variables. Although
the absence of differences in the distributions does not fulfill the conditions ofMCAR,
the presence of differences does rule out MCAR (Raykov, 2011). In Example 1, we
could test whether students with missing data on parent involvement had different
mean reading scores compared to those without missing data. If there is a difference
in the means, then the data are not MCAR. Similarly, in Example 2 we could test
if students who had low self-control scores at the first time point are more likely to
have missing data at the second time point. If there is a relationship, then the data
are not MCAR. It should be noted that even if there is no difference in the means
in Example 1 or no relationship in Example 2, we still cannot confirm MCAR. In
fact, it is difficult to determine which mechanism applies to missing data in practice
because the determination of the missing data mechanism requires knowledge of the
missing data themselves. Readers are referred to Enders (2010) and Graham (2012)
for more information on missing data analysis.

Because inmost cases we can only rule outMCAR empirically but not confirm the
missing mechanism, it is recommended that we use modern missing data handling
methods such as multiple imputation (MI) and full information maximum likeli-
hood (FIML) estimation methods which only require MAR, instead of using listwise
deletion which requires a more restrictive MCAR assumption (e.g., Enders, 2017).
FIML2 for multilevel models with missing data is often limited because most soft-
ware can only handle missing outcome variables. On the other hand, MI can handle
missing data on both predictors and outcome variables. In Example 1, if there are
missing data on both student’s reading scores and parent involvement scores, then
MI is a better choice. In Example 2, because missing data are only present in the
dependent variable (i.e., self-control) but not in the predictor (i.e., time), FIML is
well suited.

MI includes three phases: the imputation phase, the analysis phase, and the pooling
phase. For the imputation phase, researchers should report the imputationmodels and
auxiliary variables used to generate plausible values for the missing data. There are
two principal approaches for the imputation phase: Joint modeling (JM) and fully
conditional specification (FCS) (e.g., Enders et al., 2016). JM is preferred when the
analysis model is a random intercept model, whereas FCS is advantageous when
the analysis model includes random slopes and cross-level interactions (e.g., Enders

2 FIML includes full information maximum likelihood and full information restricted maximum
likelihood estimation methods.
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et al., 2018;García-Patos&Olmos, 2020). Researchers should also report the number
of imputed datasets and the statistical software used for the imputation (e.g., the
jomoImpute function in the mitml package for JM, or the mice package for FCS).
For the analysis phase, researchers should show the specification of the analysis
model (see the following section of Model Specification for details). For the pooling
phase, researchers need to apply the appropriate rules for pooling the results (e.g.,
Carpenter & Kenward, 2013; Rubin, 1987) and report the final pooled results.

9.7 Model Specifications

Due to the complexity of MLMs, it is crucial to provide details on how a model is
specified, including the link function used for the dependent variable, how predictors
were included in the model, and how the variance structure of the random effects
and errors were specified.

When an outcome is a continuous variable, the identity link function is typically
used in which the outcome is directly modeled as a linear combination of predictors
and random effects. Such amodel is often referred to as a linearmixedmodel (LMM).
When an outcome is a binary variable, a logit or probit link is commonly used. Such
models are often called multilevel logistic (or probit) regression models. When the
outcome is an ordinal variable withmore than two categories, multilevel proportional
odds models can be used in which a logit link function is used to transform the
cumulative probability of a response being scored in a certain category or below.
For count data, it is common to use a natural logarithm link function. In Example 1,
students’ reading IRT score can be considered as a continuous outcome, thus, LMM
can be specified. In other cases, instead of using students’ reading IRT score as an
outcome, researchers could categorize students into a “learning difficulty” group
and a “non-difficulty” group based on certain cutoff criteria (e.g., researchers have
used the bottom 10% of the distribution to identify children experiencing learning
difficulties and disabilities in several empirical studies; Morgan et al., 2017). In this
case, a logit link function could be used to link the binary outcome (i.e., experiencing
learning difficulty or not) and the predictors.

Next, researchers should document how covariates were selected and included in
the models. Usually, the selection of covariates, including main predictors of interest
and control variables, should be guided by research questions developed based
on theories. In a case where covariates are selected using a data-driven approach,
researchers should report the criteria for determining whether a covariate should be
included or not. For example, when investigating the growth of self-control over time
(Example 2), substantive theories might not be accurate enough for researchers to
hypothesize a specific form of the growth trajectory. In this case, researchers may
compare the model that specifies a linear term relative to the model that specifies
both a linear and a quadratic term using the goodness of fit indices (e.g., AIC, BIC,
or likelihood ratio test) to determine the shape of the growth trajectory. If covari-
ates are centered, researchers should report the specific centering methods used.
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Commonly used centering methods include group-mean centering (also known as
centering within context) and grand-mean centering.

After determining the covariates to be included in a model, researchers should
consider and report the specification of random effects and their covariance structure.
Random effects include random intercepts and random slopes. Researchers should
clearly state whether a random intercept is included in a tested model, at which level
the random intercept is allowed to randomly vary, whether a lower-level covariate’s
slope is random, at which level the random slope is allowed to randomly vary. When
there are multiple random effects at a higher level, researchers should also state how
the covariance structure of the random effects is specified. In Example 1, to examine
the association between student’s reading IRT scores and the within-school parental
involvement as well as the school mean parental involvement, a random coefficients
model could be specified as shown in Equation (9.1):

I RT scorei j = β0 + β1
(
P Ii j − P I j

) + β2P I j + u0 j +
(
P Ii j − P I j

)
u1 j + ei j

cov
[
u0 j u1 j

] = [τ00τ10τ01τ11],var
(
eij

) = σ 2

(9.1)

where I RT scorei j represents the student’s reading score of student i in school j, P I i j
represents individual student’s parent involvement score, P I j represents the mean
parent involvement score in school j, β0 indicates the mean intercept, β1 indicates the
mean slope of the group-mean-centered parent involvement (i.e., the within-school
effect of parent involvement), β2 indicates the contextual effect of school mean
parent involvement, u0 j represents the random effect of school j on the intercept,
u1 j represents the random effect of school j on the slope of the group-mean-centered
parent involvement, and ei j represents the student-level error term. As a part of the
model, the specification of the covariance structure of the random effects should be
stated. As shown in equation (9.1), an unstructured covariance matrix was adopted
in this example allowing the random intercept and the random slope (u0 j and u1 j )
to covary, because there was no theory or prior knowledge indicating that the two
random effects were independent of each other. However, if researchers have strong
rationales for the independence of the random effects, the covariance between u0 j
and u1 j could be set to zero and should be reported accordingly. Furthermore, if
researchers expect that the within-school effect of parent involvement would have
little variation across schools, then the random effect u1 j could be removed from
the model. In both cases, it is important for researchers to clearly state the rationales
for such a priori decisions about the covariance structures of the random effects. On
the other hand, if a data-driven approach is used to select the best fitting covariance
structure (e.g., Matuschek et al., 2017), the procedure of model selection should
be explicitly described. Finally, the covariance structure of the error term (ei j ) is
specified as the basic identity structure indicating that the errors are independent
of each other and have equal variance (σ 2) in this example. It should be noted that
the error covariance structure could be more complex. For example, in models for
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longitudinal data, the errors could be correlated. In Example 2, we could specify an
auto-regressive structure for the errors.

In addition, if the outcome is not a continuous variable that requires a non-identity
link function to be used, a generalized linear mixed effects model (GLMM) should
be used. Equation 9.2 shows a two-level logistic regression model (i.e., a special
case of GLMMs) in Example 1 when the outcome is changed to students’ status of
experiencing learning difficulty (a dichotomous variable):

Learningdi f f icultyi j Binomial
(
1, ϕi j

)

logi t
(
ϕi j

) = β0 + β1
(
P Ii j − P I j

) + β2P I j + u0 j +
(
P Ii j − P I j

)
u1 j

cov
[
u0 j u1 j

] = [τ00τ10τ01τ11]

(9.2)

As the dependent variable is in a log-scale, a nonlinear link function is adopted in
Equation 9.2. ϕi j is the probability that a student experiences learning difficulty.β0,
β1, and β2 have different interpretations as opposed to their counterparts in
Equation 9.1. These differences will be illustrated in the following sections.

Although it is possible to describe all the elements of the model verbally, using
equations is an effective way to communicate the specified model. Thus, we recom-
mend researchers presenting models in equations if space allows or in supplemental
materials, especially when a model involves several covariates, several random
effects, and/or cross-level interactions. Researchers should pay special attention to
the communication of the covariance structure of the random effects. As shown in
the review by Luo et al. (2021), more than 70% of the studies did not report whether
there is a covariance between a random intercept and a random slope.

9.8 Estimation Methods and Software

Reporting of the estimation method and software program is important for a few
reasons. First, different estimation methods may lead to different results. In order for
other researchers to replicate the results, details about the specific estimation method
used need to be reported. Second, each estimation method has its own pros and cons.
It is important for researchers to provide the details so that the appropriateness of
the method can be evaluated in the peer-review process. However, it was found that
although software programs used in the studies were well documented, estimation
methods and algorithms were often unreported in current practice (Luo et al., 2021).
Belowwe provide a brief review of the commonly used estimationmethods in LMMs
and GLMMs and the corresponding software.

For LMMs, the maximum likelihood (ML) method is one of the most commonly
used estimation methods including full maximum likelihood (FML) and restricted
maximum likelihood (REML). REML has the advantage over FML for small sample
sizes because REML produces more accurate estimates for variance components
and standard error estimates for fixed effects (Snijders & Bosker, 2012; Lindstrom&



172 W. Luo et al.

Bates, 1988). These estimation methods and associated approximation methods for
small sample sizes can be found in the commonly used computer programs (see Luo
et al., 2021 for a review).

For GLMMs, approximationmethods are commonly used, including linearization
methods (model approximation) and integral approximation methods. The lineariza-
tion approaches create a normalized pseudo-outcome so that model can be estimated
with traditional methods for LMMs (Stroup, 2012). There are two similar lineariza-
tion methods: penalized quasi-likelihood (PQL) (Breslow & Clayton, 1993; Schall,
1991) and pseudo-likelihood (PL) (Wolfinger& O’Connell, 1993). The lineariza-
tion methods are quite flexible in specifying residual covariance structure and can
handle models with many random effects or crossed random effects (Luo et al., 2021;
McNeish, 2016). Nonetheless, they would yield a quasi-likelihood rather than a true
likelihood because each linearization update depends on the current pseudo-data.
Hence, we can neither perform likelihood ratio tests (LRTs) among nested models
nor compute commonly used likelihood-based fit statistics such as deviance, AIC,
and BIC. PQL is available in SAS Glimmix (SAS Institute, 2017), and also available
in R package lme4 (Bates et al., 2015). PL is the default estimation method in SAS
Glimmix.

Unlike linearization methods, integral approximation maximizes the actual like-
lihood function and thus yields the true likelihood rather than a quasi-likelihood.
Two commonly used methods are Adaptive-Gauss-Hermite quadrature (AGQ) and
Laplace approximation.AGQ is available in Stata (StataCorp, 2019), SAS (SAS Insti-
tute, 2017), the R package lme4, and Mplus (Muthén & Muthén, 1998–2017).The
Laplace approximation is available in R packages lme4, glmmADMB (Fournier et al.,
2012) as well as glmmTMB (Brooks et al., 2017), and also available in Stata and SAS.

Bayesian estimation is an alternative estimation method characterized by its flex-
ibility to handle multilevel data with complex variance structures (e.g., Baldwin &
Fellingham, 2013), ability to deal with very small sample sizes (e.g., McNeish &
Stapleton, 2016) and to incorporate existing information about a research area. Inter-
ested readers are referred to Baldwin and Fellingham (2013) for examples of how
to select plausible and thoughtful prior distributions for MLMs and Zondervan-
Zwijnenburg et al. (2017) for creating informative prior distributions with small
sample sizes. Bayesian estimation can be conducted in MLM programs such as
MLwiN (Browne, 2019) and Mplus, R packagesMCMCglmm (Hadfield, 2010) and
brms (Bürkner, 2017), as well as general purpose Bayesian modeling programs such
as SAS PROCMCMC, OpenBUGS (orWinBUGS; Spiegelhalter et al., 2014), and R
package INLA (Rue et al., 2009). As statistical programs use different default priors
that are not necessarily the most appropriate priors, we caution that the inconsistent
results can be obtained by using default priors with different programs. Therefore, it
is important for empirical researchers to report priors adopted under the investigation.

In summary, researchers should choose the appropriate estimation method based
on the model and the data characteristics as well as provide sufficient information
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for peer review and replication purposes. In most cases, information on the estima-
tion method and software can be communicated effectively in one sentence in the
description of the data analysis. For more complex or less commonly used estimation
methods (e.g., Bayesian approach), more details including software codes should be
provided in a technical appendix.

9.9 Statistical Inference

Similar to the estimation methods, there are several methods for statistical inferences
in MLM which have different statistical properties, thus it is important for applied
researchers to report the specific statistical tests used for peer review and replication
purposes. Belowwe provide a brief review of commonly used statistical test for fixed
effects and variance components in MLMs.

To determine the statistical significance of a fixed effect in LMMs, there are three
commonly used tests when using the ML estimation method: the Wald test (or the
z test for a single parameter), the t test or F-test, and the LRT. When the number of
clusters is large, these tests would yield similar results. However, when the number
of clusters is small, Wald test and LRT are anticonservative (Halekoh & Højsgaard,
2014; Luke, 2017), while t test or F-test with small sample approximations provide
more accurate estimates for standard error and/or degrees of freedom. Such approxi-
mation methods as Satterthwaite approximation and Kenward-Roger approximation
can be found in SAS Mixed, SPSS, Stata mixed or xtmixed, as well as R packages
pbkrtest (Halekoh & Højsgaard, 2014) and lmerTest (Kuznetsova et al., 2017).

The choice of a significance test for a fixed effect in GLMMs depends on the esti-
mationmethods. For GLMMs estimated by PQL or PL, onlyWald and F or t tests can
be conducted. In contrast, when GLMMs are estimated by integral approximation,
Wald test, F or t test, and LRT are all available. PL has a residualized form (RPL)
analogous to REML, which allows researchers to adopt the t test or F test with ad-hoc
version of Kenward-Roger (Kenward & Roger, 1997) or Satterthwaite approxima-
tion (Satterthwaite, 1946). PL with approximation methods can be implemented in
SAS Glimmix.

Although significance tests for the fixed effects were well reported, confidence
intervals (CIs) were seldomly reported (Luo et al, 2021). Reporting CIs is an impor-
tant practice because CIs provide additional information on how big or small the
true effect or relationship might plausibly be. Confidence intervals for fixed effects
can be obtained using either the Wald test approach or the t-test approach based on
the estimated standard error and/or degrees of freedom. As an alternative, the profile
likelihood confidence interval (PLCI) based on the asymptotic chi-square distribution
can be used in lieu of the Wald or t type intervals. Currently, PLCI can be obtained
by using confint function in the R package lme4 and SAS Glimmix.
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For variance components, researchers report much less information in practice,
probably because variance components are usually not of themain interest (Luo, et al,
2021). However, variance component estimates can provide important information
regarding the variability of an effect across clusters, hence it is important to report the
basic information of variance component estimates (e.g., point estimates, standard
error estimates, significance test, and confidence intervals). Researchers should be
aware that the traditional Wald tests are not appropriate for variance components as
the sampling distribution of the variance components is positively skewed especially
when the parameter values are close to 0. A better choice is the restricted likelihood
ratio test (RLRT) which compares a model that contains the tested variance compo-
nent with a reference model that excludes it (Berkhof & Snijders, 2001; Chen et al.,
2019).

In summary, researchers should state the specific type of statistical test chosen for
testing a parameter in anMLMwith the possible rationale behind the choice. Software
codes should be provided in appendix or supplementary materials for transparency.

9.10 Interpretation of Regression Coefficients

The interpretation of regression coefficients inMLMs is similar to that in single-level
regression models. The only difference that researchers should pay attention to is the
interpretation of regression coefficients in GLMMs which represent a conditional
effect holding other predictors and clusters fixed rather than an average (or marginal)
effect across all clusters. For example, in the two-level logistic regression model as
shown in Equation 9.2, when interpreting the regression coefficient β1, we should
obtain the exponential ofβ1 [i.e., exp(β1)], and interpret exp(β1) as themultiplicative
effect of the group-mean-centered parent involvement on the odds of having learning
difficulty for students in a given school. It is inappropriate to interpret exp(β1) as the
averagemultiplicative effect of the group-mean-centered parent involvement across
all schools.

It is noted that some statistical software report both conditional (subject-specific)
and marginal (population-averaged) effects in the output (e.g., HLM software)
while others report either conditional or marginal effects depending on the choice
of the estimation methods (e.g., SAS Glimmix: METHOD = RMPL represents a
restricted version ofmarginal pseudo likelihoodwhich produce estimates ofmarginal
effects;METHOD=RSPL represents a restricted version of subject-specific pseudo-
likelihood which produce estimates of conditional effects). Therefore, it is important
for researchers to be aware of these differences, use the appropriate type of estimates
based on their research questions, and interpret the effects accordingly.
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9.11 Effect Sizes

Although effect sizes are important statistics that show quantitatively the magnitude
of an effect of interest and arewidely used inmeta-analyses, researchers usingMLMs
often fail to report effect sizes (Luo et al, 2021). Belowwe briefly introduce two types
of effect sizes in the context ofMLMs: standardizedmean differences and proportion
of variance explained.

In single-level studies, the standardized mean difference is commonly used in
randomized control trials or quasi-experimental designs and is defined as the mean
difference between two groups standardized with respect to the pooled standard
deviation of the outcome variable. In two-level studies (e.g., cluster-randomized
trials), the pooled total variance of an outcome (σ 2

T ) is partitioned into a between-
cluster component (σ 2

B) and awithin-cluster component (σ 2
W ) such thatσ 2

T = σ 2
B+σ 2

W .
Thus, there are three effect size parameters δT , δB , and δW in a two-level study with
respect to standard deviations σT , σB , and σW , respectively (Hedges, 2007). As
Hedges demonstrated, δT is the most comparable effect size with those in multisite
studies or those in studies that use an individual rather than a cluster assignment
strategy in a meta-analysis; δB is of interest in cases where treatment effect is defined
in the cluster level or cluster means are used as the unit of analysis in a meta-analysis;
δW might be the effect size most comparable with those in single-site studies in a
meta-analysis.

Unlike standardized mean differences which can only be used when a predictor
is a categorical variable, the proportion of variance explained (i.e., R2 measures)
can be used for both categorical and continuous predictors. In MLMs, the definition
of R2 measures is complicated due to the unexplained variances in different levels
and the different sources of explained variance. Several R2 measures are proposed
in previous work (e.g., Bryk & Raudenbush, 1992; Nakagawa & Schielzeth, 2013;
Snijders& Bosker, 1994; Xu, 2003). However, there is no unified framework of
different R2 measures inMLMsuntil a recent studybyRights andSterba (2019). They
showed a full partitioning of the outcome variance and defined twelve meaningful
R2 measures. The authors recommend researchers to report multiple R2 measures to
show a complete picture of how a model can explain variance. These R2 measures
can be obtained in the R package r2mlm.

9.12 Assumption Checking

MLMshave certain assumptions that need to be satisfied in order to obtain valid statis-
tical results. Researchers should report the methods used for assumption checking
and the results. In the practice of MLM, the process of checking assumptions has
always been rarely reported in empirical studies (Dedrick et al, 2009; Luo et al.,
2021). In the case of assumption violations, researchers need to report the measures
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taken to avoid potential biases. Below we provide a brief review of the assumptions
underlying MLMs.

For typical LMMs, we assume that the level 1 errors and higher-level random
effects are independently and normally distributed with homogeneous variance.
When the number of clusters is large (e.g., >100), the violation of the normality
assumption has little impact on the estimation of fixed effects and variance compo-
nents (McCulloch & Neuhaus, 2011). However, the statistical inference will be
impaired when the normality assumption is violated with a relatively small number
of clusters (e.g., 50–100; Seco et al., 2013) and data missing at random (Lu et al.,
2009).

For GLMMs, only the higher-level random effects are assumed to follow a normal
distribution with homogenous variance. In addition, it is assumed that the condi-
tional mean and variance of the outcome have a theoretical relationship as the spec-
ified distribution (e.g., Poisson or binomial distribution) suggested. Violation of this
assumptionwould lead to overdispersion, causing a poor fit to the data andmisleading
inferences (Hilbe, 2011, 2014). Computer programs for MLM diagnostic include
the R package HLMdiag (Loy, 2016) and a Stata (StataCorp, 2019) post estimation
package “MLT” (Moehring& Schmidt, 2013). Researchers are also recommended to
conduct sensitivity analysis by using both standard estimation and a robust approach
in the case of assumption violations (Agresti et al., 2004), such as bootstrap and
rank-based methods.

9.13 Discussion

The discussion part allows researchers to interpret the results and justify the signifi-
cance of the current study. The discussion should be closely related to the research
purposes and original questions, support their arguments by linking the findings
to previous studies, and illustrate the theoretical and/or practical implications.
Researchers should also provide the limitations of the current study due to flaws
in designs, sampling procedures, measurements, and statistical analyses. In the final
section, researchers can provide possible future directions and extensions based on
the current findings and previous work. In addition to the above general guidelines,
researchers can discuss the new information provided by using MLMs compared
with the traditional regression analysis. Besides, a discussion about how the results
are impacted by certain decisions in the data analysis process (e.g., missing data
treatment, choice of covariates, model specification, etc.) will provide more insights
for readers to interpret and use the findings.
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9.14 Summary and Checklist

MLM is a very flexible technique for analyzing clustered data, but its complexity
requires applied researchers to pay more attention to the details. It is our hope that
this chapter provides useful guidelines for researchers to present their MLM appli-
cations in a clear and rigorous way with all the necessary details for transparency
and replicability. We understand that not all the technical details can be presented in
a paper itself due to the limit of space, however, with the increasing availability of
online publications, those technical details could be provided in online supplemental
materials for interested readers. Finally, we provide a checklist to describe the main
points that should be thoroughly checked and clearly conveyed in reporting MLM
applications.

• Describe the purpose of a study and clearly state all the research questions, differ-
entiating primary vs. secondary research questions, a priori vs. post hoc questions,
and confirmatory vs. exploratory questions.

• Report whether the sample is a probability or a nonprobability sample and if a
probability sample is obtained, what sampling methods are employed to achieve
the probability sample.

• Explicitly report whether sampling weights are employed or not, and if multiple
sets of sampling weights are used, researchers should be clear about which
sampling weights are applied to which level or which variables in each level.

• Report the total sample size at each level as well as the variation of cluster size
across clusters.

• Provide an assessment as to whether the obtained sample size is adequate for
estimating and testing the effects of interest, preferably by a power analysis rather
than relying on the general sample size guidelines.

• Report the reliability and validity of the scale or test scores in the sample of
analysis according to the type of a construct.

• Report the frequency or percentages ofmissing data, the empirical evidence and/or
theoretical arguments for the causes of missing data, and the methods employed
for addressing missing data.

• Provide details on how a model is specified, including the link function used for
the dependent variable, how predictors are included in the model, and how the
variance structure of the random effects and errors are specified.

• Report the estimation method and software program
• Report the point estimates, standard error estimates, significance test results with

p values, and confidence intervals for both fixed effects and variance components.
• Report the specific statistical tests used for statistical inferences of fixed effects and

variance components. For tests that involve approximation methods for degrees
of freedom, the specific method used should be reported.

• Interpret the regression coefficients appropriately, especially when a GLMMwith
non-identity link is used.

• Report effect sizes for the effects of interest.
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• Report assumption checking results. In the case of assumption violations, report
the measures taken to avoid the potential biases.

• Provide explanations of the current findings, illustrate the theoretical and/or prac-
tical implications, discuss how the results are impacted by certain data analysis
decisions (e.g., missing data treatment, choice of covariates, model specification,
etc.).
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Chapter 10
Application of Multilevel Models
to International Large-Scale Student
Assessment Data

Maciej Jakubowski and Tomasz Gajderowicz

Abstract This chapter discusses applications of the multilevel modeling to interna-
tional large-scale student assessment (ILSA), focusing on OECD’s PISA and IEA’s
TIMSS. Multilevel models are routinely applied to analyze these data. However,
several methodological issues need to be addressed to use these models in empirical
applications correctly. First, we discuss how plausible values in multilevel modeling
affect estimates of fixed and randomcomponents. Second,we discuss how to consider
survey weights to decompose variance and estimate separate within- and between-
school effects. Third, we discuss the use of replicate weights and compare standard
errors estimated with this method to those typically obtained in multilevel modeling
with robust standard errors. Fourth, we discuss applications of more complex multi-
levelmodels, like three-levelmodels andmodelswith cross-level effects.We summa-
rize by providing key points to consider for researchers when applying multilevel
modeling with ILSA data.

Keywords International large-scale assessment · Plausible values · Survey
weight · Replicate weight · Three-level model · Cross-level effect

10.1 Introduction

The educational data have a hierarchical structure as students are nested in class-
rooms, and classrooms are nested in schools. Thus, multilevel modeling is a natural
choice for this type of data. Examples of multilevel regressions with school and
student data are presented in most books discussing applications of these statistical
models. Moreover, the whole structure of education systems relies on several nested
layers as schools are often managed by local authorities, governed or supervised by
regional or subnational entities, and finally, education systems are organized at the
subnational or national level.
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Hypotheses in empirical research in education are also often related to interac-
tions between different governance levels. Researchers are usually interested in indi-
vidual, student-level effects and between-school effects and the relationship between-
country-wide policies and associations with outcomes at the local level. One can
imagine adding layers related to language, culture, governance, accountability, or
practices and policies. In psychometric research, models analyzing individual test or
questionnaire items that are nested in students or in time periods are also applied to
address issues related to measurement error.

All large-scale international assessments of students have a hierarchical structure
with students nested in classrooms or schools, and then schools nested in countries.
Additional layers are sometimes addedwhen analyzing regional data, teacher effects,
or item-level responses of students. Multilevel modeling with these data is popular
among researchers and often involves cross-level interactions. However, important
issues related to the statistical design of international large-scale assessment data
need to be addressed to analyze them properly, obtain unbiased population estimates,
and measure their uncertainty. This chapter discusses the usage of plausible values,
survey and replicate weights, assumptions about random effects distribution, and
other issues that often arise in empirical applications but are also oftenmisunderstood
or incorrectly addressed. Throughout the chapter, we provide examples using the
most recent PISA and TIMSS data.

10.2 Example of Typical Use—Modeling Relationship
Between Socioeconomic Background and Student
Achievement in PISA 2018

There are three main advantages of multilevel modeling with large-scale student
assessment data. First, they reflect the sampling structure with schools at the higher
level and classrooms and students at the lower levels. We discuss below the benefits
and costs of applying multilevel models to reflect the complex sampling scheme in
international studies. The second advantage is that multilevel regressions provide a
decomposition of the variance, and the third advantage is that they allow modeling
variance at different levels, including cross-level interactions.

Weuse PISA2018 data to demonstrate how to usemultilevelmodels to analyze the
relationship between student socioeconomic background and reading achievement.
In education research, it is a common model used to estimate the effects net of
family background. This is also amodel often used inmultilevel modeling textbooks,
starting from the popular Raudenbush and Bryk book (2002), which opens with an
example ofmodeling SES associationwith achievement. In PISA, the socioeconomic
background is measured through the index of economic, social, and cultural status.
This is an index that combines information about parents’ education and occupation,
and educational, cultural, and material resources available at home (see Avvisati,
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Table 10.1 Example of multilevel analysis with PISA 2018 data—explaining reading achievement
with variance decomposition and student- and school-level slopes of socioeconomic background

(1) (2) (3) (4)

b/se b/se b/se b/se

ESCS slope 16.8

0.66

Between-school ESCS slope 55.1 51.6

2.42 2.81

Within-school ESCS slope 12.5 12.5

0.70 0.70

Constant 446.0 457.5 481.9 481.1

2.75 2.31 1.76 2.73

Country fixed effects No No No Yes

School-level variance 5578.5 3874.4 2225.9 1904.2

255.56 199.04 125.04 116.30

Student-level variance 6280.2 6180.8 6176.3 6175.3

80.24 74.87 75.73 75.70

Intraclass correlation 0.47 0.39 0.26 0.24

N of schools 10,180 10,180 10,180 10,180

N of students 249,334 249,334 249,334 249,334

Note Authors’ estimation with PISA 2018 microdata. Results were obtained with ten plausible
values of reading achievement and a sample of all students and countries that have participated in
this assessment. Student and school weights were applied with student-level weights scaled to sum
to the sample size of their school

2020 for a detailed discussion of this index and its comparability across countries
and Pokropek et al., 2015 for a decomposition using structural equation modeling).

Tables 10.1 and 10.2 show results for a multilevel model applied to PISA 2018
data explaining reading achievement with the ESCS index. The indexwas centered at
the weighted school means to decompose the effects into within- and between-school
effects. The estimates are based on a model with ten plausible values and different
specifications regarding random components and country effects.

Table 10.1 shows results for amodel with school-level random intercepts. Column
(1) shows results for the empty model—the model with intercepts only. This model
provides a baseline decomposition of the variance into school and student levels.
One could argue that this is one of the most important findings from large-scale
international assessments, that a substantial part of the total achievement variance is
associatedwith school-level effects. In this case, for the pooled sample of all countries
that participated in PISA 2018, interclass correlation shows that nearly half of the
total variance is associated with schools. These estimates are obtained for a weighted
sample of students with ESCS data available, so they can be used for comparisons
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Table 10.2 Example of the
random coefficient multilevel
model with PISA 2018 data

(1) (2)

b/se b/se

Between-school ESCS slope 53.9*** 55.1***

2.30 2.43

Within-school ESCS slope 12.3*** 15.3***

0.74 0.85

Interaction between the school-average ESCS
and within-school ESCS slope

5.2***

0.96

Constant 481.1*** 481.9***

1.76 1.77

ESCS slope variance 149.2*** 122.3***

20.96 20.10

School-level variance 2250.5*** 2243.2***

125.74 126.68

Correlation (escs,constant) 0.3*** 0.3***

0.05 0.06

Student-level variance 6070.2*** 6072.0***

75.14 75.50

N of schools 10,180 10,180

N of students 249,334 249,334

NoteAuthors’ estimationwith PISA 2018microdata. Results were
obtained with ten plausible values of reading achievement and
a sample of all students and countries that have participated in
this assessment. Student and school weights were applied with
student-level weights scaled to sum to the sample size of their
school

with models incorporating ESCS effects (missing observations constituted less than
4% of the original sample).

Columns (2) and (3) compare results for an approach typical for traditional linear
regression modeling with the one possible with multilevel models that decompose
associations between school- and student-level effects. Column (2) shows results
for a multilevel model with the ESCS index as the only explanatory variable. The
slope is around 17 points meaning that one standard deviation change in the ESCS
index is associated with 17 points improvement in reading scores. Column (3) shows
separate estimates for between- andwithin-school associations of ESCS. Thewithin-
school association is slightly weaker, but the between-school association is much
stronger, showing that one standard deviation increase in school-average ESCS index
is associated with an improvement of more than 50 points, which is equivalent to
half a standard deviation of the reading achievement distribution for OECD countries
(weighting countries equally). Note also that including the school-average slope of
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ESCS explains 60% of the school-level variance, while at the student level, the
within-school effect explains less than 2% of the variance.

In other words, this simple model shows that socioeconomic background is a
powerful predictor of average school achievement but cannot explain much of the
within-school differences. While this is not a new finding in education research,
international assessment data show that this relationship holds for most schools
around the world. In fact, PISA data are used to compare such associations showing
in which countries school composition of student socioeconomic background is a
more powerful predictor of achievement and how much of the total variance is at
the school level. This is a descriptive but powerful tool for comparing inequalities
related to school and socioeconomic background across countries.

The last column shows a similar model but with country fixed effects. Note that
the estimated coefficients for between- and within-school associations of reading
achievement with the socioeconomic background are similar, so they are not driven
by between-country differences in average achievement. Note also that country fixed
effects are able to explain some of the school-level variance but less the school-
average socioeconomic background. Again that is an interesting finding showing
that differences between schools in their composition and achievement are much
larger and more important than between-country achievement differences.

Thismodel canbe further expandedby slopes of explanatory variables to randomly
vary and to explain this variation with, for example, cross-level interactions. Table
10.2 shows results for a model with a random coefficient for the within-school differ-
ences in the ESCS index. Themodel estimates the variance of intercepts at the school
and student level, but also variance in the slope of the within-school ESCS index and
the covariance of the ESCS slopes and school intercepts. Results show that within-
school association between student ESCS and reading achievement vary significantly
across schools. We hypothesize that this variation might depend on school SES
composition, and this interaction is estimated by the model presented in column (2).
Indeed, the higher is the average socioeconomic background of students in a school,
the stronger is the relationship between within-school ESCS and achievement. This
interaction effect explains around 18% of the within-school ESCS slope variation.

10.3 Applications

The above examples demonstrate the typical use of multilevel models with interna-
tional large-scale student assessment data. Variance decomposition and comparisons
of between- and within-school effects are commonly applied to PISA data and are
similar to the first application of multilevel modeling in education (Aitkin & Long-
ford, 1986; Raudenbush & Bryk, 1986). The approach was partly popularized by
first research using PISA data (for example, Willms, 2010) and PISA OECD reports,
which routinely apply these models to decompose student- and school-level relation-
ships (see for example results presented in OECD, 2019, but also Annex A3 with
notes on the technical application of these models in PISA).
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The most common approach is to study school effectiveness using multilevel
models with sets of school-level and student-level predictors (for a review, see
Klieme, 2013). Interestingly, thesemodels often demonstrate that learning conditions
and practices at the school level are less related to achievement than student-level
opinions about the teaching process. Multilevel modeling provides a unique oppor-
tunity to study this kind of question. For school-related factors, especially for studies
of socioeconomic background, PISA data often provide more detailed information.
For teacher-related factors, however, TIMSS and PIRLS data might be more suit-
able. The sampling scheme in TIMSS and PIRLS is different fromwhole classrooms
sampled within selected schools. This opens a possibility to collect more meaningful
information about teaching as questionnaires are filled by all students of a particular
teacher, separately for mathematics and science. The clear link between students and
their teachers opens a possibility to model this relationship with multilevel models.

The applications of multilevel modeling with PISA data go beyond typical school
effectiveness research. For example, multilevel models are applied to better under-
stand data on student wellbeing (He et al., 2019; Jakubowski & Gajderowicz, 2020;
Sznitman et al., 2011), sources of bullying (Winnaar et al., 2018; Yavuz et al., 2017),
and attitudes (Lu & Bolt, 2015; Pitsia et al., 2017; Sun et al., 2012). Also, the data
are often combined to provide a broader picture of student achievement and related
factors (for example, see Grilli et al., 2016).

The application of multilevel modeling to international student assessment data
is an obvious choice, but several technical issues need to be addressed to properly
estimate population relationships of interest. As we will see below, these technical
issues can be addressed with a good understanding of the role of plausible values and
complex sampling in deriving conclusions from multilevel models. Many statistical
packages allow taking these issues into account. More complex models, for example,
three-level models, are also applied to these data—however, their raise technical
issues which, as discussed below, are not straightforward to address.

10.4 Plausible Values and Multilevel Models

In publicly available datasets from large-scale student assessments like PISA,
TIMSS, or PIRLS, achievement results are provided as sets of the so-called plausible
values. These variables reflect not only student achievement but also the uncertainty
with which it is measured for the student population. Plausible values are impu-
tations of latent student achievement. Their correct use allows obtaining unbiased
estimates of achievement in student populations, correcting for measurement error
when relating to other variables in standard statistical models, and obtaining proper
uncertainty measures in models with student achievement (see Wu, 2005).

For some researchers, plausible values can be seen as a technical obstacle in
analyzing data like PISA or TIMSS. Analysis with plausible values requires special
software, commands, or the application of formulas to calculate results by hand
from statistical models with separate plausible values. Thus, researchers often try
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to simplify the analysis with plausible values making mistakes that invalidate their
results. Belowwe show that using plausible is quite straightforward and that common
shortcuts provide highly biased results. We also show how to use plausible values
to obtain initial results faster before deciding about the final model, which is often
helpful in time-consuming multilevel analysis.

First, note that a single plausible value provides an unbiased point estimate. If plau-
sible values are drawn from distributions conditional on other variables involved in
the final statistical model, then correlations with single plausible values also reflect
latent correlations with other variables. For example, if the final statistical model
involves student gender, plausible values should be estimated based on student gender
and correlation. In this case, a simple correlation between one plausible value and
student gender reflects the latent correlation between gender and student achieve-
ment. Thus, estimation with one plausible value provides unbiased point estimates
also for latent correlations. However, it does not capture the effect of measurement
error on the estimated variance. In other words, standard errors will be downward
biased as they will not reflect measurement error.

To correctly estimate point estimates and their standard errors, one needs to run
separate models with each plausible value and then take the average of estimates
across these models as the point estimate and use the so-called Rubin’s formula to
calculate their standard errors (see Rubin, 1987). A researcher can apply Rubin’s
formulas herself by collecting results for each plausible value and then calculating
final point estimates and standard errors. Some software packages allow to use of
plausible values and calculate correct results, or there are user-written packages that
can do it. It is also possible to use solutions developed for multiple imputations of
missing data as the formulas are the same, and correct results can be obtained after
defining each plausible as an imputed variable.

Taking an intuitive uniformed shortcut by calculating first the average of all plau-
sible values and then running statistical models with this average as a measure of
student achievement is the most common mistake done by entry-level researchers.
The intuition behind this approach is that the average of plausible values is still a
good achievement estimate, but in reality, such a variable suffers from an artificially
lower variance. Thus, depending on a model, the final results will be biased as the
overall achievement variance will be underestimated, and correlations with other
indicators will be overestimated (see OECD, 2009, p. 128).

Under most circumstances, it would be more advisable to use the first plausible
value if it is not possible to calculate final estimates by applying Rubin’s formulas to
statistical models run separately with each plausible. For example, if one is mainly
interested in point estimates or, for example, creates graphic illustrations of the data,
using thefirst plausible valuewill suffice.Also,when exploring the data and searching
for a final model, it is also advisable to use one of the plausible values to quickly run
multiple models and then do proper calculations when estimating the final model. In
this case, however, one should note that the results of statistical tests will be more
optimistic, so with the final model, some hypotheses might be rejected even if initial
findings suggest statistically significant results.



192 M. Jakubowski and T. Gajderowicz

Table 10.3 illustrates the above-mentioned issues using PISA2000 data for Poland
and two-level multilevel models with students nested in schools. Models explain
student reading performance but with four differently defined variables measuring
achievement. Thefirst achievement variable is the so-calledWarmestimate (weighted
likelihood estimate) (Warm, 1989). The results for this variable are presented in
columns (1) and (5). In columns (2) and (6), results obtained with one plausible
value are presented. In columns (3) and (7), the models were estimated with the
average of five plausible values as the outcome variable. The columns (4) and (8)
rely on Rubin’s formula to calculate point estimates and standard errors from five
separate multilevel models, each run with a different plausible value.

Table 10.3 Comparisons of multilevel models estimated with different measures of student
achievement (PISA 2000 data for Poland and reading achievement)

(1) (2) (3) (4) (5) (6) (7) (8)

Warm
estimate

1st PV Mean
PV

5 PVs Warm
estimate

1st PV Mean
PV

5 PVs

b/se b/se b/se b/se b/se b/se b/se b/se

PISA index
of reading
enjoyment

15.7 14.9 16.2 16.2

(1.4) (1.2) (1.2) (1.8)

Males
(females as a
base group)

0.4 0.5 0.8 0.7

(2.6) (2.4) (2.2) (2.5)

ISCED 3B
schools (3A
as a base
group)

−57.2 −60.2 −61.3 −61.4

(7.2) (7.6) (7.4) (7.5)

ISCED 3C
schools (3A
as a base
group)

−158.7 −168.6 −168.3 −168.3

(7.8) (8.3) (8.0) (8.2)

Constant 464.9 463.6 462.7 462.8 536.5 539.0 538.5 538.7

(6.7) (7.1) (7.0) (7.1) (5.5) (5.8) (5.6) (5.7)

School-level
variance

5547.9 6220.1 6138.0 6135.3 996.2 1170.0 1100.8 1095.1

(358.2) (398.6) (392.3) (400.2) (72.7) (82.2) (76.6) (85.1)

Student-level
variance

4438.3 3646.5 3177.4 3710.0 4167.6 3442.8 2947.6 3474.7

(52.9) (43.4) (37.8) (61.2) (50.7) (41.9) (35.8) (50.2)

Intraclass
correlation

0.56 0.63 0.66 0.62 0.19 0.25 0.27 0.24

N of schools 127 127 127 127 127 127 127 127

N of students 3653 3654 3654 3654 3511 3512 3512 3512

Note own calculations using PISA 2000 data for Poland. Standard errors in parentheses



10 Application of Multilevel Models … 193

That point estimates for regression coefficients are highly similar across results
with different achievement measures. The main difference lies in standard errors and
in the estimates of variance components. In general, the Warm likelihood estimate
will overestimate student achievement variance, while the variable calculated as the
average of plausible values will underestimate it. The results with just one plau-
sible value will provide unbiased point estimates and correct achievement variance
estimates, but the standard errors will be underestimated as they do not reflect the
measurement error. The results calculated using Rubin’s formula should be taken as
a reference point for other models. Note that by using standard error estimates from
these methods, the precise value of both measurement and sampling error in the data
can be found.

The so-called emptymodels presented in columns (1) to (4) show that the student-
level variance is overestimated for the Warm measure and underestimated for the
mean PV measure, as expected. The results with one or five plausible values are
highly similar. For the school-level variance, the results are similar, although the esti-
mate with the Warm likelihood measure of achievement seems to be lower, and the
intraclass correlation is also lower, as it is based on an overestimated variance at the
individual level. The intraclass correlation will be higher for the model with achieve-
ment measured as the average of plausible values as it underestimates individual
variance. Regarding the standard errors, note the estimates for the individual-level
predictors: index of reading enjoyment and gender. The estimates based on only one
plausible value are the lowest as they do not reflect the measurement error.

10.5 Survey Weights Adjustments for Multilevel Models

Large-scale surveys, including student assessments, rely on complex sampling (strati-
fication, two- ormore sampling stages) and non-response adjustments. In general, the
probability of sampling a student in school surveys will always vary. This is because
sampling schemes always startwith sampling schools first and then students (orwhole
classrooms)within schools. In this case, students fromsmaller schools aremore likely
to be selected than those from larger schools. As school size is usually correlated
with important student and school characteristics, datasets obtained through such
sampling schemes require weighting to correct for differences in sampling probabil-
ities. Further corrections are applied to student- and school-level sampling probabili-
ties due to non-response and oversampling of some populations (like private schools
or minority-group students). These corrections vary across countries, and the correct
use of survey weights is crucial for cross-country comparisons.

Without sampling weights, the results of the statistical model show estimates for
the sample but are not representative of the population. However, the use of survey
weights in multilevel modeling is not straightforward. Several methods are available
to adjust for arising biases, but their performancewill vary depending on cluster sizes,
sampling schemes, the statistical model applied, and might even vary for various
estimates from the samemodel (e.g., regression coefficients vs. variance components)
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(see Pfeffermann et al., 1998; Rabe-Hesketh & Skrondal, 2006). A common piece of
advice is to perform robustness checks to compare different approaches empirically
in order to assure that results do not vary importantly, and if they do, to consider
again assumptions made behind these corrections.

The probability weights for each sampling stage are required for multilevel
models, and the multilevel model should reflect the hierarchical structure of the
sampling design. Let’s consider the simplest case with schools sampled first and
then students sampled within schools. In this case, one should know the sampling
probability for each school and calculate the weight as the inverse of this probability.
One should also know the sampling probability after a student’s school was selected
and then calculate the conditional sampling weight as the inverse of this probability.
Only the final combined sampling weight is available in most surveys, which reflects
the inverse probability of being sampled without specifying probabilities at each
sampling stage. In this case, one can calculate the conditional probability weight by
dividing unconditional probability by school probability weight.

Even if sampling probabilities were available at each stage, the scale of weights
at the lowest level (student level in our examples) affects the estimation of multilevel
equations, which is different from standard approaches like linear regression, where
the scale of weights is unimportant. Therefore, re-scaling of survey weights is neces-
sary, but different methods can produce varying results, and it is unknown which
is best fitted for the sampling scheme considered and for the analyzed population.
Below we discuss three weight re-scaling methods, which are commonly applied in
multilevel modeling of survey data.

As an empirical example, we estimate a two-level model with students nested
in schools using the dataset from PISA 2018 with all OECD countries. The model
explains student achievement using the PISA’s economic, social, and cultural status
(ESCS), which is an index combining information on parents’ education, occupation,
and family resources at home. This index highly correlates with student achievement
in all countries, which is a typical finding for educational research. Students with
disadvantaged backgrounds have on average lower achievement than students from
privileged families. However, countries do differ in the extent to which socioeco-
nomic background is related to achievement, which is often interpreted as a measure
of inequality. A stronger relationship with performance shows larger differences in
achievement depending on the socioeconomic background when compared to coun-
tries with a weaker relationship. Moreover, with multilevel models, it is possible
to separate within- and between-school associations, which again can be used as
a measure of segregation within and between schools by students’ socioeconomic
background.

Table 10.4 compares unweighted results with results weighted by student-level
weights only, school-level weights only, and weighted with both student- and school-
level weight with three different adjustment methods. The first method re-scales the
student-level weights to be the sum of the cluster size. The second method re-scales
the student-level weights to be the sum of the “effective” cluster size. These two
methods do not re-scale the school-level weights, but the third method replaces the
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Table 10.4 Comparison of unweighted and weighted multilevel models with different scaling
methods of student-level weights—example using PISA 2018 data for OECD countries

(1) (2) (3) (4) (5) (6)

No weights Student
final
weights
only

School
weight
only, no
scaling

Student and
school
weight,
scaling to
cluster size

Student and
school
weight,
scaling to
effective
cluster size

Student and
school
weight, GK
scaling
method

b/se b/se b/se b/se b/se b/se

ESCS index 19.3 37.9 16.9 16.8 16.8 19.3

0.2 0.7 0.7 0.7 0.7 0.7

Constant 484.5 495.0 457.7 457.5 457.5 483.9

0.6 1.1 2.3 2.3 2.3 1.5

School-level
variance

2766.7 0.0 3860.4 3874.4 3873.2 3032.7

46.7 0.0 198.0 199.0 199.0 133.3

Student-level
variance

6721.9 9059.7 6178.1 6180.8 6178.4 6791.7

21.1 202.5 74.7 74.9 74.8 92.9

Intraclass
correlation

0.29 0.00 0.38 0.39 0.39 0.31

N of schools 10,180 10,180 10,180 10,180 10,180 10,180

N of students 249,334 249,334 249,334 249,334 249,334 249,334

Note All models are estimated with ten plausible values of reading achievement; dataset includes
all OECD countries that have participated in PISA 2018 and have available reading achievement
data

weights at the school level with the cluster averages of the combined student-level
survey weights (the product of school weight and the conditional student weight) and
then sets student-level weights to 1 (for detailed formulas and estimation methods
see Graubard & Korn, 1996; Rabe-Hesketh & Skrondal, 2006).

The results presented in Table 10.2 demonstrate that the weighting and scaling
of student-level weights play an essential role in interpreting results from the multi-
level models. Column (1) shows a model without survey weights. This model shows
estimates for the sample of students from OECD countries. It has no interpretation
in terms of relationships in the population of OECD students. Model in column (2)
uses student weights only, for which coefficients for fixed effects of ESCS index
and constant are identical to standard linear regression approach. However, this
model cannot properly capture variation at the school level. The multilevel models
with school weights are presented in columns (3) to (6). Using school weight only
provides similar results to those obtainedwith studentweights re-scaledwith different
methods. That should not be surprising for PISA-based research as sampling prob-
abilities vary mainly by a school (depending, for example, on school size) and not
within schools. On the other hand, the GK method, which simply assumes that
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weights within schools are equal to one, provides different results with a much lower
estimate of school-level variance.

Based on this example and previous research in this area, one could conclude that
a researcher should use survey weights at both levels and check if different scaling
methods provide similar results or should apply school weights only (seeMang et al.,
2021, for a similar analysis with analogous conclusions). Scaling to cluster size or
effective cluster size should provide similar results for most circumstances. Ignoring
weights or using other methods might be misleading, especially when a researcher
is interested not only in fixed effects but mainly in variance decomposition and
associations at different levels of cross-level effects.

The research also provides little guidance for models with more levels. It is also
disputable how to apply survey weights when, for example, using a three-level model
with countries added as an additional layer. In this case, a typical approach taken by
OECD when analyzing PISA data is to re-scale student-level weights, to sum up to
the same amount for each country. Thus, the final results could be interpreted as the
OECD average, and country-level effects would explain how different policies affect
this average. This is relatively straightforward to apply in a linear regression model,
but as we saw in the above examples, re-scaling of student weights is not trivial in
multilevel models and would affect estimates of variance components.

10.6 Estimation of Standard Errors

One of the reasons for using multilevel models when analyzing international student
assessment data is that they recognize clustering of students within schools (or
classrooms). The so-called robust standard errors that are adjusted for a correla-
tion of student-level observations within education institutions are optional in some
software packages for standard models like linear regression but are automatically
applied inmultilevel models. For many researchers, this is an advantage of multilevel
approaches that they also cite as an argument for using suchmodelswith international
student assessment data.

Studies like PISA or TIMSS, however, rely on complex sampling schemes and
non-response adjustments. Unfortunately, detailed information on sampling schemes
and survey weights adjustments is not available in the documentation for the reason
of confidentiality. Participating countries often ask to hide key information in this
respect from the public to make it impossible, for example, to estimate achieve-
ment for subnational entities or particular groups of students. Also, many countries’
personal data protection law regulations disallow to provide detailed information
on sampling when it might help identify individuals. Thus, dedicated solutions are
applied in international student assessments to ensure that such requirements are
met. For the same reason, variables used for complex sampling and response adjust-
ments are not provided in the datasets, so it is impossible to correct survey weights
or standard errors to reflect sampling design and non-response.
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In practice, a difference between estimates of standard errors obtained frommulti-
level models and those obtained with a methodology developed by assessment orga-
nizers will vary by country and group of students analyzed. Thus, it is an empirical
question, and estimates from linear regressions that fully follow the methodology
developed by IEA or OECD experts can serve as a benchmark for multilevel models.
In research that is based on simpler sampling designs, such discrepancies will usually
be small. However, for complex surveys like PISA or TIMSS, they might be larger
for countries with a lot of non-response, hidden stratification, or oversampling of
some populations.

International large-scale assessments rely on resamplingmethods to estimate stan-
dard errors as these methods provide several advantages. The most important is that
they can be used with many statistical models, even for which complex sampling
data analytical solutions do not exist. In addition, replicate weights can incorporate
confidential information about sampling and non-response without revealing any
details to the public. Thus, in many surveys where privacy issues are at stake, this
is a method preferred over providing sampling information in the datasets or in the
documentation.

The replicate weights methods developed for educational studies mimic the
sampling process by dropping individual schools (primary sampling units) in each
replication. Thus, they provide standard errors that take into account sampling at
the school level and clustering of student observations within schools. Multilevel
models take that into account by directly modeling school-level effects. Combining
two approaches makes little sense, and there is little research on this topic. In prac-
tice, however, replicate weights provide additional information in studies like PISA
or TIMSS, which cannot be incorporated in the multilevel models. Thus, it is an
important empirical question on how results from these models compare to those
obtained with replicate weights methods. In practice, if both approaches provide
different standard errors, then a researcher should analyze the sampling process and
information incorporated in the survey and replicate weights more carefully. When
standard errors estimated using replicate weights are larger, then caution should be
taken when interpreting results from multilevel models as key information about
sampling or non-response corrections might affect the results.

Table 10.5 provides a comparison of different methods for calculating standard
errors for similar models. As before, the model explains student reading achievement
using PISA 2018 data for all OECD countries. Columns (1) to (3) provide results
for linear regression models, but with fixed effects for school, so the results can
be compared with the multilevel model with random school effects. In column (1),
standard errors are estimated as for simple random sampling, in column (2), standard
errors are corrected for clustering at the school level (sandwich estimator), and in
column (3), standard errors are estimated using the Balanced Repeated Replication
method with Fay’s adjustment as advised in PISA technical reports (see OECD,
2020). These estimates of standard errors can be compared to those in column (4),
which are estimated through the multilevel model with student and school weights
and scaling to cluster size (the same model as in column 4 of Table 10.2).
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Table 10.5 Comparison of standard errors obtained via different methods in linear regression and
in a multilevel model—an example using PISA 2018 data for OECD countries

(1) (2) (3) (4)

Linear regression Linear regression
with clustered
standard errors

Linear regression
with BRR
standard errors

Student and
school weight,
scaling to cluster
size

b/se b/se b/se b/se

ESCS index 15.5 15.5 15.5 16.8

0.61 0.75 0.64 0.66

Constant 490.1 490.1 490.1 457.5

0.49 0.20 1.11 2.31

School-level
variance

3874.4

199.04

Student-level
variance

6180.8

74.87

N of students 10,180 10,180 10,180 10,180

N of schools 249,334 249,334 249,334 249,334

Note All models are estimated with ten plausible values of reading achievement; dataset includes
all OECD countries that have participated in PISA 2018 and have available reading achievement
data

These results suggest that standard errors estimated with multilevel models
are close to those obtained with the replicate weights method. In our example,
more conservative are estimates with clustered standard errors in linear regression.
However, a similar exercise should be performed in empirical applications to see
if multilevel models provide standard errors that are more conservative than those
obtained with replication weights and use additional, hidden information on the
sampling process.

10.7 Multilevel Models with Additional Layers

Educational data have multiple layers, and depending on the research context and
questions, these additional layers could be analyzed with multilevel models. The
traditional choice of two-level models with students nested in classrooms or students
nested in schools might not be optimal given that research questions might be related
to other levels or interactions between these levels. For example, in research on
education policy that uses international large-scale student assessment data, research
questions often involve policies that are decided at the country level (e.g., the possi-
bility of grade repetition or selection of students to different educational programs)



10 Application of Multilevel Models … 199

but are applied at the school level, depending on individual teacher decisions, and are
affecting relations between student-level variables and their achievement. For such
research questions, it is natural to look at multilevel modeling as a perfect way to
model these relationships. However, as we already saw, taking into account complex
sampling is not straightforward even with two-level models. As countries vary in
size and the number of schools sampled and in the population, a simple application
ignoring survey weights could result in highly biased estimates.

It is questionable if country-level or any other level with a finite number of units
could be modeled as a random effect. One could argue that countries or regions
in which schools are nested represent observations from a superpopulation of all
possible countries or regions (or policies possible to apply at these levels and
randomly varying contexts). With obvious limitations of this approach, applications
with more than two levels, including country or regional data, are interesting as they
provide estimates of variance decomposition at these levels. For example, Grilli et al.
(2016) estimate a four-level model to decompose achievement variance of 4th-grade
students in Italy into the student, classroom, school, and province levels. The results
show that achievement varies mostly at the individual level, and the province level
is associated only with 5% or less of the overall variance. On the other hand, Hippe
et al. (2018), using PISA data, show that achievement differences at the regional
level in Spain and Italy are larger than differences in average achievement between
EU countries. In a related paper, Hippe et al. (forthcoming) show that across the
EU countries, the variance at the regional level is substantial when compared to the
variance at the country level and that regional level predictors are strongly associated
with regional level student achievement.

10.8 Summary

The data collected in large-scale international assessments are hierarchical in nature.
The sampling scheme of these studies follows a general pattern of schools selected
as primary sampling units followed by classrooms and students. Typical multilevel
models applied to these data follow this sampling scheme with students nested in
schools or classrooms. In this chapter, we discuss how to apply two-level models
correctlywith plausible values, surveyweights at the school or classroom (or teacher)
level, and scaling of survey weights at the student level. We also discuss issues
related to standard error estimation when crucial information on sampling and non-
response is hidden in replicate weights and not available for modeling in multilevel
applications. Finally, we briefly discuss challenges in applying three-level models.
In general, the methodology outlined in this chapter can be easily applied in popular
statistical packages to properly analyze large-scale assessment data with two-level
models. However, applying more complex multilevel models to these data still poses
numerous challenges and requires caution when interpreting results.



200 M. Jakubowski and T. Gajderowicz

References

Aitkin, M., & Longford, N. (1986). Statistical modeling issues in school effectiveness studies.
Journal of the Royal Statistical Society: Series A (general), 149(1), 1–26.

Asparouhov, T. (2006). General multi-level modeling with sampling weights. Communications in
Statistics - Theory and Methods, 35(3), 439–460.

Avvisati, F. (2020). The measure of socioeconomic status in PISA: A review and some suggested
improvements. Large-Scale Assess Educ, 8, 8. https://doi.org/10.1186/s40536-020-00086-x

Carle, A. C. (2009). Fitting multilevel models in complex survey data with design weights: Recom-
mendations. BMC Medical Research Methodology, 9, 49. https://doi.org/10.1186/1471-2288-
9-49

Graubard, B. I., & Korn, E. L. (1996). Modeling the sampling design in the analysis of health
surveys. Statistical Methods in Medical Research, 5, 263–281. https://doi.org/10.1177/096228
029600500304

Grilli, L., Pennoni, F., Rampichini, C., &Romeo, I. (2016). Exploiting TIMSS and PIRLS combined
data: Multivariate multilevel modeling of student achievement. The Annals of Applied Statistics,
10(4), 2405–2426.

He, J., Barrera-Pedemonte, F., & Buchholz, J. (2019). Cross-cultural comparability of noncognitive
constructs in TIMSS and PISA. Assessment in Education: Principles, Policy &amp; Practice,
26(4), 369–385.

Hippe, R., Jakubowski, M., & De Sousa Lobo Borges De Araujo, L. (2018). Regional inequalities
in PISA: The case of Italy and Spain, EUR 28868 EN, Publications Office of the European Union,
Luxembourg, ISBN 978-92-79-76296-3. https://doi.org/10.2760/495702, JRC109057.

Hippe, R., Jakubowski, M., & De Sousa Lobo Borges De Araujo, L. (forthcoming). Regional
variation of student performance in Europe: A multilevel model using unique PISA regional data.

Jakubowski, M., & Gajderowicz, T. (2020). Student well-being factors: A multilevel analysis of
PISA 2015 international data. European Research Studies Journal, 23(4), 1312–1333.

Klieme, E. (2013). The role of large-scale assessments in research on educational effectiveness
and school development. In The role of international large-scale assessments: Perspectives from
technology, economy, and educational research (pp. 115–147). Springer.

Lu,Y.,&Bolt,D.M. (2015). Examining the attitude-achievement paradox inPISAusing amultilevel
multidimensional IRT model for extreme response style. Large-Scale Assessments in Education,
3(1), 1–18.

Mang, J., Küchenhoff, H., Meinck, S., & Prenzel, M. (2021). Sampling weights in multi-
level modeling: An investigation using PISA sampling structures. Large-Scale Assessments in
Education, 9(1), 1–39.

OECD. (2009). PISA data analysis manual: SPSS (2nd ed.). PISA, OECD Publishing, Paris.
OECD. (2019). PISA 2018 results (volume III): What school life means for students’ lives, PISA,
OECD Publishing. https://doi.org/10.1787/acd78851-en

OECD. (2020). PISA 2018 technical report. OECD Publishing, Paris. Available at https://www.
oecd.org/pisa/data/pisa2018technicalreport/

Pfeffermann, D., Skinner, C. J., Holmes, D. J., Goldstein, H., & Rasbash, J. (1998). Weighting
for unequal selection probabilities in multilevel models. Journal of the Royal Statistical Society,
Series B, 60, 23–40. https://doi.org/10.1111/1467-9868.00106

Pitsia, V., Biggart, A., & Karakolidis, A. (2017). The role of students’ self-beliefs, motivation and
attitudes in predicting mathematics achievement: A multilevel analysis of the Programme for
International Student Assessment data. Learning and Individual Differences, 55, 163–173.

Pokropek, A., Borgonovi, F., & Jakubowski, M. (2015). Socioeconomic disparities in academic
achievement: A comparative analysis of mechanisms and pathways. Learning and Individual
Differences, 42, 10–18. https://doi.org/10.1016/j.lindif.2015.07.011

Rabe-Hesketh, S., & Skrondal, A. (2006). Multilevel modeling of complex survey data. Journal
of the Royal Statistical Society: Series A (Statistics in Society), 169, 805–827. https://doi.org/10.
1111/j.1467-985X.2006.00426.x

https://doi.org/10.1186/s40536-020-00086-x
https://doi.org/10.1186/1471-2288-9-49
https://doi.org/10.1177/096228029600500304
https://doi.org/10.2760/495702
https://doi.org/10.1787/acd78851-en
https://www.oecd.org/pisa/data/pisa2018technicalreport/
https://doi.org/10.1111/1467-9868.00106
https://doi.org/10.1016/j.lindif.2015.07.011
https://doi.org/10.1111/j.1467-985X.2006.00426.x


10 Application of Multilevel Models … 201

Raudenbush, S. W., & Bryk, A. S. (2002). Hierarchical linear models: Applications and data
analysis methods (2nd ed.). Sage.

Raudenbush, S., & Bryk, A. S. (1986). A hierarchical model for studying school effects. Sociology
of Education, 1–17.

Rubin, D. B. (1987).Multiple imputation for nonresponse in surveys. JohnWiley & Sons Inc., New
York.

Sun, L., Bradley, K. D., & Akers, K. (2012). A multilevel modeling approach to investigating
factors impacting science achievement for secondary school students: PISA Hong Kong sample.
International Journal of Science Education, 34(14), 2107–2125.

Sznitman, S. R., Reisel, L., & Romer, D. (2011). The neglected role of adolescent emotional
wellbeing in national educational achievement: Bridging the gap between education and mental
health policies. Journal of Adolescent Health, 48(2), 135–142.

Warm, T. A. (1989). Weighted likelihood estimation of ability in item response theory. Psychome-
trika, 54, 427–450.

Willms, J. D. (2010). School composition and contextual effects on student outcomes. Teachers
College Record, 112, 1008–1037.

Winnaar, L., Arends, F., & Beku, U. (2018). Reducing bullying in schools by focusing on school
climate and school socioeconomic status. South African Journal of Education, 38(1).

Wu, M. (2005). The role of plausible values in large-scale surveys. Studies in Educational
Evaluation, 31(2–3), 114–128. https://doi.org/10.1016/j.stueduc.2005.05.005

Yavuz, H. Ç., Demirtasli, R. N., Yalcin, S., & Dibek, M. İ. (2017). The effects of student and teacher
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Chapter 11
Changing Trends in the Role of South
African Math Teachers’ Qualification
for Student Achievement: Findings
from TIMSS 2003, 2011, 2015

Heike Wendt, Daniel Kasper, and Caroline Long

Abstract Teacher education has an effect on the quality of instruction and conse-
quently on students’ learning, and achievement. Research in this area supports the
presumption that the willingness to attend, for example, in-service training, is related
to formal qualifications and work experience, but may also be affected by the current
context. The focus of this paper is to understand these relationships in the South
African context, where the enhancement of teacher qualifications has been identified
as a core area of action; the policy on teacher education was renewed in 2007 and
subsequently in 2014. The analysis is based on Trends in International Mathematics
and Science Study data from 2003, 2011, and 2015. Multilevel regression models
were calculated using SAS/STAT. Results show that South Africa has made substan-
tial progress in uplifting teacher’s formal qualification levels and in reducing struc-
tural inequality within its education system. Out-of-field teaching is still shown to be
a common phenomenon and unevenly distributed. However, teachers with different
qualification profiles do not differ in their usage of professional development oppor-
tunities. Also the teacher’s formal level of education is in general not significantly
associated with students’ mathematics achievement. If at all, differential advantages
are found for formal qualification rather than for specialization.
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11.1 Introduction

The South African education systems under Apartheid showed high levels of racial
segregation and inequality with regard to teacher education and teacher allocation
to schools by qualification. The National Teacher Education Audit in South Africa
revealed in 1995 high numbers of un- and under-qualified teachers as well as a highly
fragmented provision of teacher education and training in a wide range of institu-
tions, both in contact and distance mode (Hofmeyr & Hall, 1995). Many sources,
such as the President’s Education Initiative research project, have argued that the
“most critical challenge for teacher education in South Africa has been the limited
conceptual knowledge of many teachers”. Consequently, the enhancement of teacher
qualification has been a core area of action, and respective policy requirements were
changed in subsequent years. According to the data presented in the DBE Education
for All report (2014), 97% of all South African teachers in 2013, had the required
teaching qualification, which was at that time a three-year post-school qualification,
or REVQ1. However, the National Policy Framework for Teacher Education of 2006
uplifted the minimum requirement to a four-year degree or equivalent qualification.
Arends (2013), using the representative TIMSS-Grade 9 data, showed that on average
across the Grade-9-learners only 43% had completed a Bachelors’ degree or equiv-
alent in 2011, which was a substantial increase from 2002, where only 23% of all
Grade-8-learners had been taught by teacherswith at least aBachelor degree or equiv-
alent. According to Reddy et al. (2016) this percentage has significantly increased
to 73% in 2015. South African and international research on professional knowl-
edge (Adler et al., 2013; Carnoy et al., 2008; Darling-Hammond, 2000; Shulman,
1987) pointed out the importance of domain knowledge (subject matter knowledge,
or content knowledge) and didactic knowledge (applied competence, knowledge-
in-action-in-context) to support successful teaching practices. From this perspective
when looking at teacher qualification, the subject matter knowledge obtained in a
main subject area is additionally if not more important than a general qualifica-
tion. In South Africa, as a consequence of teacher shortage, school characteristics,
and a relatively high autonomy of schools with regard to staff appointments, it is
not unlikely that teachers are placed in teaching positions that do not match their
training, specialized qualifications, core knowledge, or skills. Qualitative research
by Du Plessis et al. (2014) suggest that this phenomenon of out-of-field teaching is
not an exception in South Africa and can have a strong influence on the quality of
teaching and learning. Several studies conducted in the US andAustralia as well as in
Europe have researched the impact from the teachers’ qualification on students’ profi-
ciency reflecting the view that teachers are a significant factor affecting children’s
learning outcomes (seeDarling-Hammond, 2000). Themajority of these studies have
concluded that students who are taught by teachers with a subject-specific qualifica-
tion achieve better results compared to those taught by out-of-field teachers (or those
with a “lower” qualification), especially in mathematics and the sciences. For the
South African context the commonness and distribution of out-of-field teachers has
not yet been documented and, apart from few small-scale quality studies, has not been



11 Changing Trends in the Role … 207

well researched. In addition, Adler et al. (2013) concluded in their review of research
into policy and practice of teacher education in mathematics and science that there
is a need for “empirical research that provides insight into the additional complex-
ities of teaching both mathematics and the sciences across our diverse schooling
conditions…” (p. 40). With this paper we aim to make use of data from a nationally
representative monitoring study to describe trends in initial and continuing teacher
education qualifications, making use of different criteria. In addition, we analyze the
relationships between teacher qualification and student outcomes in diverse schooling
contexts in 2002, 2011, and 2015.

11.2 Teacher Education of Mathematics Teachers
in Post-apartheid South Africa

The South African education systems under Apartheid showed high levels of racial
segregation and inequality. The National Teacher Education Audit in South Africa in
1995 found high numbers of un- and under-qualified teachers as well as a highly frag-
mented provision of teacher education and training in a wide variety of institutional
sides, in both contact and distance mode (Hofmeyr & Hall, 1995). The Constitution
of the Republic of South Africa, determined that all teacher education would hence-
forth fall under national control. Consequently, the teacher education institutional
landscape since then has been completely transformed and concentrated in signifi-
cantly fewer, larger, multidisciplinary public higher education institutions. However,
the curriculum for teacher training programswas not centralized but rather fell within
the responsibility of the faculties in which it was offered within the context of the
expectations set up for teachers by the new schools’ curriculum and the Norms and
Standards for Educators (Sayed, 2004). Hence, the quality and content of the teacher
training depended highly on the institution at which it was obtained.

Throughout the years both the curriculum as well as the Norms and Stan-
dards have been changed drastically (Reeves & Robinson, 2010). In 2000 the
Norms and Standards for Educators regarded teachers who had obtained a three-
year post-school qualification, or REVQ13,1 as adequately qualified. According
to the revised Minimum Requirements of Teacher Education Qualifications policy
(MRTEQ, DHET, 2015) of 2015, initial teacher education may follow two routes:

1. Complete a four-year Bachelor of Education degree. The requirement is to study
two subjects. Mathematics Education as a study area in general comprises an
academic component to strengthen the content knowledge of mathematics, and
a professional didactics component to learn how to teach mathematics.

2. Complete an appropriate first degree in mathematics followed by a one year
Advanced Diploma in Education, and register with the South African Council
for Educators. Currently, the Advanced Certificate in Education is also used
as professional development for mathematics teachers who have no teaching
qualifications in this subject.
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According to the Integrated Strategic Planning Framework for Teacher Education
and Development in South Africa 2011–2025 the relative shortage of teachers qual-
ified and competent enough to teach mathematics is one of the major challenges to
Teacher education for the upcoming years (DBE&DHET, 2011, p. 11). This field of
action can be understood through the lens of education monitoring data. For example
Arends (2013), using the representative TIMSS-Grade 9 data, showed that on average
across the Grade-9-learners- only 43% had completed a Bachelors degree or equiv-
alent, even though this is a substantial increase from 2002, where only 23% of all
Grade-9-learners were taught by teachers with at least Bachelor degree or equivalent
in mathematics. According to Reddy et al. (2016) this percentage has significantly
increased since to 73%. However, the percentage of mathematics teachers, who have
a Bachelor’s degree in mathematics, has not yet been reported in detail.

In addition to the described Initial Professional Education of Teachers, the
National Policy Framework for Teacher Education and Development identifies the
Continuing Professional Development for Teachers (CPDT) as a complementary
subsystem the purpose of which is to produce suitably qualified teachers. The core
aim of CPDT for South African teachers is to enable learners to “learn well”. This
document “emphasizes the improvement of teachers’ conceptual knowledge and
skills through their PD”. As part of a so-called Integrated Quality Management
Systems (IQMS), a Developmental Appraisal System (DAS) was developed to guide
and document the Continuing Professional Development of teachers (ELRC, 2003).
The policy assumes that most teachers recognize the need for, and responsibility to,
improve themselves professionally. But the IQMS includes evaluation through self-
assessment and through the establishment of a development support group (DSG),
which includes the teacher’s immediate senior and a peer in their field of specializa-
tion. Teachers are allowed to choose which of their peers is to be part of the DSG
(ELRC, 2003). All teachers have to earn PD points by attending accredited PD activ-
ities that meet their professional growth needs. However they can freely choose to
obtain these through either formal or informal learning arrangements but are limited
in their choice by available offerings. However theDAS has not yet has been formally
implemented.

11.3 Teacher Allocation and Placement in Schools

Under the apartheid government, spending on school education varied greatly
depending on the race categorization of the school. This resulted in an imbalance
in terms of facilities and equipment but also in terms of staffing and teaching posts
available at the school (Jansen & Taylor, 2003). The new ANC government issued
a series of Acts that prohibited the use of unfair discrimination on the one hand and
facilitated the promotion of teacher integration on the other, aiming to open the door
of equal opportunity and access to all teachers, irrespective of race or gender, to apply
for any position at any school provided that they satisfied the requisite employment
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criteria (Mampane, 2009). Among the series of Acts, the South African Schools
Act (SASA), Act 84 of 1996 guaranties a high degree of decentralized governance
authorities to individual schools, in the form of School Governing Bodies, including
playing a major role in the selection and appointment of teachers. According to the
SASA the governing bodies of all public schools have the right to make recommen-
dations to the relevant (provincial) Head of Department regarding the appointment
of educators to the schools for whose governance they are responsible. In addition,
school governing bodies may also “establish” posts for educators. In short schools in
consultation with the (provincial) Head of Department have the right to recruit and
appoint teachers.

However, Onwu and Sehole (2010) argue that as a consequence of a general
teacher shortage, and the differing attraction of work environments, rural commu-
nities are disadvantaged in terms of recruiting and retaining qualified teachers. The
Teacher Rural Incentive Scheme (TRIS) put in place in 2008 to address this issue is
argued and found by Poti et al. (2014) to not sufficiently address this inequality of
provision. Mampane (2009) in addition found in her qualitative study that different
stakeholders understand and interpret legislation on teacher appointment differ-
ently because of their own experience, training, academic qualification, and socio-
historical factors and may therefore make different appointment and allocation deci-
sions. However as Reeves and Robinson (2010) argue, both the lack of qualified
teachers as well as the fact that many in-service teachers were professionally trained
under valid criteria of the time, it is in practice additionally difficult to identify
whether the formal teachers’ professional qualifications and the subject specializa-
tions in their diplomas or degrees qualify them to teach a specific learning area or
subject and phase level. Difficulties in matching teachers to posts in schools may
in addition arise out of timetabling issues, and/or limitations in staffing allocations,
particularly in small schools with low staff ratios.

Hence, school characteristics and a relatively high autonomy of schools with
regard to staff appointments make it not unlikely that teachers are placed in teaching
positions that do not match their training, specialized qualifications, core knowledge,
or skills. They may be allocated some teaching responsibilities that are only partially
within their field of expertise and be required to teach areas or subjects at levels out
of their field of expertise.

11.4 Research on Teacher Participation in Professional
Development Programs

Professional development of teachers can be understood as a life-long learning
process comprising “formal and informal support and activities that are designed
to help teachers develop as professionals. This includes taught courses and in-school
training, as well as activities such as coaching, mentoring, self-study and action
research” Coldwell (2017, p. 189). Many in-service education/teacher professional
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development programs are delivered in the form of workshops, seminars, confer-
ences, or courses. They have been criticized by many researchers in developing and
developed countries as being brief, fragmented, incoherent encounters that are decon-
textualized and isolated from real classroom situations (Steyn, 2011). Westheimer
(2008) argues that teachers are capable of compiling relevant learningmaterial them-
selves and do not require external assistance, whereas Morris et al. (2003) consider
a combination of both external and internal professional development to be most
effective. Focusing on out-of-field teachers Hobbs (2013) argues that professional
development programs constitute one central support mechanism for out-of-field
teachers.

Reddy et al. (2015) report on the basis of data from the TIMSS study 2011 that
South African teachers, compared with an international average, have attended a
high number of professional development activities especially in the areas of math-
ematics curriculum, mathematics content, critical thinking and assessment (p. 29).
Mullis et al. (2016) report similar results for TIMSS 2015: Four out of five South
African Grade-9-learners are taught by a teacher that reported to have participated
in professional development in mathematics curriculum (86%) or content (84%)
over the past two years, followed by 73% for mathematics assessment, 58% for
mathematics pedagogy, 56% critical thinking and problem solving, 52% addressing
individual students needs and 45% integrating modern technologies. Trends of these
data have not yet been comprehensively reported.

Several factors are supposed to be considered, when looking at the participa-
tion in professional development programs. Teacher career stage models, such as
the prominent model by Huberman (1989) that differentiates between five stages of
teachers’ development, point out that teacher orientations, engagement, and profes-
sional expertise as well as the need and willingness of participation in activities may
develop through their career, as the different stages are associated with different chal-
lenges. For South Africa the EducatorWorkload Study of 2005 found that on average
in 2005 teachers spent 2.24 h a week on professional development activities (5.4% of
their total time was spent on school-related work and teaching. The study did specif-
ically look into differences in different patterns of participation in PD activities, but
found overall that for the time spent on educational activities there were significant
differences by subject, age-group, and sex (Chisholm et al., 2005). Research also
suggests that teachers in addition may also have different preferences (Robinson &
Carrington, 2002) and interests. Here two different mechanisms for teacher partic-
ipation in professional development programs can be distinguished. First teachers
may follow their interests and choose training in a subject that corresponds to their
major to expand their professional competencies in that field (e.g., Desimone et al.,
2006) Alternatively, based on the identification of personal deficits, teachersmay feel
the need to attend training as they provide structured learning opportunities in order
to obtain necessary additional subject knowledge (“deficit hypothesis”). In addition
Steyn (2011) argues that guidance and support by the school leadership, collabora-
tion structures in the school contexts, and school culture may play a crucial role in
decisions on how teachers may choose to augment their professional development.
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11.5 Research on the Relationship Between Teacher
Qualification and Learning Outcomes

Several studies conducted in the US and Australia as well as in Europe have
researched the impact of the teachers’ qualification on students’ proficiency (e.g.,
Darling-Hammond, 2000; Dee & Cohodes, 2008; Goldhaber & Brewer, 2000;
Monk & King, 1994; Richter et al., 2012, 2013), reflecting the view that teachers
are a significant factor affecting children’s learning outcomes. The majority of these
studies have concluded that students who are taught by teachers with a subject-
specific qualification achieve better results compared to those taught by out-of-field
teachers (or those with a “lower” qualification), especially in mathematics and the
sciences. However, one needs to mention that “most of the studies that find statisti-
cally significant relationships between teacher training and student achievement find
that the effects of these characteristics are small and specific to certain contexts”
(Goldhaber, 2002, p. 54). In addition, the studies use different indicators of the
teachers’ formal qualification, which can firstly be explained by the diverse and
ongoing changing educational systems evenwithin each country and, secondly, by the
availability of the data that may have been provided, for example, by a governmental
institution for purposes different from evaluating the relationship between teacher
qualification and student performance. Thus, the comparability of these studies is
limited and the context of each study needs to be carefully examined.

As Porsch andWendt argue themethodology of the existing quantitative studies on
the question ofwhether the formal qualification of teachers can explain variance in the
students’ proficiency can be described in threeways: (1)A comparison betweenmean
scores is presented as differing between two ormore groups of students that are based
on the different qualifications by their teachers (e.g., May, 2006; Richter et al., 2012),
(2) regression analysis has been conducted without modeling the different levels but
exclusively considering teacher variables (e.g., Goldhaber & Brewer, 1996). Others
have also controlled for student characteristics; these latter studies either include
sole indicators of the teachers’ qualification (e.g., Dee & Cohodes, 2008) or, in
addition, further teacher characteristics like experience (e.g., Monk & King, 1994),
gender, or ethnic background (e.g., Clotfelter et al., 2006, 2012). (3), A further
approach is the application of multilevel regression modeling whereby teacher and
student characteristics are included (e.g., Richter et al., 2013). In addition, some
researchers provide interactions between student and teacher characteristics (e.g.,
Zuzovsky, 2009). This type of regression analysis is recommended for nested data if
the number of participants on each level is sufficient. This method would lead to a
more accurate picture of the results since the standard errors of the parameters would
not be underestimated and there would be separation of the variance attributed to the
levels (e.g., Hox, 2010).

For developing countries, the relationship between teacher qualification and
learning outcomes is not verywell researched. Studies focus rather on the general role
of teacher education levels and other related teacher characteristics. Glewwe et al.
(2011) found in their meta-analysis examination of 43 high quality studies, very
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ambiguous results when looking at teacher education levels. They concluded that
there is little evidence that teachers’ level of education has any impact on student test
scores; however, some evidence was found that teacher experience has a moderate,
and teachers’ education and experience a strong positive effect, whenmeasuredmore
directly as knowledge of the subjects that they teach. In-service teacher training was
also found to have a positive impact on students’ test scores. However, the only
two South African studies by Gustafsson (2007) and Van der Berg (2008) that are
included in the meta-analysis did not explicitly look at teacher education factors,
therefore on the basis of this meta-study it remains unclear to what extent results can
be generalized for the South African context.

11.6 Research the Relationship Between Teacher
Qualification and Learning Outcomes in Mathematics
in South Africa

In South Africa the importance of teacher qualification has been stressed for many
years (Taylor & Vinjevold, 1999) highlighting research showing teachers’ low levels
of conceptual and content knowledge of their subjects. Although the importance of
the issue may be relegated as common sense, there is as yet little conclusive research
evidence as to what kind of measurable effect teachers’ knowledge has on learning
(if any) in this country even though the enhancement of teacher qualification has
been a core area of action since the democratic government was elected in 1994.

A study undertaken in South Africa in 2001 by Crouch and Mabogoane, found
that teacher qualifications as a measure of teacher quality were strongly associated
with an increase in learner pass rates in the school-leaving examination. It should be
noted that the study was conducted at a time when difference between qualified and
un/under-qualified teachers was stark, as some 36% of the teachers in South Africa
were unqualified (had no professional teaching qualification) or under-qualified (had
less than a three-year tertiary qualification). In 2005 the Educator Workload Study
(Chisholm et al., 2005) showed a positive relationship between qualification level
and time spent on teaching-related activities. A study done by Kunene (2013) based
on TIMSS 2003 data, which did not explicitly consider teacher qualification but the
relationship of other related teacher characteristics and mathematics achievement
found a significant relationship with teacher experience. However, it should be noted
that from today’s perspective, all three studies have somemethodological limitations.

More recent large-scale education data do not provide clear results but hints at the
presumption that teacher qualification is positively related to student achievement:
This is also the case in South Africa. The descriptive bivariate statistics reported in
the TIMSS International Report of 2015 (Mullis et al., 2016), comparing student
achievement for groups of learners taught by teachers with different majors, shows
up to 30 score point differences in favor of groups taught by teachers that majored in
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mathematics education.However, these differences are associatedwith large standard
errors and are not significant.

A small quasi-experimental study conducted by Carnoy et al. showed that teacher
quality and opportunity to learn were estimated to have significant positive effects on
learner gains inmathematics test scores even though the effect size was very small. In
addition, two secondary analyses of the South African Grade-6-SACMEQ data that
studied the relationship of teacher knowledge and student mathematics achievement
using advanced modeling techniques found no general effect but rather that teacher
knowledge only had a significant positive relationship with learner’s performance in
the wealthiest quintile of schools (Shepherd, 2013; Spaull, 2011), that is schools that
are likely to be independent or that fell under the former white and Indian education
departments.

Given the stark variety of learning contexts in South Africa it is plausible to
assume that the task of creating effective learning situations in the classroom based
on the individual learning requirements previously described as adaptive teaching
competence (Beck et al, 2008), is a critical part of teachers work. Since classes differ
in their composition, teachers need to adapt to the different working conditions and
are not equally able to make use of their subject-specific training. In fact, Monk and
King (1994) on the basis of their study using data on 2,829 students from the Longi-
tudinal Study of American Youth suggest with their findings that the qualification in
one teaching subject may not affect low- and high-performing students in the same
way. Thus, one can assume that students with different educational needs may profit
differently from the qualification of their teachers, which has also been revealed
in classroom observations of out-of-field teachers (cf. du Plessis, 2013). A study
recently published by Arends et al. (2017) found substantial differences in classroom
practices between fee-paying and no-fee paying schools using multilevel analysis on
TIMSS 2011 data for South Africa. This study also revealed a positive association
between teachers’ high endorsement of the selected classroom practices and learner
performance. A video study of classroom practices of mathematics teachers in 40
schools in Gauteng, the most highly urbanized of South African provinces suggests
that it is plausible to assume an interaction between composition factors and teacher
qualification. The authors argue that their study provided some evidence “that (the
institution) where teachers took their pre-service training (most were trained before
1994 in teacher training colleges that have since been closed) may have an impact
in how much mathematical pedagogical content knowledge they have, and that their
mathematical pedagogical content knowledge is related positively to the quality of
their mathematics teaching” (Carnoy et al., 2008).

11.7 Research Questions

1. What is the percentage of teachers with different qualification levels teaching
8/9th Graders in South Africa using the TIMSS datasets. Has this percentage
changed since 2002?
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2. When considering school context factors, are there different patterns of teacher
allocations with regard to their qualification profile? Has this pattern changed
since 2002?

3. To what extent do South African mathematics teachers participate in formal
professional development opportunities? Are there different patterns for
different qualification profiles? Have these patterns changed since 2003?

4. Are there significant differences between students’ test scores depending on the
qualification of their teachers? Have these relationships changed since 2003?

Hypotheses

1. Arends (2013), using the TIMSS data, showed that across the ninth grade only
43% had completed a Bachelors degree or equivalent, which is a substantial
increase since 2002, where only 23% of all Grade-8-learners were taught by
teachers with at least Bachelor degree or equivalent. According to Reddy et al.
(2016) this percentage has significantly increased since 2013 to 73%. Building
on Du Plessis et al. (2014) we expect to find a substantial number of teachers
that are out-of-field, meaning they taught mathematics to the TIMSS class of
that year, but had not specialized in mathematics or mathematics education
throughout their initial teacher training. In accordance with a general posi-
tive pattern, we do expect a decrease of that percentage over time. Combining
these two factors, we identify teachers which can under the current legisla-
tion be considered as fully qualified mathematics teachers,1 and we expect
corresponding findings.

2. Du Plessis et al. (2014), Mampane (2009), and Onwu and Sehole (2010) argue
that the placement of teachers in positions is dependent on school context factors,
whereas there is no systematic allocation policy based on qualification criteria.
This mostly qualitative research showed that schools that are more privileged
might have more opportunities to choose between teachers. We therefore expect
to find moderate differences in the number of fully qualified teachers among the
more privileged schools. We also expect a lower percentage of fully qualified
teachers in rural schools.

3. As the policy on teacher education was renewed in both 2007 and 2014, with
a resulting increase in the demands on teacher qualification levels, we expect
to find a general increase in development activities. As especially teachers with
a qualification degree below Bachelor level are explicitly targeted to upgrade
their degree in formal teacher education programs we expect them to a have a
higher involvement in such activities (deficit hypothesis). In accordance with
the interest hypothesis we expect to find a higher involvement especially for
those teachers who obtain a qualification in mathematics throughout their initial
teacher training. Since the curriculumhas been changed several times since 2002

1 Min. Honors/Bachelor degree and mathematics (education) as a majors study area.
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we expect a high and increasing participation rate of mathematics teachers
in training that focus on curriculum and content. Since the Revised National
Curriculum Statements between 2002 and 2011 demanded that teachers follow
a new pedagogical approach to mathematics teaching, we additionally expect
to find an increase in participation activities in this area. As data suggests an
increase in the availability of new information technology in schools we expect
to find an increasing number of teachers participating in PD-courses around
questions of how to facilitate an integration into mathematics teaching.

4. The relationship of teacher qualifications and students’ test scores in mathe-
matics is not well researched. Building on the work of Crouch and Mabogoane
we expect to find a relationship between teacher qualification and students
achievement in mathematics in TIMSS 2003 to the disadvantage of students
taught by teachers with a lower formal qualification level. For the more recent
studies in accordance with Mullis et al. (2016) we expect findings to be similar
but perhaps as the results from Shepherd (2013) and Spaull (2011) suggest
teacher qualification may not have an overall effect but rather play a role
depending on the school context.

11.8 Data, Population, and Sample

We use the International Association for the Evaluation of Educational Achieve-
ment’s (IEA) cross-sectional Trends in Mathematics and Science Study (TIMSS)
datasets for the years 2003, 2011, and 2015. These comparative large-scale studies
aim to monitor and evaluate educational performance internationally, and to develop
an evidence base for stakeholders of the factors that are associated with more equi-
table educational equality. Therefore, in addition to the assessments in mathematics
and science, extensive questionnaires are administered to principals, teachers, and
students. Our target population is mathematics teachers of Grade 8/9 learners in
South Africa, which is captured by implementing a two-stage stratified sampling
design. The result is a nationally representative sample for the school and student
population. In Table 11.1, we show the sample sizes for the student, school, and
mathematics teachers per study circle.

Table 11.1 Sample
characteristics

TIMSS 2003 TIMSS 2011 TIMSS 2015

Target group Grade 8 Grade 9 Grade 9

N schools 255 285 292

N teachers 256 318 327

N students 8952 11,969 13,708



216 H. Wendt et al.

11.9 Measures

We only included measures in our analysis which were administered with equivalent
phrasing in all three TIMSS study cycles. As we used the dataset available as part
of the international database we were limited in our indicator selection as national
additions to the questionnaire, which might have been used in other studies, are not
publicly available.

11.9.1 Teacher Qualification

We distinguish four groups: (1) Teachers with a university degree that studied math-
ematics or mathematics education as a major. Teachers with this qualification profile
can be under the current legislation be regarded as fully qualified. (2) Teachers with
a teaching qualification in mathematics obtained at an institution below university
level. Teachers with this qualification profile are specialized mathematics teachers
andwere under previous legislation also considered to be fully qualified. (3) Teachers
with a university qualification, that majored in a subject other than mathematics. (4)
Teachers that have a qualification below university level, that majored in a subject
other than mathematics. In line with the definition by Ingersoll according to which
“out of field educators are sufficiently trained educators, well qualified but placed in
teaching positions that do not match their training, specialized qualifications, core
knowledge, skills, beliefs, values or approach”, we consider teachers with qualifica-
tion profiles 3 and 4 as out-of-field teachers. The indicators were created combining
answers from teacher self-reports in the TIMSS teacher questionnaire. Here teachers
were asked: “What is the highest level of formal education you have completed?” and
“During your <post-secondary> education, what was your major or main area(s) of
study?”. Teachers that reported having a degree on or above “Bachelor’s or equivalent
level—ISCED Level 6> ” and studies “Mathematics” or “Mathematics Education”
were judged to belong to group 1. Teachers with a degree below the respective level
but with a major in “Mathematics” or “Mathematics Education” to Group 2, and so
forth.

11.9.2 Teacher Covariates

Building on previous research, we decided to include experience, the participation
in professional development activities as well as the sex of the teachers. Even though
Glewwe et al. (2011) found onlyweak evidence that teacher experience had a positive
impact on pupils’ test scores, we decided in accordancewith research done on teacher
career stage to include answers on the experience (“By the end of this school year,
how many years will you have been teaching altogether?”) not as a metric variable
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but to distinguish for different age groups: 0–5 years, 6–10 years, 11–20 years and
more than 20 years.

As indicators for professional development we use answers to a question asking
specifically in which of six given areas a teachers has participated in professional
development activities over the last two years (In the past two years, have you partic-
ipated in professional development in any of the following?). It can be assumed that
formal activities are meant but it is not clearly stated. For research question 3, we
use the single items separately, whereas for the regression analysis we simply added
the number of areas positively checked. Not knowing anything about the intensity,
depth, or the quality of the developmental activity, we assume teachers who engaged
with relatively more topics in their professional development have been relatively
more engaged than colleagues who did not.

11.9.3 Student Level Control Variables

A number of studies have already investigated the relationship between student and
home factors with mathematics achievement in the South African TIMSS datasets of
2002, 2011, and 2015 (Reddy et al., 2012; Visser et al., 2015). Building on this work
we decided to include sex, self-concept, language, parental education, home educa-
tional resources (own study desk and number of books) as well as the availability of
electricity and water, as socio-economic home indicators.

11.9.4 Classroom Context Control Variables

Studies have also shown that it is important to include school factors when investi-
gating the relationship of teacher factors and mathematics achievement (Shepherd,
2013; Spaul, 2011). The work of Winnaar et al. (2015) and Prinsloo and Rogers
(2013), have shown that both socioeconomic as well as language should be taken
into account. Building on this work we decided to include three indicators class size,
proportion of students that do not speak the test language at home and the proportion
of students from families living in poverty.We therefore calculated a “poverty index”
assuming that students reporting that they do not have electricity, running tap water,
more than 25 books, a study desk nor an own room, are more likely to live under
poverty conditions than students that report to have them.

11.9.5 Student Outcomes

Our outcome measures are mathematics (“MAT”) that is the mathematics achieve-
ment of the Grade 8/9 students on the overall mathematics scale.
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In Table 11.2,we showeach of themeasureswe use for the analyses including their
scales, measures of central tendency and spread, minimum andmaximumvalues, and
the theoretical constructs operationalized.

11.9.6 Analytic Strategy

For research questions 1 to 3 we calculated descriptive statistics and linear regression
using the IEA IDB Analyzer, which takes into account the complex sampling design
using sampling weights and replicate weights. To proceed to answering research
question 4, we approach student achievement and school effectiveness within the
contextualized achievement model. In so doing, we fit four two-level linear hierar-
chical models to the cross-sectional data taking into account a broad set of student
background and classroomcharacteristics, and the teacher qualificationmeasures and
teacher covariates. The models were identical across study cycles so that changes
between coefficients can be interpreted. A null model serves as a reference for the
interpretation of the variances explained by the independent variables. In Model
1 we regress the teacher qualification profiles on student achievement. Here as in
the following models students taught by fully qualified mathematics teachers serve
as a reference group. In Model 2 we introduce student level predictors as well as
class composition variables, as policy, previous research and the finding presented in
Table 11.2 indicated that teachers are not allocated to schools randomly. In Model 3
we additionally introduce teacher sex, experience, and participation in professional
development as covariates as research suggest that thesemight be relevant covariates.
In Model 4 we additionally introduce an interaction term for the teacher qualifica-
tion profiles and a composition indicator to study possible differential effective-
ness which both qualitative and quantitative studies suggested. Multilevel modeling
enables us to account for the nested nature of students within classrooms and the
classroom within schools, which, if left uncorrected for, could lead to biased esti-
mates (Murnane &Willet, 2011). These multilevel regression models are fitted to the
data using %SURVEYHLM, a SAS®2 software macro for multilevel analysis with
large-scale educational assessment data (Kasper et al., 2018). Also for these calcu-
lations the complex sampling and assessment design is acknowledged and sampling
and replicate weights, as well as the five plausible values used. Listwise deletion
was the strategy used to deal with missing data. For all of our models, we set our
significance level at α = 0.05, accepting the convention that our null hypotheses will
be rejected 5% of the time when they are, in fact, true. As only relationships with
covariates are explored and not overall achievement trends, we assume the sampling
differences with regard to the Grade level (8th vs. 9th Grade) do not influence the
results.

2 SAS and all other SAS Institute Inc. product or service names are registered trademarks or
trademarks of SAS Institute Inc. in the USA and other countries. ® indicates USA registration.
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11.9.7 Limitations

For our study of the relationships we use cross-sectional data, so no causal inter-
pretations of found relationships are possible. In addition our research design uses
indicators obtained from the teacher questionnaire administered in the TIMSS study.
It should be noted that TIMSS is not a representative teacher survey, as students
serve at the target group. Given this sampling the data only allows interpretations on
the student level. Given the cross-sectional design of the study, the interpretation is
limited by the fact that nothing is known about the education history of students and
as a result it may well be that students for a substantial time throughout their educa-
tion careers may have been taught by teachers with different qualification profiles.
In addition our analysis limits distinguishing the “effects” of teacher qualification.
For example, we do not consider the role that other structural factors (such as school
location), school environment, school management and teacher instruction play in
achievement or in moderating, or even mediating an “effect” of teacher qualifica-
tion. A further limitation due to omitted variables bias comes from our exclusion of
explicit measures of teacher qualification, personality traits, and acquired knowledge
in other formal or informal learning opportunities.

11.10 Results

11.10.1 Percentage of Learners by Qualification Levels

In Table 11.3, we show the changes in qualification levels of mathematics teachers
between 2002, 2011, and 2015 (percentages of Grade 8/9 learners in percent) using
different indicators for qualification. A significant increase of learners being taught
by teachers that studied mathematics, teachers with a university degree since 2002
becomes apparent. The number of students taught by fully qualified teachers in
mathematics increased from about 24% in 2002 to about 62% in 2015. The number
of students taught by out-of-field teacher also decreased significantly. However in
2015 still about 14% of all Grade 9 students were taught by teachers in mathematics
that did not specialize in mathematics throughout their initial teacher training.

11.10.2 Teacher Allocations by Qualification Profile
and School Student Composition

Our second research question was concerned with the distribution of teachers by
school context. In Table 11.4, we show the distribution of fully qualifiedmathematics
teachers by school locations. This indicator was only administered in 2011 and 2015
so results can only be shown for these years. Table 11.4 shows nominal differences
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Table 11.3 Changes in qualification levels of foundation phase mathematics teachers between
2002, 2011, and 2015 (percentages of Grade 8/9 learners in percent)

TIMSS 2003 TIMSS 2011 TIMSS 2015 Changes

%02 (SE) %11 (SE) %15 (SE) %15–%02 (SE)

Mathematics or
mathematics
education was a
main study area

68,7 (3,2) 82,5 (2,5) 85,9 (2,3) 17,2* (3,9)

Min.
Bachelor/Honors
degree

37,2 (3,5) 59,9 (3,9) 72,3 (2,9) 35,1* (2,9)

University Ed &
Major
(Mathematics)

23,6 (3,6) 51,4 (3,9) 62,2 (3,2) 38,6* (4,8)

University
Education: Other
Spec

13,5 (2,1) 8,5 (2,2) 10,0 (2,2) -3,5 (3,1)

Non-University
Ed & Major
(Mathematics)

55,0 (4,0) 36,5 (3,9) 23,8 (2,7) -31,2* (4,8)

Non-University
Ed & Other Spec

7,9 (2,1) 3,7 (1,1) 3,9 (1,1) -3,9 (2,4)

* = significant change (p < 0.05)

Table 11.4 Distribution of fully qualified mathematics teachers by school locations in 2011 and
2015 (percentages of Grade 8/9 learners in percent)

School location reported by
principals

TIMSS 2011 TIMSS 2015

%Schools %Expert (SEExpert) %Schools %Expert (SEExpert)

Urban, densely populated 14,0 47,5 (9,4) 14,2 78,4 (7,6)

Suburban, on fringe of
urban area

12,2 76,2 (7,9) 15,1 66,4 (6,9)

Medium size city or large
town

12,4 50,7 (8,1) 8,2 54,8 (11,0)

Small town or village 27,0 38,1 (7,2) 28,7 57,1 (6,8)

Remote Rural 34,4 36,9 (7,4) 33,8 58,9 (5,6)

Bold = significantly higher than in all other groups (p < 0.05), TIMSS 2015 except “Suburban”

between the percentages of learners taught by fully qualifiedmathematics teachers by
school location. For 2011 it can be seen that learners schooled in suburban locations
were significantly more often taught by fully qualified teachers than their peers going
to school in a different location. For 2015 it is found that learners schooled in urban
locations were significantly more often taught by fully qualified teachers than their
peers going to school in medium size cities, towns, or remote rural location. Against
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Table 11.5 Distribution of fully qualified mathematics teachers by quintiles “relative poverty” in
2002, 2011, and 2015 (percentages of Grade 8/9 learners in percent)

Class composition Quintile TIMSS 2003 TIMSS 2011 TIMSS 2015

20% of classes with %02 (SE) %11 (SE) %15 (SE)

1 many disad. students 16,4 (6,0) 43,3 (8,7) 57,2 (7,2)

2 27,9 (8,4) 38,7 (8,5) 60,2 (7,7)

3 16,6 (6,4) 47,6 (8,2) 65,2 (7,3)

4 12,2 (6,2) 50,8 (7,6) 52,8 (8,3)

5 many privil. students 29,5 (7,0) 54,4 (5,8) 73,5 (6,0)

All differences not statistically significant (p < 0.05)

our expectation, we do not find a systematic disadvantage of schools in remote rural
areas.

In Table 11.5, we show the distribution of fully qualified mathematics teachers by
schools grouped into quintiles according to their school composition. Nominal differ-
ences in favor of schools with a higher number of students from affluent backgrounds
become apparent, but they are not significant.

11.10.3 Intensity and Focus of Teacher Participation
in Formal Professional Development Activities

Our third research question was concerned with participation in formal professional
development opportunities. In Table 11.6 we show the average number of mathe-
matical topics covered in professional development programs by teachers in 2002,
2011, and 2015. In 2015 on average mathematics teachers in South Africa engaged
with four different topics of mathematics education over a period of two years. This
engagement is a significant increase since both 2002 and 2011.

In a next step we used linear regression analysis to test if teachers with different
qualifications profiles show a different degree of involvement in their professional
development activities. We calculated separate models for 2002, 2011, and 2015 and

Table 11.6 Participation in professional development inmathematics over two years in 2002, 2011,
and 2015 (Average number as reported by teachers, six topics given covered)

TIMSS 2003 TIMSS 2011 TIMSS 2015 Changes

M02 (SE) M11 (SE) M15 (SE) M15–M02 (SE) M15–M11 (SE)

3,4 (0,2) 3,5 (0,2) 4,0 (0,1) 0,7* (0,2) 0,6* (0,2)

* = significant change (p < 0.05)
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did not find any significant differences between the teachers with different qualifi-
cation profiles, and also no significant differences when we controlled for teacher
experience and sex.

In Table 11.7 we show the PD-participation profiles of mathematics teachers
over two years in each of 2002, 2011, and 2015 by area. Replicating the find-
ings already published by Mullis et al. (2016) and Reddy et al. (2015) it can be
seen that mathematics content, mathematics curriculum and assessment are the topic
areas more commonly chosen bymathematics teachers rather than pedagogy, critical
thinking/problem solving or the integration of information technologies. However
it should be noted that even less frequently chosen topic areas are according to the
self-reports still covered by at least a third if not half of the teachers, depending on
the study cycle. Looking at similarities over time we find that Content, Curriculum,
and Assessment are the most frequently covered areas, but with different emphasis:
In 2002 Assessment was among the three areas more often covered, whereas in
2011 no notable differences were found, and in 2015 Curriculum and Content were
more frequently chosen. Looking explicitly at changes over time we find a signifi-
cant increase in the usage of professional development opportunities for four areas,
especially mathematics curriculum and mathematics content and to a minor extent
in pedagogy and integration of information technologies.

In a next step, see Table 11.7, we differentiated by teacher qualification profiles to
learn if teachers depending on their qualification profiles have different interests or
needs in terms of professional development and may therefore show differences in
relative relevance of the topics. In Table 11.8 we show the PD-participation profiles
over two years in each of 2002, 2011, and 2015 by area and qualification profiles.
Overall, we find great similarities across all four groups of teachers: Over all study
cycles for all teachers, regardless of their qualifications, Curriculum, Content, and
Assessment are the topic areas most frequently covered.

11.10.4 Relationship Between Teacher Qualification
and Student Outcomes

Our fourth research question was concerned with the relationship between teacher
qualification and student achievement and possible changes in these over time. In
Table 11.9wepresent the results of themultilevel analysiswith student’smathematics
achievement as the dependent variable.

Based on the results for Model 2 and 3 where teacher qualification profiles are
regressed on student mathematics achievement, controlling for differences in class-
room composition, student and teacher characteristics, we cannot reject the null
hypothesis and conclude that on average in South Africa differences in formal qual-
ification profiles do not have statistically significant, predictive relationships with
mathematics achievement of Grade 8/9, net of all else in all three study cycles. An
exception is TIMSS 2003 where students taught by out-of-field teachers without a
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Table 11.8 Participation in professional development inmathematics over two years in 2002, 2011,
and 2015 by topic and qualification profile (percentages of Grade 8/9 learners in percent)

% SE % SE % SE % SE

2015 h Curriculum 86,1 (3,1) h Curriculum 92,7 (3,5) h Curriculum 77,8 (10,4) h Curriculum 72,7 (16,7)
h Content 85,5 (3,8) h Content 89,2 (4,7) h Content 74,7 (10,9) Content 53,7 (17,5)

Assessment 73,9 (3,7) Assessment 77,0 (6,5) i Assessment 69,3 (10,1) i Assessment 43,3 (14,4)
Pedagogy 59,2 (5,0) h Pedagogy 66,9 (6,4) Critical thinking 61,5 (12,4) Critical thinking 40,1 (14,1)
Critical thinking 54,8 (4,1) Critical thinking 59,1 (7,0) IT 56,8 (12,3) IT 22,6 (12,1)
IT 43,1 (4,4) IT 50,8 (7,1) Pedagogy 46,1 (12,5) Pedagogy 17,9 (10,0)

2011 Assessment 74,3 (8,3) Assessment 78,1 (4,4) h Assessment 80,2 (7,3) h Assessment 71,6 (13,7)
Curriculum 66,9 (8,5) Content 63,3 (5,6) Curriculum 59,8 (8,9) Curriculum 50,0 (14,2)

i Content 60,3 (9,2) Critical thinking 62,6 (4,5) i Content 54,8 (11,5) i Content 46,8 (14,2)
h Critical thinking 54,8 (8,5) i Curriculum 57,3 (5,3) Critical thinking 54,7 (10,8) Critical thinking 40,2 (14,3)

Pedagogy 50,5 (9,4) Pedagogy 41,8 (5,2) h IT 42,3 (10,7) h Pedagogy 35,5 (13,0)
IT 33,7 (7,9) IT 32,5 (4,8) Pedagogy 33,1 (9,8) IT 22,5 (10,9)

2003 Content 76,9 (4,9) Assessment 75,8 (5,5) Content 70,9 (13,8) Content 82,7 (10,0)
Curriculum 72,9 (5,5) Curriculum 74,7 (6,2) Assessment 62,7 (13,7) Curriculum 69,2 (13,3)
Assessment 66,6 (5,2) Content 70,0 (6,1) Curriculum 54,7 (13,8) Assessment 65,7 (14,3)
Pedagogy 51,5 (5,4) Critical thinking 66,4 (5,6) Critical thinking 41,4 (13,0) Critical thinking 31,9 (14,4)
Critical thinking 43,5 (5,1) Pedagogy 54,2 (6,8) Pedagogy 34,6 (12,0) IT 27,0 (13,3)
IT 37,3 (4,8) IT 39,4 (6,5) IT 23,7 (10,8) Pedagogy 21,8 (12,8)

Degree on university level, 
studied mathematics or 

mathematics education as 

Degree below university 
level, studied mathematics 
or mathematics education 

Degree on university level, 
studied other subject as a 

major

Degree below university 
level, studied other subject 

as a major

↑↓ Relative change in positioning in addition to a notable gain/lost in percentage points (min. 10%)

university degree showed significant lower mathematics achievement than students
taught by fully qualified teachers. In addition it can be found that, when looking at
the results for model 1, the used teacher qualification indicators become less valuable
to explain differences in student achievement over time:Whereas in 2003 about 12%
of the total variance could be explained by the teacher qualification indicator, it was
only about 3 and 2% respectively, in 2011 and 2015.

InModel 4 we tested for differential effectiveness, as previous research suggested
that teacher qualification may not have an overall effect but rather play a role depen-
dent on the school context. Overall there is more evidence to not reject the null
hypothesis and conclude that, on average in South Africa differences in formal qual-
ification profiles do also not have context specific statistically significant, predictive
differential relationships withmathematics achievement of Grade 8/9 students, net of
all else, in all three study cycles. An exception is TIMSS 2015 where students taught
by out-of-field teachers with a university degree showed significantly higher math-
ematics achievement than students taught by fully qualified mathematics teachers
with a university degree. The significant negative value of the interaction coeffi-
cient suggests in addition that for these students’ structural disadvantages resulting
from high proportions of students from families living in poverty are less stark. With
caution thismaybe interpreted as an indicator for differential effectiveness suggesting
that teachers with these qualification profiles, in comparison to their colleagues with
other qualification profiles, are more effective in reducing inequity in mathematics
achievement resulting from structural differences between schools.

Over all study cycles student age and self-concept aswell as the number of students
living under poverty conditions, are significantly associated with achievement in
mathematics, whereas all other covariates showonly significant relationships in some
or none of the study cycles. Another important finding is the changes in the distri-
bution of variance across levels and the respective variance explained over time.
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Whereas in 2003 about 68% of the variance was associated with between school
differences, this reduced to 60% in 2015. In association it can be found that the
school level predictors reduce their explanatory power over time, whereas student
level covariates become more valuable in predicting mathematics achievement.

11.11 Summary of Findings

We designed our study to investigate to what extent teacher qualification profiles
and respective allocation have changed over the last 15 years in South Africa and to
what extent these profiles were associated with different participation in professional
development activities and students mathematics achievement. The results support
a few substantively important conclusions.

South Africa has made substantial progress in uplifting teacher’s formal qualifi-
cation levels.

We show that between 2003 and 2015 the number of students taught by fully
qualified teachers in mathematics increased significantly from about 24% to about
62%. This finding corresponds with the findings presented by Arends (2013) and
Reddy et. al. (2016).

South Africa has made substantial progress in reducing structural inequality
within its education system.

We show that over time the variance associated with between school levels substan-
tially decreased while at the same time student-level covariates become more valu-
able in predictingmathematics achievement.We interpret this finding as a substantial
reduction of structural inequality within South Africa’seducation system.

Out-of-field teaching is still a common phenomenon and unevenly distributed.

We show that even though the number of students taught by out-of-field teacher also
significantly decreased, in 2015 about 14% of all Grade 9 students were taught by
teachers inmathematics that did not specialize inmathematics throughout their initial
teacher training. These fully qualified teachers are more likely to be found in urban
schools with comparatively privileged students. This finding partially corresponds
with qualitative research presented by Du Plessis et al. (2014), Onwu and Sehole
(2010), and Mampane (2009). For 2015 we found that learners schooled in urban
locations were significantly more often taught by fully qualified teachers than their
peers going to school in medium size cities, towns, or remote rural location. However
against our expectation,we do not find a systematic disadvantage of schools in remote
rural areas, possibly a result of a well targeted allocation policy in correspondence
with a general higher number of fully qualified teachers.



11 Changing Trends in the Role … 229

Teachers with different qualification profiles do not differ in their usage of
professional development opportunities.

In accordance with policy we do find an increase in teacher qualification in profes-
sional development. We do not find any support for the theoretical assumptions of
different patterns of participation in professional development depending on quali-
fication profiles. We rather find general trends in favor of certain topics. Qualitative
research on usages and systematic research on offerings would be needed to further
understand this pattern. Initial observations are that with the introduction of the new
Curriculum and Assessment Policy Statement (CAPS) in 2011, assessment took on
increased importance. A further observation is that while problem solving was a
concerted focus in the 1980s, the offering and participation in this areas is relatively
less. The demise of reform mathematics, with a focus on problem solving, is to be
further explored, especially in the light of our qualified mathematics teachers not
making a significant difference to learner achievement.

Teacher’s formal level of education is in general not significantly associated with
student’s mathematics achievement. If at all, differential advantages are rather
found for formal qualification than specialization.

Contrary to expectation, we find no significant relationship between teacher qualifi-
cation and student’s mathematics achievement. This might be because in contrast to
previous studies we chose a multivariate multilevel approach to study the relation-
ship. Whereas in our bivariate control model we also find a significant relationship,
these results disappear when we control for composition and student covariates to
control for different allocation patterns. Based on this finding we argue that previ-
ously reported differences can probably be attributed to specification errors, not
taking systematic differences in the allocation of teachers to different contexts into
account. In accordance with Shepherd (2013) and Spaull (2011) we do find a differ-
ential relationship for the TIMSS 2015 but in favor of out-of-field teachers with
a university degree. This finding is surprising given the theoretical framework of
the study according to which we assumed that fully qualified mathematics teachers
with a university degree should have been most effective in producing both higher
achieving students and reducing inequality. For interpretation it should be noted that
this finding is only of relevance for a comparatively small number of students who
are taught by teachers with such a qualification profile (10%). It might well be that
this finding is biased as a result of an omitted variable.
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Chapter 12
Revisiting the Relationship Between
Science Teaching Practice and Scientific
Literacy: Multi-level Analysis Using
PISA

Hyesun You

Abstract Growing evidence from recent curriculum documents and previous
research suggests that inquiry-based science teaching practices promote students’
conceptual understanding, level of achievement, and motivation to learn. However,
some researchers have questionedwhether inquiry-based learning is the best learning
method and have claimed that direct instruction ismore efficient and equally effective
for student performance. To contribute to this debate, the current study, drawing on
data from theProgram for International StudentAssessment 2015, used amultivariate
multilevel method to examine the relationship between the scientific literacy of
5712 American students from 177 schools and two teaching practices: inquiry-based
teaching and direct instruction. The results of multilevel modeling, after control-
ling for student- and school-level variables, revealed that inquiry-based teaching
was significantly negatively related to scientific literacy, whereas direct instruction
was significantly positively related to scientific literacy. The findings of this study
can help achieve a comprehensive understanding of science teaching practices and
students’ performance on an international test, and this understanding can provide
insights for future teaching strategies.

Keywords Inquiry-based teaching · Direct instruction · Scientific literacy · PISA ·
Hierarchical linear model

12.1 Introduction

Since the first international study of science learning outcomes was conducted
between 1966 and 1973,American students have fared poorly in science assessments,
lagging behind students from other countries (Medrich&Griffith, 1992). The science
performance of American 15-year-olds in the results of the Program for International
Student Assessment (PISA), an international test, has not improvedmuch since 2000.
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Fig. 12.1 How far behind are the U.S. students in science? (from the PISA 2015 data)

The latest 2018 results of PISA showed some improvement in U.S. science perfor-
mance, but they were still near the Organisation for Economic Co-operation and
Development (OECD) average. This indicates that American students continue to
lag behind their peers in some regions in East Asia and Europe (Fig. 12.1). More-
over, the achievement gap in science between high and low performers is widening.
The top quarter of American students have improved their performance on the exam
since 2000, but the bottom 10th percentile’s performance has become worse (OECD,
2019).

Academic improvement in science has been the focus of bipartisan education
legislation for decades, costing many billions of dollars and resulting in a string of
national programs (e.g., No Child Left Behind of 2002, Race to the Top of 2009,
NGSS of 2013, and the Every Student Succeeds Act). Many reformers have wanted
to raise standards and help students compete with their peers across the globe and to
improve schools and teachers through policy and educational framework initiatives,
but the PISA test scores cast doubt on these efforts.

Since the publication of the National Science Education Standards (NSES) by the
National Research Council (NRC) in 1996, scientific inquiry has been emphasized
in K-12 science education in the United States, and it has influenced multilayered
teaching practices and students’ science learning. Other U.S. national reform docu-
ments, including the Framework for K-12 Science Education (Framework; NRC,
2012) and the Next Generation of Science Standards (NGSS; NGSS Lead States,
2013), stated the importance of inquiry-based teaching (IBT) as follows: teachers
should allow students to reveal their knowledge by “doing” a task using that knowl-
edge. As such, IBT practices (learning to do science) stand in sharp contrast to tradi-
tional instruction (teaching about science), where teachers lecture and direct students
through step-by-step activities.Alongwith national-reform-oriented standards,many
educational programs, centers, and reform initiatives have been established to help
promote hands-on inquiry in science teaching and learning in schools throughout the
country.

An extensive body of research has shown that reform-oriented, effective IBT
practices can be mediated to improve student learning (e.g., Adak, 2017; Schuster
et al., 2018). Nevertheless, as IBT has become dominant, researchers have often
expressed concerns about the pedagogical value of the inquiry-based approach and
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students’ unfavorable academic outcomes (e.g., Edelson et al., 1999; Kirschner et al.,
2006). For example, a recently published article by Liou (2020), on the case of
Taiwanese students, supported the argument that inquiry-based instructional practice
may have a significant negative impact on PISA’s scientific literacy.

The current study revisits this long-standing debate about IBT and direct instruc-
tion (DI) to determine which teaching practice is better for scientific literacy by using
the 2015 PISA dataset, and by taking account of many other confounding factors
closely related to science achievement.

12.2 Literature Review

12.2.1 Benefits and Challenges of DI and IBT

Two dominant teaching models, DI and IBT, represent distinct perspectives on
instructional approaches, which allows us to present some advantages and disad-
vantages that must be weighed against one another. DI is a form of teacher-led
instruction that presents new information in a sequentially organized fashion with
a structured curriculum. DI is the best way of providing detailed information or
encouraging systematic skill acquisition and is appropriate when memorization and
immediate recall is desired (Dean & Kuhn, 2007). Esler and Sciortino (1991) argued
that the practice is especially effective for students at the early elementary level and
for low-achieving students at the secondary level. However, this practice is often
criticized for preparing students for the next grade level and on in-school success
rather than on helping students learn more authentic ways for meaningful learning.
Also, students can be passive learners in DI lessons, and the information delivered
to them can be lost over time if it is not used or applied (Cobern et al., 2010).

Since the 1990s, science standards and preeminent science educators have advo-
cated inquiry as a more preferred method of teaching science. IBT is encour-
aged because science is fundamentally a question-driven exploration and inference
process, and students need active participation opportunities to derive their own
questions, develop their own methods, carry out their own investigations, draw their
own conclusions through scientific inquiry, and construct new scientific knowledge
(NRC, 1996). Despite this apparent consensus about IBT, some have made the claim
that IBT is not the best teaching method for academic success. Critics of IBT have
argued that a minimally guided approach in IBT does not provide sufficient structure
to help students learn the important concepts and procedures of science (Kirschner
et al., 2006).

Edelson et al. (1999) indicated several challenges to the process of implementing
inquiry-based learning and revealed five main drawbacks to its use as a teaching
method: (1)motivation—when students are not sufficientlymotivated, they either fail
to participate in inquiry activities, or they participate in a disengagedmanner that does
not support learning; (2) accessibility of investigation techniques—if students are not
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able to master scientific investigation techniques such as data collection and analysis,
then they cannot conduct investigations and interpret the results; (3) background
knowledge—if students lack content knowledge related to inquiry practices, then they
will be unable to complete meaningful investigations; (4) management of extended
activities—if they are unable to organize their work andmanage an extended process,
students cannot engage in open-ended inquiry; and (5) the practical constraints of
the learning context—a failure to work within the available technology or fit within
the existing schedule of a school will lead to the failure of IBT. In particular, other
scholars have indicated that IBT is difficult for low-performing students with limited
prior knowledge. Their lower level of background knowledge discourages them from
playing a proactive role in the learning process for new knowledge construction.

12.2.2 Review of Impacts of Teaching Practices (Inquiry
Versus Direct) on Science Achievement

Although the debate between IBT and traditional instruction has continued, a variety
of studies have been conducted on the effectiveness of using IBT and direct teaching
practices in an experimental or quasi-experimental design in which student perfor-
mance is compared across two groups of students: a control group taught in a lecture-
based manner and a treatment group taught with some form of IBT. This research
has proceeded under the hypothesis that students exposed to IBT tend to perform
better than students in the control conditions. In fact, many empirical studies have
proven the effectiveness of IBT on science performance (e.g., Böttcher & Meisert,
2013;Minner et al., 2010; Schroeder et al., 2007; Stender et al., 2018;Wolf & Fraser,
2008). Furtak et al.’s meta-analysis study (2012) also supported IBT with a medium
overall effect size of 0.5 across a total of 37 studies.

Although the research showed the effectiveness of the IBT approach, some
researchers have expressed the critics’ view that the inquiry-learning environment
does not seem ideal for prompting students’ conceptual development. Even some
literature argued that the best methodology for teaching students about the nature of
science is explicit instruction for novice-to-intermediate learners (Kirschner et al.,
2006). Klahr and Nigam (2004) made a case for the superiority of DI over discovery
learning.They compared the abilities of 112 third- and fourth-grade students to design
scientific investigations (e.g., designing and interpreting experiments and applying
basic skills to more authentic reasoning) under two conditions, DI and discovery-
based learning. The results showed that many students learned much better from DI
than from discovery learning about scientific judgments and experimental design.

Some Trends in International Mathematics and Science Study (TIMSS) assess-
ments have revealed a negative or curvilinear relationship between IBT and student
achievement in specific countries. Kaya and Rice (2010) found that science scores
were negatively related to IBT in Australia and the United States and only positively
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related in Singapore in the TIMSS 2003 dataset. Teig et al. (2018) revealed a curvi-
linear relationship between IBT and science achievement in Norwegian TIMSS 2015
data. In the results, IBT was positively correlated with achievement, but employing
highly frequent inquiry activities resulted in decreased achievement.

Beyond the dichotomization of DI and IBT, some studies have emphasized the
need for proper balance of the two teaching approaches, which implies that neither
instructional method is capable of standing on its own without the incorporation of
other methods. Cobern et al. (2010) supported the conclusion that using one method
did not show a significant difference in learning outcomes in eighth-grade students,
and neither method should be made exclusive in the classroom, and teachers should
use the advantages of both methods to increase learning outcomes.

12.2.3 Relationship Between Inquiry Teaching and Science
Achievement in PISA Studies

In the 2006 PISA data, there was an inverse relationship between the degree of IBT
(described as student investigations and hands-on activities) and science literacy in
students in Qatar (Areepattamannil, 2012), Canada (Areepattamannil et al., 2011),
and Finland (Lavonen & Laaksonen, 2009). McConney et al. (2014) showed that
among 40,000 students across Australia, Canada, and New Zealand, those who expe-
rienced a higher frequencyof IBTexhibited lower scientific literacy levels. Cairns and
Areepattamannil (2019) investigated the relation of inquiry-based science teaching to
the science achievement of 170,000 students in 54 countries usingHierarchical Linear
Modeling (HLM) analyses. The results revealed that IBTwas significantly negatively
related to science achievement. Kang and Keinonen (2018) investigated the effects
of instructional methods consisting of three types of student-centered approaches—
relevant topic based, inquiry based, and discussion based—on science achievement
in the Finnish sample. The study obtainedmixed results: open inquiry-based learning
was indicated as a strongnegative predictor of students’ performance,whereas guided
inquiry-based learningwas indicated as a strongpositive predictor of students’ perfor-
mance. The authors’ interpretation was that not all levels of inquiry are effective for
increasing students’ knowledge acquisition; thus, teachers should consider proper
inquiry strategies based on the purpose of their instruction. For instance, studentsmay
often need help with inquiry design because of their lack of procedural knowledge of
what and how to investigate in scientific experiments at school. Jiang andMcComas’s
(2015) findings were consistent with those of Kang and Keinonen (2018). Based on
the frequencies of four inquiry components (conducting activities, drawing conclu-
sions, designing investigations, and asking questions) shown in the inquiry teaching
survey items of PISA 2006, five levels of inquiry teaching were generated (levels 0–
4) by the propensity score analysis. At level 0, none of the inquiry components were
sufficiently implemented. At level 4, all the components were sufficiently imple-
mented. The study’s results revealed that the highest science achievement occurred
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at level 2 of inquiry teaching, where students frequently conduct activities and draw
conclusions. This study concluded that increasing the level of openness in IBT is not
beneficial to all students’ science learning.

12.3 Methods

12.3.1 Data and Sample

This study used 2015 PISA data. PISA is a global assessment of participating 15-
year-old students designed to evaluate their academic performance in three domains:
reading, mathematics, and science. The assessment was first administered in 2000
in a 3-year cycle. In each PISA administration, all three domains are assessed, but
one domain includes an extensive set of questions. In 2015, the major subject was
science. In addition to assessments of reading,mathematics, and science, students and
teachers complete a questionnaire on background information, various perceptions,
and learning and teaching activities within their schools. PISA thus offers a great
opportunity to delve into how different aspects of students, teachers, and schools
influence the quality and equity of educational outcomes give the nested nature of
the PISA data (OECD, 2017).

This study used three groups of variables: (1) outcome variables regarding the
measurement of scientific literacy (i.e., content knowledge and procedural and epis-
temic knowledge); (2) independent variables regarding teaching practices (IBT and
ID); and (3) covariates such as student demographic information, affective factors
(e.g., motivation), socioeconomic status, and school characteristics (school type,
climate, etc.)

The sixth wave (2015) of PISA assessed 51,934 students from 17,912 schools in
35 OECD countries and 37 partner countries. The sample in the United States used
for RQ1 consisted of 5712 students from 177 schools. Of this population, 10th-grade
students (about 74%) were the major participants; some were also in grades 7 to 12.
The proportion of females (50%) and males (50%) was almost the same.

12.3.2 Measures

The dependent variable in themultilevel analysiswas 15-year-old-students’ scientific
literacy. PISA reports test scores for subscales of science literacy: content knowledge
and procedural and epistemic knowledge (hereafter referred to as P&E knowledge).
The content knowledge items tend to require the application of everyday content
knowledge and the ability to recognize aspects of simple scientific phenomena. The
P&E knowledge items require sophisticated application to explain hypotheses of
novel scientific phenomena, events, and processes (OECD, 2017).
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IBT and DI were the main independent variables (Table 12.1) The choice of
covariates was based on previous empirical research on school effectiveness and
PISA studies (e.g., Anderson et al., 2009; Lam & Lau, 2014; Mostafa, 2010; You,
2015), along with multicollinearity among independent variables for multilevel
modeling. The variables included from the student questionnaire were ESCS (index
of economic, social, and cultural status), gender, grade, and students’ motivation
in learning science. The school-related variables were mean school ESCS, school
type (public vs. private), school size, science-specific school resources, and school
climate (focusing on attitudes, behaviors, and group norms). The number of years
teaching and teachers’ professional experience from the teacher questionnaire were
also included.

In the student questionnaire, questionST098 (When learning school science topics
at school, how often do the following activities occur?) consisted of items regarding
IBT where students were asked about how frequently specific activities were used in
science teaching. Question ST103 included items related to DI. Sample items from
the science assessment regarding IBT and DI are shown in Table 12.1.

Table 12.1 Sample items from science assessment and student survey
Instruments and sample items

A sample item from student science assessment

Sample IBT items from student questionnaire
ST098 When learning <school science> topics at school, how often do the following activities occur? *1 (In all
lessons), 2 (In most lessons), 3 (In some lessons), 4 (Never or hardly ever)

ST098Q01TA Students are given opportunities to explain their ideas. 1 2 3 4
ST098Q02TA Students spend time in the laboratory doing practical

experiments. 1 2 3 4

ST098Q03TA Students are required to argue about science questions. 1 2 3 4
Sample DI item from student questionnaire
ST103 How often do these things happen in your lessons for this <school science> course?
*1 (Never or almost never), 2 (Some lessons), 3 (Many lessons), 4 (Every lesson or almost every lesson)

ST103Q01NA The teacher explains scientific ideas. 1 2 3 4
ST103Q02NA A whole class discussion takes place with the teacher. 1 2 3 4
ST103Q03NA The teacher explains scientific ideas. 1 2 3 4
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12.3.3 Multivariate Multilevel Model

The PISA survey has a multivariate hierarchical data structure where students are
nested into schools and measured by multiple outcomes. With this data frame, one
of the assumptions for regression analysis, residual independence, could be violated
because the students who attended the same school would be more similar than
students who attended different schools. Additionally, because two scientific literacy
outcomes, content knowledge, and P&E knowledge, were measured for the same
students, there was a possibility that they were related to each other. To consider
multilevel andmultiple outcomes’ dependency simultaneously, the current studyused
a multivariate multilevel model (Snijders & Bosker, 1999). This model prevents the
underestimation of school effects (Borman & Dowling, 2010; Uline & Tschannen-
Moran, 2008) and the inflation of the Type I error rate (Baldwin et al., 2014)
that can occur when the nested data structure or multiple outcomes’ dependency
are ignored. Additionally, the multivariate multilevel model can provide variability
across students and schools (variance estimates) along with the relations between
outcomes (covariance estimates) at each level.

Based on the PISA data structure, a multivariate 3-level (outcomes, students, and
schools) model was used, as shown in Fig. 12.2.

Like other empirical data, PISA data also have missing variables, especially at the
outcome level. By using a restricted maximum likelihood estimation, we handled the
missing data and estimated components of fixed effects and randomeffects accurately
in the multivariate multilevel model (Patterson & Thompson, 1971). The analyses
were conducted using the “lme4” package in R software (Bates et al., 2015).

All selected predictors were included in the fully conditional model. Level 1 (the
outcome level) is shown as below:

Yosh = πCsh dCsh + πPsh dPsh (12.1)

Here, dqsh was the dummy coded variable corresponding to two outcomes, content
(dCsh) and P&E knowledge (dPsh); Y was the two outcomes’ observed scores; and
πosh was the expected outcome score. That is, when imputing 0 or 1 at dosh , the value
of πosh will be the content score or P&E knowledge score. At level 1, we did not have

Fig. 12.2 Network depicting outcomes o (level-1) nested in students s (level-2) within schools h
(level-3) Note that C represents content knowledge at outcome level and P indicates P&E knowledge
score
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an error term because level 1 is used as an indicator of the multivariate outcomes’
structure in the model (Goldstein, 2010; Hox, 2010).

At level 2 (the student level), the predictors of individual level such as gender,
grade, ESCS, and motivation level were included, as shown below:

{
πCsh = βC0h + βC1h(Gender) + βC2h(Grade) . . . + βCsh(X) + rCsh

πPsh = βP0h + βP1h(Gender) + βP2h(Grade) . . . + βPsd(X) + rPsh
. (12.2)

where βC0h and βP0h pooled outcome scores across students within schools, and βCsh

and βPsh were coefficients to each of the student-level predictors. The residuals (rqsh)
at level 2 were assumed to follow a multivariate normal distribution with means of
zero and a variance–covariance matrix specified as follows:

[
rCsh

rPsh

]
∼ MV N

[(
0
0

)
,

(
σ 2
r.C σr.CP

σr.CP σ 2
r.P

)]
.

Finally, at level 3 (the school level), the predictors of school level such as IBT, direct
teaching, and school size were included as shown below:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

βC0h = γC00 + γC01(Inquiry) + γC02(Direct) + γC03(Size) . . . + γC0h(Z) + uC0h

βP0h = γP00 + γP01(Inquiry) + γP02(Direct) + γP03(Size) . . . + γP0h(Z) + uP0h

βC1h = γC10,

βC2h = γC20,

. . .

βCsh = γCs0,

βP1h = γP10,

βP2h = γP20,

. . .

βPsh = γPs0

.

(12.3)

The set of the two outcomes’ level 3 residuals were also assumed to follow a multi-
variate normal distribution with means of zero and a variance–covariance matrix as
follows:

[
uCoh

uP0h

]
∼ MV N

[(
0
0

)
,

(
σ 2
u.C σu.CP

σu.CP σ 2
u.P

)]
.

Note that whenwe included the predictors, we used grand-mean centering to estimate
the effects of the level 3 predictors and the effects of the level 2 predictors separately
(Enders & Tofighi, 2007).
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12.4 Results

This study aimed to contribute to the current school effect literature by examining the
relationship of teaching methods to student academic achievement. For this purpose,
student background and classroom, along with school characteristics drawn from the
questionnaires, were used as control variables. Furthermore, we compared the imple-
mentation of teaching practices in the top-performing five countries and the United
States. Our findings could help achieve a comprehensive understanding of which
science teaching practices are preferred or not preferred. Such an understanding can
provide a basis for determining what matters when engaging students in science
education and implementing desired teaching practices.

The standardized average science score of the 5,712 U.S. students from 177
schools in the 2015 PISA was 496 (OECD average: 493) on a scale from 0 to 1000.
The mean score of content knowledge was 490.24; the scores ranged from 192 to
813.80. The mean score of P&E knowledge was 500.45; the scores ranged from
206.06 to a maximum of 819.09. The means of two science knowledge domains
(content versus P&E) were significantly different (t(5711) = 31.72, p < 0.05), indi-
cating that the P&Eknowledge score (500.45)was higher than the content knowledge
score (490.24) (Table 12.2). Additionally, all the continuous variables had acceptable
skewness and kurtosis and were assumed to be normally distributed.

Table 12.2 Descriptive statistics for continuous variables

Min Max Mean SD Skewness Kurtosis

Dependent variables

Content knowledge 192.07 813.80 490.24 96.96 0.09 −0.49

Procedural & epistemic
knowledge

206.06 819.09 500.45 93.99 0.02 −0.53

Student level variables

Motivation 1.00 8.00 5.65 1.29 −0.44 0.28

ESCS −3.79 2.97 0.08 1.00 −0.44 −0.20

School level variables

Teaching experience
(yrs)

3.00 23.79 13.95 3.54 −0.35 0.52

PD participation 2.50 4.67 3.60 0.38 −0.19 −0.02

Size 22.00 4230.00 1367.93 874.72 0.72 0.23

Resources 0.00 8.00 5.38 1.86 −0.88 0.57

Climate 1.00 4.00 2.93 0.46 −0.25 1.48

Mean ESCS −1.65 1.13 0.08 0.54 −0.56 0.59

Inquiry based teaching 1.00 4.00 2.47 0.70 0.39 −0.35

Direct instruction 1.00 4.00 2.80 0.81 −0.24 −0.72
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Table 12.3 provides the frequency of categorical variables at each level and the
mean scores of both outcomes (content and P&E). For all categorical variables,
significance testswere conducted to examine the differences between outcome scores
by categories. According to the results, both content (F(4, 5076) = 98.55), p <
0.001) and P&E (F(4, 5076) = 105.84, p < . 001) scores were significantly different
across grade levels. There was a significant gender difference for content knowledge
(t(5710) = 6.80, p < 0.05) but a nonsignificant difference (t(5710) = 0.33, p > 0.05)
for P&E knowledge. Additionally, there were significant differences by school type
for content (t(5710) = 3.32, p < 0.05) and P&E knowledge (t(5710) = 3.58, p <
0.05). Last, there were significant differences by race and ethnicityfor content (F(3,
5686) = 342.43, p < 0.001) and P&E knowledge (F(3, 5686) = 287.17, p < . 001).

Before testing the full conditionalmodel (Eqs. 12.1, 12.2, and 12.3), the nullmodel
(not including any predictors) was analyzed to estimate the intraclass correlation
(ICC) and variability across students and schools. The ICC for the null model was
21.4% (ICC = 0.214) for content knowledge and 20.9% (ICC = 0.209) for P&E

Table 12.3 Descriptive statistics for categorical variables and mean and SD of dependent variables
by categories

Frequency Content P&E

N % Mean SD Mean SD

Student level variables

Grade

7th 1 0.0 355.15 71.95 399.80 76.25

8th 12 0.2 381.86 81.12 403.41 79.46

9th 529 9.3 416.05 95.28 426.23 92.28

10th 4210 73.7 496.06 93.57 505.82 89.20

11th 953 16.7 507.13 146.12 519.20 151.82

12th 7 0.1 502.27 71.95 504.59 76.25

Gender

Female 2854 50.0 481.54 92.86 500.04 90.54

Male 2858 50.0 498.93 100.15 500.86 97.32

Race/Ethnicity

White 2498 43.7 528.07 90.43 533.51 88.41

Hispanic 1761 13.8 426.88 77.76 439.43 77.66

Black 790 30.8 462.29 89.20 478.26 86.98

Other 641 11.2 499.29 97.22 509.82 96.26

School level variables

School type

Private 310 5.5 508.43 86.30 519.40 82.70

Public 5303 94.5 489.67 97.39 499.80 94.46
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knowledge. Generally, the fact that the variance in schools was over 10% indicates
that the multilevel model should be used (Lee, 2000).

Between-student variabilities for content knowledge (σ 2
r.C = 7419.59, SD =

86.17) and P&E knowledge (σ 2
r.P = 7008.64, SD = 83.72) were statistically signifi-

cant in the model. Between-school variance estimates were also statistically signifi-
cant for content knowledge (σ 2

u.C = 2021.23, SD= 45.11) and P&E knowledge (σ 2
u.P= 1846.53, SD = 43.11). This indicated that students can have very different scores

for content and P&E knowledge even within the same school. Similarly, schools’
mean scores for content and P&E knowledge are also substantially varied. To explore
the effects of IBT and DI on scientific literacy, we had to include, as controls in the
full model, student-level and school-level predictors that explained the variability. To
control the school and student variables that generated this variability and the factors
to explain the variability, we included student-level and school-level predictors in
the full model.

According to the results of the full conditional multilevel model (Table 12.4),
when controlling for student-level variables (grade levels, gender, motivation, ESCS,
race/ethnicity) and school-level variables (teaching experience, PD participation,
school size, school type, resources, climate, school mean ESCS), IBT (b = −19.48,
p< 0.05 for content; b=−20.70, p< 0.05 for P&E) and both content and P&Eknowl-
edge showed an inverse relationship. Further, DI (b = 16.12, p < 0.05 for content;
b = 19.51, p < 0.05 for P&E) was positively associated with the two outcomes. All
the student-level covariates had significant impacts on content and P&E knowledge
scores. For both outcome scores, for example, higher grade (b = 31.75, p < 0.05
for content; b = 31.19, p < 0.05 for P&E), male (b = 22.68, p < 0.05 for content;
b = 6.62, p < 0.05 for P&E), higher level of motivation (b = 6.43, p < 0.05 for
content; b = 6.26, p < 0.05 for P&E), higher level of ESCS (b = 19.45, p < 0.05
for content; b = 18.72, p < 0.05 for P&E), and white students (b = 18.90, p < 0.05
for content; b = 14.13, p < 0.05 for P&E) were related to higher content and P&E
knowledge scores. At the same time, Hispanic (b = −52.91, p < 0.05 for content; b
= −53.25, p < 0.05 for P&E) and Black students (b = −11.50, p < 0.05 for content;
b= −9.84, p < 0.05 for P&E) were related to lower outcome scores. For school-level
covariates, public school (b = 26.97, p < 0.05 for content; b = 23.69, p < 0.05 for
P&E) and higher mean ESCS (b = 24.30, p < 0.05 for content; b = 23.63, p < 0.05
for P&E) were positively associated with content and P&E knowledge scores. Last,
PD participation (b = 12.06, p < 0.05) and climate (b = 11.40, p < 0.05) were only
positively associated only with the P&E knowledge score.

12.5 Discussion

Many scholars are concerned that American students show no improvement in
science on international exams. There is a substantial amount of research on the
ways to improve science achievement. This study provides implications and recom-
mendations to teachers and educators that focus on the effectiveness of the two
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Table 12.4 Results of the multivariate multilevel model

Content P&E

Est. (S.E.) Est. (S.E.) η2

Fixed Effects
(Intercept)

458.30* 9.52 481.08* 9.35 0.984

Student-Level

Grade (Grade 7 = 0) 31.75* 2.42 31.19* 2.36 0.153

Gender (Female = 0) 22.68* 2.33 6.62* 2.27 0.402

Motivation 6.43* 1.59 6.26* 1.56 0.015

ESCS 19.45* 1.42 18.72* 1.38 0.276

Ethnicity (White = 1) 18.90* 4.09 14.13* 4.00 0.176

Ethnicity (Hispanic=1) −52.91* 5.11 −53.25* 5.00 0.101

Ethnicity (Black = 1) −11.50* 4.53 −9.84* 4.43 0.011

School-Level

Teaching experience 1.12 0.62 0.80 0.61 0.010

PD participation 11.02 5.24 12.06* 5.14 0.007

Size 0.00 0.00 0.00 0.00 0.003

Resources 0.28 1.09 0.02 1.07 0.002

Type (Private = 0) 26.97* 9.11 23.69* 8.95 0.001

Climate 9.46 4.64 11.40* 4.56 0.011

Mean ESCS 24.30* 4.44 23.63* 4.36 0.029

Inquiry-based teaching −19.48* 1.84 −20.70* 1.80 0.061

Direct instruction 16.12* 1.53 15.91* 1.50 0.084

Random Effects
Student-Level

Variance (σ 2
r.C ,σ 2

r.C ) 5984.45 5713.39

Covariance (σr.CP ) 4853.35

School-Level

Variance (σ 2
u.C ,σ 2

u.P ) 353.46 343.22

Covariance (σu.CP ) 289.08

Note Est. = Estimates, * p < 0.05

specific teaching methods, IBT and DI. Extensive research has presented evidence
of the importance and effectiveness of IBT overmany years. In addition to “knowing”
science concepts, students should be expected to use their understanding to investi-
gate the natural world through the practices of scientific inquiry and solvemeaningful
problems using engineering design practices. As a result, IBT has been supported by
many research projects and U.S. national documents (e.g., NSES, the Framework,
and NGSS), but some recent empirical evidence has shown different views of IBT. In
recent PISA studies, a negative relationship between IBT and science achievement
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in the contexts of different countries has often been observed (e.g., Cairns & Areep-
attamannil, 2019; Liou, 2020). The current study also obtained similar findings,
including the finding that inquiry practice does not have its most profound effect
on science achievement; rather, DI may support students’ scientific literacy more
successfully. Moreover, the findings revealed that U.S. teachers use more diverse
inquiry-oriented teaching methods compared to the five top-performing countries
and regions. Considering the many advantages of IBT and its current usage, the
United States can and should do a much better job in terms of student achievement.
However among the 35 industrialized nations that are members of the OECD, the
U.S. ranked 19th in 2006. Although we do not argue that IBT does not have its
place for learning of knowledge and skills, our findings do tip the balance toward
the DI end of the scale for science learning. To make sense of why DI is associated
with more productive outcomes and IBT has a negative relationship with outcomes,
we need to contemplate the key issues and empirical evidence at stake in debating
DI vs. IBT. What are the disadvantages of the IBT approach for students’ science
learning? How can they be addressed? In contrast, what are the strengths of DI for
science learning? How can they be incorporated into science courses for produc-
tive outcomes? Inquiry is regarded as a self-directed form of learning (Bencze & Di
Giuseppe, 2006). If a student is not comfortable with taking responsibility for their
own learning, there would be no takeaways from this form of instruction. Kirschner
et al. (2006) pointed out that IBT can work well only to improve students’ affective
aspects such as interests and motivation. Enjoyment and learning without guidance
increase the cognitive load of students, possibly preventing students from grasping
the main concepts being taught.

PISA is a test of application and not of simple recall or inquiry-type skills; it
measures students’ scientific knowledge (knowledge of science and knowledge about
science) and the use of that knowledge to explain scientific phenomena and draw
evidence-based conclusions about scientific issues (OECD, 2019). To yield excellent
results in student performance in a test such as the PISA, DI is the best teaching
method. It helps prepare students for standardized or other formal tests, helping
them gain and retain a wealth of knowledge and master concepts in limited class
time (Liou, 2020). However, a report by McKinsey and Company (Mourshed et al.,
2017) suggested a different view, digging deeper into PISA data. The report argued
that the best performance is obtained when the two teaching styles work together.
According to the report, the “sweet spot” (pp. 7–8) combinesDI inmost-to-all science
classes and IBT in some-to-many classes.

12.5.1 Implications for Teacher Education and Professional
Development

The findings of this study point to the usefulness of theDImethod, but we do not want
to drift from a rational position to a more one-sided view. Rather than abandoning
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one teaching approach in science classrooms, this study encourages U.S. science
teachers to understand the education systems of other countries (especially top-
performing countries in the PISA assessment) and their instructional practices, and
to contemplate which education model is most useful to adapt to the U.S. education
system. Teachers’ instructional practices are naturally affected by their own educa-
tional system, history, and culture. For example, most top-performing countries have
an educational system that places a high importance on testing. The countries’ testing
culture is most intense when teachers are inclined to choose DI. Thus, it is inevitable
that DI is prevalent in science classrooms in top-performing countries. In contrast,
U.S. science education values inquiry-based reasoning and meaning making rather
than focusing on performing well on international tests and high-stakes exams. Thus,
adapting or emulating teaching practices of other countries with different educa-
tional philosophies and cultures cannot be a good way to achieve the goal for the
improvement of scientific literacy.

This study concludes that maximizing the advantages of the two methods by
combining them is the best way to achieve effective science teaching in the United
States. Losardo and Bricker (1994) found that DI works best when accompanied by
IBT. Generally, DI does not preclude teaching students how to find problems, solve
problems, think about science in critical ways, collaborate with others, or take charge
of their own learning. Houseal et al. (2016) also supported the argument that teachers
must use a combination of DI and inquiry-based learning to help students form an
understanding of the scientific world.

Even though teachers recognize the importance and necessity of IBT, theremay be
a gap between what they know and desire and what they actually do. Thus, contin-
uing professional development provides teachers with a clear vision of what best
teaching practices look like. Because students at different achievement levels need
different kinds of inquiry-learning activities, the combined approach can strengthen
students’ scientific literacy. Although low performers need more guidance on IBT,
high performers may need little-to-no support from their teachers in designing and
conducting their investigations from scratch. Thus, if utilized appropriately and in a
purposeful manner that considers students’ prior knowledge and lesson content, IBT
can produce positive learning effects in the science classroom. Kirschner et al. (2006)
asserted that for novice learners, minimally guided instruction is likely to be inef-
fective. Thus, scaffolding and guidance need to be emphasized when inquiry-based
learning strategies are used because their effects on achievement can be considerable.

12.5.2 Limitations and Future Directions

The PISA dataset provides the largest international sample with more than 60 partic-
ipating countries, and together these countries represent nearly 90% of the world
economy. Data that are internationally available can be compared and contrasted, and
the nested feature of data (i.e., students nested in a school) can help generate more
reliable results. However, the PISA dataset has some inherent limitations. The PISA
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measure of teaching practices is based on self-reports and asked about the frequency
of teaching practices. This makes us expect a considerable variation in the success of
IBT or DI. Additionally, this study used sophisticated procedures to analyze data and
examine its hypotheses, but PISA data are cross-sectional in nature. Therefore, the
directions of any possible changes over a period of time cannot be ascertained with
the data. Next, because the data do not reflect students’ prior performance, which can
be controlled in a statistical model, this can prevent the formulation of more exact
predictions. To confirm this study’s findings and understand the hidden processes
that shape students’ cognitive advancement, future researchers can conduct a longi-
tudinal examination of the relationship between IBT or DI and science achievement.
Further, the analysis of secondary data was limited to existing variables in this study.
Third, important variables were not available for the analysis. Another possibility
for future studies is to investigate other significant student-, classroom- and school-
level variables to improve the current model. This would provide more insightful
information about compound educational environments.

12.6 Conclusion

Like previous studies, this study provided clear evidence that employing DI results in
significant gains in science achievement. It also found a significant negative relation-
ship between IBT and science achievement. These findings should motivate teachers
and policymakers to understand the necessity and importance of DI for obtaining
high scores in international tests. Students should first know and understand basic
and fundamental knowledge before moving on to inquiry processes; as the NRC
(2012) puts it, “Science is not just a body of knowledge that reflects current under-
standing of the world; it is also a set of practices used to establish, extend, and refine
that knowledge” (p. 26). It seems that DI is more useful for teaching knowledge in an
efficient way, especially in lower grades or for low performers. Thus, we conclude
that IBT remains a key element of science teaching even though all students need
different kinds and levels of inquiry. However, it would be misleading to say that all
science should be taught using IBT to help students construct their own knowledge.
This finding and the current status of science teachers’ implementation of IBT and
DI have the potential to stimulate future research.
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Chapter 13
Family Meals and Academic
Performance: A Multilevel Analysis
for Spain

Nerea Gómez-Fernández and Juan-Francisco Albert

Abstract Students’ eating habits have been frequently studied in previous literature
as determinants of children and adolescents’ academic performance from a health
and nutrition point of view. The objective of this chapter is to analyze additional
benefits related to student meals by understanding the importance of the family
mealtime. Specifically, the aim is to analyze whether the frequency of shared family
meals is related to the academic performance of adolescents. To do so, we analyze
the data for Spain in PISA 2015. In order to perform a rigorous analysis of the data,
we estimate multilevel models that consider the hierarchical PISA data structure:
(1) first, public and private schools are randomly selected; and (2) then fifteen-year-
old students from the selected schools are selected. The results show that there is a
positive relationship between the frequency with which parents eat the main meal
with their children and academic performance in reading comprehension asmeasured
by PISA test scores. The positive association is of similar magnitude irrespective of
gender and socio-economic and cultural status of the student.

Keywords Mealtime · Family · PISA · Multilevel

13.1 Introduction

The application of multilevel techniques is highly recommended in the analysis of
educational data, as it allows us to consider the effect that groups or context can have
on individual student outcomes. In the case at hand, the aim of this chapter is to apply
multilevel techniques to the analysis of educational data from the international PISA
2015 database. The ultimate goal of the estimations in this chapter is to answer the
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question: Is the frequencyof shared familymeals related to the academic performance
of adolescents?

In recent years, several studies have analysed the relationship between the
frequency of family meals and children’s and adolescents’ behavior in different
areas (Lee et al., 2020; Middleton et al., 2020; Sen, 2010), suggesting mostly
positive effects of a higher frequency of family meals. For example, family meals
have been shown to improve family closeness and the emotional well-being of all
family members (Satter, 1986). Family connectedness also benefits from the sense
of belonging that develops when children and young people have a family mealtime
routine (Fiese et al., 2002). In addition, family meals also have positive effects on
parental well-being. Specifically, previous research suggests that parents who had
jobs that did not interfere with familymealtimes reported a stronger relationship with
their children and spouse and that job satisfaction is linked to having time to come
home and join in family meals (Jacob et al., 2008). Family meals have also been
shown to have a positive impact on nutrition, with children and young people who
eat frequent meals with their families consuming more vegetables, fruit, cereals,
calcium- and macronutrient-rich foods, and less soft drinks (Burgess-Champoux
et al., 2009; Neumark-Sztainer et al., 2010). In the same vein, studies have shown
that the frequency of family meals may also be associated with a lower risk of obesity
(Anderson &Whitaker, 2010; Fulkerson et al., 2009). Family meals are also associ-
ated with a prevention of high-risk behaviors. In particular, several studies show that
children and adolescents who enjoy frequent family meals are less likely to smoke,
drink, or use drugs (Eisenberg et al., 2004; Fulkerson et al., 2006; Neumark-Sztainer
et al., 2010; Sen, 2010).

The aim of this research is to provide empirical evidence on the relationship
among family meals and academic performance. While there are some previous
studies that have analysed this relationship (Cullen & Baranowski, 2000; Eisenberg
et al., 2004;Kim&Lee, 2021;Miller et al., 2012;Neumark-Sztainer et al., 2010; Shin
et al., 2017), our research presents important novelties: (1) it is the first research that
analyses this issue using data from the Program for International Student Assessment
(PISA), one of the most relevant assessments at the international level; (2) it is the
first study conducted for the specific case of Spain; (3) the application of multilevel
techniques is novel and overcomes many of the limitations of previous research;
(4) the study is conducted distinguishing by competences (mathematics, reading,
science, financial literacy, and collaborative problem solving); and (3) an additional
analysis is added to investigate whether the relationship between the frequency of
family meals and academic performance differs according to the gender or socio-
economic and cultural status of the student.

The chapter proceeds in the following way. We begin with a section aimed at
reviewing the most relevant studies in the area in order to know the state of the art.
A description of the data used is presented below, as well as a detailed description of
the methodology used in the estimation of the models. We then provide and interpret
our results and finally we make a series of recommendations based on the results
obtained.
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13.2 Literature Review

There are few studies that have focused on the effects of family meals on academic
performance. The first of the studies in this area was the work of Cullen and Bara-
nowski (2000). These authors analysed 120 boys and girls ages 7–11 in the United
States and found that the children who excelled in school more frequently came from
homes that partook in frequent family meals. More recently, we findmainly five rele-
vant studies: Eisenberg et al. (2004); Neumark-Sztainer et al. (2010); Miller et al.
(2012); Shin et al. (2017); and Kim and Lee (2021). The following is a brief expla-
nation of the research carried out by these authors in order to provide an overview
of the state of the art on the subject of this research.

Eisenberg et al. (2004) analysed the association between the frequency of family
meals and multiple indicators of adolescent health and well-being using data from
a 1998–1999 school-based survey of 4,746 adolescents in the Minneapolis/St Paul
metropolitan area. The authors used logistic regressions and found that frequency
of family meals was inversely associated with low grade point average. The study
by Neumark-Sztainer et al. (2010) analysed the effects of the EAT project (Eating
Among Teens), a large population based study of adolescents in Minnesota. Specif-
ically, the Project EAT-I survey was completed by 4,746 middle-school and high-
school students, and the Project EAT-II longitudinal survey, was completed by 2,516
of the original participants five years later. The authors used descriptive statistics and
suggested that family meals tend to be positively associated with grades. However,
they highlight the need for further research in order to elucidate the pathways that
underpin the relationships between family meals and academic performance. In this
vein, Miller et al. (2012) analysed data from a panel sample of 21,400 children aged
5–15 in the United States. The authors conducted a rigorous analysis by examining
individual students in separate age groups in order to establish whether the results
differ according to the age of the children. Applying fixed effects models, the authors
found that there are no statistically significant relationships between the frequency
of family meals and academic performance. This absence of a relationship is a novel
result that contradicts the findings of other research in the area. The results did not
vary according to the age of the child. More recently, Shin et al. (2017) analyzed the
data of 302 participants that were recruited from a middle school at Goyangsi (South
Korea) and applied multiple regression techniques. The authors found that engage-
ment in family meals was related to better eating behavior, academic achievement,
and quality of life among middle-school students. However, the authors highlight the
need for further studies to support the benefit of family meals in improving academic
achievement among high-school students as well as middle-school students. Very
recently, Kim and Lee (2021) analysed 241 data collected through self-administered
questionnaires formiddle-school students inDaegu (Korea). Using descriptive statis-
tics, the authors found that the familymeal frequencywas significantly and positively
related to middle-school students’ academic outcomes.

The review of previous literature in this area shows that further research on the
effects of family meals on academic performance is needed for various reasons.
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Firstly, because considering cultural differences, it is relevant to extend the analysis
to different geographical areas from those already analysed (United States andKorea)
to see whether the conclusions reached in culturally different contexts are the same
or different. On the other hand, methodologically speaking, none of the statistical
analyses of the above-mentioned research take into account the multilevel structure
of the educational data when performing the corresponding analyses. Finally, the
scarcity of empirical evidence per se and, in particular, the lack of recent studies
in the area, highlight the need for further research. In addition, as discussed in the
introduction, this research brings important novelties, including the consideration
and comparison of different competences and a complementary analysis to investi-
gate whether the relationship between the frequency of family meals and academic
performance differs according to the gender or socio-economic and cultural status
of the student.

13.3 Methodological Approach

13.3.1 Variables

The aim of this research is to analyze whether the frequency of shared familymeals is
related to the academic performance of 15-year-old students. Therefore, the depen-
dent variable of our models to be estimated is the academic performance which is
measured on this occasion through the score achieved in the mathematics, reading
comprehension, science, financial literacy, and collaborative problem solving tests
of the PISA 2015 survey.

In order to provide the reader with a clearer understanding of what each of these
competences reflects, a brief explanation of what lies behind each of the competences
assessed is given below (OECD, 2015): (1) Mathematical competence assesses the
student’s capacity to formulate, employ and interpret mathematics in a variety of
contexts; (2) competence in reading comprehension assesses the student’s capacity
to understand, use, reflect on and engage with written texts in order to achieve one’s
goals, develop one’s knowledge and potential and to participate in society; (3) compe-
tence in science reflects the ability to engage with science-related issues and with the
ideas of science as a reflective citizen; (4) assessment of financial literacy draws on a
range of knowledge and skills related to the development of the capacity to deal with
the financial demands of everyday life and uncertain futures within contemporary
society; and (5) the collaborative problem solving assessment measures students’
capacity to successfully engage in a process whereby two or more agents attempt
to solve a problem by sharing the understanding and effort required to come to a
solution, and pooling their knowledge, skills, and efforts to reach that solution.

In the PISA test, each student takes a different combination of test items. There-
fore, in order to establish a common and comparable scale of performance measure-
ment across all students, final scores are estimated as plausible values using Item
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Response Theory (OECD, 2015). In this research, we follow Säälik et al. (2015) and
Rutkowski et al. (2019) and we use as dependent variables the first plausible values:
PV1MATH; PV1READ; PV1SCIE; PV1FLIT; and PV1CLPS. Scores are scaled so
that the OECD average in each domain is 500 and the standard deviation is 100.
The decision to use only the first plausible value is based on research by Jerrim
et al. (2017). These authors conclude that the use of one plausible value or all plau-
sible values has no impact upon the results. Likewise, the PISA survey organizers
themselves (OECD, 2009b, p. 46) recognize that the use of a single plausible value
provides unbiased point and sampling variance estimates on large samples, as is the
case in this research.

On the other hand, the explanatory independent variable is the variable
PA003Q02TA from the PISA questionnaire that reflects parents’ responses to the
question: Activities with your child, how often: Eat <the main meal> with my child
around a table. We use data from PISA 2015 as this is the most recent database in
which information is available for the variable PA003Q02TA in Spain since in the
most recent data from 2018, Spanish parents did not answer this question. Regarding
the response options, the original variable includes 5 possible answers: (1) never or
hardly ever; (2) once or twice a year; (3) once or twice a month; (4) once or twice a
week; and (5) every day or almost every day. Analyzing the distribution of responses
to this question (Table 13.1), we have chosen to group the first three response options,
so that the variable included in our regressions takes values from 0 to 2. A value of 0
indicates that parents never/hardly ever/once or twice a year/once or twice a month
eat with their children. A value of 1 indicates that parents eat with their children once
or twice a week, and a value of 2 indicates that they eat together every day or almost
every day.

In addition, considering previous literature, we have included a series of control
variables related to socio-demographic characteristics of the students and the school
they attend: the student’s gender (dummy variable for female gender); information
on whether the student has ever repeated a year (repeat); immigration status index
(immig); index of economic, social, and cultural status (ESCS); age of beginning of
ISCED0 (ISCED0); school ownership (schltype); and class size (clsize).

A brief justification for the inclusion of the previouslymentioned control variables
is provided below.At the student level,we have included a gender variable as previous
literature has shown that there is a gender gap in academic performance between

Table 13.1 Original distribution of responses for variable PA003Q02TA

Activities with your child, how often: Eat <the main meal> with my child
around a table

Frequency Percent

Never or hardly ever 23 0.49

Once or twice a year 11 0.23

Once or twice a month 29 0.62

Once or twice a week 286 6.09

Every day or almost every day 4,346 92.57
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males and females (Parker et al., 2018). Controlling for grade repetition is also impor-
tant, as previous research has shown that repeaters tend to perform worse academi-
cally than non-repeaters (Ikeda & García, 2014). Regarding the immigration status
index, in the specific case of Spain, several studies have suggested that immigrant
students perform worse academically than native students, even after controlling
for the socio-economic status and language skills. At the family level, we consider
the “Index of economic, social and cultural status” (ESCS) since previous literature
has shown that socio-economic status is one of the key variables in explaining the
academic performance of schoolchildren (Suárez-Álvarez et al., 2014;White, 1982).
InPisa 2015,ESCS is a composite score built using ItemResponseTheory scaling and
the indicators: parental education, highest parental occupation, and homepossessions
including books in the home. The starting age of ISCED0 has also been considered
as previous research has shown that students who voluntarily enter the education
system earlier achieve higher levels of academic performance at compulsory levels
of education (Robbin, 1996; Kashkary, 2012).

At the school level, we have controlled for school ownership (public, private
government dependent, or private independent) as previous studies in Spain have
shown that on average students in public schools perform worse than those in private
schools (Choi & Calero, 2012). We have also controlled for the number of students
in the classroom, since a negative relationship between the number of students
per teacher and academic performance has been shown (Koc & Celik, 2015). The
main descriptive statistics for all variables included in the regressions are given in
Table 13.2.

13.3.2 Multilevel Modeling

In order to perform a rigorous analysis of the data, we estimatemultilevel models that
consider the hierarchical PISA data structure: (1) first, public and private schools are
randomly selected; and (2) then fifteen-year-old students from the selected schools
are selected. This multilevel structure implies that that the independence principle is
notmet since there is dependence on observationswithin each school (Hox, 1995).As
a consequence, it is not appropriate to use theOrdinary least squares (OLS) regression
since we would be incurring in the atomistic fallacy (Alker, 1969) and forgetting that
the school-level context of the students matters and that there is a significant degree
of homogeneity among students attending the same school. Considering this hierar-
chical structure, previous literature has pointed to the desirability of employingmulti-
level regression techniques to examine PISA data (Gómez-Fernández &Mediavilla,
2021; OECD, 2009a; Thorpe, 2006).

In this chapter, we follow Snijders (2011) and Gómez-Fernández and Mediavilla
(2021) and estimate the multilevel model presented in Eqs. (13.1) and (13.2) for the
five competences evaluated in this research: mathematics, reading, science, financial
literacy, and collaborative problem solving.
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Table 13.2 Descriptive statistics for dependent, independent, and control variables

Variable Obs Mean/% Std. Dev. Min Max

Dependent variables

PV1MATH 6,736 490.438 82.914 182.21 763.9

PV1READ 6,736 499.495 85.522 161.767 779.974

PV1SCIE 6,736 496.987 86.400 210.696 754.33

PV1FLIT 6,736 472.335 100.837 0 788.007

PV1CLPS 6,736 500.756 87.858 142.154 800.918

Explanatory independent variable

PA003Q02TA 4,695 1.910 0.327 0 2

0: From never to once or twice a month 63 1.34%

1: Once or twice a week 286 6.09%

2: Every day or almost every day 4,346 92.57%

Control independent variables

Female (dummy) 6,736 0.505 0.500 0 1

Repeat (dummy) 6,699 0.266 0.442 0 1

Immig 6,577 0.188 0.567 0 2

0: Native 5,896 89.65%

1: Second-Generation 125 1.90%

2: First-Generation 556 8.45%

ESCS 6,678 −0.449 1.186 −4.352 3.091

ISCED0 6,301 1.799 0.934 0 6

0: 1 year or younger 518 8.22%

1: 2 years 1,249 19.82%

2: 3 years 3,965 62.93%

3: 4 years 311 4.94%

4: 5 years 128 2.03%

5: 6 years or older 68 1.08%

6: I did not attend <ISCED 0> 62 0.98%

Schltype 6,575 1.604 0.594 0 2

0: Private Independent 372 5.66%

1: Private Government-dependent 1,859 28.27%

2: Public 4,344 66.07%

Clsize 6,709 27.163 7.385 13 53
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Level 1 equation (student-level)

Yi j = β0 j +
K∑

k=1

βk j Xki j + ri j

= β0 j + β1 j (PA003Q02TA) + β2 j (female) + β3 j (repeat)

+ β4 j (immig) + β5 j (escs) + β6 j (ISCED0) + ri j

ri j ∼ N
(
0, σ 2) (13.1)

Level 2 equation (school-level)

βk j = γk0 +
Q∑

q=1

γkqWqj + ukj = γk0 + γk1(schltype) + γk2(clsize) + ukj

uk j ∼ N (0, τ1) (13.2)

where Yij represents the score achieved by student “i” at school “j”. X is a set of “k”
characteristics of student “i” in school “j” (variables of level 1). β0j and βkj are level
1 estimated coefficients and rij are the level 1 random effects. B1j is the coefficient
of PA003Q02TA measuring the relationship between the frequency of shared meals
and student at school “j” academic achievement. Each of the level 1 coefficients turns
into a dependent variable in the level 2 equation.Wqj is a vector of “q” characteristics
of school “j”. γk0 and γkq are level 2 coefficients and ukj are the random effects at
level 2. γ10 is the average effect of the frequency of shared meals in the school.

Equation (13.3) is obtained by substituting in Eq. 13.1 (student level) the
coefficients of Eq. 13.2 (school level):

Yi j = γ00 +
Q∑

q=1

γ0qWqj +
n∑

k=1

βk j Xki j + ri j + u0 j

= γ00 + γ01(schltype) + γ02(clsize) + β1 j (PA003Q02TA)

+ β2 j (female) + β3 j (repeat) + β4 j (immig)

+ β5 j (escs) + β6 j (ISCED0) + ri j + ukj (13.3)

The models have been estimated using the mixed function of the statistical software
Stata 14. The mixed command allows the application of the sampling weights for
students and schools provided by the 2015 PISA database. The application of these
weights allows to correct for imperfections in the sample that may lead to biases and
significant differences between the sample and the reference population.
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13.4 Results

The results obtained by applying multilevel techniques (Table 13.3) suggest that a
higher frequency of shared family meals is associated with higher levels of perfor-
mance in reading literacy. This result is in line with Cullen and Baranowski (2000),
Eisenberg et al. (2004),Neumark-Sztainer et al. (2010), andShin et al. (2017). Specif-
ically, we find that students who share daily or almost daily their mean meal with
their parents see their reading comprehension score increase by 35.46 points - when
controlling all other variables as constant- compared to students who share meals at
most twice a month with their parents. However, in the rest of the competences the
coefficients obtained are not statistically significant. The discussion section reflects
on this differential outcome by competences. The estimated variance of the constant
per student (the individual level random effect) is non-zero in all the competences
and that is evidence that the random effect is beneficial and multilevel modeling is
appropriate.

In addition to the main estimates, we use themargins andmarginsplot commands
to estimate the partial effects of the variable of interest in this research: PA003Q02TA.
The objective is to determinewhether the positive relationship between the frequency
of shared meals with the families and academic performance in reading differs
according to the gender and socio-economic and cultural status (ESCS) of the student.

The results in Table 13.4 and Graph 13.1 show that for male respondents, the
difference in predictive margins for PA003Q02TA are similar (493.5274− 458.0703
= 35.4571) than for female respondents (516.4829 − 481.0257 = 35.4572). This
shows that there are no differential effects by gender and that family meals improve
reading achievement in similar proportions for boys and girls. In Table 13.5 and
Graph 13.2we get similar results for the index of economic, social, and cultural status
(ESCS). Specifically, the analysis of the marginal effects at the nine percentile values
of the ESCS variable shows that the magnitude of the positive association between
the frequency of family meals and academic performance in reading comprehension
is maintained regardless of the student’s ESCS value.

13.5 Conclusions

The results obtained in this research show that a higher frequency of family meals is
associatedwith better levels of academic performance in reading, although it does not
seem to have any effect on performance in science, mathematics, financial literacy,
and collaborative problem solving. This differential impact by competences makes
sense given that, as Fruh et al. (2011) show, eating meals with families has very
beneficial effects on children’s and adolescents’ vocabulary. A larger vocabulary has
been shown to help reading skills (Snow & Beals, 2006) and this would explain why
these students end up achieving higher levels of academic performance in reading
comprehension, as evidenced by our results. This result, which indicates a positive
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Table 13.3 Results of multilevel regressions

Variables (1) (2) (3) (4) (5)

Mathematics Reading Science Financial Collaborative

PA003Q02TA = 1 −10.96 28.91* 1.124 7.677 −8.606

(Once or twice a week) (14.28) (17.29) (15.41) (18.75) (18.49)

PA003Q02TA = 2 −0.801 35.46** 3.257 −0.207 −2.098

(Every day or almost) (12.78) (15.90) (14.04) (17.48) (16.84)

Female −23.14*** 16.59*** −14.72*** 0.336 17.33***

(2.807) (3.052) (2.713) (3.386) (3.360)

Repeat −82.47*** −75.54*** −82.49*** −79.00*** −71.85***

(3.516) (3.468) (3.638) (4.648) (3.800)

Immig = 1 −16.22* −0.136 −20.83 −16.18 −19.91

(Second-Generation) (9.574) (12.95) (14.31) (17.57) (13.28)

Immig = 2 −1.511 −0.334 −6.248 3.917 7.479

(First-Generation) (6.576) (5.002) (5.892) (7.064) (6.556)

ESCS 9.806*** 10.92*** 10.89*** 9.282*** 5.275***

(1.424) (1.365) (1.261) (1.558) (1.717)

ISCED0 = 1 14.12** 15.82*** 14.35** 15.01* 13.51**

(2 years) (5.588) (4.812) (5.848) (7.789) (6.319)

ISCED0 = 2 4.293 10.82** 8.797 13.67* 10.53*

(3 years) (6.478) (5.091) (6.601) (7.045) (5.992)

ISCED0 = 3 −3.081 6.297 −4.627 −13.26 −7.278

(4 years) (11.95) (12.52) (12.94) (12.22) (16.40)

ISCED0 = 4 −21.35* −7.050 −18.01 −20.06 −26.94**

(5 years) (12.98) (10.89) (13.93) (15.94) (11.00)

ISCED0 = 5 −41.17*** −40.51** −31.87*** −21.13 −41.59***

(6 years) (11.84) (18.17) (10.52) (18.75) (9.902)

ISCED0 = 6 −11.98 6.947 −2.904 4.634 −2.559

(did not attend) (14.33) (16.07) (16.75) (15.31) (19.80)

Schltype = 1 −8.381 7.583 4.323 5.045 12.01

(Private
Government-dependent)

(9.006) (11.62) (10.10) (14.81) (11.43)

Schltype = 2 −1.112 2.425 8.046 6.828 11.39

(Public) (8.141) (11.41) (9.565) (14.31) (11.01)

Clsize 0.391 0.466 0.112 −0.221 0.553

(0.398) (0.427) (0.361) (0.521) (0.397)

Constant 520.9*** 459.1*** 517.7*** 495.1*** 485.6***

(17.97) (21.85) (18.44) (26.49) (22.13)

(continued)



13 Family Meals and Academic … 265

Table 13.3 (continued)

Variables (1) (2) (3) (4) (5)

Mathematics Reading Science Financial Collaborative

Observations 4,281 4,281 4,281 4,281 4,281

Number of groups 193 193 193 193 193

var(_cons) 769.352 866.721 779.528 1559.771 1076.917

(127.831) (120.693) (106.588) (191.160) (120.716)

Robust standard errors in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1

Table 13.4 Predictive margins for PA003Q02TA by gender of the student

Female PA003Q02TA Margin Std. Err. z P > z [95% Conf. Interval]

0 0 458.0703 15.83497 28.93 0 427.0343 489.1063

0 1 486.9812 6.260298 77.79 0 474.7113 499.2512

0 2 493.5274 2.933919 168.21 0 487.7771 499.2778

1 0 481.0257 15.9496 30.16 0 449.7651 512.2864

1 1 509.9367 6.805354 74.93 0 496.5984 523.2749

1 2 516.4829 2.999579 172.19 0 510.6038 522.362
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Graph 13.1 Predictive margins for PA003Q02TA by gender of the student

effect of a higher frequency of family meals on academic performance in reading
comprehension, is in line with those obtained in previous studies (Cullen & Bara-
nowski, 2000; Eisenberg et al., 2004; Neumark-Sztainer et al., 2010; Shin et al.,
2017).
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Table 13.5 Predictive margins for PA003Q02TA by percentile of ESCS of the student

ESCS PA003Q02TA Margin Std. Err. Z P > z [95% Conf. Interval]

1 0 452.9221 15.9546 28.39 0 421.6517 484.1926

1 1 481.833 6.085141 79.18 0 469.9064 493.7597

1 2 488.3793 3.185206 153.33 0 482.1364 494.6222

2 0 458.0774 15.88607 28.84 0 426.9413 489.2135

2 1 486.9884 6.095225 79.9 0 475.0419 498.9348

2 2 493.5346 2.848303 173.27 0 487.952 499.1171

3 0 462.4738 15.84811 29.18 0 431.4121 493.5355

3 1 491.3847 6.157336 79.8 0 479.3166 503.4529

3 2 497.9309 2.652477 187.72 0 492.7322 503.1297

4 0 466.2281 15.83073 29.45 0 435.2004 497.2557

4 1 495.139 6.248269 79.24 0 482.8926 507.3854

4 2 501.6852 2.567874 195.37 0 496.6523 506.7182

5 0 470.2717 15.82757 29.71 0 439.2503 501.2932

5 1 499.1827 6.38347 78.2 0 486.6713 511.694

5 2 505.7289 2.571199 196.69 0 500.6894 510.7683

6 0 467.0307 15.82882 29.51 0 436.0068 498.0546

6 1 495.9416 6.272096 79.07 0 483.6485 508.2347

6 2 502.4878 2.560608 196.24 0 497.4691 507.5065

7 0 479.2425 15.87811 30.18 0 448.122 510.363

7 1 508.1534 6.808964 74.63 0 494.8081 521.4987

7 2 514.6996 2.910932 176.82 0 508.9943 520.4049

8 0 483.4347 15.92877 30.35 0 452.2148 514.6545

8 1 512.3456 7.06028 72.57 0 498.5077 526.1835

8 2 518.8918 3.194723 162.42 0 512.6303 525.1533

9 0 487.13 15.98754 30.47 0 455.795 518.465

9 1 516.0409 7.305855 70.63 0 501.7217 530.3601

9 2 522.5871 3.491293 149.68 0 515.7443 529.4299

Although the results are in line with previous research in suggesting benefi-
cial effects on academic performance of increasing the frequency of family meals,
compared to previous studies, the results obtained represent an important novelty
for various reasons. Firstly, the results are novel and relevant because they place the
focus of attention on reading competence and show that in the rest of the compe-
tences evaluated it is not possible to speak of an association between the frequency
of family meals and academic performance. This contribution is relevant, given
that most previous studies took as a variable to measure academic performance the
average GPA (or school grades) across all subjects of the students, which made it
impossible to distinguish whether the impact of a higher frequency of family meals
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Graph 13.2 Predictive
margins for PA003Q02TA by
percentile of ESCS of the
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was different according to the subject or competence assessed. Moreover, it is also
novel that we show that this positive association between the frequency of family
meals and academic performance is of similar magnitude regardless of the gender
or socio-economic and cultural status of the student. Additionally, the application of
multilevel techniques allows us to overcome many of the most important method-
ological limitations of previous research in this area. The models estimated in this
research consider the hierarchical structure that educational data, such as the PISA
data used in this research, generally present and correct for the fact that students in
the same school are not independent and thus, compared to OLS models, lead to
unbiased estimates of standard errors.

Regarding the analysis of themarginal effects, the fact that the positive association
is similar regardless of gender and socio-economic and cultural status is a relevant
result, since it shows that increasing the frequency of family meals would benefit
the academic performance in reading comprehension of different types of students,
so that the positive effects of family meals are not limited to a specific group of
students. This highlights the relevance of developing policies and measures aimed at
increasing the frequency of family meals at home since boys and girls and students
from different socio-economic and cultural backgrounds would benefit from it.

Obviously, as with all non-experimental research, our study is not without limita-
tions, and further experimental research would be needed to confirm that the relation-
ship we have found is causal. In addition, we believe that future research could allow
us to further investigate the effects of family meals by analyzing not only the impact
of their frequency, but also the type of family meals using data that provide more
detailed information about this time of day, something that unfortunately the PISA
2015 data do not allow. In this sense, it may be that future research could identify
habits or behaviors in family meals that are particularly favorable to children and
adolescents.

Without losing sight of the limitations of the research, by way of conclusion it can
be concluded that the research carried out shows that there is a positive association
between a higher frequency of family meals and the academic performance achieved
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in reading comprehension competence in the PISA 2015 tests by Spanish students.
In addition to this beneficial effect on academic performance, there are also the
positive effects of familymeals explained in the introductionon aspects such as family
closeness and the emotional well-being of all family members (Satter, 1986), family
connectedness (Fiese et al., 2002), parental well-being (Jacob et al., 2008), nutrition
habits (Anderson & Whitaker, 2010; Burgess-Champoux et al., 2009; Fulkerson
et al., 2009; Neumark-Sztainer et al., 2010), and prevention of high-risk behaviors
(Eisenberg et al., 2004; Fulkerson et al., 2006; Neumark-Sztainer et al., 2010; Sen,
2010).

It seems clear, therefore, that family meals bring many benefits to children and
adolescents and should be encouraged and facilitated. In this sense, we believe that
there are two main actions that could be carried out to ensure and facilitate that
students can enjoy this timewith their families: (1) social awareness-raisingmeasures
about the benefits of family meals, for example through television advertisements
or social media. In this way, those who choose not to eat family meals even though
they are able to do so could change their perception and modify their behavior in this
respect. On the other hand, (2) we believe that the main reason for not eating meals
as a family is related to parents’ work and incompatibility of schedules. In this sense,
we consider that it is necessary to continue improving measures aimed at reconciling
work and family life in order to coordinate school andwork schedules. In summary, it
is evident that family meals are an important moment that implies enormous benefits
in the personal and academic development of children and adolescents and therefore
it is necessary to encourage and facilitate a greater frequency of them.
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Chapter 14
Multilevel Modeling of Nordic Students’
Mathematics Achievements in TIMSS
2019

Marie Wiberg

Abstract The overall aim was to model Nordic students’ mathematics achievement
and try to identify factors within the schools that contribute to the explanation why
schools are either low or high effective. Effective schools are defined as schools
contributing efficiently to students’ mathematics achievement. Three Nordic coun-
tries, Finland, Norway and Sweden, were included as they all took part in TIMSS
mathematics for grade 8 in 2019. The used school factors were constructed from
the TIMSS school questionnaire, which is answered by the principals of the partic-
ipating schools. Multilevel analyses were used to separate the school effects from
the students’ home background. Not surprisingly, as the countries have different
educational systems, different factors were of different importance in the different
countries and for different types of schools. The identified school factors in each
country were spread among context and climate factors. The practical implications
of the obtained results are discussed as well as directions for future research.

Keywords Effective schools ·Mathematics achievement · School level factors ·
Home background factors ·Multilevel analysis

14.1 Introduction

Trends in Mathematics and Science Study (TIMSS) is an international large-scale
assessment (ILSA) given every fourth year which aim to measure trends in students’
achievement in mathematics and science in grade 8 and grade 4 around the world.
Results from TIMSS 2019 indicate that the participating Nordic countries, Finland,
Norway and Sweden, had the same (Norway and Sweden) or similar (Finland)
average mathematics achievement but their trends differed. Sweden had similar
average mathematics achievement as in 2015, Norway exhibited a decline from 2015
and Finland, which did not participate in 2015 had a decline from 2011 (Mullis et al.,
2020).
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Oneway to understand differences inmathematics achievement between the coun-
tries is to examine the efficiency of the schools, that is to what extent schools are
successful to provide good educational opportunities to enhance educational achieve-
ment and development. It is however not as simple that one can just compare the
average mathematics achievement as there are several factors which can influence
the outcome. Students from homes where one emphasizes the importance of educa-
tion, and have the resources needed typically perform better and thus achieve higher
results. A school which provide good resources in terms of staff, space, equipment
tends to have higher results. The fact that these factors play a significant role, make
it evident that there are differences within and between schools.

School effectiveness research is especially focused on differences between
schools, as compared with other educational effectiveness research which may also
include economical or instructional studies (Scheerens & Bosker, 1997). Different
aspects of school effectiveness in order to improve students’ educational outcome
has been studied over a long period of time according to Sammons (2007). Although
definitions of school effectiveness may vary, a school is typically defined as effective
if it adds extra value to the students’ achievements. This means that an effective
school can improve the students’ achievement regardless of the characteristics of the
student body. Rumberger and Palardy (2004) noted that an improvement of school
effectiveness research was the start of using multilevel modeling to estimate the
effects of factors on students’ achievement more accurately as one could examine
the effect on different levels in the education system (e.g., student level, class level
and school level). A particular focus is on school aspects which can be influenced to
improve students’ achievements. This means that research on school effectiveness
focuses on the school as the major unit of change in educational reform (Teddlie,
2010).

In this study, a school is defined as effective if it adds value to the students in
terms of outcomes, regardless of the characteristics of the students within the school.
In other words, if all schools had the same kind of students with respect to their
initial knowledge level and preparation, then school effectiveness can be measured
by comparing the student achievements at the end of the school year. This means that
in order to examine school effectiveness, it is important to take care of the students’
characteristics which are correlated with students’ success (Martin et al., 2000).

An important aspect of school effectiveness research is to examine environmental
factors, which can be categorized as climate and context variables (Ma et al., 2008).
Climate variables are the school culture or “software” of a school, and refer to
the administrative policies, the values and expectations of students, parents and
educational professionals. The context variables are the setting or the “hardware”
of the school, such as school location, resources, and the characteristics of the
teacher and student body. The principal has a key role as s/he is responsible for
the implementations in a school.

In general, few research studies have focused on school principals in relation to
student achievements, using large-scale quantitative data (Johansson & Bredeson,
2011). There has however been some previous research on school effectiveness in
the Nordic countries. Wiberg et al. (2013) examined school factors in relation to
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students’ mathematics achievement on three TIMSS assessments (2003, 2007, and
2011) in Norway and Sweden. Wiberg and Rolfsman (2013) examined students’
science achievement and the influence of different school factors using TIMSS 2003
and TIMSS 2011 in Norway and Sweden. A problemwhen analyzing and comparing
different TIMSS assessments is that the questionnaires change substantially over the
years and thus it is challenging to construct school factors which are valid over
several administrations and between different countries as national adaptions also
occur. In this study we only use TIMSS variables, but if one has access to more
information from the school system it has been shown to add important information
about the association of the students’ background and TIMSS achievements both in
mathematics and science (Wiberg, 2019; Wiberg & Rolfsman, 2019).

The overall aim with this study was to model Nordic students’ mathematics
achievement and try to identify factors within the schools that contribute to the expla-
nation why schools are either low or high effective. As the countries have slightly
different educational contexts it is likely that the school factors differ. A particular
interest is to examine if there are any school factors that can be identified which are
possible to influence such as school climate factors.

This study creates the opportunity to separate the school effect from the effect of
students’ home environment, which is important because of the well-known associ-
ation between success at school and social background factors (e.g. Giddens, 1997),
as background factors can affect young children’s cognitive skills. The current study
contributes to an examination of school factors associated with student success in the
Nordic countries. As the focus was on one TIMSS cycle the reliability is strength-
ened as it allows the usage of all available variables. The specific research question
included were:

1. Which school level factors are associated with mathematics achievement in the
participating Nordic countries in TIMSS 2019?

2. Are the identified school level factors the same or do they differ for low or high
effective schools?

3. Are the identified school level factors specific to a country or similar between
countries?

14.2 Method

14.2.1 Participants

Data from TIMSS 2019 mathematics for 8th grade students and their schools
(IEA, 2021) was used from Finland, Norway and Sweden as these were the only
Nordic countries that participated in 2019 with 8th grade students. We used data
from students’ mathematics achievement, the students’ questionnaire and the
school questionnaires. The school questionnaires were answered by the school
principals and were used as measures of the context and climate of the school. The
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school questionnaire includes questions about school enrolment and characteristics,
instructional time, resources and technology, school emphasis on academic success,
school discipline and safety, and principal experience and education. The students’
questionnaires include questions about the student, the students’ parents’ educational
background, the students’ home possessions, the students’ behavior at school, what
they think about mathematics and science and questions about homework. The
student questionnaire was used to control for the students’ home background.

14.2.2 Statistical analyses

Only a limited number of the TIMSS mathematics achievement items are admin-
istered to each student, to limit their time and effort. The students’ scores on the
obtained TIMSS items are transformed into five plausible values, which represent
the students’ mathematics achievements on the whole assessment if they would have
answered all the mathematics items. In the statistical analyses, we used the five plau-
sible values as representing mathematics achievement and followed the suggested
guidelines for TIMSS 2019 (Martin et al., 2019) and other researchers’ suggestions
on how to use plausible values in secondary analyses (Laukaityte & Wiberg, 2017;
von Davier et al., 2009). Initially, the data files were prepared and analyzed with IEA
IDB analyzer 4.0 and SPSS 26.0. The statistical analyses were then conducted in
four steps;

1. Identifying student home background variables.
2. Deciding which schools were low and high effective.
3. Constructing school factors.
4. Conducting multilevel analysis.

In thefirst step, student homebackgroundvariableswere chosen from the students’
questionnaires based on previous studies (Wiberg&Rolfsman, 2021) and availability
of these variables in TIMSS 2019 in the three countries. The student variables’ poten-
tial influence on mathematics achievement were examined within each country with
multiple regressionswith the five plausible values representingmathematics achieve-
ment as dependent variables. Number of home study support was not explicitly used
becausemost students (85–97%) had access tomost of them including internet, study
desk, computer and a mobile phone. The number of books at students’ home and
the TIMSS defined home educational resource [HER] index was examined, as these
two has been shown to well represent students’ socioeconomic status (Wiberg &
Rolfsman, 2021) and have relatively low amount of missing values. HER consists
of number of books at home, highest level of education of either parent or guardian
and number of home study supports (internet connection + own room). As these
two variables were highly correlated we chose to use HER as it had slightly fewer
missing values in all three countries. We also constructed a migration indicator vari-
able [GB] with value 1 if at least one guardian was born within the examined country,
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and 0 otherwise. Missing data was in general low in the student’s home background,
ranging from 1% for HER (Finland) to 9% for GB (Norway, which also had all the
TIMSS mathematics results for these students missing) thus listwise deletion was
used to exclude missing data. This choice was made as it is robust to violations of
assumptions that data are missing at random or missing completely at random, and
thus results in unbiased estimates of regression coefficients (Allison, 2009).Although
it is theoretically better to impute missing data we made this choice because reason-
ably few cases were deleted. The students’ home background variables were recoded
tomakemore sense in the analyses. Books in the homewere originally coded as 0–10,
11–25, 26–100, 101–200, > 200, and this was recoded as Book = 1 if the students’
home had more than 100 books, 0 otherwise as we wanted an indicator of the homes
which had a reasonable number of books. We also included the students’ sex in the
analyses and this variable was coded as 1 for females and 0 for males.

In the second step, effective schools were identified by using the students’ average
mathematics achievement and linear regression models with the described student
home background variables as covariates. For each country, the mean differences
between the fivemathematics plausible values and the expected scores from the linear
regressions were calculated. Schools were divided into three levels of effectiveness;
low, mid and high effective. Schools were concluded to be high effective if they
were in the top third in their country in mathematics achievement, thus if the school
performedhigher than predicted from the linear regressionmodels and thus the school
reached a better result than expected considering the homebackground of the enrolled
students. A school was concluded as mid effective if they were in the middle third in
their country and thus reached the expected result considering the home background
of the enrolled students. A school was concluded to be low effective if they were in
the bottom third within their country and thus reached a worse result than expected
considering the home background of the enrolled students. In the later multilevel
analyses, the low effective and high effective schools were examined separately. The
mid effective schools were not examined specifically as we instead included analyses
when all schools in a country were included.

In the third step, school factors were constructed from the school questionnaires
and the aimwas to identify school variableswhich could have had an impact on school
effectiveness. From available school level variables in TIMSS and previous TIMSS
studies we examined several potential school factors. We examined the correlation
between mean mathematics difference, obtained in the second step, and the school
variables to find variableswhichmight affect the students’mathematics achievement.
From these analyses, five factors were retained which included both context and
climate school variables. Below, we describe the used factors briefly and how they
are coded. The school factors DIS, SUC and MSR have factors in the international
data base that we recoded. The parental involvement factor was constructed from
three variables as they were highly correlated and Ma et al. (2008, p. 95) proposed
to merge similar variables if it can be motivated theoretically. An exact definition of
each factor can be obtained upon request from the author.

[DIS] School discipline problems coded as 1 (high) or 0 (low).
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[SUC] School emphasis on academic success coded as 1 (high) or 0 (medium or
lower).

[MSR] Instruction affected by mathematical resources coded as 1 (Affected, a
lot), 0 (not affected).

[SLO] School location (Urban/Rural) coded as 1 (more than 30,000 inhabitants),
0 otherwise.

[PI] Parental involvement consists of the variables; parental commitment, parental
expectation and parental support and these were added together and a high value was
coded as 1 and a low value was coded as 0.

Note, using our previous categorization, School climate factors are PI, SUC and
DIS, while school context factors were SLO and MSR. In order to control for the
overall context of the student factors in a school we also included the aggregated
mean of the student home factors,

i.e., the aggregated GB [aGB] and the aggregated HER [aHER] in the later
multilevel analyses.

In the fourth step, we carried out multilevel analysis (Gelman & Hill, 2007;
Snijders & Bosker, 1999) on the high effective schools, low effective schools and all
schools.Multilevel analyses were chosen as it can handle TIMSS two-stage sampling
design and that the probability of selecting a sample unit is unequal (Kyriakides &
Charalambous, 2005). Multilevel analysis has been used to analyze TIMSS by a
large number of researcher (e.g. Ersan & Rodriguez, 2020; Martin et al., 2000;
Mohammadpour et al., 2015; Webster & Fisher, 2000; Wiberg & Rolfsman, 2013).
The student factors were weighted with student weights and the school factors were
weighted with school weights which are included in the international data base in
line with the suggestions by Laukaityte andWiberg (2018). The dependent variables
consisted of the five mathematics plausible values calculated for each student as a
measure of their mathematics achievement (Mislevy et al., 1992).

For the low effective schools, high effective schools and all schools within each
country we fitted three types of multilevel models; a null model, a home context
model with the student factors and a full model with all significant factors included.
In general, we defined the multilevel models used as follows.

Level 1 (within schools):

Yi j = β0 j + β1(HER) + β2(GB) + ri j .

Level 2 (between schools):

β0 j = γ00 + γ01(H1a) + γ02(aHER) + γ03(aGB)

+ γ04(S1) + . . . γ08(S5) + u0 j

β0 j = γ00 + μ0 j , β1 j = γ10, β2 j = γ20 · · ·β12 j = γ12 j ,
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where Yij is the mathematics achievement for student i = 1, 2 . . . n j in school
j = 1, 2 . . . J β0 j is mean mathematics achievement of school j, and ri j is the
random error of student i in school j. Further, γ00 is the grand mathematics mean for
all schools andμ0 j is the random school effect, the deviation of school j:s mean from
the grand mean. S1…S5 are the used school level factors: DIS, SUC, MSR, SLO and
PI. The examined school level factors were grand mean centered as suggested byMa
et al. (2008). We examined a number of different multilevel models for each of the
countries and for the different school types. Non-significant effects were removed
from the multilevel models. The proportion of within and between-school variances
was examined in the chosen models as high proportion of between-school variance
indicates the existence of school effects (Ma et al., 2008).

14.3 Results

The average mathematics TIMSS achievement for the examined students is differen-
tiated on different types of school as can be seen in Table 14.1. The highest average
mathematics achievement appeared in Finland, while Norway and Sweden had the
same average mathematics achievement. Noticeable is that all countries had some-
what similar averages in terms of mathematics achievement within the different type
of schools. The standard errors in all different types of school were all reasonably
low.

In this study the proportion of between-school variance explained by the chosen
multilevel model had a broad range (24–80%) within countries not differentiating on
effective schools and even larger (24–99%) when differentiating on effective schools
as can be seen in the last row in Table 14.2. Thus, we can motivate the existence of
school effects. A comparison of the used multilevel models in the three countries
reveal some similarities. For example, that the HER index was always significant in
all types of schools. The student variable sex and the aggregated GB factor (aGB) as
well as the school level variable DIS were never significant for any type of school
in any country. To have at least one guardian born within the country (GB) had a
positive effect for all low effective schools and for Norwegian high effective schools.
The aggregated HER (aHER) was only significant for Swedish and Finnish schools
overall and for high effective schools in Sweden.

There were no significant school level factors for Norway, except for low effective
schools which had parental involvement as the sole significant predictor on school

Table 14.1 Mathematics
achievement differentiated on
different types of schools. On
average, in low effective, mid
effective and high effective
schools with standard errors
within parenthesis

Country Finland Norway Sweden

Average 509 (2.6) 503 (2.4) 503 (2.5)

Low effective 480 (3.3) 481 (2.4) 473 (3.1)

Mid effective 513 (1.7) 507 (2.1) 509 (2.8)

High effective 537 (2.3) 531 (2.7) 539 (4.0)
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Table 14.2 Significant coefficients in the multilevel analyses for the low and high effective schools
as well as for the whole samples (All)

Finland Norway Sweden

Low High All Low High All Low High All

Con 481.3 536.4 508.3 478.6 537.6 505.0 473.3 539.8 505.2

HER 19.0 15.7 16.5 15.1 19.3 17.2 15.6 17.8 17.1

GB 23.0 18.7 16.8 27.5 14.2 35.3 23.0

aHER 18.6 16.1 19.4

SUC 15.4 9.2

MSR 10.7 −10.8 −11.2

PI −10.9 15.5 −12.3

SLO −9.4

BSV 0.59 0.97 0.52 0.94 0.78 0.24 0.99 0.83 0.80

HER=HomeEducationalResources,GB=At least one guardian/parentwas born in country, aHER
= Aggregated HER, SUC = School academic success, MSR = Mathematics school resources, PI
= Parental involvement, and SLO= School location, BSV = Proportion between-school variance
explained

level. To attend an urban school was associated with an estimated decrease of 9
score points in mathematics when examining all schools in Sweden but not in any of
the other examined cases. Interestingly, parental involvement was significant in both
low and high effective schools in Finland and in low effective schools in Norway but
never in Sweden. The positive coefficient for high effective schools in Finland might
be explained as it is helpful in a high effective school with parental involvement. The
negative coefficient for low effective schools in Norway and Finland may be due to
parents are involved but not really helping in school. The non-significant coefficient
in the Swedish schools may be due to very few parents are involved in any schools
as that is not part of the education system.

In Finland overall, and for high effective schools the schools’ emphasis of
academic success was important. Finally, lack of mathematics resources was signif-
icant in low effective schools in Finland and Sweden and overall in Sweden. In the
Swedish schools it was a negative coefficient suggesting that when there is a lack
of resources the average TIMSS achievement is lower. In low effective schools in
Finland, however, the coefficient was positive. Although this appear strange it could
be that these schools try harder as they know they have shortages. The amount of
shortages may also differ between countries.

14.4 Discussion

The overall aim was to model Nordic students’ TIMSS mathematics achievement
and try to identify factors within the schools that contribute to the explanation why
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schools are either low or high effective. Multilevel analyses were used, as it has
improved school effectiveness research by allowing to estimate the effects of factors
on student outcomesmore accurately as one has the possibility to examine the effects
at different levels in the education system (Rumberger & Palardy, 2004). The focus in
school effectiveness research is on differences between schools (Scheerens&Bosker,
1997), and it would especially be beneficial to find school-related factors associated
with students’ mathematics achievement that could be influenced, as the school is the
most important unit of change in educational reforms (Teddlie, 2010). The overall
results were that similar home background variables were significant in all countries
and regardless of the effectiveness of school, but the school level factors differed if
the school was viewed as high or low effective or if all schools were examined. This
is probably due to the fact that we can never remove the background of a student but
different schools and different cultures develop differently.

High effective schools in Finland had parental involvement and an emphasize on
academic success. For high effective schools in Norway, no significant school level
factors were found and for high effective schools in Sweden only the aggregated
HER index was significant. This does not mean that there are no school factors that
can influence high effective schools in Norway and Sweden, only that we did not
include any such factor in our study.

Low effective schools were either associated with the school factors parental
involvement (Finland and Norway) or mathematical school resources (Finland and
Sweden). This latter result is not surprising as previous studies has shown that school
resources are related to student achievement (e.g. Bonnano & Timbs, 2004; Chan,
2008; Dustmann et al., 2003) and it has also been noted within TIMSS (e.g. Mullis
et al., 2005); to only find a few significant school factors in Norway and Sweden
are in line with previous studies of TIMSS data in Sweden and Norway (Wiberg &
Rolfsman, 2013; Wiberg et al., 2013).

Although we only found some significant school climate variables for some coun-
tries and types of schools (i.e., parental involvement and schools emphasize on
academic success), it should not be concluded that school climate does not influ-
ence students’ achievement. It is common that school climate variables show no or
weak effects on students’ educational outcomes, especially in the presence of school
context variables (p. 90; Ma et al., 2008). A limitation with the conducted study is
that we did not include any information on the class level, i.e., from the teacher. In
the future one should examine the influence of the teachers in order to get a more
comprehensive view of the climate of the school, as the teachers meet the students
every day and are important carriers of the school climate.
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Chapter 15
Teachers’ Perceptions of School Ethical
Culture: The Implicit Meaning of TIMSS

Orly Shapira-Lishchinsky

Abstract This chapter aims to explore whether a shared perception of ‘School
Ethical Culture’ (SEC) emerged from teachers’ questionnaires that were distributed
in 45 participant countries on behalf of the Trends in International Mathematics and
Science Study (TIMSS 2015). Based on Multiple group confirmatory analysis, the
results support a universal perception of SEC among teachers, which was elicited
from teachers’ responses to TIMSS questionnaires. This led to the understanding that
the TIMSS teachers’ questionnaire has additional meaning, which goes beyond its
original factors. The results also contributed to understanding the meaning of SEC
among teachers, by identifying its four dimensions: ‘teachers’ profession,’ ‘care for
students’ learning,’ ‘interaction with colleagues,’ and ‘respect of rules.’ This may
be a new measure that, up until now, has never been investigated in schools. The
findings may support a universal perspective, showing how common perceptions of
SEC affect student achievements. However, the different impact of SEC dimensions
across countries may be explained by the national context, which depends on specific
policies of each country.

Keywords TIMSS · School ethical culture · Student achievements · Teachers’
profession · Care for students’ learning · Interaction with colleagues · Respect of
rules

15.1 Introduction

It has become increasingly important to explore teachers’ perceptions of ‘ethical
culture’ in educational systems via a cross-national perspective, since ethics consti-
tutes an inseparable component of teaching and education all over the world (Camp-
bell, 2011). There are twomain approaches in comparative studies that focus on ethics
and culture: one focuses on different ethical perceptions that are rooted in county
culture and norms (Melé & Sánchez-Runde, 2013; Rausch et al., 2014) and the other
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centers on globalization through similarities in moral attitudes and behaviors across
countries (Cullen et al., 2004; Donnelly, 2013).

This chapter was conducted with these approaches in mind while also being
conscious of the fact that while there are numerous studies on teachers’ percep-
tions of the ‘ethical climate’ in educational systems (e.g., Sagnak, 2010; Shapira-
Lishchinsky&Raftar-Ozery, 2018), teachers’ perceptions of ‘ethical culture’ in these
systems have not been investigated enough. Moreover, we found confusion in the
literature regarding these concepts, and that researchers use these concepts without
differentiating between them (e.g., Denison, 1996). Furthermore, we found very few
studies that investigated the differences between them (e.g., Kaptein, 2011). Thus,
this chapter attempts to investigate the meaning of ‘ethical culture’ in schools, based
on teachers’ perceptions. It is also unique in its cross-national approach, focusing on
teachers’ perceptions from Trends in International Mathematics and Science Study
(TIMSS, 2015) assessments.

This chapter had three interdependent primary goals: (a) to explore whether a
shared perception, ‘school ethical culture’ (SEC), emerged from teachers’ TIMSS
questionnaires. If SEC were to be found, then our derived goals were: (b) to find the
meaning of SEC, based on teachers’ perceptions using a cross-national assessment;
and (c) to investigate the effect of SEC teachers’ perceptions on students’ science
achievements in the countries participating in TIMSS (2015).

Our motivation to find a shared meaning for the concept SEC relates to interna-
tional assessments in education, such as the TIMSS, which focuses on the existence
of common ethical perceptions in participating countries, such as equity and quality
(Mullis et al., 2016a). In this chapter, we chose to focus on countries that participated
in the TIMSS, because, for the last 20 years, TIMSS reports have exposed ethical
meaning by identifying gaps in resources, opportunities, inequity and equity issues
(Mullis et al., 2016b).

Below, the theoretical background that supports this chapter: ethics in the context
of national and universal culture; the definitions of culture and climate in the context
of ethics, the confusion around these concepts, and finally, the ethical aspects of
TIMSS.

15.2 Theoretical Background

15.2.1 Ethics in the Context of National and Universal
Culture

Two primary approaches focus on ethics and national culture. The first approach
looks at differences in moral perceptions and moral judgments among cultures
(Melé&Sánchez-Runde, 2013). The literature that is basedon this approachfinds that
national culture affects ethical perceptions and behaviors in organizations (Minkov&
Hofstede, 2011).
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House et al. (2004), in their GLOBE (Global Leadership and Organizational
Behavior Effectiveness) project, define national culture as the common experience
of individuals that results in shared values, beliefs, policies and interpretations of
significant events that lead to distinctive ways of perceiving the world. Minkov and
Hofstede (2011) fashioned this perspective into a four-dimensional model of national
culture. Their model presents a cornerstone for cross-cultural research and reflects
current social values and practices (Shiraev & Levy, 2015).

We found previous studies that support the first approach. Cultural differences
have been found to impact individuals’ ethical reasoning skills (Christians et al.,
2015). Forsyth et al. (2008) conducted ameta-analysis of data from29 different coun-
tries and found that Western countries exhibited a more pragmatist ethic, whereas
Eastern and Middle Eastern countries were more subjective and context-driven
when it came to determining moral rules. Ho (2010) uncovered differences in the
ethical perceptions of Malay, Chinese and Indian leaders, and indicated that differ-
ences in these cultures focus on various ethical attributes of moral dilemma. Li
and Persons (2011) found that cultural differences resulted in less ethical decision-
making in Chinese students, as compared to American students when focusing on
an experimental corporate code of ethics.

The second approach supports the position of universalism vis-à-vis a percep-
tion of ethics. For example, Cullen et al. (2004) used institutional anomie theory to
develop hypotheses related to four national variables of culture (achievement, indi-
vidualism, universalism and pecuniary materialism). The researchers found cross-
national consistency of perceptions regarding ethically suspect behaviors. Additional
researchers have supported the concept of universal minimal morality, and have
argued that certain basic values are necessary for collective survival (Donnelly, 2013;
Ivison, 2010).

Furthermore, empirical studies have demonstrated that beyond specific moral
judgment, there are basic values or principles underlying these judgments, and their
common principles appear in the major world religions and traditions (Terry, 2011;
Tullberg, 2015). Moreover, the universal approach may support the application of a
universal ethical policy in human rights, beginning with the Universal Declaration
of Human Rights and following other UN human rights covenants, along with the
UN Global Compact and its 10 ethical principles (Melé & Sánchez-Runde, 2013).

In the field of education, we found studies on cultural diversity and dissimilarity
in different countries concerning ethical issues, such as social justice (Banks, 2015),
ethical dilemmas (Milner, 2010) and the importance of developing student potential
(Klassen et al., 2010). Other studies explored globalization and similarity, such as
human rights in educational systems (Stromquist & Monkman, 2014), the reduction
of gaps (Zhao, 2010) and quality education (Wang et al., 2011).

By beingmindful of these two approaches in educational systems—cultural diver-
sity between countries and globalization based on common values and ethics—we
chose to undertake a cross-national study in order to learn whether countries share
a common perception concerning the concept of SEC. If we were to find the exis-
tence of a shared perception for SEC, we would then try to explain students’ science
achievements in TIMSS countries, based on teachers’ perceptions regarding SEC.



286 O. Shapira-Lishchinsky

15.2.2 Confusion Around the Definitions of Culture
and Climate in the Context of Ethics

We are aware that previous studies have adapted different approaches concerning the
use of definitions and distinctions between culture and climate. For example, Schein
(2010) considered climate as an artifact of culture and defined culture as shared
norms, values and assumptions. Earlier, Denison (1996) perceived that culture and
climate are not fundamentally different.

However, based on additional studies, we argue that ethical culture and ethical
climate are distinct from one another. For example, Kaptein (2011) distinguished
between ethical culture and ethical climate, explaining that ethical culture presents
the actual conditions for ethical behaviors, while ethical climate can be defined
as the expectations of stakeholders about what constitutes ethical behavior in the
organization. In support of our argument, Treviño et al. (1998) found that although
ethical culture and climate are highly correlated, there is a difference between the two:
ethical climate relates to attitudes while ethical culture relates more to influences on
behaviors. Therefore, according to their approach, ethical culture explained unethical
behavior better than ethical climate did.

Considering the fact that there are numerous studies dealing with school ethical
climates in comparison to studies that consider ethical culture in schools, this chapter
is pioneering in its approach. It looks for a meaning for the concept of ethical culture
in schools from a cross-national perspective.

15.2.3 School Ethical Culture

In an effort to understand unethical behavior in the workplace, scholars initially
focused on thepersonal characteristics of individual transgressors (Treviño&Young-
blood, 1990). In recent years, scholarly focus has shifted to the characteristics of the
organizational context within which unethical behavior occurs (Kish-Gephart et al.,
2010; O’Boyle et al., 2011).

‘Organizational culture’, often delineated by shared values (Schein, 2010), is
the informal control system of an organization that comprises common traditions
(Ruiz-Palomino &Martínez-Cañas, 2014). As a subset of organizational culture, the
‘Ethical Culture’ (EC) of an organization encompasses the expectations as to how
the organization may encourage its members to behave ethically (Treviño &Weaver,
2003). Thus, EC is defined as those aspects of the perceived organizational context
that may promote ethical behavior and reduce unethical behavior (Ruiz-Palomino
et al., 2013).

Based on Kaptein’s research (2011), EC in schools can be viewed as resulting
from the interplay between the formal (e.g., educational policy) and informal (e.g.,
colleagues’ behavior, norms concerning school ethics) systems that potentially
enhance ethical behavior among teachers. In essence, based on previous studies
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(e.g., Kish-Gephart et al., 2010), EC relates to perceptions of what the organization
is about in practice, pertaining to the conditions for ethical and unethical behavior.

Kaptain (2008) refined the construct of EC with multiple normative dimensions,
focusing on ethics in terms of their virtues. He distinguished between the following
virtues:

(1) ‘Clarity of ethical standards’ concerns the extent to which leaders and their
employers are expected to adhere to ethical standards.

(2) ‘Ethical role modeling of management and supervisors’ implies the extent to
which leaders and supervisors set good examples, in terms of ethics.

(3) ‘Feasibility’ reflects the conditions created by the organization that can enable
employees to comply with normative expectations.

(4) ‘Supportability’ reflects the extent to which the organization supports ethical
conduct among its leaders and employees.

(5) ‘Transparency’ (visibility) is the degree to which the consequences of the
conduct of leaders and their employees are perceptible.

(6) ‘Discussability’ refers to the opportunity to discuss ethical issues, such
as ethical dilemmas or alleged unethical behaviors. Through sharing and
discussing issues, people learn from each other and are more motivated to
respect each other.

(7) ‘Sanctionability’ is the extent of enforcement of ethical behavior; it metes out
punishment for behaving unethically and gives rewards for behaving ethically.

Based on these dimensions, Kaptain (2008) conceptualized the CEV model (the
Corporate Ethical Virtues model) and developed a self-report questionnaire for
measuring the ethical culture of organizations, based on different codes of ethics
from around the world. The CEV model was tested and validated in different coun-
tries among managers, employees and university students (e.g., Mitonga-Monga &
Cilliers, 2015; Riivari & Lämsä, 2014). However, while these studies strove to under-
stand the meaning and validate the dimensions of EC in business and public organi-
zations, in this chapter, we examined whether the meaning of school ethical culture
could be generated from the TIMSS 2015 teachers’ questionnaires. We chose this
methodological approach since the TIMSS questionnaire taps teachers’ perceptions
of items that appear to reflect ethical conditions in schools.

15.2.4 The Ethical Aspects of TIMSS

One of the goals of TIMSS is to promote educational equity that seeks to close
achievement gaps and reduce test score differences between higher and lower scoring
groups (Mullis et al., 2016a). Moreover, participating countries design educational
policies that take into consideration equity issues via examples, such as promoting
students’ potential development by maximizing the performance of low-achieving
students (Hanushek & Woessmann, 2015). Thus, the ethical context that appears in
the TIMSS reports encourages choosing countries that participated in TIMSS for our
sample and for the elicitation of the SEC concept.
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15.3 Method

15.3.1 Context

TIMSS 2015 continued a 20-year international assessment of math and science,
conducted by the International Association for the Evaluation of Educational
Achievement (IEA), among school principals, teachers and students. The current
chapter focuses on teachers’ TIMSS 2015 questionnaire responses in relation to 8th
grade students’ science achievements in 45 countries. To accomplish this purpose,
data were based on: (a) questionnaires completed by teachers, focusing mainly on
their challenges, satisfaction, professional development, and experiences in teaching,
and (b) their students’ achievements, based on questionnaires focusing on the science
curriculum. Our analyses were based on a dataset available to all on the TIMSS
website that already codes all the relevant items in the teachers’ and students’
questionnaires.

15.3.2 Sample

The sample was comprised of 8353 science teachers (67.7% were women) and
280,130 students (the gender proportion was equal) nested in 8353 different schools
(mainly from a single class per school) across 45 countries that participated in the
TIMSS 2015 survey. The majority of teachers had a Bachelor’s degree or equivalent
(58.2%), and the others had graduate degrees (most of themhad completed aMaster’s
level, 1.6% had completed doctoral studies). The teaching experience varied from
1–48 years with an average of about 15 years (SD= 9.0). The age categories indicate
that 15% of the teachers were between 20 and 30, 35% were 31 and 40, 32.5% were
between 41 and below 50, and the rest were up to 60 years of age. All students came
from the 8th grade. We focused on the students’ science scores, using the plausible
value procedure (Foy, 2017). The majority of students were native born (88.9%).
However, this percentage varied across countries.

15.3.3 Overview of Procedures and Analyses

Research ethics committee approval was obtained from the authors’ university. In
our analyses, we used SPSS V.24.0 (SPSS IBM and Corporation Released, 2017)
and Mplus V.8.0 (Muthén & Muthén, 2017). The main procedures were:

Missing values. We found that out of the 8,353 teachers, 453 did not answer any
of the 38 survey items that reflected SEC. In addition, 10 teachers provided partial
answers (to 20 items or less). In sum, there were 463 teachers with no answers to
limited answers. As a result, these teachers were excluded from the data. We then
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tested the missing value patterns of the remaining 7890 schools. Thus, the sample
includes 94.4% of the original sample of the schools. The preliminary analysis for
missing values showed that 1% or less was missing. Although the missing pattern did
not exhibit clear randomness (Little & Rubin, 2014), we imputed the missing values,
since the number of observations is high. For the imputation procedure, we used the
expectation maximization (EM) method that improves likelihood in comparison to
the known likelihood of the data (Do & Batzoglou, 2008).

Weighting.We found that the distribution of the number of schools in each country
ranged from 48 schools (Malta) to 477 schools (United Arab Emirates). The analyses
required that the number of schools within a country would be similar across all 45
countries. Therefore, we constructed a countryweight (COUWGT) that equalized the
number of schools across countries (Foy, 2017). The overall frequencies by country
(Table 15.1), are presented in comparison to the weighted number of schools, where
weight was calculated around the mean number of schools per country (M = 186).
That is, when the number is lower, the weight inflates it to the mean, and if it is
higher, the weight deflates it to the mean.

15.4 Results

This chapter focuses on the following steps:
The first step: Exploring whether a shared perception of ‘School Ethical Culture’
emerged from the teachers’ questionnaires

Expert judgment.We sent emails to 10 experts in school ethical research (univer-
sity professors from the TIMSS participating countries) and asked them to inde-
pendently rank relevant items (questionnaire items) according to their potential
SEC meaning (86 items). Each item was ranked by these experts on a scale of 1
(low) to 5 (high) in relation to their SEC relevancy. This ranking was then used to
explore items which are highly relevant for SEC assessment. We followed a ranking
procedure (Meyer & Booker, 2001), which recognizes high relevancy (4–5) for SEC
(Appendix). Our final set of SEC items included 38 out of 86 items in the TIMSS
teachers’ questionnaire.

Exploratory factor analysis. Exploratory factor analysis was run on a training set
(approximately one-third of the total teachers’ data, n = 2629 teachers). Table 15.2
provides the final factor loadings for four representing factors. Out of the primary
38 items, seven were excluded due to poor loadings, loadings < ≈ 0.35 (Osborne,
2015). The final factors were determined according to their theoretical contribution
to the definition of SEC in schools, which elicited four main dimensions: ‘teachers’
profession’, ‘care for students’ learning’, ‘interaction with colleagues’, and ‘respect
for rules’. At the bottom of Table 15.2, we note the internal consistency (Cronbach’s
Alpha), which shows high internal consistency among the factor items (alpha > 0.80).
The shaded cells represent the final set of items for each factor. At that exploratory
point, the multilevel structure of the data is ignored.
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Table 15.1 Unweighted and weighted school frequency

Country code Country name Unweighted school
frequency

Weighted school
frequency

36 Australia 285 186

48 Bahrain 105 186

72 Botswana 159 186

124 Canada 276 186

152 Chile 171 186

158 Chinese Taipei 190 186

268 Georgia 153 186

344 Hong Kong, SAR 133 186

348 Hungary 144 186

364 Iran, Islamic Republic of 250 186

372 Ireland 149 186

376 Israel 198 186

380 Italy 161 186

392 Japan 147 186

398 Kazakhstan 172 186

400 Jordan 252 186

410 Korea, Republic of 150 186

414 Kuwait 168 186

422 Lebanon 138 186

440 Lithuania 208 186

458 Malaysia 207 186

470 Malta 48 186

504 Morocco 345 186

512 Oman 301 186

554 New Zealand 145 186

578 Norway 143 186

634 Qatar 131 186

643 Russian Federation 204 186

682 Saudi Arabia 143 186

702 Singapore 167 186

705 Slovenia 148 186

710 South Africa 292 186

752 Sweden 150 186

764 Thailand 204 186

784 United Arab Emirates 477 186

(continued)
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Table 15.1 (continued)

Country code Country name Unweighted school
frequency

Weighted school
frequency

792 Turkey 218 186

818 Egypt 211 186

840 United States 246 186

926 England 143 186

5788 Norway -8 142 186

7841 United Arab Emirates
(Dubai)

135 186

7842 United Arab Emirates
(Abu Dhabi)

156 186

9132 Canada (Ontario) 138 186

9133 Canada (Quebec) 122 186

32,001 Argentina, Buenos Aires 128 186

Total 8353

Multilevel confirmatory analysis. Our exploratory analyses (above) led to a four-
dimensional factor structure, which represents the multidimensionality of teachers’
perceptions of the SEC. In the confirmatorymodeling approach, we aimed to confirm
this factor structure.Aquestion arose as to themultilevel arrangement of these factors.
Do factors remain the same, that is, show similar loadings for the school level and
the country level? To test this possibility, we ran a multilevel confirmatory analysis
first, and then compared the fit quality to the fit quality of a constrained model, in
which loadings are held equal across the two levels. The confirmatory runs were
done on the complementary set (n = 5261) of the data (n = 7890). When goodness-
of-fit remains similar, that is, for example,�CFI < 0.01, the equal loading constraint
does not cause a severe reduction in the model goodness-of-fit. Therefore, it can be
concluded that the factor structure at the schools’ level remains similar at the country
level (Heck & Thomas, 2015). Moreover, this implies that countries are similar in
the overall mean teachers’ SEC.

Table 15.3 presents the result of this methodology. For each original item, the
intra-class correlation (ICC) coefficient was added, to test the variability which stems
from the country level. We found that the ICC values were greater than 0.05 across
all items; that is, a meaningful variation existed across countries as well as across
schools.

The factor loadings were all high for both the within and the between levels.
We tested whether factor loadings were similar across the two levels by means of
measurement invariance; that is, we undertook a comparison between the configural
(unconstrained) model fit and the equal loading constrained model.

The reduction in CFI between the unconstrained and the constrained model
was 0.956 − 0.952 = 0.004, for the ‘teachers’ profession’ factor, which is lower
than 0.01. Therefore, it was concluded that there was structural similarity for the
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Table 15.2 Exploratory factor analysis and factor loadings (N = 2629 teachers1)

F1 F2 F3 F4

Teacher’s profession

BTBS17D Adapting my teaching to engage students’ interest 0.70 0.12 −0.06 −0.08

BTBS17E Helping students appreciate the value of learning
science

0.70 0.10 −0.02 −0.08

BTBS17A Inspiring students to learn science 0.65 0.10 −0.08 −0.03

BTBS17F Assessing student comprehension of science 0.64 0.08 −0.06 0.04

BTBS17C Providing challenging tasks for the highest
achieving students

0.64 0.03 0.03 −0.05

BTBS17G Improving the understanding of struggling students 0.62 0.09 −0.03 0.01

BTBS17B Explaining science concepts or principles by doing
science experiments

0.55 0.12 −0.05 0.00

BTBG14G Encourage students to express their ideas in class 0.54 −0.10 0.04 0.03

BTBG14D Encourage classroom discussions among students 0.53 −0.12 0.16 0.04

BTBG14C Ask students to complete challenging exercises that
require them to go beyond the instruction

0.51 −0.16 0.11 0.07

BTBG14F Ask students to decide their own problem solving
procedures

0.49 −0.11 0.15 0.01

BTBG14B Ask students to explain their answers 0.47 −0.18 0.03 0.08

Care for students’ learning

BTBG06P Amount of instructional support provided to
teachers by school leadership

−0.10 0.86 0.06 −0.04

BTBG06O Collaboration between school leadership and
teachers to plan instruction

−0.05 0.84 0.08 −0.09

BTBG06Q School leadership’s support for teachers’
professional development

−0.11 0.77 0.08 −0.02

BTBG06N Clarity of the school’s educational objectives 0.06 0.70 −0.08 0.07

BTBG06A Teachers’ understanding of the school’s curricular
goals

0.13 0.52 −0.06 0.04

BTBG06D Teachers working together to improve student
achievement

0.05 0.47 0.19 0.02

BTBG06C Teachers’ expectations for student achievement 0.15 0.36 −0.14 0.18

Interaction with colleagues

BTBG09E Work together to try out new ideas 0.05 0.01 0.82 −0.04

BTBG09C Share what I have learned about my teaching
experiences

0.01 −0.03 0.75 0.00

BTBG09F Work as a group on implementing the curriculum 0.05 0.05 0.73 0.03

BTBG09A Discuss how to teach a particular topic 0.05 −0.05 0.72 0.04

BTBG09G Work with teachers from other grades to ensure
continuity in learning

−0.01 0.07 0.71 0.05

(continued)

1 One teacher per school
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Table 15.2 (continued)

F1 F2 F3 F4

BTBG09D Visit another classroom to learn more about
teaching

0.00 0.09 0.63 −0.09

Respect of rules

BTBG07D The students behave in an orderly manner 0.01 −0.09 −0.01 0.90

BTBG07E The students are respectful of the teachers 0.04 −0.06 0.00 0.88

BTBG07F The students respect school property 0.00 −0.02 0.01 0.81

BTBG07G This school has clear rules about student conduct −0.06 0.31 0.00 0.47

BTBG07H This school’s rules are enforced in a fair and
consistent manner

−0.10 0.36 0.07 0.46

BTBG06M Students’ respect for classmates who excel in
school

0.05 0.27 −0.03 0.39

Mean score

STD

Reliability—Alpha Cronbach 0.87 0.86 0.89 0.87

Item BTBG06C is excluded from the final analysis due to low loading (L < 0.35)

teachers’ profession factor. In other words, we could conclude that a similar teachers’
profession factor structure exists, both at the school level and the country level.

Factor 2, ‘caring for learning’, yielded a similar result. That is, the CFI difference
equals 0.001. This was also true for the other two factors: the CFI difference for
‘interaction with colleagues’ was 0.002, and 0.004 for the ‘respecting rules’ factor.
In sum, the conclusion is that the factor structure, as observed within each country
(school level), was also found between countries (country level).

Multiple group confirmatory analysis. Another approach to confirm similar
dimensionality of factors across countries is the implementation of a multiple group
analysis by a measurement invariance test. In this method, we first allowed free
loadings on factors for each country. That is, we used an independent measurement
model (configural model) across the different countries. This step provides a refer-
ence for the overall goodness-of-fit. The measurement invariance test is a gradual
imposition of loading constraints across countries to assess fit reduction, due to these
constraints (Scmitt&Kuljanin, 2008).Wegradually imposed equal loadings and then
equal loadings and intercepts across all countries.

The first constraint, metric stage, tested whether the factor structure (regression
slopes) was equal across all countries. The stricter constraint model (Scalar model)
tested whether the structure and the level (intercepts) of the factors differed across
countries. Similar to the multilevel test, if fit indices demonstrated minor reduction,
the conclusion would be that all countries shared a similar factor structure. However,
if the reduction in goodness-of-fit was significant (�CFI > 0.01), it would indicate a
different structure across countries and would require a finer comparison, to detect
the countries which were different.
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Table 15.3 The multilevel confirmatory model results—Factor loadings and invariance test (N =
5261 teachers2)

Factor

Teacher’s profession Within level Between level ICC

Loadings SE Loadings SE

BTBS17D 0.74*** 0.01 0.97*** 0.02 0.11

BTBS17E 0.73*** 0.01 0.93*** 0.04 0.14

BTBS17A 0.67*** 0.02 0.83*** 0.07 0.18

BTBS17F 0.66*** 0.01 0.84*** 0.07 0.09

BTBS17C 0.66*** 0.02 0.83*** 0.05 0.10

BTBS17G 0.63*** 0.01 0.76*** 0.09 0.10

BTBS17B 0.63*** 0.01 0.59*** 0.11 0.12

BTBG14G 0.40*** 0.02 0.73*** 0.07 0.15

BTBG14D 0.37*** 0.02 0.72*** 0.09 0.21

BTBG14C 0.36*** 0.02 0.64*** 0.10 0.17

BTBG14F 0.40*** 0.02 0.63*** 0.08 0.18

BTBG14B 0.30*** 0.02 0.63*** 0.12 0.13

Unconstrained Model fit: CFI = 0.956, TLI = 0.940, RMSEA = 0.035, Chi Square = 722.43,
df = 97, p < 0.001, AIC = 100,691.91, BIC = 101,158.24
Constrained Model fit: CFI = 0.952, TLI = 0.942, RMSEA = 0.035, Chi Square = 792.85, df
= 109, p < 0.001, AIC = 100,730.67, BIC = 101,118.19

Care for students’ learning Within level Between level ICC

Loadings SE Loadings SE

BTBG06P 0.83*** 0.01 0.97*** 0.02 0.14

BTBG06O 0.86*** 0.01 0.94*** 0.03 0.02

BTBG06Q 0.73*** 0.01 0.92*** 0.03 0.13

BTBG06N 0.70*** 0.01 0.79*** 0.07 0.09

BTBG06A 0.52*** 0.02 0.42** 0.13 0.09

BTBG06D 0.58*** 0.01 0.68*** 0.09 0.11

Unconstrained Model fit: CFI = 0.949, TLI = 0.910, RMSEA = 0.068, Chi Square = 424.91,
df = 17, p 0.001, AIC = 53,359.45, BIC = 53,563.06
Constrained Model fit: CFI = 0.948, TLI = 0.932, RMSEA = 0.059, Chi Square = 438.91, df
= 23, p 0.001, AIC = 53,394.42, BIC = 53,558.62

(continued)

2 One teacher per school
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Table 15.3 (continued)

Factor

Interaction with colleagues Within level Between level

Loadings SE Loadings SE

BTBG09E 0.84*** 0.01 0.98**** 0.01 0.14

BTBG09C 0.72*** 0.01 0.92*** 0.03 0.11

BTBG09F 0.79*** 0.01 0.89*** 0.03 0.18

BTBG09A 0.67*** 0.01 0.88*** 0.05 0.10

BTBG09G 0.73*** 0.01 0.91*** 0.03 0.16

BTBG09D 0.63*** 0.01 0.73*** 0.08 0.29

Unconstrained Model fit: CFI = 0.982, TLI = 0.968, RMSEA = 0.047, Chi Square = 212.58,
df = 17, p < 0.001, AIC = 55,935.67, BIC = 56,139.28
Constrained Model fit: CFI = 0.980, TLI = 0.972, RMSEA = 0.043, Chi Square = 236.65, df
= 22, p < 0.001, AIC = 55,936.32, BIC = 56,107.09

Respect of rules Within level Between level

Loadings SE Loadings SE

BTBG07D 0.82*** 0.01 0.88*** 0.05 0.09

BTBG07E 0.84*** 0.01 0.99*** 0.02 0.08

BTBG07F 0.84*** 0.01 0.91*** 0.05 0.09

BTBG07G 0.60*** 0.02 0.58*** 0.13 0.05

BTBG07H 0.63*** 0.02 0.63*** 0.11 0.07

BTBG06M 0.56*** 0.02 0.78*** 0.09 0.09

Unconstrained Model fit: CFI = 0.998, TLI = 0.997, RMSEA = 0.014, Chi Square = 29.47, df
= 15, p < 0.001, AIC = 49,703.95, BIC = 49,920.70
Constrained Model fit: CFI = 0.994, TLI = 0.991, RMSEA = 0.023, Chi Square = 78.51, df =
21, p < 0.001, AIC = 49,754.16.54, BIC = 49,931.50

***p < 0.001. # of observations = 5261, # of clusters = 45

Table 15.4 provides the results of the measurement invariance test. The compar-
ison is between the unconstrained model, as a basis for fit quality, and the
constrained models (metric = weak invariance constraints; scalars = strong invari-
ance constraints). In comparison to the multilevel analysis, the multiple group anal-
ysis is more sensitive to the within variance. This means that the invariance test
compares countries to one another and does not provide two-level structures, as in
the multilevel model (school and country levels).

Regarding the configural and the metric model, we found similar fit quality.
Based on our comparisons of the 45 countries, which generated a large variance, the
CFI differences between the metric and the configural models were: 0.031, 0.009,
0.012, and 0.018 for ‘teachers’ profession’, ‘caring for learning’, ‘interaction with
colleagues’, and ‘respect of rules’, respectively. These findings demonstrate that the
difference was insignificant, except for the first factor—‘teachers’ profession’. Thus,
we can cautiously conclude that a general factor structure exists across all countries.
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Table 15.4 Multiple group analysis for the SEC dimensions (N = 5261 teachers3)

Configural
model

Metric
model

Scalar
model

Metric
versus
configural

Scalar
versus
configural

Scalar
versus
metric

Teacher’s profession

CFI 0.945 0.914 0.624 0.031 0.29 0.593

TLI 0.921 0.902 0.642 0.019 0.26 0.623

RMSEA 0.067 0.075 0.142 −0.008 −0.067 0.15

Chi-Square 2627.36 3574.25 8784.80 953.57 6222.58 5227.80

df 1724 2164 2604

P < 0.001 < 0.001 < 0.001

SRMR 0.066 0.134 0.301

# of
parameters

1741 1301 861

AIC 89,690.47 89,826.48 94,624.99

BIC 101,125.49 98,371.54 100,280.11

Care for students’ learning

CFI 0.948 0.939 0.762 0.009 0.186 0.177

TLI 0.902 0.929 0.799 −0.027 0.103 0.13

RMSEA 0.122 0.104 0.175 0.018 −0.053 −0.071

Chi-Square 989.94 1319.26 3680.35 356.49*** 2658.46*** 2597.25***

df 360 580 800

P < 0.001 < 0.001 < 0.001

SRMR 0.051 0.185 0.265

# of
parameters

855 635 415

AIC 49,803.50 49,834.12 52,024.49

BIC 55,419.20 54,004.85 54,750.25

Interaction with colleagues

CFI 0.978 0.966 0.748 0.012 0.23 0.218

TLI 0.959 0.961 0.788 −0.002 0.171 0.173

RMSEA 0.078 0.077 0.179 0.001 −0.101 −0.102

Chi-Square 619.03 981.28 3788.96 360.98*** 3270.23*** 2832.48***

df 360 580 800

P < 0.001 < 0.001 < 0.001

SRMR 0.034 0.112 0.303

(continued)

3 One teacher per school
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Table 15.4 (continued)

Configural
model

Metric
model

Scalar
model

Metric
versus
configural

Scalar
versus
configural

Scalar
versus
metric

# of
parameters

855 635 415

AIC 52,863.34 52,790.88 55,419.76

BIC 58,479.04 56,961.61 58,145.51

Respect of rules

CFI 0.992 0.974 0.859 0.018 0.133 0.115

TLI 0.979 0.964 0.866 0.015 0.113 0.098

RMSEA 0.061 0.079 0.153 −0.018 −0.092 −0.074

Chi-Square 386.37 845.47 2649.41 455.16*** 2267.21*** 1897.55***

df 270 490 710

P < 0.001 < 0.001 < 0.001

SRMR 0.027 0.177 0.260

# of
parameters

945 725 505

AIC 46,073.11 46,158.10 47,661.85

BIC 52,279.94 50,919.96 50,978.73

***p < 0.001. # of observations = 5261, # of countries = 4

In other words, the countries share a similar factor structure in ‘care for students’
learning’, ‘interaction with colleagues’, and ‘respect of rules’. However, for the
‘teachers’ profession’ factor, this cannot be concluded. In contrast to the other three
dimensions, we may conclude that ‘teachers’ profession’ is perceived differently by
teachers across the 45 countries.

The final measurement model. To confirm the full factor structural model, we ran
an integrative measurement model on two-thirds of the sample that included all four
factors. Table 15.5 shows all factor loadings in an integrative measurement model.
Since all loading values are high and similar to one another, the overall confirmation
of the factor structure is strong. This supported undertaking further analyses using
these latent factors, in comparison to one factor (Common Method Variance [CMV]
test – Podsakoff et al., 2003).

A measure of internal consistency—the composite reliability measure—was
added, which replaced the common alpha (Raykov, 1997). The composite reliability
is a measure of the latent and the observed variance, in which the loadings represent
the latent variance. The composite reliability is the ratio between the squared sum of
loadings and the variance of the latent factor (set to a unit variance) over the sum of
the latent variance from above and the sum of the variances of the observed items.
Our results indicated a high level of reliabilities (composite reliability > 0.70) for all
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Table 15.5 Confirmatory factor analysis (measurement model), factor loadings and consistency
(N = 5261 teachers4)

Factor Loadings SE

Factor 1: Teacher’s profession; CR = 0.84

BTBS17D Adapting my teaching to engage students’ interest 0.76*** 0.01

BTBS17A Inspiring students to learn science 0.69*** 0.01

BTBS17F Assessing student comprehension of science 0.67*** 0.01

BTBS17C Providing challenging tasks for the highest achieving students 0.70*** 0.01

BTBS17G Improving the understanding of struggling students 0.65*** 0.01

BTBS17B Explaining science concepts or principles by doing science
Experiments

0.64*** 0.01

BTBG14G Encourage students to express their ideas in class 0.43*** 0.01

BTBG14D Encourage classroom discussions among students 0.45*** 0.01

BTBG14C Ask students to complete challenging exercises that require them to
go beyond the instruction

0.43*** 0.02

BTBG14F Ask students to decide their own problem solving procedures 0.44*** 0.02

BTBG14B Ask students to explain their answers 0.35*** 0.02

Factor 2: Care for students’ learning; CR = 0.87

BTBG06P Amount of instructional support provided to teachers by school
leadership

0.83*** 0.01

BTBG06O Collaboration between school leadership and teachers to plan
instruction

0.86*** 0.01

BTBG06Q School leadership’s support for teachers’ professional development 0.75*** 0.01

BTBG06N Clarity of the school’s educational objectives 0.72*** 0.01

BTBG06A Teachers’ understanding of the school’s curricular goals 0.53*** 0.01

BTBG06D Teachers working together to improve student achievement 0.62*** 0.01

Factor 3: Interaction with colleagues; CR = 0.89

BTBG09E Work together to try out new ideas 0.85*** 0.01

BTBG09C Share what I have learned about my teaching experiences 0.74*** 0.01

BTBG09F Work as a group on implementing the curriculum 0.81*** 0.01

BTBG09A Discuss how to teach a particular topic 0.69*** 0.01

BTBG09G Work with teachers from other grades to ensure continuity in
learning

0.77*** 0.01

BTBG09D Visit another classroom to learn more about teaching 0.64*** 0.01

CR 0.89

Factor 4: Respect of rules; CR = 0.87

BTBG07D The students behave in an orderly manner 0.81*** 0.01

BTBG07E The students are respectful of the teachers 0.84*** 0.01

BTBG07F The students respect school property 0.84*** 0.01

BTBG07G This school has clear rules about student conduct 0.62*** 0.01

(continued)

4 One teacher per school
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Table 15.5 (continued)

Factor Loadings SE

BTBG07H This school’s rules are enforced in a fair and consistent manner 0.65*** 0.01

BTBG06M Students’ respect for classmates who excel in school 0.59*** 0.01

CR 0.87

Goodness-of-Fit: CFI = 0.934, TLI = 0.924; RMSEA = 0.044, SRMR = 0.050; CR = Composite
Reliability

four factors. The model fit was above the acceptance level (e.g., CFI = 0.93, TLI =
0.92).

Table 15.5, like in Table 15.2, illustrates that a few SEC dimensions consist of
items related to the different original factors of TIMSS and do not come from one
original factor (for example, ‘teachers’ profession’ includes items from the original
questions, 14 and 17; ‘respect of rules’ includes items from the original questions,
6 and 7), or part of the items consist the original factor, and not all the items define
the original factor (e.g., ‘care for students’ learning’, ‘interaction with colleagues’).

Thus, regarding our first and second goals, which explored whether a shared
perception of ‘school ethical culture’ emerged, and to find the meaning of SEC, we
found a shared perception of SEC which includes four dimensions. Three of these
dimensions (‘care for students’ learning’, ‘interaction with colleagues’, and ‘respect
of rules’) are highly similar across the 45 countries, while the dimension of the
teachers’ profession is not as similar. Nevertheless, this dimension also significantly
appeared at the teachers’ level in the exploratory factor analysis (Table 15.2) and in
the confirmatory factor analysis (Table 15.5).

The second step: The relationship between SEC and science achievements
In order to evaluate the relationship between the constructed factors of the teachers’
perceptions of SEC and students’ scores in science, we used the confirmatory factor
analysis (CFA) framework on the full sample (N = 7890). However, we undertook
a separate regression of the students’ scores on each factor (‘teachers’ profession’,
‘care for students’ learning’, ‘interaction with colleagues’, and ‘respect of rules’).

Figure 15.1 conceptually illustrates the MIMIC (Multiple Indicators Multiple
Causes) model, especially the effect of the latent SEC factors on two-level students’
scores. The school level’s (level 1) slope can be estimated as a random effect; that
is, the slope varies between countries. In this illustration, λ represents loadings, ε

represents measurement errors, and β represents the regression slopes from the SEC
to the science scores. Note that these parameters appear in both the school level and
the country level. However, at the country level, all items appear as latent, as they
are not explicitly measured, but are extracted from the model.

Plausible data. We used a procedure that considered the five plausible values
(Foy, 2017). The TIMSS data provide students’ scores in a plausible value format.
There are five imputed values that are substituted for the single score per student.
Plausible values are imputations that are meant to avoid a single measurement of
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Fig. 15.1 The multilevel model structure for the effect of SEC dimensions on scores in science

a test score, and they include a prior distribution, rather than a point estimate (von
Davier, Gonzalez & Mislevy, 2009). This approach is commonly used in large-
scale data, which have fewer measurements or one measurement per respondent
at level one. Note that for the teachers’ data, we retained the plausible procedure
by aggregating each plausible value into the school (or teacher’s) level. Any further
analysis which included scores was then run independently for each value. The mean
(across countries) regression slope is reported.

As shown in Table 15.6, the analysis-basedMIMICmodel inMplus v.8.0 provided
a first answer to the core research question concerning the effect of SEC on students’
achievements in science. To run this analysis, we used the multilevel approach for
schools at level one and countries at level two (Heck & Ried, 2017). For each factor,
the effect on scores in science is presented as unstandardized and standardized regres-
sion coefficients. Table 15.6 shows that the factor effects on scores are different in
direction (positive/negative) for the school level and for the country level. More
specifically, on the school level (within country), all four teachers’ SEC dimensions
positively affected the mean score of the science exams. The effect was high for
respecting rules (β = 0.30, p < 0.001), moderate for teacher’ profession (β = 0.16, p
< 0.001) and caring for learning (β = 0.13, p < 0.001), and small for interaction with
colleagues (β = 0.07, p < 0.05). All effects were significant at p < 0.05. However,
at the country level (a mean across all schools within the country), we found the
opposite relationships: the higher the ‘teachers’ profession’ and the ‘interaction with
colleagues’, the lower the country’s mean score in science is (β = −0.47, p < 0.001;
β = −0.40, p < 0.01; respectively). In contrast, in ‘care for students’ learning’, and
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Table 15.6 Relationship between the SEC dimensions and science scores (N = 7890 teachers5)

Unstandard Standard

Factor b SE β SE

Factor 1: Teacher’s profession

Within countries 8.62*** 0.97 0.16*** 0.02

R2 0.02*** 0.005

Between countries −26.66*** 6.81 −0.47*** 0.11

R2 0.22*** 0.10

CFI = 0.958, TLI = 0.944; RMSEA = 0.030, SRMR = 0.028, Chi-Square = 788.50, df = 98,
p < 0.001

Factor 2: Care for students’ learning

Within countries 7.38*** 1.37 0.13*** 0.02

R2 0.02** 0.006

Between countries −10.51 8.44 −0.19 0.15

R2 0.03 0.06

CFI = 0.944, TLI = 0.913; RMSEA = 0.056, SRMR = 0.143, Chi-Square = 687.41, df = 27,
p < 0.001

Factor 3: Interaction with colleagues

Within countries 3.89*** 1.24 0.07* 0.02

R2 0.005 0.003

Between countries −22.82** 8.08 −0.40** 0.14

R2 0.16 0.11

CFI = 0.979, TLI = 0.968; RMSEA = 0.037, SRMR = 0.046, Chi-Square = 319.44, df = 27,
p < 0.001

Factor 4: Respect of rules

Within countries 16.47*** 1.23 0.30*** 0.02

R2 0.09*** 0.01

Between countries 7.92 13.92 0.14 0.24

R2 0.02 0.07

CFI = 0.987, TLI = 0.978; RMSEA = 0.029, SRMR = 0.108, Chi-Square = 196.52, df = 25,
p < 0.001

*p < 0.05. **p < 0.01. *** p < 0.001

‘representing rules’, the country level’s mean of the teachers’ SEC did not have a
significant effect on the country mean scores in science.

These findings are illustrated in Figs. 15.2 and 15.3. We found that high achieve-
ment countries were low in ‘teachers’ profession’ and ‘interaction with colleagues’,
while low achievement countries were high on these dimensions.

5 One teacher per school
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Fig. 15.2 The negative relationship between ‘teacher’s profession’ and science achievements
(country level)

Fig. 15.3 The negative relationship between ‘interaction with colleagues’ and science achieve-
ments (country level)
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In sum, regarding our third goal, to investigate the effect of SEC on teachers’
perceptions through predicting cross-national science achievements, we conclude
that the shared teachers’ perceptions of SECacross countries predict students’ science
achievements. This reflects different levels of effects between the SEC’s dimension
and the students’ science achievements. These differences were also found on the
country level.

15.5 Discussion

The main goal of this chapter was to discover whether we could elicit the implicit
meaning of the SEC in teachers’ TIMSS questionnaires from 45 countries. If we
found a shared perception among teachers, we planned to examine whether the SEC,
including its dimensions, would predict students’ TIMSS eighth grade achievements
in science.

This chapter contributes to the literature by examining the meaning of EC among
teachers in schools and by eliciting different dimensions of the concept SEC. Specif-
ically, this chapter provides additional meaning to teachers’ TIMSS questionnaires
by uncovering a new SEC concept agreed upon by experts in ethics in education
in different countries. The analysis provided a deeper cross-national meaning for
teachers’ perceptions of SEC, by exposing the four dimensions of SEC: ‘teachers’
profession’, ‘care for students’ learning’, ‘interaction with colleagues’ and ‘respect
of rules’. Furthermore, we found some similarity between our findings and some
of the CEV’s dimensions (‘clarity’, ‘supportability’, ‘discussability’, and ‘sunc-
tionability’). Thus, our finding provides conceptual validity for our generated SEC
dimensional model, including the emphasis on the school context.

Specifically, the first dimension, ‘teachers’ profession’, includes teachers’ percep-
tions of their professional standards, such as: adapting teaching, assessing students,
and using the method of inquiry, which is similar to the concept of ‘clarity’ in CEV.
This dimension includes perceptions of standards to which teachers are expected
to adhere. Our second dimension, ‘care for students’ learning’, includes percep-
tions of support provided to teachers by the school leadership or school leadership
that supports teachers’ professional development. This is similar to the concept of
‘Supportability’ in CEV, which includes aspects of organizational strengthening of
the employees. Our third dimension, ‘interaction with colleagues’, includes percep-
tions of discussing how to teach and sharing teaching experiences, which are similar
to ‘discussability’ in CEV. This includes aspects of sharing issues, a process in
which people learn from each other. Finally, the fourth dimension, ‘respect of
rules’, includes perceptions of rules that are enforced and clear rules about student
conduct. This is similar to ‘sanctionability’ in CEV, which includes perceptions of
enforcement, through punishment and rewards.

We understood that universal values may differently affect teachers’ perceptions
in the participating countries, since these countries differ on aspects, such as culture,
context, policy and politics. Therefore, this chapter deepened the sense of universal
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meaning for teachers’ perceptions of SEC, by considering and explaining the rela-
tionship between the different dimensions of SEC and students’ achievements in the
sampled countries.

In particular, the findings about the school level reflected positive relationships
between the different dimensions of teachers’ perceptions of SEC and students’
science achievements. However, on the country level, we found that when the
dimensions of ‘teachers’ profession’ and ‘interaction with colleagues’ were higher,
students’ achievements were lower. An explanation for this finding might relate to
the concept ‘marginal addition’ (Shapira-Lishchinsky, 2009). In high achievement
countries, teachers may perceive the effect of the ‘teacher’s profession’ and ‘interac-
tion with colleagues’ as not being so important, in comparison to countries that have
low academic achievement, since the former are already high on the achievement
level. Therefore, these factors do not significantly contribute to their viewpoints.
However, in low achievement countries, teachers may attribute significant impor-
tance to these dimensions because they may perceive them as having the potential to
increase students’ achievements.

In sum, this chapter points to a universal perspective, showing how common
values, such as different dimensions of SEC, positively affect students’ achieve-
ments at the school level. However, at the country level, the different impact of
these dimensions on student achievement and the different perceptions of ‘teachers
profession’ that were found among the participating countries may be explained by
the specific national context which is dependent upon policy and politics regarding
these dimensions.

15.6 Conclusions

The findings support a universal perception of SEC among teachers, which was
elicited from teachers’ responses to TIMSS questionnaires. This led to the under-
standing that the TIMSS teachers’ questionnaire has additional meaning, which
goes beyond its original factors. The results also contributed to understanding the
meaning of SEC among teachers, by identifying its four dimensions. This may be
a new measure that, up until now, has never been investigated in schools. This
universal perspective has also supported the ability to predict students’ achievements
by examining teachers’ perceptions concerning their profession and interaction with
colleagues. However, the findings also support the importance of national culture.
This led to the appearance of different levels of the SEC dimensions, in relation
to students’ achievements, as well as to differences in the dimension of teachers’
profession, which were found to be perceived differently in the countries that were
part of this research. The effect of the national culture may be explained by the influ-
ence of national policies and norms on school systems, which may affect teachers’
perceptions.
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Appendix: Selection rule for relevant items (Expert
judgment)

The selection rule was as follows: first, count the times each value of relevancy
appears across the 10 experts. Second, calculate the product of the relevancy value,
multiplied by the times the value appeared in the judgments of the 10 experts. Third,
rank the product value from largest to smallest, subject to relevancy value that is
equal or greater than ‘3’ (on a ranking scale of 1–5) across all 10 experts.

RANK
∑10

i=1 VI ; Subject to: Vi > 2; i = 1, 2, …, 10, experts

References

Banks, J. A. (2015). Cultural diversity and education. Pearson.
Campbell, E. (2011). Teacher education as a missed opportunity in the professional preparation
of ethical practitioners. In L. Bondi (Ed.), Toward professional wisdom (pp. 81–88). Ashgate
Publishing.

Christians, C. G., Fackler, M., Richardson, K., Kreshel, P., & Woods, R. H. (2015). Media ethics:
Cases and moral reasoning. Routledge.

Cullen, J. B., Parboteeah, K. P., & Hoegl, M. (2004). Cross-national differences in managers’
willingness to justify ethically suspect behaviors: A test of institutional anomie theory. Academy
of Management Journal, 47(3), 411–421.

Denison, D. R. (1996). What is the difference between organizational culture and organizational
climate?A native’s point of view on a decade of paradigmwars.Academy ofManagement Review,
21(3), 619–654.

Do, C. B., & Batzoglou, S. (2008). What is the expectation maximization algorithm? Nature
Biotechnology, 26(8), 897–899.

Donnelly, J. (2013). Universal human rights in theory and practice. Cornell University Press.
Forsyth, D. R., O’Boyle, E. H., & McDaniel, M. A. (2008). East meets west: A meta-analytic
investigation of cultural variations in idealism and relativism. Journal of Business Ethics, 83(4),
813–833.

Foy, P. (2017).TIMSS 2015 user guide for the international database. TIMSS&PIRLS International
Study Center, Lynch School of Education, Boston College and IEA.

Hanushek, E. A., & Woessmann, L. (2015). The knowledge capital of nations: Education and the
economics of growth. MIT Press.

Heck, R. H., & Reid, T. (2017). Using multilevel regression to examine hierarchical data: Investi-
gating differences in reading performance between immigrant and native-born children.Culturay
Educación, 29(3), 619–665.

Heck, R. H., & Thomas, S. L. (2015). An introduction to multilevel modeling techniques: MLM and
SEM approaches using Mplus. Where was it published? Routledge.

Ho, J. A. (2010). Ethical perception: Are differences between ethnic groups situation dependent?
Business Ethics: A European Review, 19(2), 154–182.

House, R. J., Hanges, P. J., Javidan, M., Dorfman, P. W., & Gupta, V. (Eds.). (2004). Culture,
leadership, and organizations: The GLOBE study of 62 societies. Where was it published? Sage.

Ivison, D. (2010). Justice and imperialism: On the very idea of a universal standard. In missing
editors’ names, Law and politics in British colonial thought (pp. 31–48).Where was it published?
Palgrave Macmillan



306 O. Shapira-Lishchinsky

Kaptein, M. (2011). From inaction to external whistleblowing: The influence of the ethical culture
of organisations on employee responses to observed wrongdoing. Journal of Business Ethics,
98(3), 513–530.

Kish-Gephart, J. J., Harrison, D. A., & Treviño, L. K. (2010). Bad apples, bad cases, and bad
barrels: Meta-analytic evidence about sources of unethical decisions at work. Journal of Applied
Psychology, 15(1), 1–31.

Klassen, R. M., Usher, E. L., & Bong, M. (2010). Teachers’ collective efficacy, job satisfaction, and
job stress in cross-cultural context. The Journal of Experimental Education, 78(4), 464–486.

Li, S. F., & Persons, O. S. (2011). Cultural effects on business students’ ethical decisions: A Chinese
versus American comparison. Journal of Education for Business, 86(1), 10–16.

Little, R. J., & Rubin, D. B. (2014). Statistical analysis with missing data. John Wiley & Sons.
Melé, D., & Sánchez-Runde, C. (2013). Cultural diversity and universal ethics in a global world.
Journal of Business Ethics, 116(4), 681–687.

Meyer, M. A., & Booker, J. M. (2001). Eliciting and analyzing expert judgment: A practical guide.
Where was it published? Society for Industrial and Applied Mathematics.

Milner, H. R. (2010). What does teacher education have to do with teaching? Implications for
diversity studies. Journal of Teacher Education, 61(1–2), 118–131.

Minkov, M., & Hofstede, G. (2011). The evolution of Hofstede’s doctrine. Cross Cultural
Management: An International Journal, 18(1), 10–20.

Mitonga-Monga, J., & Cilliers, F. (2015). Ethics culture and ethics climate in relation to employee
engagement in a developing country setting. Journal of Psychology in Africa, 25(3), 242–249.

Mullis, I. V. S., Martin, M. O., Foy, P., & Hooper, M. (2016a). TIMSS 2015 international results in
mathematics. TIMSS & PIRLS International Study Center at Boston College.

Mullis, I. V. S., Martin, M. O., & Loveles, T. (2016b). 20 Years of TIMSS: International
trends in mathematics and science achievement, curriculum, and instruction. TIMSS & PIRLS
International Study Center, Lynch School of Education, Boston College.

Muthén, L. K., & Muthén, B. O. (2017). Mplus user’s guide (8th ed.). Muthén & Muthén.
O’Boyle, E. H., Forsyth, D. R., & O’Boyle, A. S. (2011). Bad apples or bad barrels: An examina-
tion of group and Organizational-level effects in the study of counterproductive work behavior.
Group & Organisation Management, 36(1), 39–69.

Osborne, J. W. (2015). What is rotating in exploratory factor analysis. Practical Assessment,
Research & Valuation, 20(2), 1–7.

Podsakoff, P. M., MacKenzie, S. B., Lee, J. Y., & Podsakoff, N. P. (2003). Common method biases
in behaviorial research: A critical review of the literature and recommended remedies. Journal
of Applied Psychology, 88(5), 879–903.

Rausch, A., Lindquist, T., & Steckel, M. (2014). A test of US versus Germanic European ethical
decision-making and perceptions of moral intensity: Could ethics differ within western culture?
Journal of Managerial Issues, 26(3), 259–283.

Raykov, T. (1997). Estimation of composite reliability for congeneric measures. Applied Psycho-
logical Measurement, 21(2), 173–184.

Riivari, E., & Lämsä, A. M. (2014). Does it pay to be ethical? Examining the relationship between
organisations’ ethical culture and innovativeness. Journal of Business Ethics, 124(1), 1–17.

Ruiz-Palomino, P., &Martínez-Cañas, R. (2014). Ethical culture, ethical intent, and Organizational
citizenship behavior: The moderating and mediating role of person–organisation fit. Journal of
Business Ethics, 120(1), 95–108.

Ruiz-Palomino, P., Martínez-Cañas, R., & Fontrodona, J. (2013). Ethical culture and employee
outcomes: The mediating role of person-organisation fit. Journal of Business Ethics, 116(1),
173–188.

Sagnak,M. (2010). The relationship between transformational school leadership and ethical climate.
Educational Sciences: Theory and Practice, 10(2), 1135–1152.

Schein, E. H. (2010). Organizational culture and leadership (Vol. 2). John Wiley & Sons.
Scmitt, N., & Kuljanin, G. (2008). Measurement invariance: Review of practice and implications.
Human Resource Management Review, 18, 210–222.



15 Teachers’ Perceptions of School Ethical Culture: The Implicit … 307

Shapira-Lishchinsky, O. (2009). Israeli teachers’ perceptions of mentoring effectiveness. Interna-
tional Journal of Educational Management, 23(5), 390–403.

Shapira-Lishchinsky, O., & Raftar-Ozery, T. (2018). Leadership, absenteeism acceptance, and
ethical climate as predictors of teachers’ absence and citizenship behaviors. Educational
Management Administration & Leadership, 46(3), 491–510.

Shiraev, E. B., & Levy, D. (2015). Cross-cultural psychology: Critical thinking and contemporary
applications. Routledge.

SPSS IBM Corporation Released 2017. IBM SPSS Statistics for Windows, Version 24.0. IBM
Corporation.

Stromquist, N. P., & Monkman, K. (Eds.). (2014). Globalization and education: Integration and
contestation across cultures. R & L Education.

Terry, H. (2011). Golden rules and silver rules of humanity. Infinite Publishing.
Treviño, L. K., &Weaver, G. R. (2003).Managing ethics in business organizations: Social scientific
perspective. Stanford University Press.

Treviño, L. K., & Youngblood, S. A. (1990). Bad apples in bad barrels: A causal analysis of ethical
decision-making behavior. Journal of Applied Psychology, 75(4), 378.

Treviño, L. K., Butterfield, K. D., & McCabe, D. L. (1998). The ethical context in organizations:
Influences on employee attitudes and behaviors. Business Ethics Quarterly, 8(3), 447–476.

Tullberg, J. (2015). The golden rule of benevolence versus the silver rule of reciprocity. Journal of
Religion and Business Ethics, 3(1), 223–354.

von Davier M., Gonzalez E. & Mislevy R. (2009). What are plausible values and why are they
useful? IERI Monograph Series Issues and Methodologies in Large-Scale Assessments. IER
Institute. Educational Testing Service.

Wang, J., Lin, E., Spalding, E., Odell, S. J., &Klecka, C. L. (2011). Understanding teacher education
in an era of globalization. Journal of Teacher Education, 62(2), 115–120.

Zhao, Y. (2010). Preparing globally competent teachers: A new imperative for teacher education.
Journal of Teacher Education, 61(5), 422–431.

Orly Shapira-Lishchinsky is a Professor and Head of the Department of Educational Admin-
istration, Leadership, and Policy at Bar-Ilan University, Israel. Her research fields include educa-
tional leadership and management, comparative education, international assessment in science and
math (TIMSS), organizational ethics, mentoring by team-based simulation, and teachers’ with-
drawal behaviors. She was awarded the European Union’s Horizon 2020 for her research: “Inter-
disciplinary model of schooling.” Based on her expertise, she serves as an Expert MSCA-IF eval-
uator. She has published a wide range of highly ranked scholarly journals and a book Organiza-
tional Ethics in Educational Systems. Lately, she was invited as a keynote speaker to Albany State
University of New York, NY; Michigan State University; and the Open University of Cyprus.



Part V
Multilevel Modeling in Educational

Research



Chapter 16
Why They Want to Leave? A Three-Level
Hierarchical Linear Modeling Analysis
of Teacher Turnover Intention

Lixia Qin

Abstract Researchers fromvarious disciplines are developingmore complex under-
standings of phenomena by using multilevel lenses. In an effort to explore the behav-
iors and practices of individuals, groups, schools and even countries, educational
researchers should expand both theoretical and empirical investigations to encom-
pass these multilevel considerations. This chapter is an effort to draw more policy
attention to multilevel studies in the field of teaching force that might provide a
response to some debates with regard to teacher distribution and turnover found in
single-country and single-level studies. The multilevel analysis in this chapter under-
scores the joint impact and the interactive effects of individual and situational factors
on teacher turnover and the variation across 32 countries is a function of teacher-,
school- and country-level factors. This chapter has demonstrated how teaching force
research can significantly benefit from using multilevel analysis to more explicitly
investigate the macro/micro effects on teachers than the existing studies have been
able to do. The implication for stressing multilevel lenses to promote educational
development will also be discussed.

Keywords HLM model ·Multilevel research · Teacher turnover intention ·
Cross-national analysis · Country contexts

16.1 Introduction

Research on teacher turnover focuses heavily on individual and school factors in
explaining turnover decisions (e.g. Hanushek & Rivkin, 2007; Ingersoll, 2001).
Single-country studies, however, have revealed mixed results. For example, whereas
some studies suggest that teacher salary is an influential factor in teachers’ career
decisions (Goldhaber et al., 2007), others indicate the poor predictability of teacher
payment (Hanushek & Rivkin, 2007).
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Research restricted to the within-country perspective tends to overlook country
effects on teacher turnover. For example, theory suggests that opportunity wages
outside of the teaching field should have less of an influence on turnover intentions
in countries where teaching is a high-status job than in countries where teaching
lacks prestige (Falch & Strøm, 2005). This study argues that whether or not a teacher
decides to transfer to another school or quit teaching altogether is not determined
solely by his or her own individual characteristics or the school where he or she
works. Teacher choice also needs to be investigated through a focus onbothmacro and
micro effects andmicro/macro interactions. As this study will show, teacher turnover
intention is the outcome of multilevel effects. Even though microlevel factors play
a crucial role in predicting teacher turnover, macrolevel effects also shape turnover
intention, and there are significant cross-level interaction effects. Thefindings suggest
that some of the teacher and school effects might be conditional on the country-level
context. For example, the analysis finds that some individual and school variables
have a stronger effect on turnover intention in countries where the status of the
teaching profession is higher.

This study employsmultilevel statisticalmodels to understand cross-national vari-
ation in teacher turnover intention. Survey data from the Organization for Economic
Co-operation and Development (OECD) are utilized to describe teacher transfer
intention and teaching attachment across countries. The OECD has become the
authoritative, international source for comparative information about educational
outcomes, policies and practices (Sellar & Lingard, 2013). The primary data come
from the 2013Teaching andLearning International Survey (TALIS) conducted by the
OECD. The studymerges the TALIS surveyswith other international data on national
context to gain insight into, and a better understanding of, factors contributing to
teacher turnover intentionswithin lower secondary schools (grades 7–9) across coun-
tries. This chapter has two main objectives: first, to investigate the direct effects of
country variables on teacher turnover intention by controlling for the compositional
effects from lower-level factors (teacher and school characteristics) and second, to
analyze the moderation effects of country variables on outcomes via cross-level
interaction analysis.

16.2 Multilevel Modeling and Teacher Turnover Research

Moving from a single level of analysis (e.g., individual, group/team, organization,
and country), the increasing research across fields has been emphasizing on the
multilevel perspective. Multilevel theories explain individual or group attributes and
outcomes within the multiple contexts. Multilevel research examines one or more
systems or environments that are most often hierarchically nested within one another
(e.g., peer groups nested within schools) (Dunn et al., 2014). Multilevel approach
recognizes the integration of individual and system and how they interactively shape
individual and organizational outcomes (Kozlowski & Klein, 2000).
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Growing body of literature has focused on developing the theoretical perspec-
tives and methodologies to incorporate a multilevel analysis of institutions, orga-
nizations and individual level (Fligstein, 2001; Sillince et al., 2001). Researchers
across fields, such as organization (Cooney, 2007), social psychology (Dunn et al.,
2014) and Human Resource (Upton & Egan, 2010), have discussed the potential and
challenges of employing multilevel theoretical framework in research. In the field
of management, for example, in the illustration of new understanding of corporate
social change activities, Bies et al. (2007) suggested that “involves examination of
corporate social agency at multiple levels of analysis: the micro level (focusing on
psychological and social psychological bases), the meso level (involving relational
and network issues), and the macro level (involving political, economic, institutional
and societal dynamics)” (p. 789).

Researchers from education are developing more complex understandings of
phenomena by using multilevel lenses. A multilevel lens may help us reveal the
complexity and richness of social behavior and “it draws our attention to the context
in which behavior occurs and illuminates the multiple consequences of behavior
traversing levels of social organization” (Hitt et al., 2007, p. 232). For researchers in
education continuously seeking to explain the behaviors and practices of individuals,
groups, schools and even countries, it is important to expand educational theories
and empirical investigations to encompass these multilevel effects.

Conventional employee turnover models are built on the individual’s rational
choices and assume that the individual considers available employment options in
order to maximize personal benefit (Minniti & Lévesque, 2008). Those models,
however, fail to capture the social forces that may drive or constrain career deci-
sions (Haltiwanger et al., 2014). Moreover, a multilevel framework is important to a
cross-national study such as this because solely macrolevel analyses based on aggre-
gated data may result in issues such as omitted variables and measurement error
(Haltiwanger et al., 2014).

Research on teacher turnover has centered around two separate thematic strands.
One strand of research focuses on school characteristics. This body of literature
emphasizes the impact of managerial practices and school climate on teacher percep-
tions of working conditions and their teaching performance at school level of analysis
(e.g., Ingersoll, 2001). On the other hand, researchers who are interested in studying
teacher turnover and mobility at the individual level of analysis (e.g., Boyd et al.,
2005) have linked teachers’ individual characteristics to their labor market decisions.
Both approaches have made significant contributions to explaining teacher turnover
andmobility. However, neither approach can sufficiently explore and account for this
aspect. The school-level and/or district-level only approach may overlook the mean-
ingful individual differences, while the individual-level only approach may ignore
the contextual factors that can significantly shape and constrain individual teachers’
job decisions.

Solely examining one level may fail to understand teacher turnover in a more
comprehensive perspective and some crucial factors may be overlooked. In addition,
the interaction effects between different levelsmay also be disregarded due to the one-
level approach. The factors across different levels can interact with each other and
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jointly determine teacher turnover (Kozlowski & Klein, 2000). In the case of teacher
labor market, the multilevel consideration can be helpful in clarifying the causes
of teacher attrition. The multilevel approach will be more sufficient and accurate in
estimating the combined effect of individual teacher characteristics and the larger
unit attributes on turnover intention.

Additionally, according to the multilevel theories, a top-down approach assesses
organizational factors (contextual factors) that can affect individual perceptions and
behaviors. A bottom-up method can reduce the variability of individual perceptions
and behaviors by explaining the emergence of collective phenomena (Kozlowski &
Klein, 2000). Therefore, in this chapter, the relevant contextual features will also be
examined and hypothesize that high-level factors would have top-down influences
on teacher turnover intention via both a direct and a moderating effect. Furthermore,
individual teachers’ attributes and perceptions would combine to form a collective
phenomenon at school level through bottom-up processes and would significantly
relate to teacher labor market at schools.

Furthermore, it is suggested that study should be explicit about how data at lower
level can be related to another level (Chen et al., 2005). Researchers propose two
principle in terms of data aggregation for identifying the relationship between lower-
level data and higher-constructs (Hitt et al., 2007). The first is composition. It refers
to the use of simple data description to interpret how to connect lower-level data
with higher-level constructs. For example, in the current study, some perceptions of
teachers at the first level will be aggregated into the school level to represent school
organizational characteristics. Aggregated attitudes and perceptions have been seen
as one of the important categories of organizational characteristics, such as the quality
of leadership andmanagement, andorganizational culture and climate (Hausknecht&
Trevor, 2011). The second principle is complication. In this principle, the lower-level
data will be integrated in a more complex and nonlinear way (Kozlowski & Klein,
2000). The current study has individual teachers answer survey items about their own
work attitudes and perceptions about their school. Therefore, those responses would
be naturally aligned with individual constructs at the individual level. Meanwhile,
the study also plans to use the individual-level data to test hypotheses about school
phenomena.

16.3 Teacher Turnover Intention

In this study, the phrase “turnover intentions” refers to teachers’ attitude favoring
leaving their current workplace or profession (Tiplic et al., 2015). Studying turnover
intentions can help to forecast the actual turnover (e.g., Steel & Ovalle, 1984).
According to some psychological studies, intent is a strong predictor of behavior
(e.g., Lee & Whitford, 2008; Price & Mueller, 1981). Even though the relation-
ship between turnover intentions and actual turnover may vary across studies, for
instance, this relationship can be moderated by variables such as labor market condi-
tions (Kirschenbaum &Weisberg, 1990) or, some suggest it may also depend on the
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employee’s motivation (Vandenberghe & Tremblay, 2008). Recent evidence shows
that there is consistent evidence indicating that turnover intentions are a strong
precursor of actual turnover behaviors (Cho & Lewis, 2012). In addition, another
rationale of using turnover intention as a turnover proxy is its accessibility and the
desirable statistical qualities (Cohen et al., 2016), and it’s more economic (Dalton
et al., 1999).

The chapter has separately examined the different groups in turnover intention:
the teachers with transfer intention and teachers with quit intention. According to
Ingersoll (2001), movers are the teachers who transfer or move to another school,
but still stay in teaching profession. Leavers refer to teachers who quit their teaching
job altogether. Teacher turnover, in much of the empirical research, has only been
focused on those who leave their teaching position, whereas teachers who move
to another school or even district have been understudied. Although there are some
studies on teachermobility, less attention has been paid on it because teachermobility
in general doesn’t increase or decrease the overall number of teachers, also both of
them have been viewed to have same effect on schools (Ingersoll, 2001).

The studies separately examining the transfer and exit attrition reveal that different
factors may have impacted on teachers’ job decisions: quit or move to other schools.
For example, teachers who exit school system tend to be more sensitive to salary
changes (Gritz & Theobald, 1996). Some findings have shown that the teachers
who exit are relatively more competitive than and those who still stay in teaching
profession, and they are more likely to have a competitive education background
(Boyd et al., 2005). Therefore, separating leaver and mover can have valuable policy
implications. For instance, if the differences between them are small, policymakers
can havemore confidence in state-wide policies that affect all districts in similar ways
(Imazeki, 2005). On the other hand, if the characteristics of transfers are significantly
different from leavers within a district or even state, then policies regarding teacher
recruitment and retention may need to be more directed and specific so as to have
more targeted response. For example, some districts may have higher proportion of
teachers transfer to other schools and some districts may have more teachers leave
teaching position (Imazeki, 2005).

Studying teacher turnover intention is also very important for identifying the
“reluctant stayer”. As contextual factors have been reported as important determi-
nants to teacher turnover intention (e.g.,Moynihan&Pandey, 2008), some social and
administrative factors in some countries may limit teachers’ alternative job opportu-
nities. Thus, even if a teacher who is dissatisfied intends to leave or quit, he/she may
still choose to stay and keep the job, which means the actual turnover will not be
observed but the issue remains, as often happens in developed countries. Research
proposes the needs of identifying this group because the reluctant stayers often appear
as “bad apples” (Felps et al., 2006). The effect of reluctant stayers might be worse
because low job satisfaction and high stress have been found to negatively influ-
ence teachers’ work enthusiasm and decrease productivity work, which certainly
will impact on students’ learning and development (Sargent & Hannum, 2005).



316 L. Qin

By predicting turnover intentions administrators could provide targeted retention
strategies to teachers at risk of leaving (Boyd et al., 2011), and specific support to
those “reluctant stayers” who feel trapped and disengaged in their schools (Li et al.,
2016).

16.4 Teacher- and School-Level Characteristics
and Teacher Turnover Intention

Although the compositional effect is not this study’s emphasis, the models include a
series of teacher- and school-level variables that capture lower-level characteristics
to control for the compositional differences across countries.

Scholars in numerous countries have identified a variety of reasons why teachers
transfer to a different school or leave the teaching profession. Those reasons can be
categorized mainly into teacher and school attributes. Teacher characteristics include
teacher demographics, teaching experience and education. For example, consistent
empirical findings have revealed that attrition ismore common among young teachers
(Hanushek et al., 2004; Ingersoll, 2001) and novice teachers are more likely to
leave the profession in the early stages of their career (Ingersoll & Smith, 2003;
Tiplic et al., 2015). The literature on gender differences in teacher turnover shows
mixed results. Some scholars find that female teachers are more likely to quit than
their male counterparts (Gritz & Theobald, 1996), while others observe the opposite
(Ingersoll, 2003). In addition, teacher education also contributes to the variance in
teacher turnover. Teachers with more extensive teacher education backgrounds tend
to persist in the teaching field (Ahn, 2015; Lankford et al., 2002).

Components relating to school attributes are identified in the research as student
characteristics (e.g., Bonhomme et al., 2016; Hanushek et al., 2005), school size and
class size (Brill &McCartney, 2008), school location (Feng, 2014), and student disci-
plines (e.g., Borman&Dowling, 2006). Teacher turnover rates tend to be significantly
higher in schools serving disadvantaged students (Bonhomme et al., 2016; Hanushek
et al., 2004). Similar findings have been reported in countries such as Sweden
(Karbownik, 2016) and Norway (Falch & Strøm, 2005). A school’s geographic loca-
tion also has been found to impact teachers’ choices. For example, teachers tend to
leave urban schools for suburban districts (Feng, 2014). School size is also associated
with teacher turnover. Some findings reported higher attrition in large, urban schools
(e.g., Brill & McCartney, 2008; Lankford et al., 2002). A considerable amount of
research has demonstrated that smaller schools provide amore collegial environment
and are less likely to lose teachers (e.g., Newmann & Wehlage, 1995). In addition,
student discipline is one of themost-cited reasons for teachers’ decisions to quit (e.g.,
Borman & Dowling, 2006; Brill &McCartney, 2008). The issue is even more signif-
icant among beginning teachers, who say they experience more pressure regarding
their relationship with students and their ability to manage student behavior (e.g.,
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Luekens et al., 2004). The study has also included working hours and the teacher-
student ratio as school attributes. Research suggests that teachers’ positive sense
of their status was closely shaped by their working conditions. Working hours and
teacher-student ratio are two of the most important factors shaping teachers’ working
conditions (Hargreaves & Flutter, 2013).

16.5 Country-Level Variables and Teacher Turnover
Intentions

While research on teacher distribution and turnover focuses heavily on individual
teacher characteristics (e.g., experience, education, age) (e.g., Boyd et al., 2008;
Whipp & Geronime, 2017), more recent work has expanded the research to school
organizational characteristics that may affect teachers’ decisions to leave their
schools (e.g., Falch & Strøm, 2005; Newton et al., 2018). Limited work, however,
has analyzed teacher turnover as an individual teacher decision nested within larger
social contexts (Yang et al., 2018).

The considerable differences have been observed across countries regarding the
relationship between teacher and school and teacher turnover due to numerous factors
(e.g., the structure of the teacher labor market and the policy effort of the govern-
ments) (OECD, 2005). A variety of nation- and region-specific rules are making the
teacher labor market different from private sectors and also various across coun-
tries, for example, wage schedule and job promotion scale, and the teacher personnel
policies. In addition, the levels of centralization of the education system can also
influence the teacher labor market and the extent teachers’ career choices based on
their own preferences (OECD, 2005).

Most studies of teacher turnover build on within-country analysis because of
the advantages of single-country research, such as the fairly constant institutional
settings, and the very limited comparable data across countries (Agasisti & Zoido,
2015). Yet, solely focusing on one country can lead to insularity. Cross-countries
comparison may gain more valuable insights and opportunities regarding policies,
and those policies can never be transferred without considering the differences
between countries. The analyses of national trends by using aggregate datamay show
us little about the realities of individual schools, which are crucial for understanding
of the situation at the national or regional levels. The perceptions of teachers and
principle may, on the other hand, more or less demonstrate the international trends
and how they are being experienced at a country or local level.

While education policy makers around the world have paid increasing attention to
attracting and retaining high-quality teachers (OECD, 2014; UNESCO Institute for
Statistics, 2006), many countries struggle with teacher shortages and high turnover
rates (OECD, 2005, 2014). Forces beyond the school context, such as the low social
status of the teaching profession, relatively low salaries, and increasing opportunities
for alternative jobs, have been highlighted across countries (UNESCO Institute for
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Statistics, 2006). Under this multilevel framework, along with individual and school
factors, country-specific effects also can influence the antecedents of teacher turnover.
The study hypothesizes that cross-national differences in teacher status and alterna-
tive employment opportunities would be significantly related to between-country
differences in teacher turnover intention.

Teaching Status
The first country context in this study is teaching status. The author hypothesizes
that the cross-national variation in the teaching status can explain the differences
in teacher career decisions. Many teachers around the world feel that their work is
undervalued. The social status of teachers in some East Asian countries, such as
Japan and South Korea, is relatively high (Kim & Han, 2002). In the societies where
the teaching profession is highly valued, students seem to be more academically
successful (Burns & Darling-Hammond, 2014), and the teacher workforce is usually
more stable and more likely to attract highly qualified graduates (OECD, 2014). In
contrast, teachers’ commitment to their job decreases in countries where teaching is
a low-status profession (Symeonidis, 2015). To measure how teachers perceive their
teaching status, the teachers’ responses to the question, “I think that the teaching
profession is valued in society” have been selected for the analysis (TALIS, 2013).

Teacher Salary
Another important indicator associated with teachers’ career decisions is teacher
salary. Empirical evidence across countries suggests that the significant variations in
teacher pay not only are reflected in educational outcomes but also impact teachers’
job satisfaction and attrition (Imazeki, 2005; Stockard & Lehman, 2004). The nega-
tive correlation between salaries and teacher turnover has been identified across the
scholarly literature (e.g., Hanushek et al., 2004; Hendricks, 2014; Ingersoll, 2001).

The available international evidence shows that teacher pay has declined over the
last 30 years and has not kept up with salaries of other occupations in some countries,
especially in low-income countries (e.g., Leigh & Ryan, 2008). Findings from the
Teacher Status Index indicate that respondents in most of the countries considered
their teachers to be underpaid (TSI, 2014). A study of teacher salaries from 1999
to 2013 demonstrated a significant cross-country difference regarding changes in
the relative earnings of teachers (Varga, 2017). This study focused on whether the
variation of teacher salaries accounts for the differences of teacher turnover intention
across countries. This study has used the relative salary information offered byOECD
(Education at a Glance, 2014). The relative salary indicator is calculated based on
teachers’ salaries relative to earnings for full-time, full-year workers with tertiary
education in each country. The indicator has been adjusted for inflation using the
deflators for private consumption. The data showed that teachers’ relative salaries
varied significantly across countries. Korea, Portugal, and Spain have highest relative
salaries. Teacher salaries in those countries are at least 20% higher than those of
workers with tertiary education. The Czech Republic and Slovak Republic have the
lowest relative salaries (on average, less than 50% of those of workers with a tertiary
education) (Education at a Glance, 2015).
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Furthermore, research has shown that besides relative salary, the range of teacher
salary increases also has a significant impact on teacher turnover (Imazeki, 2005;
Varga, 2017). In OECD countries, the salary at the top of the scale (after teachers
reach around 24 years of experience) increased by 64% over starting salaries, on
average. However, the between-country variation is significant. For example, in some
countries (e.g., Denmark and Iceland), the ratio of salary at the top of scale to starting
salary is less than 25%, whereas in Luxembourg and Korea, the difference is an
average of 80% (Education at a Glance, 2011). In order to see whether a larger salary
increase would retain teachers, the second salary variable for this study was the ratio
of salary at the top of the scale to starting salary. This indicator also comes from the
Education at Glance administrated by OECD in 2014.

General Economic Conditions
The second country context that may have an influence on teacher turnover is the
country’s general economic conditions. Sound economic conditions may offer job
opportunities or alternative labor market opportunities for teachers and are linked
to increased teacher turnover and a decline in teacher quality (Roberts et al., 2005).
Scholars have noted that the overall academic aptitude of teachers has declined
relative to other workers with college degrees in recent decades due to increased
opportunities in other fields (Hoxby & Leigh, 2004; Leigh & Ryan, 2008). Unem-
ployment rates in each country can be used to represent the conditions of its labor
market. Research findings show that turnover rates of workers in countries with low
unemployment rates are expected to be higher than in a country where jobs are scarce
(Chew et al., 2016; Hulin et al., 1985).

Due to the limited number of alternative job opportunities in the public sector,
however, it may not be sufficient to use a country’s total unemployment rate as
a predictor (Steel & Griffeth, 1989). Another indicator of alternative employment
opportunities in the study was how people perceive outside job opportunities. The
indicator came from theHumanDevelopment Index (2015), which specifically asked
participants from each country how they perceived their local labor market. The
value of the indicator refers to the percentage of respondents answering “good” to
the Gallup World Poll question, “Thinking about the job situation in the city or area
where you live today, would you say that it is now a good time or a bad time to find
a job?” Even though workers’ perceptions of alternative job opportunities do not
necessarily align with actual labor market conditions, it still might influence their
turnover intentions (Hwang & Kuo, 2006).

Additionally, per capita GDP and educational expenditures as a percentage of
GDP for each country were adopted as control variables in order to more accurately
capture the effect of teacher payon turnover intention. The level of economic develop-
ment, measured as per capita GDP, usually will influence government expenditures
on education (Busemeyer, 2007). Researchers have found a positive link between
spending per student and per capita GDP (Hanushek & Luque, 2003). Furthermore,
a relationship has been found between government expenditures on education and
the level of teacher pay (Glewwe et al., 2011). By controlling for these variables, the
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study assessed whether teachers in countries with higher salaries are more likely to
stay in the profession.

16.5.1 Cross-Level Interactions (Moderation Effects)

In addition to direct effect, national contexts may influence teachers’ work attitude
and turnover behavior indirectly through individual and school characteristics and
practices (Luschei & Chudgar, 2017). For the indirect effect of country variables, the
study has mainly focused on the extent to which country variables impact relation-
ships between school disadvantages and teacher turnover intentions. While the bulk
of evidence from various countries suggests that teachers tend to leave schools that
have high proportions of low-income andminority students, whether the relationship
between student disadvantage and teacher turnover intention varies across countries
remains unknown.

One important indicator that has been used in the cross-level interaction anal-
ysis is wage decisions. Under rigid wage settings, the variation in teacher salaries
may not be large enough to compensate for teaching in unattractive schools and
neighborhoods (Falch & Strøm, 2005; Feng, 2014) and it is challenging for wages
to quickly respond to teacher supply and demand and job attributes (Boyd et al.,
2003). TALIS surveyed principle who had significant responsibility for establishing
teachers’ starting salaries, including setting pay scales. The results showed that in
some countries, teacher pay was largely decided at the school level (e.g., the Czech
Republic, England, Estonia, the Netherlands, and Sweden), whereas in many other
countries, salary decisions are made at the state level or by central administrators.
It is hypothesized that working conditions should have more of an influence on
turnover intentions in countries where wages are set by higher-level authorities than
in countries where wage differentials can compensate for local characteristics such
as school-level salary decisions.

Much of the teacher turnover research has focused only on those who leave
teaching, whereas teachers who move to another school or district have been under-
studied since in general, this shift does not affect the overall number of teachers
(Grissom et al., 2016). As Ingersoll (2001) noted, “movers” are those who transfer
to another school but still stay in the teaching profession and “leavers” quit teaching
altogether. Studies that independently examined teacher turnover revealed the factors
that impact teacher decisions to transfer or quit are not necessarily the same (Kukla-
Acevedo, 2009). Thus, distinguishing between leavers and movers can have policy
implications. For instance, if the differences between them are small, policymakers
can havemore confidence in state-wide policies that affect all districts in similar ways
(Imazeki, 2005). On the other hand, if the characteristics of movers differ signifi-
cantly from leavers, then policies regarding teacher recruitment and retention may
need to be more directed and specific to generate a more targeted response (Imazeki,
2005). Due to the availability of data, instead of teachers’ intention to quit, the current
study has separately examined teachers’ intention to transfer and quit intention (as
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measured through teacher responses to the question, “If I could decide again, I would
still choose to work as a teacher”).

16.6 Method

The findings of this study have been primarily built on TALIS2013, the largest inter-
national survey of teachers and principle. The database differs fromotherwell-known
international data (e.g., PISA, TIMMS) on its focus on the working conditions of
teachers and the learning environment in schools. The data permit a detailed descrip-
tion of teacher and principle demographics and school and organizational character-
istics and provide robust, policy-relevant indicators (OECD, 2014). The total sample
includes 104,358 teachers in 6,455 schools across 32 countries and economies. A
set of teacher and school characteristics was identified as lower-level independent
variables. Meanwhile, a set of country-level measures that potentially related to the
teacher labor market in general and teacher turnover in particular also were included.

Under themultilevel conceptual framework, threemain effects have been included
to explore the factors relating to teacher turnover intention across countries. The first
is the compositional effect that specifies that cross-country differences arise from the
unequal distribution of lower-level characteristics (teacher and school factors in this
study). In otherwords, if individual and school characteristics explain, to some extent,
a teacher’s turnover intention and if these characteristics vary across nations, then
they also can explain the cross-country differences in turnover intention. The second
is the contextual effect that occurs when national variables (e.g., teachers’ relative
salaries, unemployment rates, teaching status) directly contribute to the differences
in teacher turnover intention across countries. The multilevel framework helps us
determine whether the country differences in teacher turnover intentions are due
to the characteristics of the individuals who live in these countries (compositional
effects) or due to factors that relate to the countries themselves (contextual effects).
The third is cross-level interaction effect. This occurs when national variables impact
the relationship between lower-level characteristics andoutcome. In the current study,
the cross-level effect refers to the degree towhich teacher and school factors influence
turnover intentions conditional on country-level context (Ruiter & Van Tubergen,
2009). Namely, this analyzes how country variables may moderate the relationship
between lower-level factors and outcomes.

Figure 16.1 provides the study’s conceptual framework. The model consists of
three main conditions, with individual variables shown as level one; school-specific
variables as level two; and country variables as level three. The solid arrows reflect
the fixed effects of predictors at levels 1, 2 and 3 on the outcome. The dotted arrows
represent predictors of slopes as outcomes and reflect cross-level moderate effects,
which can maximize the potential of hierarchical, linear modeling. The analysis tests
the joint effect of individual and school-level variables (compositional effects) and
country-level variables (contextual and cross-level interaction effects) on teacher
turnover intentions.
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Fig. 16.1 Conceptual model examining the factors relating to teacher turnover intentions across
countries

A three-level, hierarchical linearmodelingwas used to analyze the extent towhich
differences in outcomes reflect the effects of country, school and individual-specific
features. In the first step, a null model was built for both transfer intention and
quit intention to establish a baseline model from which subsequent models could be
compared, and also to capture the intraclass correlation coefficient (ICC). The second
step was to build intercept-and-slope-as-outcome models to capture both lower and
higher-level effects on the outcomes and to test the cross-level interaction effects
(moderation effects) of country variables on teacher turnover intention. Two different
models, quit intention model and transfer model, have been built to capture different
aspects of turnover intention. For each model, the study has focused on the effects of
country variables: teaching status (perceived teaching social status, working hours,
teacher-student ratio and teacher salaries), alternative job opportunities (satisfaction
with the local labor market, unemployment rate) to teachers’ turnover intentions.

16.7 Findings

Before examining the teacher turnover intention across countries, the study first
looked at the issue of teacher shortages across countries through the data. There was
a large inter-country variation in principle’ reports regarding the impact of teacher
shortages/ teacher inadequacies (seeFig. 16.2).Onaverage, 38%ofprinciple believed
that shortages/teacher inadequacies were an issue in their schools, ranging from 13%
in Poland to 80% in Japan. While principle’ responses cannot easily be taken at face
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Fig. 16.2 National average of principle who agreed that the shortage of qualified teachers in their
school had hindered their capacity to provide quality instruction (as percentage)

value, they can be viewed as perceptions of whether teacher shortages existed in their
schools.

Figure 16.3 illustrates a large between-country variation in both transfer and quit
intention of the teachers. For the transfer intention (M= 21.3, SD= 8.01),most coun-
tries have a relatively large proportion of teachers who tend to move to other schools.
For example, over 40% of teachers in Malaysia expressed an intent to transfer. The
right side of the chart indicates the percentage of teachers who did not agree with
the statement: “I regret that I decided to become a teacher” (Quit Intention). Again,
there was a large variation across countries regarding teachers’ quit intention (M =
30, SD = 9.36). At 10%, Malaysia had the smallest proportion, while Sweden, with
47%, had the largest.

Thefirst step of theHLManalysiswas to create an unconditionalmodel to partition
the total variance in the outcome variable into each level of the data. Level-1, level-
2 and level-3 unconditional models, which did not include any predictors at any
level, were developed. The results suggested that significant variation existed among
teachers within schools, across schools within countries and across countries in
both models. The intraclass correlation (ICC), which represents the proportion of
the variance in the transfer intention model, was 0.085 and 0.11 at the country and
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Fig. 16.3 Turnover intention and teaching attachment

school level. This shows that 8.5% and 11% of the total variance in transfer intention
was accounted for by country- and school-level differences, respectively. The rest of
the variance 80.5% [1 − (0.085 + 0.11)] was due to within-school differences. In
the quit intention model, the ICC values at the country and school level were 0.087
and 0.12. This shows that 8.7% and 12% of the total variance in quit intention was
accounted for by country- and school-level differences, respectively. The rest of the
variance of 79.3% [1 − (0.087 + 0.12)] was due to within-school differences. Even
though some ICC values were relatively small, the multilevel models utilized for
them still had a substantial impact on the inferences.
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16.7.1 The Effect of Individual and School Characteristics
(Compositional Effects)

As shown in Table 16.1, individual characteristics captured a substantial portion of
cross-country variance in teacher turnover intentions. For example, regarding demo-
graphic variables, younger, male teachers were significantly more likely to consider
changing schools (Table 16.1). Compared with female teachers, male teachers were
more likely to intend to leave their workplace or teaching position altogether.
Teachers who taught math and those with higher educational attainment showed
a significantly higher intention to quit. Teachers with higher educational attainment
also showed higher intention to transfer to another school. For job characteristics,
classroom discipline proved significantly positively related to turnover intention (p
< 0.001). The teachers who reported more classroom discipline issues were more
likely to intend to transfer or quit. Working hours had a negative impact on transfer
intention.

School size also had a significant impact on transfer intention. As school size
increased, teacher intention to transfer decreased. The percentage of low-income
students in schoolwas positively related to teachers’ transfer intention. Rural teachers
were more likely to consider switching schools. Still, these associations did not hold
across all models. Working hours were negatively related to teacher intention to
leave (r = −0.006, p < 0.05). This correlation, again, was no longer significant
in the model considering teacher salary. The teacher-student ratio had a different
effect on teacher detachment and transfer intention. This variable was positively
associated with teacher transfer intention in the model (r = 0.06, p < 0.05). Teachers
in countries with larger teacher-student ratios were more likely to change schools.
Similarly, teacher-student ratio was positively associated with quit intention (r =
0.02, p < 0.01). Quit intention was higher in countries with higher teacher-student
ratios and the significance remained after adding salary variables.

16.7.2 The Effects of Country Variables

16.7.2.1 The Direct Effects

In the transfer intention models, the variable of perceived teaching status was an
important contextual predictor (see Table 16.1). The positive correlation indicated
that the more teachers believed that society valued their job, the more likely they
were to switch schools (r = 0.26, p < 0.01). Still, this effect was no more significant
after adding salary variables (N = 21). Relative salary has a positive effect on teacher
transfer intention (r = 0.76, p < 0.01). Teachers from countries with higher relative
salaries tended to change schools more than those from countries with lower relative
salaries.
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Table 16.1 Three-level effects on teachers’ transfer intention and quit intention

Fixed effects Transfer
intention
model (N =
32)

Transfer
intention
model with
salary (N =
21)

Transfer
intention
model
without
salary (N =
21)

Quit
intention
(N = 32)

Quit
intention
with salary
(N = 21)

Quit
intention
model
without
salary (N
= 21)

INTRCPT 1.89***
(0.04)

1.91***
(0.027)

1.91***
(0.027)

1.85***
(0.042)

1.87***
(0.013)

1.87***
(0.027)

Gender 0.036***
(0.007)

0.045***
(0.009)

0.033***
(0.007)

0.07***
(0.006)

0.09***
(0.009)

0.05***
(0.009)

Age −0.002**
(0.006)

−0.0018*
(0.007)

−0.002**
(0.0015)

−0.0006
(0.002)

0.0006
(0.0007)

−0.0018*
(0.007)

Math −0.037*
(0.008)

−0.048*
(0.011)

−0.036*
(0.014)

−0.035**
(0.008)

−0.033**
(0.011)

−0.032*
(0.011)

Science 0.01
(0.007)

0.009
(0.01)

0.02
(0.014)

0.001
(0.009)

0.06***
(0.01)

0.009
(0.01)

Working hours −0.0009**
(0.0002)

−0.0007*
(0.0003)

−0.0006*
(0.0004)

−0.0005*
(0.000)

−0.00003
(0.0003)

−0.0007*
(0.0003)

Education 0.056***
(0.008)

0.068***
(0.013)

0.053***
(0.01)

0.005***
(0.008)

0.04**
(0.013)

0.006***
(0.013)

Experience −0.004**
(0.0007)

−0.003**
(0.0007)

−0.003**
(0.0001)

−0.003**
(0.0008)

0.002**
(0.0007)

−0.004**
(0.0007)

% of
low-income in
classroom

0.034***
(0.004)

0.012**
(0.007)

0.027***
(0.007)

0.02***
(0.005)

0.0004
(0.0007)

0.02
(0.007)

% of students
with behavioral
issues in
classroom

0.031**
(0.004)

0.071***
(0.008)

0.034**
(0.008)

0.02**
(0.002)

0.064***
(0.009)

0.03**
(0.008)

School predictors

School size −0.00007**
(0.000)

−0.00006**
(0.000)

−0.00006**
(0.000)

0.00005
(0.006)

0.00002
(0.000)

0.00006
(0.000)

% of ELL 0.009
(0.007)

0.005
(0.01)

−0.007
(0.01)

−0.009
(0.006)

−0.015
(0.008)

0.005
(0.01)

% of special ed −0.02
(0.01)

0.01
(0.01)

−0.01
(0.08)

0.005
(0.007)

−0.0024
(0.008)

0.01
(0.01)

% of low SES 0.023**
(0.005)

0.054***
(0.01)

0.022**
(0.003)

0.02**
(0.02)

0.013
(0.007)

0.02**
(0.01)

Rural 0.048**
(0.02)

−0.01
(0.01)

−0.041**
(0.02)

−0.026
(0.01)

−0.006
(0.015)

−0.02
(0.01)

Urban −0.02
(0.013)

0.01
(0.01)

−0.01
(0.016)

0.005
(0.01)

−0.017
(0.01)

0.001
(0.01)

Working hours 0.002
(0.004)

−0.009
(0.004)

0.004
(0.006)

−0.006*
(0.005)

0.0085
(0.013)

0.007*
(0.004)

(continued)
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Table 16.1 (continued)

Fixed effects Transfer
intention
model (N =
32)

Transfer
intention
model with
salary (N =
21)

Transfer
intention
model
without
salary (N =
21)

Quit
intention
(N = 32)

Quit
intention
with salary
(N = 21)

Quit
intention
model
without
salary (N
= 21)

Teacher-student
ratio

0.06*
(0.007)

0.036**
(0.008)

0.02*
(0.007)

0.03**
(0.008)

0.035**
(0.005)

0.036**
(0.008)

Country predictors

Perceived
teacher status

0.26*
(0.08)

−0.004
(0.084)

0.23*
(0.07)

−0.274***
(0.038)

−0.435***
(0.05)

−0.291***
(0.084)

Labor market
sentiment (%)

0.0021
(0.0042)

0.0025
(0.0018)

0.0023
(0.0018)

0.004
(0.006)

0.001
(0.001)

0.002
(0.002)

Unemployment
rate

−0.006
(0.003)

−0.032
(0.09)

−0.032
(0.09)

−0.025*
(0.006)

0.002
(0.006)

−0.032*
(0.09)

Relative salary 0.763*
(0.1556)

−0.646**
(0.163)

Salary increase −0.136
(0.155)

0.225
(0.1)

Wage decision 0.009
(0.001)

0.006
(0.003)

0.008
(0.002)

0.002
(0.001)

0.003
(0.002)

0.002
(0.001)

GDP −0.00003
(0.000)

0.00003
(0.000)

0.00002
(0.000)

0.00001
(0.000)

−0.00006
(0.000)

0.00003
(0.000)

Government
expenditures
(% of GDP)

−0.055*
(0.015)

−0.102*
(0.017)

−0.061*
(0.027)

0.058
(0.02)

0.03
(0.001)

0.045
(0.027)

Model deviance
(parameters)

183,166.2
(108)

176,952.41
(110)

182,888.6
(108)

181,566.5
(108)

140,361.86
(110)

181,952.41
(018)

*p < 0.05. **p < 0.01. ***p < 0.001

In the quit intention models (Table 16.1), perceived teacher status was a strong
predictor for quit intention (r = −0.27, p < 0.001). The result showed that teachers
had lower levels of quit intention in countries where they believed teaching was
prestigious (also see Fig. 16.4). In contrast to the transfer intention model, relative
salaries had a negative effect on quit intention (r = −0.65, p < 0.01). Teachers in
countries where teachers were paid well in comparison with other college graduates
were less likely to consider leaving.
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Fig. 16.4 The cross-level
interactions

16.7.3 The Cross-Level Interaction (The Moderation Effect
of Country Variables)

One of the purposes of this study was to assess the moderation effect of country-level
factors on the relationships between the lower-level factors and outcomes. Cross-
level interactions are useful for answering questions about why lower-level effects
vary across higher-level units (Raudenbush & Bryk, 2002). The study has focused
on the extent to which the teacher- and school-level effects varied across countries,
with particular attention paid to whether country variables may alter the relationship
between student disadvantage and teacher turnover intention. The analysis revealed
some significant cross-level interactions for both the transfer and quit intentionmodel
(see Table 16.2).

Transfer Intention Model
As Table 16.2 indicates, as teaching status increased, the effect of rural location on
teacher transfer intention increased. That is, rural teachers in countries with higher
levels of teaching status were more likely to consider changing schools (r = 0.13,
p < 0.01) (see Fig. 16.4). In contrast, as teaching status increased, the effect of a
high proportion of students with behavioral issues on teachers’ transfer intention
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Table 16.2 The cross-level
interactions

Transfer intention

Teaching status * rural 0.1291
(0.046) **

Teaching status * % of students with behavior
issues

−0.05
(0.075)*

Salary increase * education −0.144
(0.054)**

Relative salary * experience 0.008
(0.004)*

Unemployment rates 0.132
(0.05)**

Wage decision * working hours 0.0005
(0.003)*

Quit intention

Teaching status * education −0.06
(0.001)*

Salary increase * SES 0.067
(0.021)**

Wage decision * teacher-student ratio −0.0002
(0.001)**

*p < 0.05. **p < 0.01. ***p < 0.001

decreased. This means that teachers with a high percentage of students with behav-
ioral problems were less likely to change schools in high-teaching-status countries
than those in low-teaching-status countries (r = −0.05, p < 0.01) (see Fig. 16.4).
Salary increases weakened the correlation between education degree and transfer
intention (r=−0.14,p<0.01). Teacherswith higher educational attainmentwere less
likely to change schools in countries with larger salary increases (starting/maximum
teachers’ statutory salaries). Those with less teaching experience were more likely
to change schools in countries with higher relative salaries. Unemployment rates
had a positive effect on rural teachers’ transfer intention. As the unemployment rate
increased, rural teachers’ intent to change schools increased, as well. Wage deci-
sions had a positive effect on the correlation between working hours and transfer
intention. As the percentage of state-level salary decisions increased, the effect of
working hours on teachers’ transfer intention increased, as well.

Quit Intention Model
The strength of the correlation between educational attainment and quit intention
decreased in countries where teaching status was high. Teachers with higher educa-
tional attainment were less likely to leave their job in countries with higher teacher
status (r =−0.06, p < 0.05). Salary increases strengthened the relationship between
school socioeconomic status and quit intention. In countries with larger salary
increases, teachers from low socioeconomic schools were more likely to consider
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quitting their job.Wage decisionsweakened the relationship between teacher-student
ratio and quit intention. The teacher-student ratio has less effect on the outcome in
countries with high percentages of state-level wage decision-making.

16.8 Conclusion and Implications

This chapter provides in-depth discussion of how country contexts alongwith teacher
and school variables might relate to teachers’ turnover intentions by using a set of
three-level HLM models. Using a large sample of teachers and schools from 32
OECD countries, the study estimates a set of three-level HLM models of turnover
intention. Themulti-country data sets offer information in terms of individual, school,
and country effects, respectively, along with the interactions between them (cross-
level effects). It is conceptualized that the drivers of teacher turnover intention have a
multilevel structure. The differences in outcomes reflect the differences in the effects
of country-specific features and the characteristics of the school and individual.
Moreover, a multilevel modeling approach helps us split the variance in teacher
turnover into three levels: teacher, school and country.

This study focuses on how country differences in teacher turnover intentions are
explained by multilevel effects. Multilevel approach can bridge the individual and
higher-level perspectives and provide a more comprehensive picture of the teacher
characteristics and contextual characteristics (school, districts and even countries)
that may contribute to teachers’ labor market decisions. Moreover, the interactions
across levels have revealed the impact of lower-level attributes on teacher turnover
differed in various country contexts. Also, the multilevel perspective is helpful in
examining to what extent teacher characteristics and perceptions of working condi-
tions, when aggregated to the school and higher level, could explain between-school
and/or between-country differences in observed teacher turnover intention.

The findings confirmed that not only attributes of individuals and schools, but also
macro conditions, matter. The variation in teacher turnover intention across 32 coun-
tries was a function of teacher-, school-, and country-level factors. The multilevel
approach emphasizes the variability that exists at the individuals as well as envi-
ronment level (Kozlowski & Klein, 2000). Thus, individuals within environments
and environments embedded in larger contexts can vary according to one or more
dimensions. At the collective level, some researchers call for the context-specific
investigations of turnover and the recognition that contextual factors can shape the
influence of turnover’s antecedents (Hausknecht &Trevor, 2011; Nyberg&Ployhart,
2013).

The findings have captured the extent of country variables attributed to cross-
country variance in teacher turnover intention by controlling for compositional
effects. Perceived teaching status was one of the most important predictors in the
study and was significant across almost all of the models (with or without a consid-
eration of salaries). Teachers’ quit intention was lower in countries where teachers
thought their profession was respected and valued (p < 0.000). Meanwhile, teachers
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were more likely to switch schools in countries where teaching had a high-social
status. One explanation could be that teachers from countries with high-teaching
status have more autonomy and freedom/confidence in choosing where they want to
teach.

Consistent with previous work, the results showed that salaries can explain, to
some extent, the cross-country differences of teacher turnover intentions (Imazeki,
2005). Teachers’ relative salaries had a negative effect on quit intention, meaning
that teachers in countries with higher relative salaries tended to stay in education.
That is, teachers in countries with higher relative salaries were more likely to change
schools. It is difficult for a within-country study to obtain an effective measure of
salary-to-teacher turnover since most public school teachers in the same country are
paid very similarly (Dolton & Marcenaro-Gutierrez, 2011). This multilevel study
underscores the important role of teacher salaries in teachers’ career decisions by
showing that teachers in countries that invested more in teacher salaries reported
lower levels of quit intention. In addition, it is clear that once taking into account the
effects of teacher salaries, some other country variables (e.g., working hours in the
quit intention model and perceived teaching status in the transfer intention model)
did not make a difference to the outcome. It also reflects the influential role of teacher
salaries in their career decisions.

Another advantage of conducting multilevel approach is to detect some institu-
tional variations that may not be captured through single-country study. Specifically,
it can reveal how effects systematically vary across different settings (Hanushek &
Woessmann, 2017). This study has indicated that besides the direct effect, the national
contexts have influenced teachers’ work attitude and turnover behavior indirectly
through school practice. For instance, educational system and teacher policy might
affect the level of school autonomy, which in turn may influence on teacher labor
market decisions (Luschei & Chudgar, 2017). Thus, multilevel analysis could be
useful in the investigation of institutional variation that is hard to be fully observed
within a country. It is also important to take into account cross-level effects while
studying country effects on teacher turnover intentions. In addition to the direct
effects, country variablesmay also havemoderation effects on teacher turnover inten-
tion. This study found that some important predictors (e.g., student disadvantage) had
differential effects on teacher turnover intention under different country contexts. For
example, the relationship between the proportion of students with behavioral issues
and teacher transfer intention varied as a function of the country-level variable. That
is, teachers with a high percentage of students with behavioral problems had lower
levels of transfer intention in the countries where teaching had a higher status.

Significant cross-level interaction between wage decisions and working hours
may have echoed previous research findings suggesting that rigid teacher salary
schedules make differences across working conditions for teachers more substan-
tial (Hanushek & Rivkin, 2007). For example, research has shown teachers are 12
percentage points more likely to be dissatisfied with long working hours than other
graduates (Chevalier et al., 2004).

As a result, challenging schools tend to face more severe teacher shortages and
retain less-qualified teachers (Bonhomme et al., 2016). With small differences in
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average pay, improving teacher workloads and/or school working environments
might become a more important factor in enticing teachers to stay.

Teaching is one of the most challenging professions even though it is of lower
status than many other professions (e.g., medicine, law, and engineering) (Liu &
Onwuegbuzie, 2014; National Education Association of the United States, 2003).
People around the world choose to teach for a variety of reasons, but all teachers
need to be recognized and respected for their profession (MacBeath, 2012). The
findings of this study have stressed the role of government in promoting a positive
image of teachers and raising public awareness of the value of the teaching profession
(Bushaw & Lopez, 2011). The study revealed that teacher salaries and working
conditions are not the only important factors in teacher retention; the ability of
countries to successfully recruit and retain quality teachers also depended on the
status of teaching. Nevertheless, teaching status is a complex concept and contains
multiple aspects (Bushaw&Lopez, 2011). Various factors that involve the profession
(e.g., social and economic development, characteristics of education systems, school
organization) need to be considered in order to effectively and comprehensively
improve teaching status.

Increasingly countries have introduced financial incentives into teacher salary
structure while designing teacher retention policies (Dolton &Marcenaro-Gutierrez,
2011). However, despite of the importance of teacher pay, numerous studies have
addressed concerns over the lack of effective and optimal pay packages in securing
high-quality teachers, and a pay raise itself may not be efficient enough to improve
teacher retention and teaching performance (Hanushek & Rivkin, 2007). This multi-
level study has also indicated that teacher turnover intention is influenced not just by
howmuch teachers have been paid, but also by theirworking conditions. For example,
the finding showed that the ratio of students to teachers that directly reflects on class
size was an important predictor of both teachers’ transfer intention and quit intention,
even after controlling for salary information. A low teacher-student ratio will make
teachers’ work even more demanding and frustrating at a level that is not offset by
high pay (Carnoy & DeAngelis, 2002).

Turnover research has moved from “one size fits all” to contextual-based factors
that are more or less important to turnover decisions in a given setting (Hom et al.,
2017). This study simultaneously examined individual, school and national contex-
tual factors to provide an intriguing picture by specifying a conceptual framework for
cross-level phenomena. The findings underscore the joint impact and the interactive
effects of individual and situational factors relating to teachers’ turnover intention.

This study contributes to the growing international research on teacher turnover
pointing out the necessity of simultaneously assessing the effects of both micro and
macro levels on teacher turnover across nations. The findings advance the teacher
turnover literature in twoways. First, it addresses the lack of cross-national studies in
teacher turnover that explicitly connect micro andmacro levels of analysis.While not
perfect, this study provides a more comprehensive picture of how country contexts
may impact teacher turnover intention. This contribution ties directly to the call for an
increase in turnover research to better capture context (Hausknecht & Trevor, 2011).
Researchers have warned that over-emphasis on intra-national studies may cause
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insularity that potentially could lead to insensitivity concerning teacher policies in
various situations (Dolton & Marcenaro-Gutierrez, 2011).

Second, the study advanced the empirical literature through its test of cross-
level interactions. The findings shed light on some lower-level factors that may
have a differential effect on teacher turnover intentions in different country contexts.
For example, some within-country research has repeatedly shown that teachers in
disadvantaged schools are more likely to quit or move to other schools (Brill &
McCartney, 2008; Lankford et al., 2002). Less is known on how these relations
vary across countries. This research contends that the relationship between student
disadvantage and teacher turnover in some contexts is less significant than in other
contexts. A country where teaching is a high-status profession, for example, may
have played a role in weakening or even breaking such a correlation. Teachers from
countries where teaching is valued seem to be more willing to stay, regardless of the
status of school disadvantage.

16.8.1 Limitations

This study has some limitations. First, all the factors were self-reported by teachers
and principle. The possible method or respondent bias should not be ruled out.
And the reliability of the findings is limited to the reliability of the data sources
used in the study: international surveys and government reports. Second, because
this was a correlational study based on a cross-sectional dataset, any cause and
effect implications are not guaranteed. Third, the variance across countries was still
significant, strongly calling for variables to enhance the explanatory power of the
models. Although we focused on several country-level variables, other unknown
(omitted) factors may have contributed to this unexplained variance. There were no
data on other intermediate levels such as school districts. It might be possible that the
effects of the omitted levels were reflected in the individual-level estimates. Fourth,
the small number of countries in the salary model (N = 21) may cause potential
sampling bias.
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Chapter 17
Daycare Centers’ Composition
and Non-native Children’s Language
Skills at School Entry: Exploring
the Nature of Context Effects Using
Multilevel Modeling

Nina Hogrebe and Anna Marina Schmidt

Abstract Due to segregation in early childhood education, the demographicmakeup
of daycare centers varies considerably. At the same time, the daycare centers’ compo-
sition (e.g., the proportion of children living in poverty) affects children’s compe-
tences. However, as the exact relationship of this association is still unclear, we study
the effect of preschool composition on children’s language skills at school entry by
exploring linear and nonlinear relationships. Using the example of a medium-sized
German city, we combine data from a school entry examination and a preschool
survey (7,604 children in 84 daycare centers) and employ multivariate latent and
logistic regression analyses within a multilevel modeling framework.We find indica-
tions for nonlinear relationship between daycare centers’ demographic composition
and non-native children’s grammar and German skills. More precisely, a negative
effect of increasing risk compilation proportions is weakened when proportions of
30–40% are reached. Possible explanations for this turning point are discussed.
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17.1 Introduction

Early Childhood Education and Care (ECEC)1 is believed to contribute to educa-
tional equality by being especially effective for disadvantaged children (European
Commission, 2011). As to this perspective, Vandenbroeck (2015) specifies that the
children’s competence development is linked to the demographic make-up of ECEC
settings. According to the author, most positive effects are realized in mixed groups
whereas a concentration of children from underprivileged or disadvantaged families
disparages their learning outcomes.

Following this line of argumentation, it is problematic that the actual distribution
of children in ECEC settings provides a stark contrast to this perspective. Segrega-
tion in ECEC is highly developed in many countries, and the demographic makeup
of daycare centers varies considerably. Research for the USA and Germany, for
example, shows that the proportion of poor and/or migrant children in ECEC settings
varies between zero and more than 70%. This variation is not only visible between
states but also within cities and city districts and exceeds segregation in kindergarten
and primary school (e.g., Becker & Schober, 2017; Hogrebe, 2014, 2016; Potter,
2016).

Consequently, the demographic composition of daycare centers is often rather
homogeneous in terms of children’s linguistic, ethnic, and/or social background.
According to a study from the USA, for instance, about 30% of preschoolers enrolled
in public schools attend racially isolated schools, i.e., schools that have 90% or
more students of color (Frankenberg, 2016). Disadvantaged children are particularly
affected by this: More than half of all black and Hispanic preschool students as
well as children lacking English proficiency (LEP) are enrolled in such racially
isolated non-white schools. Additionally, non-white sub-groups are also generally
quite segregated from each other (Piazza & Frankenberg, 2019).

This impression is supported by another study that is not only looking at public
school-based programs but includes data on other center-based aswell as home-based
programs (Urban Institute, 2019). Basically, the study shows a u-shaped distribution
of Black or Hispanic enrollment shares with only a few programs (less than 20%)
having moderate black or Hispanic enrolment shares (i.e., 30–70%). Reid et al.
(2015) describe a similar pattern in relation to poverty. They find that almost half
of the children in their study sample (47.1%) attend high-minority classrooms (i.e.,
classrooms with 70–100%minority children) in which about 75% of the children are
poor as well. Only very few children (17%) visit classrooms that are racially mixed
and medium–high income. To the authors, a mixed demographic make-up in ECEC
settings is “more the exception than the rule” (p. 7).

1 ECEC encompasses different forms of regulated arrangements that provide education and care
for children from birth to compulsory primary school age. In this paper, we focus on center-based
out-of-home care of children aged one to six. The respective sites where such education and care
offers are provided are labelled daycare centers or ECEC settings throughout the paper. The term
preschool is used in the context of research from the USA and usually refers to children aged two
to five.
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Segregation patterns in other countries are different from those in the USA. In
Germany, for example, there are more settings with relatively low proportions of
migrant children and only few settings with rather high proportions. Still, daycare
centers that are visited by migrant children are characterized by average proportions
of children with a language other than German which are nearly two times higher
as they are for non-migrant children (Hogrebe et al., 2021). This indicates that these
children on average visit daycare centerswithmuch higher concentrations of children
who do not speak German at home, which–assumedly–puts them at a double risk.

17.2 Purpose of the Present Study

Although there is a growing evidence-base that demonstrates the influence of ECEC
settings’ composition on children’s competence development, the specific nature of
the relationship is not quite clear. So far, mostly the effect of a continuous increase in
the proportion of disadvantaged children has been analyzed, but Becker and Schober
(2017) argue that “it seems unlikely that the association between the share of chil-
dren with certain background characteristics and children’s cognitive and language
development is linear” (p. 10). Therefore, the purpose of our study is to estimate the
effect of the demographic composition of center-based ECEC on non-native chil-
dren’s language skills at school entry and, more precisely, to explore the specific
nature of this association. Before we present our study results, we shortly depict
our theoretical assumptions on the importance of the peer-related makeup of group
settings for children’s language development and shortly summarize previous studies
on such context effects.

17.3 Background

17.3.1 Theoretical Framework

Socioecological and sociocultural theories on human development (e.g., Bronfen-
brenner, 1990; Rogoff, 1990; Vygotski, 1978) emphasize the importance of social
interactions in a meaningful and stimulating environment for child development.
Although adults are often considered the primary interaction partners, children spend
a great amount of time with near-age mates. In ECEC settings, children have the
possibility to get in contact with peers of the same, younger, or older age who differ
in their abilities and competencies. Such individual differences appear to have signif-
icant implications for peer interactions, and the daily interactions and play activities
offer various learning opportunities. The older the children are, the more likely do
they play in larger groups and are, therefore, affected by a larger number of chil-
dren with different abilities (Andresen, 2005; Becker & Schober, 2017; Coplan &
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Arbeau, 2009; Yarrow, 1975). Peers are often considered to be a specific stimulus
for each other due to their relationships at eye level (Youniss, 1994). Following the
concept of the “Zone of Proximal Development”, Vygotski (1978) also frames peers
as important interaction partners with the addition that they have to be more capable.

Despite such longstanding insights on the relevance of peers for children’s cogni-
tive development and the fact that children spend a lot of time in ECEC settings
with other children, the potential of child–child interactions for language develop-
ment has often been neglected and underestimated (Branco, 2005). In that regard,
children can also promote each other in their language use. Already at the age of
five, children can have adequate conversations with their agemates (Howes et al.,
1992). Research on the associations between multilingual children’s peer interac-
tions and language growth in the surrounding language points to the linguistic stim-
ulation potential of peer interactions in early educational settings (Gámez et al.,
2019; Palermo et al., 2014; Rydland et al., 2014). In her group socialization theory,
Harris (2009) even claims that the peer environment can exert a greater influence on
language development than parental input.

Consequently, the higher the respective peers’ competences, the better a child’s
language skills should be. Segregation and preschool composition are relevant in this
regard because it is assumed that if several childrenwith the same cultural background
are present, they usually find themselves together (Schneider-Andrich, 2021, p. 68).
As language is often connected with cultural background, this might influence the
quantity and quality of the national language input for non-native language learners.

17.3.2 Summary of Previous Research on Composition
Effects

As linguistic competencies are related to various family background characteris-
tics such as the migration status respectively the language spoken at home or the
families’ socioeconomic or parental education status, for example, one might also
assume that the composition of such demographic aspects in ECEC settings is a rele-
vant influencing factor for language development. Respective context studies point to
the importance of the average cognitive or linguistic abilities of peers and the ethnic
and/or social composition of ECEC settings for children’s language skills (e.g., de
Haan et al., 2013; Fram & Kim, 2012; Henry & Rickman, 2007; Mashburn et al.,
2009; Reid&Ready, 2013; Schechter&Bye, 2007). In those studies, a higher propor-
tion of disadvantaged children in daycare centers is usually associated with lower
language skills. Some studies suggest that a better or worse peer-based linguistic
environment is especially an advantage respectively disadvantage for children with
lower language skills (e.g., Justice et al., 2011; Niklas & Tayler, 2018).

Most of the research on composition effects in ECEC assume linear associations,
and little is known about possible nonlinear relationships. Only Reid and Ready
(2013) report that “diversity improves children’s expressive language learning when
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neither Whites nor minorities are the overwhelming majority” (p. 1098) for racial
or ethnic composition. Research from the German school context indicates that a
negative correlation between the proportion of children with a migration background
and children’s language skills is only found for schools with a proportion of 40% or
more (Stanat, 2006). So far, no such turning points or thresholds are established in
the literature for ECEC (Becker & Schober, 2017).

17.3.3 Research Question

Against the background of the lack of knowledge on possible nonlinear context
effects, we explore the specific nature of such context effects in ECEC. Using
data from one example municipality in Germany, we use multivariate latent and
logistic regression analyses within a multilevel modeling framework to identify the
effect of preschool composition on non-native children’s language skills at school
entry. Considering different possible relationships, we test for linearity as well as
nonlinearity.

17.4 Multilevel Modeling as an Analytical Strategy
for Context Effects

Beforewe elaborate on the setup of our study,we briefly outline some basic principles
of multilevel modeling (MLM) as an analytic strategy. Children in settings tend to
be similar to each other due to selection processes, for example. This violates the
assumption of independence of the observations in standard statistical tests (Hox,
2010; Snijders & Bosker, 2012). In order to account for this selective clustering of
children in daycare centers, MLM is applied as an analysis strategy indicating a
relationship of a group membership and individual characteristics.

17.4.1 Five-Step Analytical Process

Following Hox (2010), MLM is done in five steps. In the first step, the variance
fraction of the outcome variable is explained by the units’ membership in a context.
Here, the population estimator (also: fixed effects because the estimator remains the
same for the respective context) contains only the intercept, which is assumed to
be variable between context units. This empty model is described as the random-
intercept-only model and decomposes the variation of the outcome variable into its
variation within groups as well as between groups.
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In the second step, the causal effects of the exogenous individual characteristics
are estimated for the population, controlling for context membership. In this random-
intercept model, the exogenous variables are added to the model at micro-level. The
effects of the variables are estimated in such a way that they do not vary between the
contexts (fixed effects). Enders and Tofighi (2007) recommend to center metric vari-
ables and present two forms for this in MLM: Centering variables around the group
mean (centering within cluster) and centering around the overall mean (centering at
the grand mean). While macro-level variables should be centered around the overall
mean, micro-level variables can be centered around both the group and the overall
mean. This should be done depending on the research question: Centering around
the group mean is recommended when micro-level variables are of interest and for
cross-level interactions; centering around the overall mean is recommended when
interactions between macro-level variables are investigated.

In the third step, we test whether the effect of the individual variables varies
systematically between the context units, i.e., whether context-specific interaction
effects can be observed. This random-intercept-random-slopemodel tests for context
dependence as well as potential explainability by the exogenous macro-level vari-
ables. The variance of the micro-level variables as well as their covariance between
context units are estimated. Basically, a distinction is made between models in which
the slope coefficient is constant or fixed and models in which it can vary and, like
the intercept, is modeled as random.

A fourth step follows when systematic differences in the mean value of the
outcome of interest become apparent. In this intercept-as-outcome model, the vari-
ation in the expected value of the outcome variable across contexts is explained by
a context feature. This model assumes the independence of the effects of the exoge-
nous context and individual variables on the one hand and the joint additive effect of
these effects on the outcome variable on the other hand.

The fifth analysis step completes the analytical MLM process and is applied
when the effect of the individual variables systematically differs across contextual
units. The random-coefficient model assumes that the context variables (macro-level)
moderate the effect of the individual variables (micro-level) in the context. This
means that both the individual and the context characteristics do not have an inde-
pendent effect on the outcome variable, but interact with each other, i.e., they interact
across levels (cross-level interaction).

17.4.2 Model Fits and Indices

To identify whether the data recommend MLM, first, the measure of the intraclass
correlation coefficient (ICC) is calculated. The ICC describes the proportion of vari-
ance explained by context membership. Its value should be significantly greater than
0.05, indicating that the variance of the outcome variable can be explained at least
in part by context membership.
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If the variables at both levels are added, the theoretic measures Akaike’s Infor-
mation Criterion (AIC) and Bayesian Information Criterion (BIC) test the model fit
and compare different models at the descriptive level. The values should be smaller
in comparison to the random-intercept-only model. Also, the measure R2 is output
when exogenous variables are added to the model and shows how much of the vari-
ance can be explained at each level–the larger, the more variance in the outcome
variable can be explained by the added variables.

17.4.3 Assumptions and Data Requirements

In order to be able to apply MLM, the data must meet certain requirements: First,
it must have a clustered structure, which means that individual characteristics are
embedded in a grouped context (here, the rule of thumb of at least ten cases within
each unit applies; otherwise, Snijders and Bosker (2012) recommend performing a
covariance analysis). Furthermore, the outcome and exogenous variables are assumed
to be dependent. Finally, the residuals are uncorrelated within the respective levels
and independent of the explanatory variables as well as normally distributed, and
their variance is homoscedastic (i.e., the variance of the residual errors is constant
and independent of the explanatory variables’ values). Multilevel analysis further
assumes that the collection of variables is free of measurement error, the outcome
variable is at least interval-scaled, and the exogenous variables at the micro- and
macro-levels are nominally scaled with k manifestations in the form of k − 1 dummy
variables and zero–one scaling (or plus/minus one for centered effects) (Langer, 2010;
Snijders & Bosker, 2012).

17.5 Applying MLM: Composition Effects and Non-native
Children’s Language Skills

17.5.1 Sample

Using the example of a medium-sized city in Germany (population of about
300,000), data are taken from the school entrance examination (SEE) conducted from
2010/2011 to 2015/2016 which is obligatory for all children (nchildren/total = 14,333).
Besides performing a social pediatric developmental screening including language
skills, the SEE also gathers information on background characteristics such as family
status,migration, or other developmental risk-factors. As it is knownwhich preschool
a child attends and since when, it is possible to aggregate the data on setting level
(ncenters = 172). A survey generates additional information on the daycare centers’
structural quality and their approach to language instruction. Realizing a response
rate of about 50% results in an effective sample size of 7,604 children in 84 daycare
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centers. (A comparison of the total with the realized sample does not indicate any
bias. The results are not displayed here but are available on request).

17.5.2 Variables

17.5.2.1 Outcome Variables

The outcome of interest is children’s language competencies at school entry. In the
SEE these are evaluated using four standardized screening tests that consist of six to
ten exercises, respectively: articulation, pluralization, prepositions, and phonetics.
Additionally, the physicians assess the child’s grammar use (0 = deficient, 1 =
borderline, 2 = normal) and overall German skills (0 = none, 1 = some, 2 = good)
as displayed in the communicative situation of the examination. Table 17.1 shows
descriptive statistics for the six outcome variables. The results of an explorative
factor analysis indicate that the variables preposition (0.886), pluralization (0.841),
and grammar use (0.816) load on a common factor (α = 0.826). This corresponds
to the internal data structure shown in a validation study of the screening instrument
(Petermann et al., 2009). We labeled this factor grammar skills and treated it as a
latent variable in the analyses. For reasons of simplicity regarding the interpretation
of the results, metric outcome variables were z-standardized.

Table 17.1 Descriptive Statistics of the Outcome Variables

Variable Values M SD Min Max

Articulation 0–10 9.4 1.1 0 10

Pluralization 0–7 6.2 1.6 0 7

Preposition 0–8 6.6 1.8 0 8

Phonetics 0–6 5.3 1.1 0 6

N Freq (%)

Grammar skills 0 = deficient 1,206 15.90

1 = borderline 1,430 18.80

2 = normal 4,968 65.30

German skills 0 = none 175 2.30

1 = some 687 9.00

2 = good 6,742 88.70

NoteN=7,604 children;M=Mean;SD=StandardDeviation;Min=Minimum;Max=Maximum
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17.5.2.2 Covariates

On individual level (level 1), the SEE gathers different information on the child
and its familial situation. We include several control variables related to language
development: The child’s age (in years) and sex (0 = female, 1 = male), duration
(in years) and weekly dosage (25, 35, or 45 h) of preschool experience, and whether
the child is prematurely born (0 = no, 1 = yes). In relation to family status we
consider whether the child has an older sibling (0= yes, 1= no) and lives in a single
parent household (0 = no, 1 = yes). The variable mother tongue reveals the child’s
first language (0 = German, 1 = [German and] other). Furthermore, the physician
documents the parents’ German skills as displayed in the communicative situation of
the examination process (0= some and good, 1= none), the child’s status regarding
preventive examinations (0 = complete, [and only 1 missing] 1 = incomplete), and
whether the child ever experienced any additional non-formal educational activities
like swimming, music, or sports (0 = yes, 1 = no). Finally, the variable cumulative
risk (0 = no, 1 = yes) is computed and relates to children to whom at least three of
the above-mentioned risk indicators apply.

The preschool survey generated information on the level of daycare centers (level
2). We included the staff-child-ratio as an overall structural quality indicator and
three variables as proxies for language-related process quality: (1) How often do
language-related topics emerge in team meetings (less than every 3 months, one to
two times in 3 months, once a month, more than once a month; each coded with 0
= no and 1 = yes), is professional training on language instruction provided (0 =
no, 1= yes), and do parent-teacher co-operation activities explicitly target language
issues (0 = no, 1 = yes).

Table 17.2 shows descriptive statistics for all covariates. All continuous controls
are grand-mean centered. If categorical variables are not dichotomous, dummy
variables were computed.

17.5.2.3 Composition Variables

The SEE allows us to compute the demographic makeup of the daycare centers.
Using the cohorts from 2010/2011 to 2015/2016, we retrospectively did so for the
school years 2009/2010 to 2012/2013. On the basis of individual level variables, we
computed four composition variables: the proportion of children (1) with migration
background, (2) in need of language support, (3) without additional experience in
non-formal education activities, (4) with incomplete preventive health examinations
and (5)with premature birth.Additionally, the preschool survey provides information
on (6) the proportion of children exempt from fees as an income-related indicator for
poverty. Table 17.3 shows that the respective proportions in daycare centers at least
vary from zero to 26.6% (incomplete preventive examinations) but may be as high
as 92.0% (poverty).

However, correlation analyses point to the problem of multicollinearity between
all composition variables (r = 0.789 to r = 0.966) except for premature birth (see
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Table 17.2 Descriptive statistics of the covariates

Level 1 Values M SD Min Max Missing
(%)

Age In years 5.72 0.39 3.25 7.58 0

Duration In years 3.43 0.85 0.17 6.75 0

N Freq (%)

Weekly dosage 1 = 25 h 448 5.90 0

2 = 35 h 3,016 39.70

3 = 45 h 4,140 54.40

Sex 0 = female 3,663 48.20 0

1 = male 3,941 51.80

Prematurely
born

0 = no 6,581 85.70 0

1 = yes 1,086 14.30

Older Siblings 0 = yes 3,967 52.20 0

1 = no 3,637 47.80

Single parent
household

0 = no 6,600 86.80 0

1 = yes 1,004 13.20

Mother tongue 0 = German 5,426 71.40 0

1 = (German
and) other

2,178 28.60

Parents’
German skills

0 = none 265 3.50 0

1 = some 472 6.20

2 = good 6,867 90.30

Preventive
examinations

0 = complete 7,004 92.10 0

1 = incomplete 600 7.90

Non-formal
educational
activities

0 = yes 5,831 76.70 0

1 = no 6,548 23.30

Cumulative risk 0 = no 6,548 86.10 0

1 = yes 1,056 13.90

Level 2 Values Average SD Min Max

Staff-child ratio 5.66 1.20 3.56 8.47 8.30

N Freq (%)

Language-related topics team
meetings

less than every 3 months 5 6.00 2.40

one to two times in 3 months 27 32.10

once a month 24 28.60

more than once a month 26 31.00

(continued)
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Table 17.2 (continued)

Professional
training

0 = no 16 19.00 1.20

1 = yes 67 79.80

Co-operation 0 = no 56 66.70 2.40

1 = yes 26 31.00

Note N= 7,604 children (level 1); N= 84 (level 2); M=Mean; SD= Standard Deviation; Min=
Minimum; Max =Maximum; Freq. = Frequency

Table 17.3 Descriptive statistics of composition variables (in %)

M SD Min Max Missing (%)

Migration background 27.01 20.53 0.00 81.08 0

Need of language support 20.40 17.13 0.00 66.54 0

Non-formal educational activities 22.83 20.96 0.00 77.74 0

Preventive health examinations 7.45 5.73 0.00 26.65 0

Premature birth 14.27 4.43 0.00 33.41 0

Poverty 24.69 28.46 0.00 92.00 0

Note N = 84 daycare centers; M = Mean; SD = Standard Deviation; Min = Minimum; Max =
Maximum

Table 17.4). Based on the results of an explorative factor analysis (see Table 17.5),
we decided to combine these five variables (Schneider, 2007). Consequently, we
entered two predictors into our analyses: the proportion of premature birth as a
manifest variable and a latently measured factor labeled “risk compilation” (M =
20.31, SD = 17.32, Min = 0.00, Max = 62.90).

Table 17.4 Test on multicollinearity
Migration  

background 

Need of 
language 
support 

Non-formal 
educational 

activities 

Preventive health 
examinations 

Premature 
birth 

Poverty 

Migration 
background 

1 

Need of language 
support 

0.966 1 

Non-formal 
educational 
activities 

0.845 0.873 1 

Preventive health 
examinations 

0.816 0.828 0.789 1 

Premature birth -0.015 0.048 0.126 0.106 1 

Poverty 0.874 0.896 0.862 0.809 0.044 1 

Note Correlations between composition variables. Except for the correlation between premature
birth and migration background, all correlations are significant (p < 0.000)



350 N. Hogrebe and A. M. Schmidt

Table 17.5 Factor analysis
of the composition variables

Components

1 2

Need of language support 0.971

Cumulative risk 0.971

Migration background 0.966

Non-formal educational activities 0.949

Poverty 0.933

Preventive health examinations 0.896

Premature birth 0.999

Note Principal component analysis. Varimax with Kaiser-
normalization. Cronbach’s α with all components of extraction
1 = 0.949

17.5.2.4 Missing Data

Missing values for individual level variables ranging from 0 to 6.4% were imputed
using multiple imputation strategies with the multiple imputation module in SPSS
26. To account for missing data in the survey data, the full information maximum
likelihood (FIML) estimator in MPlus 7 was used.

17.5.3 Modeling Approach

Two different models explore the specific relationship between preschool composi-
tion and children’s language skills. Composition variables are entered as continuous
variables in Model (1) to test for a linear relationship. In Model (2), a nonlinear rela-
tionship is tested to identify possible turning points at which the relationship changes.
For this purpose, the squared proportions of the respective composition variables are
added to the model. In both models, composition variables are divided by ten to
indicate steps of 10%. A value of zero to five percent represents the reference group.
All analyses are conducted in Mplus Version 7 (Muthén & Muthén, 1998–2015).

While the outcome variable grammar skills is entered as a continuous variable
in a multivariate latent regression model, the categorical outcome variable German
skills is employed in a logistic regression analysis. In contrast to linear regression
models, in which the slope of the dependent variable is calculated by the increase of
one unit of the predictor, probability ratios are calculated in logistic models. For this
purpose, the coefficients are exponentiated by “eβ”.
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17.5.4 Results

In the first step, we examine which part of the variance of the outcome variables can
be explained by the children’s affiliation to a context, i.e., the corresponding ECEC
center. The variables articulation and phonetics did not show sufficient variation
on level 2 and were therefore excluded from the study. However, variance at the
individual level is significant for the variables grammar skills and German skills,
and variation due to daycare center affiliation also appears to explain differences in
these language ability dimensions (ß = 0.246 and ß = 1.179 respectively, p < 0.000)
(see Table 17.6). Also, the ICCs recommend the use of a multilevel analysis: For
grammar skills 32.4% of the variance is explained by children’s setting affiliation
and for German skills it is 26.4%. For both outcome variables the observations are
found to depend on their cluster membership, and differences in linguistic abilities
are also due to differences between the clusters.

In the secondand third stepof theMLM,variables are added at the individual level.
In step 2, the level 1 variables are modeled as fixed, i.e., each context (daycare center)
has the same slope. By contrast, the modeling allows for different slopes between
the clusters in step three. For grammar skills, coefficients in the two models hardly
differ, but the standard deviations of two variables (children’s first language and
parents’ German skills) double from the fixed to the random slope model indicating
that the influence of the children’s first language and their parents’ German skills on
children’s grammar skills varies strongly between the facilities. Table 17.7 therefore

Table 17.6 Random-intercept-only model (empty model)

Grammar skills German skills

β S.E β S.E eβ

Grammar use 0.140* 0.051

Preposition 0.111* 0.052

Pluralization 0.095 0.049

Threshold$1a −4.561*** 0.167 0.010

Threshold$2a −2.732*** 0.152 0.065

σ 2 e 0.513*** 0.040 – –

σ 2 u0 0.246*** 0.055 1.178*** 0.261

ICC 0.324*** 0.039 0.264***b 0.043

AIC 51,728.178 98.503 5,633.621 28.110

BIC 51,832.224 98.503 5,654.430 28.110

NoteAnalytic sample (N= 7,604 children); number of clusters= 84; average cluster size= 90.52.β
= beta coefficient, S.E.= standard error. eβ = odd. aIn the logistic model, thresholds are output that
differ only in sign from intercepts in linear regression models. The number of thresholds depends
on the number of categories of the dependent variable (number of categories minus one). bIn the
logistic model, there is no variance at the within level. However, the ICC can be calculated using
the formula σ 2 u0/(π2/3 + σ 2 u0), where π = 3.14159
*p < 0.050, **p < 0.010, ***p < 0.000
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Table 17.7 Random-intercept model

Grammar skills German skills

β S.E β S.E eβ

Age (in years) 0.112*** 0.024 0.093 0.133 1.097

Duration (in years) 0.092*** 0.015 0.546*** 0.065 1.726

Sex −0.013 0.016 −0.192 0.098 0.825

Prematurely born −0.068* 0.028 0.158 0.191 1.171

Weekly dosage 35 h 0.007 0.031 0.091 0.176 1.095

Weekly dosage 45 h 0.047 0.031 0.255 0.188 1.290

Older siblings 0.033* 0.015 −0.199 0.104 0.820

Single parent household −0.033 0.027 0.201 0.136 1.223

Mother tongue −0.583*** 0.037 −2.230*** 0.142 0.108

Parent’s German skills (none) −0.787*** 0.084 −2.475*** 0.164 0.084

Preventive examinations −0.540** 0.049 −0.714*** 0.130 0.490

Non-formal educational activities −0.941*** 0.033 −0.793*** 0.126 0.452

Cumulative risk −0.253*** 0.040 −0.452** 0.139 0.636

σ 2 e 0.292*** 0.029 – –

σ 2 u0 0.102** 0.038 0.296*** 0.084

ICC 0.259*** 0.068 0.082*** 0.022

AIC 48,412.973 115.032 3,908.109 46.161

BIC 48,634.939 115.032 4,019.092 46.161

R2 (within) 0.481a – 0.472*** 0.018

R2 (between) – – – –

NoteAnalytic sample (N= 7,604 children); number of clusters= 84; average cluster size= 90.52.
β = beta coefficient, S.E. = standard error. aDue to the modeling of the variables first language
and parent’s German skills as random, no model measures are output in MPlus except for AIC and
BIC. R2 is calculated using the following formula: 1 – (σ 2 e + σ 2 u0 of the model)/(σ 2 e +σ 2 u0
of the empty model) (see Snijders & Bosker, 2012, pp. 109–118)
*p < 0.050, **p < 0.010, ***p < 0.000

depicts the modified model for the outcome variable grammar skills, where the two
mentioned individual level variables are modeled as random, while for the other level
1 variables the effect is assumed to be the same for all daycare centers. For logistic
regressions, i.e., the outcome variableGerman skills, the regression constant is fixed,
and coefficients always have the same values.

In terms of model fit, for both outcome variables the theoretic measures AIC and
BIC are smaller compared to the empty models, indicating model modification. The
R2 describes that 48.1% of the variance can be explained by the level 1 variables
for grammar skills and 47.2% for German skills, respectively. From a substantive
perspective, the coefficients are consistent with expectations: Language-related char-
acteristics such as the child’s first language and the parents’ German skills as well
as education-related variables have the greatest influence.
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For a possible explanation of the differences in slopes between clusters, we add
in a fourth step predictors at the institutional level. Here, we calculate two different
models: the composition variable is modeled as a linear relationship inModel (1) and
a nonlinear relationship in Model (2).2 In the fifths and final step, we additionally
add interaction effects. For this purpose, the relationship between children’s first
language and their grammar skills is modeled as a random slope and regressed on
the composition variable (first language X composition). According to Sommet and
Morselli (2017), the calculation of interaction effects in a logistic regression is “a little
more complicated” (p. 213). The authors propose a decomposition of the interaction:
The effect of a level 2 predictor is estimated for each category of a level 1 variable
in two dichotomously coded models. For our calculations, we estimate the effect of
the composition variable on German skills of children with a first language other
than (only) German in a first model and the effect for children with German as first
language in a second model. For this purpose, we use two separate data bases and
calculate the main effects with logistic regression. Here, results are presented for the
subset of non-native children.

Tables 17.8 and 17.9 show the results of the fifth step of the multilevel analyses
for grammar skills and German skills, respectively. With some exceptions, most
of the level 2 co-variates do not significantly predict our outcome variables. This
either means that the selected characteristics of the contextual framework are less
relevant for the children’s linguistic development, or the selected characteristics are
insufficient proxies formapping the quality of the daycare centers.With the exception
of an interaction effect in the linear Model (1) for grammar skills, the same applies
to the composition variable premature birth. For the sake of simplicity, we therefore
focus on the latently measured factor risk compilation in the following.

In Model (1) the relationship of children’s grammar skills and the centers’ risk
compilation appears to be a linear one, indicating that by an increase of 10% of
children in risk compilation, all children’s grammar skills are negatively affected by
this (β =−0.094, SE = 0.027, p < 0.010) (see Table 17.8). However, we do not find
a significant interaction effect in this model. By contrast, in Model (2) a nonlinear
relationship emerges for children with not (only) German as first language. The
results show that these children’s grammar skills are affected nonlinearly by the
risk compilation proportion in ECEC settings (linear coefficient: β =−0.286, SE =
0.099, p < 0.010; quadratic coefficient: β = 0.041, SE = 0.014, p < 0.050).

Focusing onGerman skills of children whose first language is not (only) German,
no linear effect can be found in Model (1). In the same way, the model specification
of the nonlinear relationship of setting composition and children’s German skills in
Model (2) identifies an increasing chance for children with not (only) German first
language to get into the next higher category of German skills when they attend a
center with a proportion of more than 40%. That is, if the risk compilation proportion
increases by four units (each by 10% points), children have a slightly lower chance

2 As we are especially interested in the effects for non-native children in this paper, which become
visible when entering interaction effects in the next step, we do not present the results of this step
here. However, they can be obtained from the authors upon request.
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Table 17.8 Random-coefficient model (grammar skills)

Model 1 Model 2

β S.E β S.E

Individual characteristics

Age (in years) 0.103*** 0.023 0.104*** 0.023

Duration (in years) 0.090*** 0.015 0.092*** 0.015

Sex −0.014 0.016 −0.015 0.016

Prematurely born −0.066* 0.028 −0.066* 0.028

Weekly dosage 35 h 0.007 0.030 0.005 0.030

Weekly dosage 45 h 0.047 0.030 0.047 0.030

Older siblings 0.033* 0.015 0.032* 0.015

Single parent household −0.032 0.026 −0.034 0.026

Mother tongue −0.253* 0.108 0.186 0.173

Parents ‘ German skills (none) −0.897*** 0.101 −0.896*** 0.102

Preventive examinations −0.210*** 0,045 −0.210*** 0.045

Non-formal educational activities −0.428*** 0.034 −0.427*** 0.035

Cumulative risk −0.246*** 0.040 −0.245*** 0.040

Institutional characteristics

Staff-child-ratio 0.005 0.023 −0.011 0.024

Language-related topics in team meetings…

…less than every 3 months Reference category Reference category

…one to two times in 3 months 0.081 0.102 0.081 0.101

…once a month 0.077 0.107 0.079 0.108

…more than once a month 0.126 0.117 0.135 0.113

Professional training −0.067 0.052 −0.075 0.052

Co-operation −0.105* 0.051 −0.087 0.050

Composition variables

Premature birth

0–10% Reference category Reference category

10% steps [Model (1) (2)] 0.019 0.060 0.197 0.168

quadratic [Model (2)] −0.065 0.064

Risk compilation

0–5% Reference category Reference category

10% steps [Model (1) (2)] −0.094** 0.027 0.056 0.076

quadratic [Model (2)] −0.026 0.014

Cross-Level-Interaction

Mother tongue × Premature birth

0–10% Reference category Reference category

(continued)
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Table 17.8 (continued)

Model 1 Model 2

β S.E β S.E

10% steps [Model (1) (2)] −0.159* 0.071 −0.548* 0.216

quadratic [Model (2)] 0.144* 0.063

Mother tongue × Risk compilation

0–5% Reference category Reference category

10% steps [Model (1) (2)] −0.023 0.026 −0.286** 0.099

quadratic [Model (2)] 0.041* 0.015

σ 2 e 0.289*** 0.028 0.289*** 0.029

σ 2 u0 0.041** 0.014 0.034** 0.012

σ 2 u1 (interaction) 0.037** 0.011 0.028** 0.009

ICC 0.125*** 0.032 0.106*** 0.030

AIC 49,625.586 113.941 50,585.496 113.778

BIC 50,027.899 113.941 51,043.778 113.778

R2 (within)a 0.565 0.574

R2 (between)a 0.833 0.862

NoteAnalytic sample (N= 7,604 children); number of clusters= 84; average cluster size= 90.52.
β = beta coefficient, S.E. = standard error. Latently modeled outcome variable grammar skills is
z-standardized. Metric co-variates are grand-mean centered. Composition variables are entered as
continuous variables in Model (1) and as quadric terms in Model (2). aDue to the modeling of the
variables first language and parent’s German skills as random, no model measures are output in
MPlus except for AIC and BIC. R2 (within) is calculated using the following formula: 1 − (σ 2 e
+σ 2 u0 of the model)/(σ 2 e +σ 2 u0 of the empty model). R2 (between) is calculated with 1 − (σ 2

u0 of the model/σ 2 u0 of the empty model) (see Snijders & Bosker, 2012, pp. 109–118)
*p < 0.050, **p < 0.010, ***p < 0.000

of having better German skills by a factor of 0.983 (e−0.561+2*0.068*4) to 1. But their
chances are better in settings with higher proportions: If the share is about 50%, the
factor is 1.126 (e−0.561+2*0.068*5) to 1. If the proportion increases to 70%, the factor
is 1.478 (e−0.561+2*0.068*7) to 1.

Thus, if non-native children attendpreschoolswith particularly lowor highpropor-
tions of children with socially disadvantageous characteristics, they show better
grammar skills than corresponding children in preschools with medium proportions.
In the same way, these children have nearly a one and a half times higher chance of
having good or moderate German skills in contrast to no German skills at all in the
latter daycare centers. Thus, from a certain point on, high proportions of children at
risk in the settings increase non-native children’s chance of having better language
skills. Figure 17.1 depicts these relationships graphically and reveals that for both
language outcomes the negative impact of higher risk compilation values turns when
a proportion of about 40% is reached. Though the negative effect is weekend at
this turning point, it is not completely leveled out, i.e., that preschools with very
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Table 17.9 Random-coefficient model (German skills of non-native children)

Model 1 Model 2

β S.E eβ β S.E eβ

Individual characteristics

Age (in years) 0.010 0.141 1.010 0.001 0.144 1.001

Duration (in years) 0.584*** 0.071 1.793 0.595*** 0.073 1.813

Sex −0.299** 0.103 0.742 −0.288** 0.104 0.750

Prematurely born 0.206 0.150 1.229 0.200 0.150 1.221

Weekly dosage 35 h 0.130 0.190 1.139 0.146 0.191 1.157

Weekly dosage 45 h 0.308 0.187 1.361 0.318 0.187 1.374

Older siblings −0.273* 0.107 0.761 −0.270* 0.107 0.763

Single parent
household

0.178 0.153 1.195 0.200 0.154 1.221

Mother tongue −2.188*** 0.162 0.112 −2.181*** 0.162 0.113

Parents’ German
skills (none)

−0.708*** 0.132 0.493 −0.710*** 0.133 0.492

Preventive
examinations

−0.804*** 0.130 0.448 −0.793*** 0.131 0.452

Non-formal
educational
activities

−0.321* 0.135 0.725 −0.331* 0.136 0.718

Institutional characteristics

Staff-child-ratio 0.117 0.075 1.124 0.124 0.082 1.132

Language-related
topics in team
meetings…

…less than every 3
months

Reference category Reference category

…one to two times
in 3 months

0.163 0.328 1.177 0.284 0.307 1.328

…once a month 0.629 0.343 1.876 0.772* 0.359 2.164

…more than once a
month

0.617 0.343 1.853 0.670 0.409 1.954

Professional
training

−0.167 0.198 0.846 −0.321 0.260 0.725

Co-operation −0.572** 0.178 0.564 −0.543* 0.217 0.581

Composition variables

Premature birth

0–10% Reference category Reference category

10% steps [Model
(1) (2)]

−0.058 0.164 0.944 0.937 0.640 2.552

(continued)
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Table 17.9 (continued)

Model 1 Model 2

β S.E eβ β S.E eβ

quadratic [Model
(2)]

−0.276 0.196 0.759

Risk compilation

0–5% Reference category Reference category

10% steps [Model
(1) (2)]

−0.089 0.050 0.915 −0.561* 0.221 0.571

quadratic [Model
(2)]

0.068* 0.032 1.070

σ2 e – – – –

σ2 u0 0.069 0.036 0.073 0.068

AIC 3,975.840 0.001 4,881.561 3.008

BIC 4,197.601 0.001 5,137.439 3.008

R2 (within) 0.345*** 0.022 0.346*** 0.022

R2 (between) 0.804*** 0.133 0.968*** 0.036

NoteN= 2,178 children in 78 clusters. β = beta coefficient, S.E.= standard error, eβ = odd.Metric
co-variates are grand-mean centered. Composition variables are entered as continuous variables in
Model (1) and as quadric terms in Model (2)
*p < 0.050, **p < 0.010, ***p < 0.000

Fig. 17.1 Visual representation of the nonlinear correlation depending on children’s first language
(Note Left side:N = 7,604 children. The x-axis shows the proportion of children in risk compilation
[in 10%-steps]. The y-axis shows the differences in children’s grammar skills. Right Side: N =
2,178 [only non-German speaking children]. The x-axis shows the proportion of children in risk
compilation [in 10%-steps]. The y-axis shows the differences in children’s German skills. Figure
created with R)
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low proportions of disadvantaged children still provide a more beneficial learning
environment for non-native children in relation to their language skills.

17.6 Discussion

Our study generates findings on ECEC learning contexts and related structural
inequalities and contributes to the understanding of the extent and educational rele-
vance of segregation. By using an extensive set of composition variables and coming
across the problem of collinearity, we showed that a disadvantaged demographic
make-up of daycare centers is multidimensional. Although various studies on the
relationship of daycare centers’ composition and children’s competences emphasize
the importance of social and ethnic composition in daycare centers for children’s
skill development, they usually assume a linear relationship. In our study we also
included a nonlinear relationship.

With regard to non-native children, which were at the focus of our analyses in
this paper, such nonlinear effects of center composition and language skills become
visible. According to our study results, a particularly low proportion of risk compi-
lation seems to have the most favorable effect on both considered language dimen-
sions. This finding is in line with previous research. However, by adding nonlinear
associations to our analyses, we could additionally show that the negative effect of
increasing risk compilation proportions is weakened when proportions of about 40%
are reached.

A possible explanation for this turning point can be found in German ECEC poli-
cymaking that includes different mechanism to support daycare centers that operate
in challenging areas or have an especially high intake of disadvantaged children.
Most of these instruments direct more financial resources and/or personnel to such
settings (see, for example, Anders et al., 2016). This might also explain the linear
effect that was visible for all children’s grammar skills as these children do not profit
from such programs and resources.

Daycare center composition is the result of complex segregation processes. There-
fore, it is unrealistic to create beneficial learning environments with very low propor-
tions of disadvantaged children for all non-native children. Against this background,
such needs-based and targeted programs and mechanisms seem to be a promising
approach as they seem tobe able tomediate someof the negative impacts of increasing
risk compilations. That the negative effect is only reduced and not completely leveled
out could point to direct and indirect peer effects operating. More research is needed
on the mechanisms explaining such composition effects.
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Chapter 18
Gender Effect at the Beginning of Higher
Education Careers in STEM Studies:
Does Female Recover Better Than Male?

Antonella D’Agostino, Giulio Ghellini, and Gabriele Lombardi

Abstract We explore if gender matter in the effect of the so-called “transfer shock”
that in the literature is defined as a temporary decrease in academic performance by
transfer students immediately following the transition to a new institution and the
corresponding recovery prevalent for most students in succeeding semesters. Despite
the fact that the gender issue is very relevant in Science, Technology, Engineering, and
Mathematics (STEM)higher education, no gender analysis has been conducted in this
particular framework. Nonetheless, as Italy experiments relevant migration flows of
students between Secondary Education (SE) graduation and Higher Education (HE),
we study the effect of transfer shock in this specific point of the students’ career
from a gender perspective. Our econometric strategy refers to multilevel modelling
that allows to take into consideration not only individual characteristics (i.e. gender)
but also that STEM students are clustered into university courses. Using micro-
data provided by the Italian Ministry of University and Research (MUR), we find
that students moving from the southern to northern regions of the country for their
higher education suffer a transfer shock, and gender matter in this specific context.
Referring to our main results, we stress the importance of multilevel modelling in
this framework.

Keywords STEM · Gender · Multilevel modelling · Academic performance ·
Higher education

18.1 Introduction

The importance of using multilevel modelling in educational studies has been widely
addressed because it allows to appropriately model data that occur within multiple
hierarchies, such as students within a certain classroom within a certain school or
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graduates nested in degree programmes nested in universities (Bock, 2014; Grilli &
Rampichini, 2009; O’Connell & McCoach, 2008). The underlying idea is that each
level should be a potential source of unexplained variability (Snijders & Bosker,
2012).

In this chapter, we show howmultilevel modelling is a very useful tool in order to
analyse the relationship between the internal student mobility and the student perfor-
mance in STEM higher education studies (HE) in Italy from a gender perspective.
This relationship is an interesting issue to be investigated for different reasons. First
of all because Italy experiments relevant migration flows of students that are almost
unidirectional from southern to northern/central regions (Attanasio & Enea, 2019;
D’Agostino et al., 2019a; Enea, 2018). From this perspective, students who stay at
home experience less pressure during their studies; namely, they face fewer “settling
costs” from the economic (e.g. no expenses for board and lodging), psychological
(e.g. no need to familiarize themselves with a new place and a completely different
lifestyle), and social (e.g. less necessity of finding new friends) points of view. Thus,
we can argue that the HE performance of movers can be negatively influenced by
these stressors and these students could be penalized, even if they likely represent
the part of the student population with the greatest spirit of initiative and enterprise.

Secondly, starting from 2014, Italian universities receive economic incentives
from the Ministry of Education for providing degrees within the prescribed time
period (Viesti, 2018), therefore the prediction of performance of students is an
essential and challenging issue for them.

Finally, despite the fact that the gender issue is very relevant in STEM studies
because there is currently a low proportion of women studying and graduating in
STEM subjects (see among the others Cheryan et al., 2017; Enea&Attanasio, 2020),
gender differences in STEMstudent’s careers in Italy are still very poor and no studies
analyse the intersectional effect of mobility and gender.

In this framework, the purpose of this analysis is to measure whether internal
mobility differentiated by gender has an effect on the first-year performance of
students enrolled in STEM programmes at bachelor degree level. Specifically, we
adapted the well-known concept of a “transfer shock” introduced by Hills (1965) to
this specific context. In the education literature, a transfer shock refers to a temporary
decrease in academic performance by transfer students immediately following the
transition to a new institution of higher education and the corresponding recovery
prevalent for most students in succeeding semesters. Hence, our main research
question is whether the gender matter in the relationship between mobility and
performance in STEM at HE level, taking into account the context effect.

The study is based on MOBYSU.IT dataset that has been provided by the Italian
Ministry of University and Research (MUR) thanks to an agreement between the
Ministry and some Italian universities.1 The chapter will proceed as follows: the
second section summarizes the empirical framework of the analysis, the third section

1 Database MOBYSU.IT [Mobilitá degli Studi Universitari in Italia], protocollo di ricerca MUR –
Università di Cagliari, Palermo, Siena, Torino, Sassari, Firenze, Cattolica and Napoli Federico II,
Coordinatore Scientifico Massimo Attanasio (UNIPA), Fonte ANS-MUR.
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presents the data, variables, and the modelling strategy used, the fourth discusses our
main results, and then we conclude.

18.2 Empirical Framework

18.2.1 Internal Student Mobility in HE in Italy

It is not possible to highlight the characteristics of Italian student mobility without
relying on the fact that migration flows are unidirectional (from South to North),
with very little probability of returning and enriching the specialized workforces of
the areas of origin. The reason is mainly related to the higher reputation of the Italian
universities located in the central/northern regions, which are linked to the greater
job opportunities that these institutions can offer after graduation. Indeed, for Italian
universities, a great part of their attractiveness is based on the relationships that
they are able to establish within their own territories and with the external demand
for their graduates that they are able to provide, two factors already very scarce
in the southern area of the country (Petrosino & Schingaro, 2016). In general, the
consequences of such transfers are that these students facemore “settling costs” from
an economic (e.g. expenses for board and lodging), psychological (e.g. the need to
familiarize oneself with a new place and a completely different lifestyle), and social
(e.g. a greater necessity to find new friends) perspective. All these costs are likely to
be more pronounced in South to North transfers because of a variety of factors and
background differences between the northern/central and southern regions.

Figure 18.1 shows how the concentration of bigger universities is sensibly higher
in northern macro-areas, and the mobility is much bigger from South and Islands
rather than the opposite, which is almost irrelevant in the migration dynamics.

As pointed out by Cersosimo et al. (2016), the decision of remaining in the area of
origin is surely related to the convenience of remaining within one’s comfort zone,
but it is also determined by the possibility of finding an educational offer that properly

Fig. 18.1 A synthetic representation of Italian geography and students’ movements for the a.y.
2014/2015 (Source Our elaboration on ANS-MUR data)
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suits the student’s needs. Apparently, only a small fraction of non-transfer students
makes this decision because they feel they do not have any other choice.

Despite these indisputable challenges in deciding to move for higher education
studies, some still hold the hypothesis that the choice of university canbe driven by the
desire to obtain a degree in the easiestway as possible.Actually,Argentin andTriventi
(2015) find a significant difference between North and South in assessing marks at
the Secondary Education level, with the latter being more “generous”. From this
point of view, the transition through a context less prone in providing “easy grades”
can exacerbate the transfer shock. Nonetheless, De Paola (2008) and Lombardi and
Ghellini (2019) investigate the (unsuccessful) attempts to attract students by softening
grading policies made by those universities that are settled in the poorest regions and
are consequently suffering from low demand by enrolling students, attributing much
more importance to the conditions of students’ destination territories. This idea is also
supported by international studies on the internal mobility of students (Lörz et al.,
2016). Indeed, several analyses show that the Italian student population is highly
selective regarding the educational offers of the universities where they choose to
apply (Cattaneo et al., 2018) and to the conditions of the job market they are trying to
anticipate (Giambona et al., 2017). The combination of high-quality universities and
healthy job markets—jointly able to guarantee the best chances of social mobility
to future graduates—is the trump card for northern Italy (Bratti & Verzillo, 2019).
At the same time, it is important to note once again how the presence of “better”
universities in the northern regions is driven by a system of funding allocations that
exacerbates the division between the two main macro-areas of the country and the
consequent unidirectional migration flows (Cattaneo et al., 2017).

18.2.2 A Brief Overview on Students’ Performance, Transfer
Shock, and Gender

Different studies have specifically considered the performance of first-year students
in STEMfields. The growing interest in these fields is causing a global increase in the
adoption of strategies to stimulate STEM enrolment, which requires greater attention
to the speed of students in adapting themselves to their new context. According to
Lopez and Jones (2017), there is an evident stratification in who decides to enrol in
STEM courses, since they find that the best explanatory variable for student perfor-
mance in this area is the level of education of the father. Packard and Jeffers (2013)
find it significantly necessary to accompany new STEM students in the transition to
the higher education system to preserve their performance and motivation. Indeed,
the lacking of self-esteem is one of the main factors damaging freshmen academic
performance (especially concerning women), jointly with a learning environment
too much oriented on the provision of concepts and instructions, rather than on the
activation of stimulating ways of thinking (Schaeper, 2020).
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On the other hand, the strong effect of social context in the STEMfields on student
performance, regardless of the institution’s facilities, is addressed in detail by Jackson
(2010) and Jackson and Laanan (2015). In particular, difficulties in improving the
performance of women in these fields are widely recognized and attributed to low
socialization, a lack of mentors, and the internalization of stereotypical social norms.
In the transition to a completely new institution, all these factors can cause—for both
men and women—the abovementioned transfer shock. Keeley III and House (1993)
analyse several factors that can lead to transfer shock. In particular, it seems that all
transfer students generally experience some degree of transfer shock, especiallymen,
who are on average outperformed bywomen. The youngest first-year students as well
as the lowest performers at their previous institutions are usually the most affected
by transfer shock. More specifically, Glass and Harrington (2002) find that transfer
students seem to perform better in the long run than those who stay at their original
university, but transfer students experience a drop in their performance during the first
semester at their new university due to transfer shock. Also courses’ characteristics
can play a role in increasing performance. In particular, the most effective courses
are those with a high percentage of women—well-recognized as better performing at
university—and which require a greater number of work hours per week (Beekhoven
et al., 2003; Bratti & Staffolani, 2013). Regarding STEM students specifically, Crisp
et al. (2009) evidence how these fields are acquiring constantly greater importance
in those public programmes stimulating higher education attendance, but it seems
to present a difficulty in pursuing successfully a STEM degree by some categories
of people, such as women or ethnic minorities. Also Soler et al. (2020) find lower
performance for women in STEM area, even worsened at the Higher Education level
with regard to the high school. From the transfer students’ point of view, Cejda (1997)
finds that first-year students in this area experience a stronger transfer shock than
their colleagues in business, education, the fine arts and humanities, and the social
sciences. This issue gains economic significance, especially in Italy, which is charac-
terized by well-known unidirectional internal mobility of university students that is
increasing the socio-economic gap between the northern and southern regions of the
country (D’Agostino et al., 2019a). Even if studies about Secondary Education show
how some family background predictorsmatter (Giambona and Porcu, 2015), studies
at university level highlight that the performance of students does not seem to depend
from socio-demographic features, but just on motivations and inclinations. Nonethe-
less, Non-resident students perform worse than residents, and male perform worse
than females. High school final grade exhibits a positive effect on the performance
both for good and very bad students, but Lyceum Southern students migrating in the
North perform on average slightly better than Lyceum stayers (both southerners and
northerners) (Adelfio & Boscaino, 2016; Adelfio et al., 2014; Boscaino et al., 2018;
D’Agostino et al., 2021).
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18.2.3 Using Multilevel Modelling in HE in Italy

In Italy, multilevel modelling has been especially used for assessing the relative
effectiveness of educational institutions, namely the degree of achievements of their
institutional targets (Grilli & Rampichini, 2009). From this point of view, the advan-
tage of multilevel models lies in allowing students to be nested into institutions. In
other words, outcomes defined at student-level can be used in order to measure the
effectiveness of institutions themselves.

Another way to exploit courses’ quality through this class of models consists
in exploring surveys and questionnaires for understanding students’ conditions and
beliefs, distinguishing for the fact of attending different courses.As an example,Bassi
et al. (2017) are able to draw useful insights about students’ satisfaction analysing
their teachers’ evaluation. Interestingly, they are able to discover that course charac-
teristics do not have strong importance, as didactic activities have. On the other side,
Rampichini et al. (2004) and Bacci and Gnaldi (2015) use multilevel structure for
accounting for the multidimensional nature of students’ satisfaction. Through this
technique, they uncover the weaknesses of the courses. For example, courses which
are bigger than the average size of their institution’s ones are less evaluated.

Nonetheless, an enormous potential emerges if students’ outcomes are analysed,
far beyond the limited necessity of evaluating institutions. Thus, Meggiolaro et al.
(2017) are able to study withdrawals, course changes, delays, and graduations of
students using the course level in order to discover how fields of studies and size
of each course are important for students’ university careers. Other studies employ
multilevel modelling with regard to the path that students range across time. Indeed,
when it is achievable to follow students also after their graduation it is also possible
to evaluate their job market outcomes, important both for students and universities’
reputation. So, the success of students with similar academic backgrounds can be
easily compared if their career is controlled also at the university and course level
(Biggeri et al., 2001). On the other side, also the place in which the university is
located is important. Even if there aremarked differences between the effectiveness of
universities and courses, the jobmarket conditions of different geographical locations
affect students’ chances of success (Bini et al., 2011). Following this idea,D’Agostino
et al. (2019a, 2019b) analyse the determinants of student mobility by combining
individual and contextual information through a multilevel approach, moving the
perspective at the moment of choosing the university to be attended and highlighting
the importance of Italy’s geographical characteristics. These results are confirmed
also by the cross-country multilevel study by Agasisti and Cordero-Ferrera (2013),
who compare Italy and Spain.

At this point, it is clear how multilevel modelling can express its potential also in
analysing what happens at the very beginning of students’ enrolment. Indeed, Grilli
et al. (2016) employ this class of models in order to evaluate the efficacy of pre-
enrolment admission tests. Then, D’Agostino et al. (2020) interact internal mobility
and career progression during the first two years, exploring the ability of multilevel
models in analysing performance, as brought forward in the present chapter.
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18.2.4 Measuring Academic Performance in This Study

Aswe stressed before, starting from2014 Italian universities receive economic incen-
tives from theMinistry of Education for providing degrees within the prescribed time
period. The progress in academic curricula of university student is measured using
the academic credits earned by students in each academic year. The credit system
consists of the assignment of a certain credit when the student passes each course.
He earns the credits which are based on that course. The students can earn credits
according to his pace by taking any amount of time. The Laurea, which is equivalent
to a Bachelor of Science in the European university system, is an undergraduate
degree obtained after a three-year programme of study and it is strictly necessary to
obtain 180 credits to accomplish it. One credit corresponds to a workload of about
25 h and the yearly workload for an average study course corresponds to about 60
credits which is equivalent to 1,500 h. In our data, for instance, the yearly average
earned credits are about 43 (SD = 14.62) in the first academic year and about 33
credits (SD = 16.26) in the second year. From a policy perspective therefore it is
more important to measure student academic performance in terms of the number of
credits obtained by each student than on the score that they obtained for each exam.
For this reason, the academic performance in this study is measured by the progress
of the academic curricula and this measure cannot be considered a good proxy for
the evaluation of each student, but it is a much better approximation for the number
of exams successfully passed during the academic year. In other words, nothing can
be said in our study about who the best students are in terms of score in this analysis
but only in terms of progress in their academic curricula.

18.3 Data, Variables, and Method

18.3.1 Data

The database MOBYSU.IT covers the Italian university system as a whole. For
this analysis, we used only the cohort of students enrolled in 2014/2015 in STEM
programmes at bachelor’s degree (n = 51,821). Official data from the ItalianMinistry
of Higher Education (MIUR) estimate that STEM students represent only 27% of
the total number of first-year students, with a basically stable trend (approximately
+0.3% annually over the last 10 years).

To classify degree courses into STEM fields, we used the definition provided by
theEUCommission in 2015, based onEurostat’sClassification of Fields ofEducation
and Training (Andersson and Olsson, 1999).

Accordingly, STEM fields of study can be classified into the following three
macro-categories: (i) Natural sciences, mathematics, and statistics; (ii) Informa-
tion and Communication Technologies; and (iii) Engineering, manufacturing, and
construction.
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Table 18.1 Student distribution by the three categories of STEM fields and gender (column %) in
the academic year 2014/2015

Category All sample Male Female

Natural sciences, mathematics, and statistics 37.17 28.37 51.37

Information and Communication Technologies 21.51 27.93 11.15

Engineering, manufacturing, and construction 41.33 43.70 37.49

Total 100 100 100

Number of students 38,773 23,938 14,835

Approximately, 13% of these first-year students drop out of the system, and
approximately three per cent of them change course during the first academic year.
Another 11% of these students had missing performance information. Therefore,
the final database includes 38,773 first-year students enrolled in STEM fields in the
academic year 2014/2015. According to our research objective, we selected only the
first and second years of the students’ careers since their enrolment.

Table 18.1 shows the percentage distribution of students by the three categories of
STEM fields and gender. We observe some differences regarding the percentages of
students in each category, such as a horizontal segregation that stresses how females
are under-represented in two fields out of three.

The underlying structure of our database is complex because data contain longi-
tudinal information grouped in several STEM degree courses. This leads to a three-
level hierarchical data structure with 77,546 repeated measures (level 1) of 38,773
freshmen (level 2) nested in 658 university courses (level 3).

18.3.2 Variables

The response variable is the students’ academic performance, which is measured
using the academic credits earned in each academic year. In particular, for the purpose
of the econometric analysis, we use a normal score transformation (Conover, 1999)
of credit earned. The normal score transformation is designed to transform data so
that it closely resembles a standard normal distribution. This transformation has been
also used by Leckie (2013) for studying student performance in the UK. Let N be
the total number of students in the dataset. First, the N observations are ranked based
on their original scores. Then, the standard normal score CFUj for the j-th ranked
students is calculated as:

CFU j = �−1

[
j − 0.5

N

]
, (18.1)

where �−1 denotes the inverse of the standard normal cumulative distribution func-
tion. The advantage of this simple transformation is that it is order-preserving and
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Fig. 18.2 Box plot of standard normal scores of credits earned by the year

students with the same number of credits will also receive the same standard normal
score. Moreover, with this transformation, the effects of covariates can be inter-
preted in terms of standard deviations of the response variable. Last but not least, this
transformation makes reasonable choice of econometric models based on a normal
distribution assumption.

In Fig. 18.2, we reported the box plots of the standard normal scores of credits
earned by year in order to make easier the comparisons of the two distributions. The
lowest score of the normalized credit earned was about −2 in 2014, which is much
higher than the lowest of scores in 2015. The average (median) of the scores in 2014
is higher than 0, whereas the average of scores in 2015 is lower than 0.

In the econometric model we control for several covariates, which definitions
and summary statistics by gender are reported in Table 18.2. The main covariates of
interest are the origin–destination movement of each student (henceforth called the
mobility indicator) and gender. As themain object of this study concerns the effect of
mobility from South to North, we use stayers and movers from the northern/central
region as the baseline, comparing themwith both movers and stayers from the South,
separately.

Additionally, in our control strategy, the following variables are included. A
dummy variable is calculated to identify if the final high school grade obtained was
above the 75th percentile, which is another widely recognized predictor of student
performance. Moreover, the type of high school attended is considered, using the
scientific lyceum as a baseline and observing coefficients for students who attended
a so-called classic lyceum or earned another diploma in secondary education. These
categories are a well-known source of stratification at the higher education level
(Ballarino&Panichella, 2016).Another binary indicator records if a student followed
a “normal” road map, namely, if he/she enrolled in university later than the year after
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Table 18.2 Descriptive statistics of individual explanatory variables

Variable name Variable description Female (%) Male (%) Total (%)

FEMALE = 1 for female; = 0 for male – – 38.3

HSGRADE = 1 if grade ≥ of 75th
percentile of the HS grade
distribution; = 0 otherwise

29.1 24.2 26.1

CLASSIC Lyceum (%) = 1 if Classic Lyceum; = 0
otherwise

15.5 5.1 9.1

SCIENTIFIC Lyceum (%) = 1 if Scientific Lyceum; =
0 otherwise

63.8 64.2 63.9

SCIENTIFIC Lyceum (%) = 1 if other HS; = 0
otherwise

20.7 30.7 26.9

OTHER HS = 1 if a student obtained his
or her secondary education
degree later than the year
after the end of the high
school; = 0 otherwise

5.00 4.80 4.9

STAY_SOUTH = 1 stayers in southern
regions; = 0 otherwise

31.5 25.5 27.8

MOV_SOUTH = 1 movers from southern
regions; = 0 otherwise

9.3 8.5 8.8

STAYMOV_N/C = 1 stayers/movers in the
north and central regions; =
0 otherwise

59.2 66.0 63.4

N 14,835 23,938 38,773

the end of high school. Indeed, as in other studies we expect that students who
have entered higher education through a traditional track will progress more rapidly
through their studies (Beekhoven et al., 2003).

Summary statistics highlight that freshmen in the sample are predominantly male
(the proportion of females is only 38.3%), confirming the under-representation of
women in STEM fields. Only 26.1% of them had an HS grade higher than 75th
percentile value of the HS grade distribution. The majority came from scientific
Lyceum. Only 4.9% enrolled in HE later than the year after the end of his/her HS.
Finally, movers from south to north and central regions were only 8.8% of the total
sample, whereas the stayers in Southwere 27.8%. Looking at the descriptive statistics
by gender, some interesting consideration can bemade.Womenwith a highHS grade
were more than men (29.1% vs 24.2%). Approximately 15.5% of female students
got a Classic Lyceum diploma, whereas that percentage for their male counterparts
was only 5.1%. By contrast, male students that attained other Diplomas were more
than females (30.7% vs. 20.7%).

From the percentages conducted by indicator mobility, there were also differ-
ences between genders. In particular, women in the group “Stayed and Moved
North/Centre” are less than men, whereas they are more than men in the group
“Stayed in South”.
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18.3.3 Method

The data used in this study have a natural hierarchical structure, namely, two repeated
measures of credit earned by students that are nested in STEM courses (i.e. repeated
measure, students, and courses are the level one, level two, and level three units
of analysis, respectively). The repeated measures create time dependence between
credit earned on two different occasions, and the students within the same univer-
sity courses likely will have more characteristics in common than with students
from other courses (i.e. measurements within-subjects and subjects within courses).
Accordingly, in order to study the relationship between student mobility and perfor-
mance, a multilevel linear regression model for continuous responses has been used
as estimation strategy repeated measure, students, and courses are the level one, level
two, and level three units of analysis, respectively. The computation of the intra-class
correlation (ICC) allows us tomeasure the proportion of the total variance in the credit
earned that is attributable to the two sources of variation (Goldstein, 2011; Snijders &
Bosker, 2012).

The basic model (i.e. Model III (c) in Table 18.3) that tests the effect of a transfer
shock in the overall population of freshmen and includes gender only as a main effect
is specified as it follows:

CFUt jk =β0 + βTIMEyear jk + βSS x jkSS + βM S x jk M S

+ βt SSyear jk · x jkSS + βt M Syear jk · x jk M S

+
H∑

h=1

βh xhjk +
3∑

l=1

ηl ASkl + vk + u jk + εt jk . (18.2)

Equation (18.2) states, therefore, that CFUtjk (normalized credit earned) in year t
for student j (j = 1,…, J) in STEM course k (k = 1,…, K) is a linear function of
student-level explanatory variables x, a time indicator variable (year—with the first
as baseline), two dummy variables (AS) indicating different areas of study (Natural
sciences, mathematics, and statistics, as the baseline) and a series of interaction
effects. Finally, the error components εt jk , ujk , and vk are assumed to be mutually
uncorrelated, i.i.d., and normally distributed with mean 0 and variance σ 2

ε , σ
2
u , and

σ 2
v , respectively. It is important to stress that we estimate person-level effects because

level 2 covariates are group-centred predictors.
In this setup, our main parameters of interest are βt M S and βM S . A statistically

significant and negative estimate of βM S indicates that movers from the South experi-
ence a transfer shock in the transition from high school to HE.Whereas a statistically
significant and positive estimate of βtMS suggests that these students are able to over-
come the transfer shock in the second year of their STEM studies. In order to test the
effect of gender further interaction effects are introduced into the model. Therefore,
the more complex model (i.e. Model III (d) in Table 18.3) that tests if gender matter
on the transfer shock includes further five parameters that represent the effect of
interaction between gender and the mobility indicator, between gender and the time
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indicator and between gender, the mobility indicator, and the time indicator variable,
respectively. A statistically significant estimate of some of the parameters of these
interaction effects support the hypothesis that gender matter on the transfer shock.

18.4 Results

Our main results are presented in Table 18.3. We fit several models and both the
Likelihood ratio (LR) tests and the Akaike’s (1973) information criterion (AIC) were
used in order to compare them and for the selection of the final model (Whittaker &
Furlow, 2009).

In particular, the analysis was developed starting with the simplest models—
Model I (a), (b), and (c)—and systematically moving towards more complex models
(Model II–Model III).

The model without covariates, Model I (a), decomposes the total variation in
the response variable into separate level-specific variance components. This model
was fitted in order to detect whether there were statistically significant differences
between repeated measures clustered into students and courses and therefore a multi-
level model was required. The components of the variance are highly significant.
The intercept—which measures the overall mean of the average number of credits
(adjusted by the average in each degree course) earned by students—is statistically
significant at the one percent level and negative. To test the overall significance of
such model, a likelihood ratio test comparing the null random effect model to a null
single-level model was conducted. The likelihood ratio test statistic was calculated as
the difference in the−2*log-likelihood values for the two models, which in this case
was statistically significant (LR test vs. linear model: χ2(2) = 12,454.63, p-value <
0.001).

The LR test also showed that this three-level model is preferred over Model
I (b) which is a simpler longitudinal–two-level model (χ2

1 = 6, 565.28, p-value <

0.0001).Moreover, it is also preferred overModel I (c),which is a clustered–two-level
model (χ2

1 = 3, 195.62, p-value < 0.0001).2 Thus, there was evidence of longitu-
dinal and course effects on credit earned, suggesting that a three-level multilevel
model should be applied to take into account these differences.

The intra-class (courses) correlation equals 0.124 and intra-student correlation
equals 0.371. Thus, approximately 12.4%of the variance is attributable to courses and
37.1% is attributable to students. The next step is the inclusion of the time indicator
variable that is significant and negative (Model II),meaning that the number of credits
earned in the second-year tends to decrease. The LR test (χ2

1 = 11,758.48, p-value <

2 Snijders and Bosker (2012) discussed the technical issue that arises when using these LR tests in
this framework because the null joint hypothesis is on the boundary of the parameter space. Indeed,
we reject the null hypothesis even more strongly than we initially thought. Nevertheless, it is of
more concern that when we do not just reject the null hypothesis based on the reported level, as in
this situation, it is very likely that we should in fact reject the null hypothesis based on the actual
level.
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0.0001) and AIC confirm that the inclusion of this fixed effect improves the fit of the
model. Model III (a) includes the main effect of student predictor variables described
in Sect. 18.3. The LR test (χ2

7 = 4,800.15, p-value < 0.0001) and AIC confirm that
the additional individual predictors improve the fit of the model. Then, Model III
(b) adds the interaction term between the mobility indicator and the time indicator,
and Model (c) includes a Level 3 covariate, namely the type of STEM course (the
baseline is Natural sciences, mathematics, and statistics). For both models, the LR
tests (χ2

2 = 11.77, p-value = 0.0028) and AIC show that Model III (b) provides a
significant improvement in fit relative to Model III (a) and Model III (c) relative to
Model III (b) (χ2

2 = 7.38, p-value = 0.0250).
This last model measures the effect of a transfer shock in the overall population

of freshmen and includes gender as a main effect (see Eq. 18.2). Most of the results
are as expected and consistent with the main findings in the literature. Turning to our
principal research interest, the significant and negative sign of the coefficient βM S

indicates that southern students suffer from a transfer shock in the transition process
from school to HE and the positive estimate of the coefficient of the interaction effect
(βt M S) clearly shows that movers from the South recover part of the credits they lost
during the transition they experienced as first-year students.

Looking at the effect of gender, further interesting conclusions can be made. We
reject the null hypothesis that the regression coefficient vector of interest is the same
for both genders, because of the statistical significance of all parameters of interaction
terms (see Model III (d)). In addition, both LR test (χ2

5 = 25.73, p-value < 0.0001)
and AIC provide a significant improvement in fit relative to the Model III (c).

Findings suggest that movers, either males or females, appear to perform worse
than their northern colleagues in the first year (the estimated coefficient of the variable
MovSouth is and −0.185) and this effect is significant only for women (estimated
coefficient of the interaction effect Gender#MovSouth is −0.176). In addition, the
coefficient of the interaction effect “Year#MovSouth” is significantly different from
zero and positive, the coefficient of the interaction effect “Gender#Year#MovSouth”
is also significantly different from zero and positive, therefore we can argue that
women recover their disadvantage in credit earned with respect to stayers/movers of
North/Centre during their first-year of HE career better than men.

Finally, the effect of control variables is as we expected. The top-performing
students come from scientific lyceums. Beyond the role of the type of HS as control
for social stratification as explained in Sect. 18.3, this results confirms that scientific
lyceum is a good training for STEM studies in HE. In addition, those who have a
good previous school career and apply on time for a STEM degree course are more
likely to outperform their peers during their university career.

18.5 Conclusion

The principal aim of this study was to explore the relationship between STEM
students’ mobility from the southern to northern regions of Italy and their academic
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performance at university. Not only we attempted to discover whether these students
are affected by a transfer shock but we explored if this transfer shock also varies by
gender. This was done by considering students’ first- and second-year performance
as measured by credits earned. Multilevel modelling was used in order to take into
account the hierarchical structure of the data.

Empirical evidence showed that STEM students moving from southern regions
to northern universities experience a transfer shock between their first and second
academic year, confirming the results suggested by several papers on this issue (i.e.
transfer students recover from transfer shock within a year) as it was stressed in
Sect. 18.2. Moreover, we also found that gender matters in this particular transition
because women seem to recover more than men in their academic performances in
the second year whether they are movers or stayers.

These results are particularly meaningful and they might suggest the implementa-
tion of specific measures to mitigate the issue of transfer shock, especially for men.
Obviously, further studies are needed to examine in detail what particular stres-
sors transfer students face and which resources universities can provide for helping
transfer students. Nevertheless, some interesting considerations can be made.

Referring to the results of Jackson and Laanan (2015), for instance, transfer
students are more likely to successfully adjust to their university if they view their
professors as approachable, accessible, and interested in their academic development.
Therefore, we can argue that northern universities canmove in this direction. Further-
more, universities can establish, for instance, learning communities that require the
participation of all transfer first-year students from southern regions. Here, stronger
students with solid study skills can assist their peers, share their best practices, and
perhaps form study groups.

In addition, it is interesting to note that some studies conducted in the U.S.
higher education context concluded that living on campus tends to improve student
performance (De Araujo &Murray, 2010; Pascarella et al., 1993). Therefore, Italian
universities can take note and improve their residential housing policies by creating
and/or increasing student residential housing that is comfortable and thus providing
opportunities for transfer students to have better academic performance than their
counterparts residing in private houses.

From our findings, we can also argue that the needs of transfer students may differ
by gender, since female transfer students show better resilience after one year. Unfor-
tunately, we do not have information to investigate the reasons that can explain this
gap. However, some further considerations can be made from a gender perspective.
Even if women are under-represented in STEM universities courses, as stressed by
several empirical studies (see among the other, Blackburn, 2017), they seem to be
faster in recovering from the transfer shock they suffer, making a new contribution
to the stream of literature finding that women potentially can outperform males also
in STEM studies. This conclusion should contribute to convince both the policy-
maker and the academic community about the importance of moving towards STEM
courses less damaged by the well-recognized gender inequality they are suffering
nowadays.
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This study has limitations that moderate the discussion of its findings and its
implications for practice. First, this study used a single cohort of STEM first-year
students. However, it is likely that the findings can be generally confirmed because
different cohorts operate in similar settings in the Italian context. Thus, a replication
of this study that focuses on more than one STEM cohort would shed light on our
understanding of this issue. A second limitation is the simple data transformation
used (see Eq. 18.2) in the econometric model. Since a more complex approach for
such data exists in the literature (see, for instance, Grilli et al., 2016), using such an
approach as a robustness check could be an interesting research topic for the near
future.
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Chapter 19
Service Satisfaction and Service Quality:
A Longitudinal and Multilevel Study
of User Satisfaction with Kindergartens
in Norway

Håvard Thorsen Rydland, Åsta Dyrnes Nordø, and Dag Arne Christensen

Abstract Policymakers generally assume a simple and direct link between service
quality and user satisfaction. However, research has focused on the absence of such
a direct link—satisfaction is not a simple reflection of public authorities’ service
provision. We have surprisingly limited insight into this possible service quality
paradox, and into which service characteristics that affect user satisfaction. This
chapter studies if such a service quality paradox exists within Norwegian kinder-
gartens. Kindergartens are considered a vital part of the Norwegian educational
services. They have a legal obligation to both «safeguard the children’s need for care
and play» as well as «promote learning and formation as a basis for an all-round
development». User satisfaction surveys have become more common within public
administration, both as a qualitymeasure and as a governance tool. This also includes
educational services, with surveys directed toward both parents and pupils. The chap-
ters test if quality measures (staffing and staff’s education) impact satisfaction, and
whether specific users (parents with the youngest children) are especially sensitive
to changes in service quality. To do this we employ a novel dataset that combines
individual-level data from four waves of the Norwegian kindergarten survey (2016–
2019) and kindergarten-level panel data on service characteristics. The data enables
us to estimate both within- and between-unit effects at the kindergarten level.

19.1 Introduction

What explains the demand and the support for welfare state services? Is there a
one-to-one relationship between the quality of such services and user satisfaction?
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Welfare services can be seen as resulting froma set of exchange relationships (Easton,
1965). Looking at it from the input side citizens—directly and through politicians
and the media—make demands on the welfare system and provide support and
resources in exchange. The welfare state meets such demands by providing policy
outputs. This chapter focuses on the relationship between the output and input side
of the welfare state. To do this we study two important feedback mechanism; objec-
tive outputs, consisting of hard indicators measuring service quality, and subjective
inputs, consisting of soft indicators measuring user satisfaction (Bouckart & Van de
Walle, 2003; Lindén et al., 2017). Even though user surveys have become standard
tools for evaluating public services (Walle, 2018; Van Ryzin, 2011), research often
reports odd results. The quality paradox, that is, the absence of a direct link between
service quality and user’s perception of such quality, is one example (Friman &
Fellesson, 2009). We address this service quality paradox head-on by combining
users’ subjective evaluations of Norwegian Kindergartens with administrative data
measuring service quality at the kindergarten level.

This chapter provides a thorough multilevel regression analysis to test the
impact of kindergarten service characteristics on service satisfaction. We combine
individual-level data from four waves (2016–2019) of the Norwegian kindergarten
survey and kindergarten administrative panel data on service characteristics. To our
knowledge, our study is the first to consider both individual and kindergarten traits
over time as factors that drive satisfaction with kindergartens. Our sample consists
of 410,162 individuals across 4113 kindergartens and 10,554 kindergarten years.
As pointed out by Van Ryzin (2011), one reason for the debates over the rela-
tionship between government performance and user satisfaction is that few studies
have combined subjective data with objective data about specific service providers.
Our study fills this gap by combining individual-level time-series survey data with
kindergarten-level panel data measuring service quality.

This article proceeds as follows. After having sketched the kindergartens’ role in
the Norwegian educational system, we present our arguments and expectations. We
then go on to give an overview of the data sources and the methods used. Finally,
using different multilevel modeling techniques, we test our arguments. We conclude
by offering suggestions for further research.

19.1.1 Norwegian Kindergartens: Institutional Setting

The kindergarten institution in Norway is seen as a fundament for the Norwegian
education system (Meld. St. 21 (2016–2017), 2017). The sector has seen major
changes over the last decades concerning the kindergartens’ framework conditions,
reorganization and the owner structure. Kindergartens have existed since the late
1800s, but the scope was small. During the 1970s the modern kindergarten child-
hood was introduced and developed, creating a transition from children belonging
exclusively in the home and their neighborhood but also in an institutional commu-
nity of children outside of the home. The Kindergarten Act was introduced in 1975
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with the objective to; “(…) secure all children good opportunities for development
and activity in close understanding and cooperation with the child’s home (§1)”
(Ot.prp. Nr. 23(1974–75)). The idea of the kindergarten as a pedagogical institution
benefiting all children through a specific practice of profession was there from the
beginning (Korsvold, 2005).

The kindergarten as a welfare institution has, since the 1970s, gradually moved
from being a selective and limited service to becoming a universal welfare service. A
rapid development of the service came with the Kindergarten compromise in 2003,
leading to a massive expansion of the kindergarten service, and a corresponding
increase in the share of children enrolled in kindergartens and the full coverage of
kindergartens in 2006. In 2009 all children were granted the right to a place in a
kindergarten from the age of 1, manifesting the kindergarten as a universal welfare
service. This expansion is reflected in the share of children enrolled in Norwegian
kindergartens. In 1970, 2.8% of children below school age was enrolled in kinder-
gartens. In 2000 the corresponding number was 62%, and in 2020 97% of all children
above 3 years old are placed in kindergartens. For children under the age of 3 the
corresponding number is 85% (SSB, 2020).

In parallel with the rapid expansion of kindergartens, the institution has increas-
ingly been considered a vital part of the educational pathway in Norway. The most
explicit manifestation of this change is seen in 2005 when the responsibility for
kindergartens was moved from the Ministry of Children and Family Affairs to the
Ministry of Education and Research. There is great focus on kindergarten as an
area of intervention, where inequality can be fought at an early stage through the
building of social competence, language learning and general learning through activ-
ities. All kindergartens are subject to the same national legislation, and although they
are voluntary to use, they are widely seen as a first step on the educational ladder
(Trætteberg & Lidén, 2018).

Despite being part of the social democratic welfare regime, the kindergarten insti-
tution’s development in Norway has been marked by being mostly on private hands.
In 2020, 53% of kindergartens were privately owned (SSB, 2020). Still, there are
strong regulations on the private providers in terms of maximum fee (capped at a low
level and thus heavily subsidized) and the pedagogical offer. Nevertheless, when it
comes to the room for creating distinctive services, private providers do have flex-
ibility (Børhaug et al., 2011; Børhaug & Lotsberg, 2012). The provider decides,
for example, priority areas, admission requirements, opening hours and the number
of staff beyond minimum requirements of pedagogical leaders (Kindergarten Act,
2005).

Historically, the private actors were often non-profit actors (ideal or voluntary
organizations). After the kindergarten compromise in 2003, which was supported by
a unanimous parliament, it was decided that all families that wanted their child in a
kindergarten should have this opportunity. To achieve this, the authorities agreed that
private and public kindergartens should be treated equally and different incentives
such as public investment grants, full VAT compensation, attractive loans and cheap
sites made available by themunicipalities were used to havemore private actors build
and run kindergartens (Kunnskapsdepartementet, 2019, p. 9). The new incentive
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structures marked a new era for the private kindergartens, away from the small, non-
profit private actors and toward bigger for-profit actors (Kunnskapsdepartementet,
2019, s.6). More and more kindergartens are bought and fused into owners with
many kindergartens and a big central organization. The majority of these actors
are driven by commercial companies that buy smaller kindergartens (Børhaug &
Moen, 2014; Schade, 2018). Kindergartens are a municipal service, meaning that the
municipalities are responsible for running public kindergartens and for the funding
of private kindergartens. They are also the supervisory authority for all kindergartens
in their municipality. The role of the municipality as the kindergarten authority is
identified in the Kindergarten Act §8: “the municipality is the local kindergarten
authority”. Themunicipality sees to it that the kindergartens are driven in accordance
with current regulations.

There is free choice with kindergartens, meaning parents can apply to any kinder-
garten they want. However, due to capacity shortages, real user choice is limited in
many municipalities. Central to our study the Kindergarten Act demand that there
are pedagogues employed in all kindergartens. The act states that staff must be
adequate so that the personnel can secure a satisfactory pedagogical operation. In
2020, 42% of the kindergarten personnel were preschool teachers, which implies
you have a three-year education program at university college. The current manning
norm implemented in 2018 holds that onemust have one employee per three children
when they are below three years old and one employee per six children when they are
above three years old. In terms of pedagogic staffing, there must be one pedagogical
leader for every seven children when they are below three years and one pedagogical
leader for every 14 children when they are above 3 years old. Despite this being an
improvement in the number of adults in the kindergarten, critique has been raised
that this minimum requirement for staff is not fulfilled as the staffing varies a lot
during the day and that it is only the core hours (10–14) that the norm is followed.
Thus, staffing is the focus in our study.

19.2 Service Satisfaction and Quality: Expectations

Users’ satisfaction with a particular welfare service may depend on a long list of
factors. Experience with the services is just one factor. Media stories, information
from family and friends, political preferences and demographic characteristics may
also have an impact (Walle & Van Ryzin, 2011). Previous research has suggested a
number of user characteristics as drivers of user satisfaction (Sitzia &Wood, 1997).
An important insight is that the level of expectations toward welfare services affects
individuals’ level of satisfaction. The evaluation of services also depends on service
characteristics (Bouckaert & Walle, 2003), such as frequency of use, homogeneity
and heterogeneity of the services, directness of contact with the service and whether
or not the service includes elements of professional judgments. Furthermore, the local
context where the service is being delivered may influence individuals’ attitudes and
preferences. Thus, it should come as no surprise that research struggle to report a



19 Service Satisfaction and Service Quality: A Longitudinal … 387

one-to-one relationship between service satisfaction and the quality of the services
as such.

To study the service quality paradox in Norwegian kindergartens we build our
expectations on this previous research and the “Disconfirmation of Expectation”
(DOE) model (Oliver, 2010). Satisfaction studies have been criticized for the lack
of a theoretical framework, and the DOE model is a response to this criticism and
has become dominant in the study of user satisfaction in the public sector (James,
2007, 2011; Walle & Bouckaert, 2007). The premise in the DOE model is that
citizens have expectations about services based on prior experiences, information
from different sources (such as family, friends or the media) and preferences for
provision of services. These expectations are the standard that they use to evaluate
services. If there is no difference between expectations and performance, they will
turn out to be satisfied. Satisfaction then does not imply high-quality services but
rather that they are acceptable. If performance exceeds users’ expectations (“positive
disconfirmation”) or if it falls short of their expectations (“negative disconfirmation”)
the models state that high performance leads to positive disconfirmation while high
expectations result in negative disconfirmation. Thus, satisfaction is not seen as a
pure reflection of quality but as a combined result of both cognitive and attitudinal
factors.While previous satisfactionmodelswould predict that users’ satisfactionwith
their kindergarten will depend on the (objective) quality of the services provided, the
DOE model claims that satisfaction will depend not only on the expectations users
have but also on the evaluation of the actual services.

Previous research has found a relationship between service characteristics and
satisfaction in the health sector (see for instance Wendt et al., 2010). Our argument
is that this should also be the case when it comes to Norwegian kindergartens. That
is, the quality of the services provided by the kindergarten should have an impact on
users’ satisfaction with their respective local kindergarten. One crucial (and debated)
aspect of the local kindergarten is staffing, and that is also the focus in our empirical
analysis. The register datawe have access tomakes it possible for us to single out who
and how many that spend their working days with the children and how this “child-
to-staff” ratio changes over time across kindergartens. We expect that satisfaction
with staffing will depend on the number of children per adult. The fewer children per
adult the more satisfied we expect the children’s parents to be. In addition, we predict
distinct differences in parents’ attitudes toward kindergarten staffing depending on
the age of their child. Given the manning norm (see above) more staff is required
for young children (<3 years of age) compared to older ones (>3). The argument
behind the manning norm is that young children have greater care needs, and we
therefore also expect parents with a young child to be more sensitive to variation in
staffing. On the other hand, kindergartens may choose to prioritize staffing among
the smallest children and low staffing may therefore to a larger degree “hurt” the
oldest children and impact parents’ satisfaction with the staffing in the kindergarten.
Before presenting our results, we give an account of our data, variables and estimation
strategy.
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19.3 Data and Variables

Our dataset consists of individual kindergarten-level data from the Norwegian
Kindergarten Parent Survey (NKPS), and kindergarten-level data from the adminis-
trative register of Norwegian kindergartens (Norwegian abbreviation BASIL). The
NKPS is an annual survey administrated byTheNorwegianDirectorate for Education
and Training (UDIR), carried out since 2016. The survey is distributed electronically
and fielded between November 1 and December 20 each year.We utilize the first four
waves (2016–2019). Approximately 100,000 parents have participated in each of the
four years, and our analytic sample consists of 419,162 individual respondents. To
secure balanced panel data at the group level, we only include kindergartens who
participated all four years, resulting in a sample of 4,113 kindergartens. BASIL
contain information on a range of indicators, such as the number of employees,
employees’ education and gender, number of children enrolled, size of outdoor and
indoor areas, opening hours, ownership, pedagogical profile, andmuchmore. Crucial
to our study it also includes service characteristics such as staffing, public and private
ownership, size, and department organization. This BASIL data is collected yearly
through forms filled out by the kindergarten manager and is among other things the
basis of allocation of funds and personnel from the municipality.

Each kindergarten decides whether to send the NKPS to its parents, and the survey
can therefore not be considered representative in the same way as a probability-
sample survey. However, the kindergarten level data from BASIL allows us to assess
validity by comparing the kindergartens participating in the survey with the total
population of kindergartens (see Appendix Table 19.4). The BASIL register shows
that Norway has around 6000 kindergartens, of which two-thirds—around 4000—
have participated in all four surveys. In addition, when we divide the number of
parent respondents with the total number of children registered in BASIL, we find
that approximately 40% of children in Norwegian kindergartens are represented in
the parent survey each year. UDIR reports that nonresponse analyses show a 70%
response rate among parents who received an invitation to participate; this share
is stable over the survey waves (Norwegian Directorate for Education & Training,
2021). As the survey contains no socioeconomic and demographic data on parents,
we have limited opportunities to assess whether certain groups are under- or overrep-
resented among the respondents. We can, however, compare the share of respondents
reporting a minority language with the share of children registered with as minority
language speakers at the kindergarten level. This comparison indicates that parents
of children speaking a minority language are not underrepresented—contrary to the
common tendency in survey research. The mean scores and distributions of our
independent variables at the kindergarten level are compared between our study
sample and the population (see Table 19.4). To assess whether potential differences
are due to random variation, we have performed t-tests. We find that our included
kindergartens have a higher mean child-to-staff ratio compared to the population
(difference: 0.1); they have a higher mean number of children enrolled (difference:
9 children); and they have a higher share of employees with pedagogical education
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(difference: 2 percentage points). These differences are statistically significant. In
addition, chi-square tests show an overrepresentation of municipally owned kinder-
gartens (difference: 5 percentage points) and underrepresentation of kindergartens
ownedby aproprietorship (difference: 6 percentage points). Therewere no significant
differences in the distribution of kindergartens with different department organiza-
tions. The high rate of representation, solid response rate and the modest differences
between our study sample and the population lead us to argue that the parent survey is
well-suited in order to study user satisfaction. We have merged the two data sources
using kindergarten ID codes. The result is a dataset that allows us to study the rela-
tionship with 419,162 users’ satisfaction with staffing and actual staffing in a diverse
set of 4113 kindergartens.

The NKP survey includes a total of 32 questions where parents are asked to assess
different parts of their child’s kindergarten, such as indoor and outdoor area and the
child’s well-being and development. They are also asked to report the child’s age,
gender and language. In the parent survey, a range of variables measures satisfac-
tion. The primary aim in this chapter is to compare subjective and objective quality
indicators, and we have chosen satisfaction with staffing as the dependent variable
in the analysis. This is the individual-level variable with the most evident “objective
equivalent” at the institutional level. The dependent variable is parents’ response to
the following statement in theNKP; “I experience the staffing density – the number of
children per adult – as satisfactory”. The item uses a Likert scale with five response
categories ranging from “strongly agree, agree, neither agree nor disagree, disagree,
to strongly disagree” in addition to a “don’t know” response. In the analysis, we
remove the “don’t know” responses (1.6% of our raw sample). For the sake of
simplicity, and to ease the interpretation of the results we have recoded and stan-
dardized the original response scale to a simple scale ranging from 0 to 100. Thus,
the regression coefficients can be interpreted as percentage point changes in satis-
faction. The mean score of the dependent variable is at approximately 75, and over
three quarters of the respondents agree or strongly agree with the statement. This
means that we analyze variation between a highly satisfied sample of parents.

The NKP survey only includes individual-level variables related to the child.
Gender is a dichotomous variable with female as the reference category. The descrip-
tive statistics in Table 19.1 show that around 52% of the respondents have boys.
Language is a dichotomous variable where Norwegian, Swedish, Danish, English
and Sami language is the reference category, and other mother tongue has the value
1. The latter category represents 21% of the respondents. Age is a categorical vari-
able coded into four years or older and three years or younger. This dichotomization
is done on the basis of the staffing norm of 2018, where different norms apply for
children above and below three years of age. 58% of the respondents have children in
the youngest category. This variable will also effectively control for compositional
age effects between kindergartens (e.g., that some kindergartens may have a higher
share of older children).

Turning to the kindergarten-level data (BASIL) our key variable of interest is
staffing.We have calculated staffing as a child-to-staff ratio in which the total number
of children is divided by the number of employees in relevant categories. The rich
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Table 19.1 Descriptive statistics, individual-level variables (N = 419,162)

Mean or % Std. dev Min Max

Satisfaction with staffing 74.77 30.13 0 100

Gender

Female 48.22

Male 51.78

Mother tongue

No/Sw/Da/Sami/Eng 79.35

Other 20.65

Age

4 years or older 41.64

3 years or younger 58.36

register data enables us to single out who actually spend their working days with
the children. From this follows an inverse relationship between the indicator and the
“quality” of staffing, but the calculation is done in accordance with the official way
of assessing kindergarten staffing, and with the wording in the dependent variable.
The average staffing of the kindergartens in our sample is 3.3 children per adult.
When we stratify staffing by survey wave, we find that this estimate has decreased
from 3.4 in 2016 to 3.2 in 2019.

The BASIL data include a wide set of control variables that could be relevant for
parents’ satisfaction. We include the number of children enrolled in the kindergarten
(size). It has been argued that smaller classes may increase student performance
(Leuven et al., 2008), and this may be the case for parents’ satisfaction with kinder-
gartens as well. This variable is divided by 10 to ease interpretation. The mean score
of this variable is 5.6 for our analytic sample (i.e., 56 children). We also include
the share of staff with pedagogical education which can be relevant for how parents
experience service quality. The variable is calculated by adding up the number of
employees with pedagogical education at tertiary or vocational level, divided by the
number of employees in relevant categories (as calculated above). This ratio varies
from 0 to 1 and is multiplied by 10 to ease interpretation, it thus indicates 10%
differences or changes. The mean score of this variable is 0.62, meaning that 62% of
employees have pedagogical education, while the rest have other educational back-
grounds (at tertiary or vocational level) or are formally unqualified. Furthermore we
include organization as a dichotomous control variable indicatingwhether the kinder-
gartens organize the children groups in traditional, separate departments (reference),
where each group has an assigned space, or as open-group centers, where children
groups and common areas are larger (see Bratterud et al., 2012; Skalickà et al., 2015).
Table 19.2 shows that 11% of kindergartens in our sample are open-group centers.
Lastly, kindergarten ownership is measured by a categorical variable. The categories
are public, i.e.,municipality ownership (reference), joint-stock companies, non-profit
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Table 19.2 Descriptive statistics, kindergarten-level variables (N = 4113)

Mean or % Std. dev Min Max

Staffing (child-per-staff ratio) 3.25 0.56 0.76 6.09

Staff’s education (share) 0.62 0.16 0 1

Size (N children/10) 5.60 3.10 0.20 38.31

Organization (%)

Department 88.72

Open-group 11.28

Ownership (%)

Other ownership 4.64

Joint-stock company 26.67

Foundation 4.96

Cooperative 11.21

Proprietorship 1.00

Municipality 51.52

foundations and cooperatives, proprietorship, andother ownership (a diverse and rela-
tively small category including kindergartens owned by housing associations, church
councils, and more). Previous research indicates that parents in private kindergartens
are somewhat more satisfied compared to parents in public kindergartens (Lindén
et al., 2017; Trætteberg & Fladmoe, 2020). Descriptive statistics show that munic-
ipally owned kindergartens make up around half of the sample (52%). Joint-stock
companies (27%) and cooperatives (11%) are also common owners. All variables
included in the analysis together with their definitions are presented in Tables 19.1
and 19.2. For the group-level variables, the means and shares are calculated based on
the included kindergartens, not on the distribution of respondents in kindergartens.

19.4 Statistical Approach

A common way of conducting multilevel survey research in the social sciences
has been through cross-sectional survey data at the individual level combined with
administrative data at a higher group level, often geographical units like munici-
palities, regions, and countries. In these analyses, the parameters are traditionally
fixed at the individual level and random at the group level. As high-quality cross-
national surveys have become available in multiple waves, for instance, the World
Value Survey (seven rounds since 1981), the European Social Survey (nine rounds
since 2002), and the Norwegian Citizen Survey (six rounds since 2009), researchers
have been able to utilize the panel structure at the group level. By utilizing a variable
measuring time, this data can be structured into a group-year level in addition to the
individual and group levels. We note that this is the case with our data as well.
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Schmidt-Catran and Fairbrother (2016) show that there are numerous ways to
approach and model data with this structure. The coefficients of the group-level
variables can be estimated through random effects (RE)models which use aweighted
mean of between- and within-unit effects. Using an RE model in the context of
this chapter would imply that we could not interpret whether the size and direction
of the staffing variable coefficient indicates differences (also unmeasured) between
different kindergartens, or whether it indicates the effect of a kindergarten changing
its staffing fromone year to the next. If the group-level data has a panel structure, fixed
effects (FE)modelling, which estimates coefficients using only within-unit variation,
is an alternative. This can for example be done by including the level-2 identifier as
a dummy variable. The FE approach controls for time-invariant variation between
units and is often presented as a solution to issues with confounding associated with
RE models (Bell et al., 2019). However, FE has proved to be unreliable when the
number of level-2 units is small, and the theoretical and practical interpretations
are not always transparent; by using an FE model, you implicitly only investigate
time-variant relationships (Mummolo & Peterson, 2018).

Fairbrother (2014), and later Bell et al. (2019), present a modelling strategy which
we will follow in this chapter. This strategy builds on the strength of both the FE and
REmodelling andhas been conceptualized as awithin-between randomeffectsmodel
(often abbreviated REWB)—sometimes termed a hybrid model. In this approach, we
decompose the continuous and time-variant group-level variables. First, we construct
a variable used to estimate the between-unit effect, i.e., a cross-sectional association
with the dependent variable. We do this by calculating the mean score of each unit,
thus creating a variable which only varies between units and not over time. In this
case, this is each kindergarten’s mean staffing across the four survey waves. Second,
we construct a variable which estimates the within-unit effect, i.e., a longitudinal
association. This is done by centering the variable, meaning we subtract each obser-
vation for each unit from the mean. Similar to a fixed-effects model, the within-effect
variable here indicates how much each observation deviates from each unit’s “own”
mean, i.e., how the staffing indicator from 2016, 2017, 2018 and 2019 deviates
from the mean staffing across all survey waves. If a kindergarten does not change
its staffing over the survey years, the within-effect variable will have the value 0.
Bell et al. (2019) argue that FE models often are used uncritically, as a technical
solution to avoid possible endogeneity in RE estimates, without consideration of the
substantial consequences of choosing an FE approach. They further argue that the
REWB model allows a wider range of research questions, as FE models limit us to
time-variant variables.

Consequently, our models assume a hierarchical clustering in four levels: the
municipality level, the kindergarten level, the kindergarten-year level and the parent
level. The analysis is performed through four steps. We start fitting a baseline model
(also called “empty”, “unconditional” or “null” model) without independent vari-
ables. This is used as a reference to the later models, and to calculate the size and
significance of the intraclass coefficient (ICC), the share of variance distributed at
our four levels. Next, we fit a bivariate model which includes the two version of the
staffing variable: within-unit and between units. This model also includes time fixed
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effects, a survey wave dummy variable, which controls for temporal trends or events
that have equal impact on all units in the sample. Thenwe proceed to fit amultivariate
model, which includes all independent variables at the individual and institutional
level described above. Finally, we fit models 4 and 5 which is based on model 3, but
in addition include cross-level interaction terms between the child’s age at the indi-
vidual level and staffing at the kindergarten level. We fit separate interaction models
for the within- and between-unit variables.

19.5 Results

We start by asking if there is significant variation in satisfaction with staffing at the
different levels. The first column in Table 19.3 contains the results from the baseline
model. The ICC scores tell us how much of the overall variation can be attributed
to the different levels. Most of the variation is located at the individual level (as is
usual for such data) and least at the municipal level. 1.6% of parents’ satisfaction
with staffing varies between municipalities, 9.2% between kindergartens nested in
municipalities and 12.7% between kindergartens over time. The residual variance,
87.3%, is located at the individual level. This distribution of variance suggests that a
substantial part of parents’ satisfaction with staffing in their children’s kindergartens
can be explained by factors at the kindergarten level, and that multilevel modelling
thus is a reasonable approach.

Next, we proceed to include the staffing variable from the kindergarten registers.
Model 2, in the second column, shows that the effect is in the expected negative
direction and significant. This means that the higher number of children per staff,
i.e., poorer objective staffing, the lower is the parents’ subjective satisfaction with
kindergarten staffing. This holds for both components of the variable, meaning (1)
that kindergartens with a higher mean child-to-staff ratio over the survey years have
approximately 3.1 percentage points less satisfied parents (between variable) and (2)
that kindergartens which improves their staffing over the survey years are predicted
to experience a 2.5 percentage point increase in parents’ satisfaction (within vari-
able). The between variable ranges from 0.8 and 6.0, implying that the difference
in predicted satisfaction between the kindergarten with highest and lowest average
staffing is at around 16.5 percentage points. The within variable varies between−1.9
and 2.0, meaning that the kindergarten improving its staffing the most is predicted to
have 9.8 percentage points higher satisfaction than the kindergarten with the largest
decline.Model 2 also controls for a time trend by including estimates from the survey
wave dummy variable, showing that there is a negative trend in parents’ satisfaction
with kindergarten staffing. For instance, a parent is predicted to have 6.5 percentage
points lower satisfaction in 2019 compared with the first wave in 2016.

We now turn to the multivariate model. Model 3 shows that having a boy child has
a significant negative association with staffing satisfaction. However, this is a weak
and hardly substantially significant relationship. Parents of girls are less than one
percentage point more satisfied. Furthermore, we find that the child’s language has a
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Table 19.3 Regression coefficients, DV: satisfaction with staffing

Model 1 Model 2 Model 3 Model 4 Model 5

Staffing (between) −3.143*** −2.571*** −1.901*** −2.571***

Staffing (within) −2.515*** −2.317*** −2.318*** −2.343***

Year: 2017 −2.229*** −2.273*** −2.273*** −2.273***

Year: 2018 −5.835*** −5.939*** −5.944*** −5.939***

Year: 2019 −6.480*** −6.703*** −6.709*** −6.703***

Gender: Male −0.907*** −0.907*** −0.907***

Language: Other 7.298*** 7.299*** 7.298***

Age: 3 years or younger 1.548*** 5.668*** 1.548***

Size (between) −0.802*** −0.798*** −0.802***

Size (within) −0.552*** −0.552*** −0.552***

Pedagogical education
(between)

0.383*** 0.382*** 0.383***

Pedagogical education
(within)

0.019 0.020 0.019

Organization: Open-group
centre

−0.195 −0.194 −0.195

Ownership: Other 10.63*** 10.64*** 10.63***

Ownership: Joint-stock
company

6.049*** 6.055*** 6.049***

Ownership: Foundation 9.513*** 9.523*** 9.513***

Ownership: Cooperative 10.99*** 10.99*** 10.99***

Ownership: Proprietorship 12.22*** 12.18*** 12.22***

Interaction: Age # Staffing
(b)

−1.214***

Interaction: Age # Staffing
(w)

0.0457

Constant 76.48*** 90.58*** 85.65*** 83.36*** 85.65***

Variance: Municipal level 15.18*** 13.12*** 12.43*** 12.47*** 12.43***

Variance: Kindergarten level 70.25*** 71.39*** 50.07*** 50.01*** 50.07***

Variance: Kindergarten-year
level

31.47*** 23.29*** 22.86*** 22.87*** 22.86***

Variance: Individual level 806.1*** 806.2*** 797.7*** 797.7*** 797.7***

N, municipality 374 374 374 374 374

N, kindergarten 4113 4113 4113 4113 4113

N, kindergarten-year 10,554 10,554 10,554 10,554 10,554

N, individual 419,162 419,162 419,162 419,162 419,162

* p < 0.05, ** p < 0.01, *** p < 0.001
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strong, positive and significant association with parents staffing satisfaction; having
a child whose mother tongue is not Norwegian, Swedish, Danish, English or Sami is
associated with around 7 percentage points higher satisfaction. This is an interesting
finding and may indicate that kindergarten is an important arena for integration of
children of immigrants. This is certainly a topic in need of further research to single
out the mechanism underlying this effect. The dichotomized variable for the child’s
age shows that parents of children aged three years or beloware around 1.5 percentage
points more satisfied with kindergarten staffing.

Turning to the kindergarten level we briefly look at the control variables at that
level. The between- and within-variables measuring kindergarten size has weak,
negative associations with the dependent variable; satisfaction is 0.8 percentage
points higher for every 10 children in mean size (between), and increases by 0.6
percentage points when the number of children increases by 10 (within). For the
variable measuring staff’s education, the between-unit estimate is statistically signif-
icant, and indicates that in kindergartens with 10% higher mean share of staff with
pedagogical education, parents’ satisfaction is 0.4 percentage points higher. Our
results do not indicate that department organization is relevant for parents’ satisfac-
tion with staffing; this variable is not significant. Ownership appears to have strong
associations with parents’ staffing satisfaction. Here, the municipally owned kinder-
gartens score significantly lower than all other categories, with the largest gap—12.2
percentage points—to kindergartens owned by proprietorships. Pairwise compar-
isons of the different private ownership categories (not reported) indicate that there
is a tripart division: parents in joint-stock company-owned kindergartens are signifi-
cantly less satisfied than parents in kindergartens owned by non-profit organizations
(foundations, cooperatives, proprietorships and other ownership).

More important, and turning to our key variable of interest the associations
between subjective and objective staffing is significant also when controlling for
other covariates. The between estimate is reduced to −2.6 and the within estimate
to−2.3 in the multivariate model. Figures 19.1 and 19.2 illustrate these associations

Fig. 19.1 Predicted
satisfaction and staffing
(between units)
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Fig. 19.2 Predicted
satisfaction and staffing
(within units)

through predicted satisfaction scores. In Fig. 19.1, we plot selected values of the
between variable: the x-axis varies between the staffing norm for children per adult
obliged by law in 2018: 3 children under 3 years and 6 children of 4 years and older.
We can observe that parents in kindergartens with the highest mean child-to-staff
ratio are predicted to be approximately 9 percentage points less satisfied than parents
in kindergartens with the lowest mean ratio.

Figure 19.2 shows the effect of a kindergarten increasing or decreasing the number
of children per adult. The x-axis is scaled to fit the range of the within variable, and
we see that kindergartens that decrease their child-to-staff ratio by 2 children have
10 percentage points higher parent satisfaction compared to kindergartens that have
increased their child-to-staff ratio by 2 children. As the width of the 95% confidence
intervals for this variable reflect, over 90% of the kindergartens vary between −0.5
and 0.5; the predicted difference in satisfaction between these two values is around
2 percentage points.

Finally, models 4 and 5 in Table 19.3 include the interaction terms between the
age of the child and kindergarten staffing. The results reveal that only the between-
unit interaction returns a statistically significant estimate. When the oldest age
category is a reference, a negative estimate of −1.2 in model 5 implies that the
association between subjective and objective staffing is stronger for parents with
young children. This is as we expected. As the age variable has a positive estimate,
meaning that parents of the younger children are more satisfied, the direction of the
interaction effect suggests that the satisfaction difference between age groups is
smaller in kindergartens with poor staffing. Figure 19.3 illustrates the marginal
predictions of this interaction: The legend for parents of the youngest children (dotted
line) has a steeper slope. In kindergartens with a child-to-staff ratio at 3, parents of the
younger children are approximately 2 percentage points more satisfied with staffing,
but in kindergartens with a ratio above 4, the 95% confidence intervals overlap and
there is no significant difference in satisfaction between the age groups.

Turning to the variance components there are numerous ways to calculate the
reduction in variance across multilevel models. A relative straightforward waywhich
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Fig. 19.3 Predicted
satisfaction and interaction
age # staffing (between units)

provide intuitive results is to estimate the relative change in residual variance between
the baseline and full models. A drawback of this method can be that in some cases,
the unexplained variancemay increase after variables are added, as we can observe at
the individual and kindergarten level between the baseline and bivariate models. This
may occur if a variable at a lower level (kindergarten-year) is introduced, without the
between-group (kindergarten) variance being affected (LaHuis et al., 2014). When
we compare the baseline model (Model 1) to the multivariate model (Model 3), we
find that 1% of variance at the individual level is reduced by the variables included
in our model. 27% of residual variance at the kindergarten-year level in the baseline
model is reduced in the multivariate model. At the kindergarten level, we find a 29%
reduction. At the municipality level, 18% of residual variance is reduced; since we
do not include any variables at this level, the reduction is most likely due to different
composition of kindergartens within municipalities.

19.6 Conclusion

The service quality paradox indicates that research struggle to report a clear-cut
relationship between how service quality at the institutional level and changes in such
services impact citizens’ satisfaction at the individual level. This study contributes
to research on user satisfaction, by focusing on the impact of kindergarten quality
measures and changes in such quality measures.

Few studies have access to data measuring both subjective evaluations and objec-
tive performancewhich is vital to unravel the connection betweenwelfare state inputs
and outputs. Based on four waves of a large survey among Norwegian parents, we
find that parents’ satisfaction with kindergarten staffing varies considerably not only
among parents, but between kindergartens as well. This result alone means that it
is important to study institutional determinants when trying to disentangle different
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aspects of user satisfaction. We show that features of service provision at the kinder-
garten level matter to parents’ evaluation of staffing local kindergartens. Crucial to
our argument, we find that fewer children per adult are associated with increased
satisfaction with kindergarten staffing. We also find that parents with the youngest
children are more sensitive to the number of children per adult. Thus, our study
supports research that has found a link between aspects of service quality/provision
and user satisfaction.

Many of the research questions in the study of the welfare state are multilevel in
nature and require theoretical renewal, but also methodological innovation. Multi-
level techniques which distinguish between both variation and causation at different
levels are well-suited to address important issues in the welfare state. Future research
should dig deeper into how different types of local service institutions and reforms
in these institutions impact not only attitudes, but also behavior among their users.
This will provide more insights into how the welfare state works.

Appendix

See Table 19.4.

Table 19.4. Descriptive statistics, kindergarten-level variables, analytic sample and population
compared

Analytic sample Population

Mean or % N Mean or % N

Staffing (child-per-staff ratio)*** 3.25 4113 3.15 6094

Staff’s education (share)*** 0.62 4113 0.60 6218

Size (N children/10)*** 5.60 4113 4.78 6094

Organization (%) 4113 5503

Department 88.72 87.82

Open-group 11.28 12.18

Ownership (%)*** 4113 6223

Other ownership 4.64 6.57

Joint-stock company 26.67 25.28

Foundation 4.96 4.44

Cooperative 11.21 9.88

Proprietorship 1.00 7.04

Municipality 51.52 46.79

Note *** p < 0.001 in chi-square or t-test
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Chapter 20
Multilevel Modeling and Assessment
of the Study-Relevant Knowledge
of First-Year Students in a Master’s
Program in Business and Economics

Susanne Schmidt, Olga Zlatkin-Troitschanskaia, and Marie-Theres Nagel

Abstract National and international studies on the assessment of students’ knowl-
edge of business and economics focus primarily on bachelor’s students. There are few
empirical findings on the domain-specific knowledge of students entering master’s
programs in business and economics, two of the most popular programs world-wide.
In particular, there is a lack of studies based on validated test instruments, as required
by the International Standards for Educational and Psychological Testing (AERA
et al. 2014). In this paper, we address the question to what extent the test for
assessing business and economics knowledge, which has been comprehensively vali-
dated according to the AERA standards, and so far only been used in studies focusing
on bachelor’s programs, also allows for the validmeasurement of the domain-specific
knowledge of students at the beginning of their master’s studies. We assume that the
final bachelor grade as well as the number of and the grade achieved in attended and
completed specialized courses are positively correlated with domain-specific knowl-
edge in business and economics. More specifically, we expect a stronger correlation
between business knowledge and the grade in and the number of business courses
attended in the bachelor’s program.

Keywords Multilevel modeling · International standards for educational and
psychological testing, Structural equation model, Knowledge test

20.1 Introduction and Research Focus

Economics has been one of the most popular and most frequently attended courses
of study for years, in Germany and internationally (OECD, 2017, 2020; Statistisches
Bundesamt, 2018). There are a number of studies both on the characteristics of
students’ economic knowledge at the beginning of a bachelor’s degree course and
on the personal and contextual factors (e.g., prior knowledge, gender, intelligence,
type of university, degree program, etc.) that influence economic knowledge (e.g.,
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Schlax et al., 2020; Zlatkin-Troitschanskaia et al., 2019). In contrast, little research
has been conducted on the level of students’ economic knowledge at the end of a
bachelor’s degree and over the course of a master’s degree (e.g., Happ et al., 2019;
Kraitzek et al., 2020; Tse & Tam, 2017). Therefore, little is known about the factors
that determine or predict success in an advanced course of study, such as a graduate’s
degree program.

For admission to a master’s program, universities generally rely on (formal)
performance criteria from the bachelor’s program. These include the final bachelor
grade,which is composed summatively of themodule grades achieved throughout the
degree program. The bachelor’s grade is considered a suitable predictor of success
in the master’s program; nonetheless, there is a lack of empirical studies researching
whether and to what extent this holds true for the domain of economics (Happ et al.,
2019). In addition, several studies showed domain-specific knowledge to be the best
predictor of academic success in the bachelor’s program (e.g., Dochy et al., 2002;
Schlax et al., 2020), while similar analyses of the master’s program are lacking.

Based on this prior research, it can be assumed that study success in a master’s
program, if operationalized as subject-specific knowledge in various content areas
(e.g., finance or accounting), can be predicted from the level study-related prior
knowledge before the beginning of the graduate course and, in particular, the atten-
dance of courses in the corresponding content areas during the bachelor’s studies
(Happ et al., 2019; Kraitzek et al., 2020).

In terms of theory, our study follows a content-based as well as cognition-based
structural model of economic knowledge (for details, see Zlatkin-Troitschanskaia
et al., 2014). Based on Germany-wide curricular analyses as well as expert ratings,
domain-specific knowledge is modeled as a complex, multifaceted construct that
can be subdivided into different business and economics content areas (e.g., microe-
conomics and finance) as well as into three different cognitive levels (i.e., under-
standing, explicit application, and implicit application, for details, see Zlatkin-
Troitschanskaia et al., 2014). Therefore, methodologically, we apply the multilevel
approaches and latent analyses to investigate the research question of this paper: to
what extent canmaster’s students’ domain-specific knowledge in the content areas of
accounting and finance be predicted from courses in the same content areas attended
during bachelor’s studies, if other theoretically expected influencing variables (such
as gender or socio-economic background) are included and controlled for in the
multilevel analyses presented below.

Based on the learning theory by Helmke and Schrader (2001), we assume that the
final bachelor grade as well as the number of and the grade achieved in completed
relevant courses positively correlate with master’s students’ level of domain-specific
knowledge in economics.More specifically,we expect a stronger correlation between
knowledge in specific content areas of business (e.g., finance) and the grade in and
the number of the corresponding business courses attended during bachelor’s studies;
the same applies to the number of and grades in economics courses and economic
knowledge (see Sect. 20.2).



20 Multilevel Modeling and Assessment of the Study-Relevant … 405

We used Confirmatory Factory Analyses (CFA) models to test for the internal
structure of the latent knowledge constructs of the two business subareas, accounting
and finance. With Multilevel Multiple Indicator and Multiple Causes (MMIMIC)
models, relationships between knowledge and dummy-coded variables of the courses
attended were tested, whereby the influences of students’ key personal characteris-
tics such as migration background, gender, etc., were included as predictors and
control variables (see Sect. 20.4). After presenting the analysis results in Sect. 20.4,
we conclude with a critical discussion of the multilevel-modeling approach to
validly assess the domain-specific knowledge of students in a master’s program in
economics.

20.2 Theoretical Foundation and Hypotheses

In terms of the most relevant factors influencing academic success and the develop-
ment of subject-specific knowledge at the beginning and over the course of the (bach-
elor’s) program, in addition to students’ personal characteristics and preconditions
(e.g., gender,migration, and educational background), following thewell-established
learning model by Helmke and Schrader (2001), students’ learning opportunities
(e.g., type and number of courses attended) and learning potential (e.g., intelligence,
prior knowledge) must also be taken into account (Helmke & Schrader, 2011).

Regarding the personal socio-biographical characteristics of students that may
influence subject-specific knowledge, according to previous findings (e.g., Brückner
et al., 2015b; Happ et al., 2019; Owen, 2012), where socio-cultural background
and gender are of particular importance. In Germany, socio-cultural background
is primarily divided into the presence or absence of a migration background. The
country of origin of students’ parents (Germany or another nationality, Bellin, 2009)
as well as the main (spoken) language, i.e., whether students’ grew up speaking
German or another primary language, are often used as indicators for migration
background (e.g., Happ et al., 2019). In this respect, it has already been shown in
various fields of economics, e.g., macro- and microeconomics as well as financing,
that students with a different main language or country of origin perform worse
in tests than fellow students without a migration background (Broecke & Nicholls,
2007; Brückner et al., 2015a, 2015b; Förster et al., 2015; Happ et al., 2019; Zlatkin-
Troitschanskaia et al., 2015; Zorlu, 2011). This effect has also been found in other
countries, for example, in the USA (e.g., Borde, 2017).

On the relationship between gender and economic knowledge, so far, several
studies using standardized tests or course grades have found an effect in favor of
male students (for accounting, see, Duff, 2004; Fritsch et al., 2015; Gracia & Jenkins,
2010; for financing, see, Borde, 2017; Terry, 2002), although some studies, found
no significant difference in expertise between the genders (Brahmasrene &Whitten,
2001; Byrne & Flood, 2008; Keef & Roush, 1997; Park & Hayes, 1994; Paver &
Gammie, 2005).
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Based on the existing research, the following hypotheses can be formulated with
regard to socio-biographical factors:

H1a: Male students have a higher level of subject-specific knowledge in the field of
accounting (finance) than female students.

H1b: Students with a migration background have a lower level of subject-specific
knowledge in accounting (finance) than students without a migration background.

With regard to learning opportunities, a distinction can be made between subject-
relevant university and pre-university learning opportunities. While university
learning opportunities are often operationalized as lectures attended as part of a
course of study, pre-university learning opportunities for economic knowledge can
include a completed vocational training and/or a school-leaving certificate (Abitur)
from a school with an economic focus.

In terms of previous knowledge, initial findings in the content areas of finance and
accounting show a correlation between the performance of students in their second
and third year of study and their respective performance in the previous year (Gracia&
Jenkins, 2010). Also, students performed better in finance courses if they had previ-
ously taken advanced placement courses (preparatory courses with the content of
basic university courses). Attending subject-relevant courses also has an effect on
domain-specific knowledge in the area of economics (Zlatkin-Troitschanskaia et al.,
2015): a positive correlation was found between attending economics courses and
the relevant subject-specific knowledge. Accordingly, whether at least one course has
already been attended in a content area would be more relevant for the development
of knowledge in, for example, finance and accounting than the study semester.

The influence of university learning opportunities on knowledge acquisition was
also found for various areas of business and economics in bachelor’s program in
Germany (e.g., for finance, see Förster et al., 2015; for economics, see Zlatkin-
Troitschanskaia et al., 2015). However, these studies were inconclusive as to the
extent to which the learning opportunities attended during the bachelor’s program
influence academic success in terms of subject-specific knowledge at the end of
the bachelor’s program or in the master’s program. The second hypothesis to be
investigated is therefore as follows:

H2: Attendance of at least one course in accounting (finance) is positively related
to the level of subject-specific knowledge at the beginning of the master’s program
in accounting (finance).

Since pre-university learning opportunities can have a significant influence on
previous domain-specific knowledge, which in turn is of central importance for the
acquisition of knowledge over a course of study, thesemust also be taken into account
as influencing factors. In Germany, one particularly important learning opportu-
nity for the earlier development of economic knowledge outside the university is
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the systematic teaching of economic topics as part of general school education at
schools with economic focus or vocational schools (e.g., Solga et al., 2014). In
general schooling, economics content is usually only taught within the framework
of social studies teaching units or advanced economics courses (Federal Institute
for Vocational Education and Training, 2018; Oberrauch & Kaiser, 2019; Weber,
2002). There are only few findings on the connection between prior knowledge
acquired in school-based learning opportunities and academic success in terms of
subject-specific knowledge in higher education economics (Schlax et al., 2020).

A second, more comprehensively researched opportunity to acquire economic
knowledge outside the university in Germany is offered in the form of vocational
training, in which practical experience can be gained in addition to the acquisition of
knowledge in vocational school lessons. Findings from economic knowledge tests
show that practical experience acquired during and before university studies leads to
better results in various economic test subareas, i.e., students with completed voca-
tional training tend to have better knowledge in subjects such as accounting (Fritsch
et al., 2015), finance (Förster et al., 2015), and economics (Zlatkin-Troitschanskaia
et al., 2015) than students without vocational training. The third hypothesis regarding
influences on students’ knowledge at the end of their bachelor’s or beginning of their
master’s studies is therefore as follows:

H3: Students who have attended a school with an economic focus and/or completed
vocational training in business have a higher level of domain-specific knowledge in
accounting (finance) than students who have attended a school without an economic
focus and/or students without relevant vocational education.

20.3 The Assessment of Economic Knowledge: Study
Design, Instruments, and Sampling

As national and international studies on students’ acquisition of economic knowledge
focus primarily on bachelor students (e.g., Kim & Lalancette, 2013; Schmidt et al.,
2016; Zlatkin-Troitschanskaia et al., 2016), there are only few test-based findings
on the knowledge in economics among bachelor graduates or entrants to a master’s
program in economics (Happ et al., 2019; Kraitzek et al., 2020).

Generally, there is still a lack of studies that measure academic success using
validated domain-specific tests, since so far only a few valid instruments are avail-
able for measuring economic knowledge (Zlatkin-Troitschanskaia et al., 2019). The
standardized and validated WiwiKom test used in this study makes it possible to
draw conclusions about the level of economic knowledge of master’s students and
to examine the hypothesized relationships with various influencing variables.

TheWiwiKom project for modeling and measuring competencies in business and
economics was part of the research programModeling and Measuring Competencies
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in Higher Education (KoKoHs), which was founded in 2012 by the Federal Ministry
of Education and Research to develop reliable test procedures for validly measuring
subject-specific knowledge. In WiwiKom, a standardized test (‘WiwiKom test’)
to assess the business and economic knowledge of university students was devel-
oped and comprehensively validated (Zlatkin-Troitschanskaia et al., 2014, 2019)
according to the ‘Standards for Educational and Psychological Testing‘ (AERA
et al., 2014). The test is based on a structural model of economic knowledge
that differentiates between various content areas and cognitive levels (for details,
Zlatkin-Troitschanskaia et al., 2014).

The WiwiKom test version used in this study consists of a total of 58 items,
whereby 28 items were developed to assess knowledge in the areas of financing
and accounting. These 28 test items are based on the German adaptation (Zlatkin-
Troitschanskaia et al., 2014) of theExamen General para el Egreso de la Licenciatura
(EGEL; CENEVAL, 2010).

To limit the test processing time to 45min and to ensure the processing of all items
at the same time, a booklet design was used. Thereby, the 58 items were divided into
seven test versions with 24–28 items each, so that the completion of different test
versions takes about the same time.

In addition to the knowledge test data, the students’ personal characteristics
including gender,main language, school-leaving grade, aswell as previous economic
education (vocational training or attendance of a school with economic focus) were
surveyed. In terms of contextual variables, the current study semester attended
courses in accounting and finance as well as the final grades of these courses were
surveyed as further study-related data.

In this paper, we used data collected in the third survey in the WiwiKom project.
The dataset consists of 1523 master’s students of economics at 27 universities and
13 universities of applied sciences, of which 1492 plausibilized cases were included
in the following analyses.

The participants were 52.5% male and 47.5% female, aged between 20 and
49 years (on average 25 years). Approximately 1401 (93.9%) students were studying
in a master’s program at the time of the survey, 62% were enrolled at a university,
and 38% were at a university of applied sciences; 23% of the participants reported
previous knowledge of economics in terms from attending a school with an economic
focus and 28% reported attending a corresponding advanced course in economics.
About one-fifth of the participants (21%) had completed a vocational training. The
students also differed with regard to their origin: while the majority of 1087 (72.9%)
participants stated that they did not have a migration background, 14% reported
having a migration background and German as their family language, a similar
number (11.5%) reported having a migration background with a different family
language, and 0.9% of the participants (13 students) were exchange students (Table
20.1).



20 Multilevel Modeling and Assessment of the Study-Relevant … 409

Table 20.1 Sample
description

Attributes N = 1492 (%)

Gender

Female 708 (47.5%)

Male 783 (52.5%)

Degree

Bachelor 83 (5.6%)

Master 1401 (93.9%)

Higher education institution

University 922 (61.8%)

University of applied sciences 570 (38.2%)

Migration background

Yes, main language German 215 (14.4%)

Yes, other main language 172 (11.5%)

No 1087 (72.9%)

Exchange student 13 (0.9%)

Completed vocational training

Yes 299 (20.8%)

No 1190 (79.9%)

School with economic focus

Yes 343 (23.0%)

No 1144 (76.7%)

Economics major in school

Yes 422 (28.3%)

No 1059 (71.0%)

Age (in years)

Mean 2.5

Standard deviation 2.3

20.4 Methods and Results of Structural Equation Models
in the Multilevel Approach

20.4.1 The Multilevel Approach in a Structural Equation
Model

Compared to one-dimensional analyses, more complex procedures are required for
the analysis of multilevel structures to account for the specificity of nested data.
Due to the nesting of students in universities, the observations of students of the
same university are not independent of each other. Accordingly, the specific nature
of multiple-nested structures is that the responses of students from one university are
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more similar than compared to the responses of respondents from other universities
(Snijders & Bosker, 2012). This represents a prerequisite violation of the usual anal-
ysis procedures commonly used for correlation analyses (e.g., classical regression
analysis) (Hox et al., 2017). Here, it must hold that the random errors of the observed
values are uncorrelated, homoscedastic, and normally distributed (Byrne, 2012). This
is generally not the case, due to the dependence of responses in nested data. There-
fore, a statistical procedure is required that can estimate the structure of the residuals
explicitly. This is achieved by using the multilevel option in Mplus (Muthén &
Muthén, 1998–2017) and the Institution ID as cluster variable. Furthermore, we
took into account that the economic knowledge measured with the WiwiKom test is
a latent construct. Therefore, we did not use an aggregated knowledge score, such as a
sum score, but instead we modeled the latent score and the relationships between the
knowledge score and its predictors in onemodel, which is called amultiple indicators
multiple causes (MIMIC) model (Muthén & Muthén, 1998–2017). By combining
the MIMIC analyses with a multilevel approach, we conducted multilevel multiple
indicators multiple causes, i.e. MMIMIC (Schmidt et al., 2016) models to test our
research hypotheses H1 to H3 (see Sect. 20.2).

20.4.2 Confirmatory Factor Analysis (CFA)

20.4.2.1 One-Dimensional CFA Models for Each Content Area

Before we tested the hypothesis H1 to H3, we constructed Confirmatory Factor
Analysis (CFA) models using Mplus 8 (Muthén & Muthén, 1998–2017) to test the
internal construct structure. Only if the internal structure of both subareas, accounting
and finance, is well represented by the WiwiKom test, conducting MMIMIC models
for hypothesis testing will provide valuable results. We used the WLSMV estimator
for categorical data and the analysis type complex option in the modeling to take into
account the multilevel structure of the data. Using this type of analysis allows us to
account for the standard errors and consider that the multilevel structure of the data,
due to the students belonging to different higher education institutions. As students
from various universities have been observed, these observations have been taken
into account in the evaluation of the data. For model evaluation, the following fit
criteria are utilized: The chi-square (χ2) statistic with the related degrees of freedom
(df) and the ratio between χ2 and df, the Root Mean Square Error of Approximation
(RMSEA), the Comparative Fit Index (CFI), and the Tucker-Lewis Index (TLI). To
evaluate the model fit on the item level, we interpreted the Item Response Theory
parameters which are automatically generated in Mplus when conducting single-
factor CFA models and enabled a more model-based interpretation.

First, to evaluate the internal structure and the construct validity of the test version
used in this study, two confirmatory factor (CFA) models were estimated: one for
accounting and one for finance. The results for the accounting area are presented in
Table 20.2.
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Table 20.2 CFA model fit accounting (Model 1.1 and Model 1.2)

Model χ2

(df)
p χ2/df RMSEA

[C.I.]
CFI TLI

1.1: 1-factor accounting (16 items) 132.932
(104)

0.029 1.28 0.016
[0.006–0.024]

0.946 0.937

1.2: 1-factor accounting (14 items) 101.023
(77)

0.035 1.31 0.017
[0.005–0.026]

0.958 0.950

For accounting, the expected one-dimensional structure is well represented with
the 16 corresponding test items (see Model 1.1 in Table 20.2). All fit criteria are
close or beyond the cutoff values: the χ2-statistic is rather insignificant and the ratio
of χ2 and degrees of freedom (df) is below 2. RMSEA is below 0.05, with a narrow
confidence interval (C.I.). CFI is close to 0.95 and the TLI is close to 0.94. These
criteria are all favorable and indicate a well-fitting model (Brown, 2015).

This became also evident regarding the local level (see Table 20.3). Almost all
items are positively related to the factor. Only two items show a non-significant factor
loading and threshold (LR6 und LR21) and one item shows only a non-significant
threshold (LR5) (see Table 20.3). To test, whether these items are still meaningful
regarding the construct definition and whether these items should be kept for further
modeling and not eliminated from the model, another factor model was estimated
without items LR6 and LR21 (see Model 1.2 in Table 20.2).

Table 20.3 IRT item parameters for Model 1 (accounting)

Factor loading (item discrimination) Threshold (item difficulty)

Item αi p value β i p value

LR1 0.861 0.000 −0.761 0.000

LR2 0.524 0.000 0.278 0.010

LR3 0.534 0.000 −0.671 0.000

LR4 0.232 0.001 2.216 0.002

LR5 0.503 0.000 0.084 0.466

LR6 0.064 0.218 12.441 0.216

LR7 0.348 0.001 3.727 0.001

LR9 0.658 0.000 −1.068 0.000

LR11 0.830 0.000 −0.227 0.028

LR12 0.959 0.000 −0.237 0.001

LR13 0.485 0.000 −0.403 0.000

LR14 0.555 0.000 0.571 0.000

LR16 1.223 0.000 0.181 0.048

LR17 0.919 0.000 −1.469 0.000

LR20 0.468 0.000 1.287 0.000

LR21 0.087 0.126 4.422 0.157
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Table 20.4 CFA model fit finance (Model 2)

Model χ2

(df)
p χ2/df RMSEA

[C.I.]
CFI TLI

1-factor finance (16 items) 136.395
(104)

0.018 1.31 0.017
[0.007–0.025]

0.919 0.907

These two items were eliminated in the next step to evaluate whether the model
fits the data better. As shown in Table 20.2, the CFI and TLI can be hereby improved;
the reduction of the χ2-value is however not significant and the RMSEA is worse
than in Model 1.1. Therefore, a clear decision only based on the empirical findings is
hardly possible here. For further analysis, an individual decision for each modeling
purpose must be made. In this case, we decide that both items are still relevant for
the theoretical construct definition and kept them for further modeling.

For finance, the CFA model with all 16 items used in the test shows an acceptable
global fit (see Table 20.4).

However, CFI and TLI are below the required cutoff value of 0.95, which demands
for a local model fit evaluation (see Table 20.5). In this model, all factor loadings are

Table 20.5 Item parameters for Model 2 (finance)

Factor loading (item discrimination) Threshold (item difficulty)

Item αi p value β i p value

LF1 0.444 0.000 –0.029 0.816

LF3 0.820 0.000 −0.551 0.000

LF4 1.017 0.000 0.513 0.000

LF8 0.393 0.000 −0.316 0.041

LF10 0.655 0.000 0.266 0.023

LF11 0.336 0.000 0.494 0.000

LF12 0.326 0.000 0.812 0.000

LF13 0.704 0.000 −0.687 0.000

LF14 0.397 0.000 −0.286 0.115

LF15 0.527 0.000 −0.276 0.032

LF17 0.643 0.000 1.377 0.000

LF18 0.642 0.000 0.763 0.000

LF19 0.324 0.000 0.057 0.785

LF20 0.611 0.000 −1.046 0.000

LF21 0.291 0.000 1.869 0.001

LF23 0.302 0.000 1.368 0.000
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larger than zero and are all significant. We found only two items with non-significant
thresholds with p values larger than 0.7 (LF1 and LF19). Further investigation of the
actual thresholds of these two items showed that both parameters are close to zero.
Since the item thresholds can also be interpreted as item difficulty, a value close to
zero reflects an item which is neither difficult nor easy.

Therefore, for finance, the model including all items was accepted and used for
further analyses.

Before we could start to test the hypothesis, it was necessary to test another
model beforehand. In this next step, we tested whether accounting and finance are
empirically separable areas, as theoretically characterized in the construct definition.

20.4.2.2 Two-Dimensional CFA Models

To investigate whether the data actually reflects two empirically separable factors,
we tested which model fits the data better. To this end, we bundled all items from
accounting and finance together to one factor (seeModel 3.2 in Table 20.6) and tested
that factor against a model consisting of two separate factors, one for each area (see
Model 3.1. in Table 20.6). For both models, a χ2-statistic was generated and tested
for significance.

As shown in Table 20.6, as expected, the two-dimensional structure (Model 3.1)
fits the data better than a one-dimensional model (Model 3.2). For Model 3.1, the
RMSEA as well as the CFI and TLI statistics show better values. Moreover, despite
the fact that both models show acceptable fit criteria, the χ2-difference test revealed
a significant value which indicates that the two-dimensional model (Model 3.1) fits
the data better.

The theoretical assumption that the content areas of finance and accounting are
empirically separable holds, and we can conclude that the WiwiKom test reliably
measures the two content areas. Therefore, Model 3.1 was the baseline model for
further analyses.

Table 20.6 Dimensionality of accounting and finance

Model χ2

(df)
p χ2/df RMSEA [C.I.] CFI TLI

3.1: 2-factor accounting (14 items)
and finance (16 items)

446.510
(404)

0.071 1.105 0.008
[0.000–0.013]

0.940 0.935

3.2: 1-factor accounting (14 items)
and finance (16 items)

451.141
(405)

0.056 1.113 0.009
[0.000–0.013]

0.935 0.930

χ2-difference: 5.414 0.020
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20.4.3 Two-Dimensional Multilevel Model with Covariates
(MMIMIC Models)

To test the hypotheses H1 toH3,model 3.1 was extended and in the final analysis step
a model with all explanatory variables was calculated as a regression model. Addi-
tionally, this model was estimated with variance separation on two levels, where
the variance on institutional level (‘between’) was separated from the individual
level variance (‘within’). Specifically, in Mplus (Version 8; Muthén & Muthén,
1998–2017) severalmultilevelmultiple indicatormultiple causes (MMIMIC)models
were calculated (Schmidt et al., 2016). This modeling variant allows, in addition to
the multilevel structure, to include the test values as a latent ability as well as to
consider the answers from both content-related but nevertheless empirically sepa-
rable subareas of business as two dependent variables in a common model. Based
on the group differences identified, the model simultaneously takes into account
the personal factors (gender, type of university attended, migration background,
commercial training, school-leaving grade, and Bachelor grades). To check conver-
gent validity with conceptually related constructs from a nomological network, as
required by the AERA et al. standards (2014) for the validation process, the influ-
ences of attendance and grades of the relevant courses on the results of the respective
test areas were examined.

20.4.3.1 Null Model

In a first step, as this is a multilevel analysis, the so-called null model was calculated
to check howmuch of the total variance falls on the university level (this is expressed
by the intraclass correlation coefficient [ICC]) (Hox et al., 2017). Before we start
analyzing or interpreting the model parameters, we investigate some descriptive
properties of our multilevel data structure. In total, there are 40 clusters according to
the 27 universities and 13 universities of applied sciences to which the 1523 master’s
students of economics belong (see Sect. 20.2).

As shown in Table 20.7, for most universities between 10 and 60 students were
assessed. There are a few outliers with more than 100 students and an average cluster
size of 37.3. This finding shows how important it is to consider themultilevel structure
of our data and to take the different cluster sizes into account when testing the
hypothesis. This was done by using the institution code as cluster variable and the
two-level analysis option ofMplus (Muthén&Muthén, 1998–2017). This then allows
us to also integrate covariates on the ‘within’ and the ‘between’ level in further
modeling steps. The ‘within’ level hereby represents the characteristics for each
institution whereas the ‘between’ levels represent the characteristics that are equal
between all institutions. Before covariates can be interpreted, the null model had to
be evaluated first.
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Table 20.7 Distribution of
students over the 40
universities

Cluster size (No. of students per cluster) Institution ID

3 9

9 16

10* 17, 19

11 25, 28, 32

12 2

13 11, 6, 23

14 15, 7

15 8, 12

16 39

18 22

19 10

20 34

21 29

23 27

24 18

26 35

28 4

31 13

33 33

36 40

41 30

44 20

45 31

53 3

54 37

58 24

59 36

60 21

121 38

133 5

141 14

155 1

Average cluster size 37.3

* Some cluster sizes occur at multiple instutions
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Table 20.8 Intraclass correlation of each item in the null model

Intraclass
variable

Intraclass
correlation

Intraclass
variable

Intraclass
correlation

Intraclass
variable

Intraclass
correlation

LF1 0.001 LF3 0 LF4 0.027

LF8 0.018 LF10 0.036 LF11 0

LF12 0 LF13 0.008 LF14 0.024

LF15 0.008 LF17 0.085 LF18 0.011

LF19 0.017 LF20 0 LF21 0.029

LF23 0.001 LR1 0.028 LR2 0

LR3 0.06 LR4 0.035 LR5 0

LR6 0 LR7 0.189 LR9 0.051

LR11 0.049 LR12 0.007 LR13 0

LR14 0.012 LR16 0.081 LR17 0.071

LR20 0.023 LR21 0.022

Using the two-level basic option of Mplus (Muthén & Muthén, 1998–2017), the
ICC reveals eight items with no intraclass correlation, i.e., there was no variance on
the ‘between’ level (see Table 20.8).

For these eight items, the only heterogeneitywas found on the individual level, and
we cannot assume that these items perform differently between different universities.
Therefore, we eliminated them from the ‘between’ level in further modeling steps.

20.4.3.2 MMIMIC-Models for Hypothesis Testing

After the null model showed that there was a variance greater than zero among most
of the items, we started estimating the MMIMIC models to test the hypothesis H1
to H3. We followed a step-by-step approach to test the model fit for adding each
explanatory variable separately. The testing of the hypotheses however can only be
interpreted in a joint model that includes all covariates.

First, we evaluated the global model fit (see top of Fig. 20.1). The χ2 statistic was
not significant and therefore represented a good fit. However, CFI, TLI, and RMSEA
were beyond or close to the range of the cutoff criteria: The TLI was larger than
one and thus larger than the range of CFI which lies between zero and one. For TLI,
Muthén and Muthén (2017) recommend to truncate if the value should be beyond
one. The reason is most likely that the sample size is too small for the complex
model we estimated here. However, since all criteria do not indicate a worse fit, we
can assume that the model fits the data well and all model parameters can be validly
interpreted.

When evaluating the local model fit (see STDYX Factor Loadings on the left side
of Fig. 20.1), all factor loadingswere significant, except for LR6 andLR21.However,
these items were not significant in the single model M1.1 (see Sect. 20.4.2) and
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Fig. 20.1 MMIMIC model with all explanatory variables
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therefore this finding can be ignored. Both items are relevant in theory and therefore
remained included in the model for empirical stability. However, both items were
close to zero, indicating that they do not contribute to the individual level of finance
and accounting knowledge measures. Hence, the relations between the predictor
variables and the knowledge factors can still be interpreted.

Before we could start interpreting the effect of the predictor variables, we first
considered the latent factors (see numbers around the circles on the ‘within’ and
‘between’ level in Fig. 20.1). The two factors finance and accounting were positively
correlated on both levels, i.e., having a higher knowledge in one content subarea
was also related to a higher knowledge in the other content subarea. This is in line
with the construct definition of the WiwiKom test that both domains are subareas of
business knowledge. The correlation on the ‘within’ level (ACC_WWITH FIN_W)
was with 0.66 and a p value smaller than 0.01 and on the ‘between’ level (ACC_B
WITH FIN_B) with 0.63 and a p value smaller than 0.1. This indicates that the
relation on the ‘within’ level is a bit stronger than on the ‘between’ level, which
is a plausible finding. The knowledge factors were more correlated within each
university than between universities. Additionally, the results of the factor variables
showed that the intercept of accounting (ACC_B) was with 19.58 much higher than
for finance (FINANCE_B) with 7.24, which indicates that the general knowledge
level of accounting is much higher in the whole population.

When it comes to interpreting the covariates (see the right side with STDYX
regression results in Fig. 20.1), the school-leaving grade (Grand Point Average for
High School = GPA_HS) and the bachelor grade (GPA for Bachelor = GPA_BA)
were included in the model as control variables, since grades are generally one of
the best predictors for academic performance (Hell et al., 2008). This was also the
case for the knowledge of accounting and finance. Both variables have a negative
influence on both factors, since the better the grade, the lower the number of the
factor; i.e., having a lower number in one of the grades is associated with a higher
level in both knowledge subareas. This again, reflects the importance to keep both
variables as control variables in the model.

For testing hypothesis 1a, we included gender as predictor variable into themodel.
Female students have a lower subject-specific knowledge in both, accounting and
finance, in comparison to male students. In both subareas, the FEMALE coefficient
was negative and significant, indicating that H1a cannot be rejected.

The coefficient MIGRAT was also negative and significant for both, accounting
and finance. Therefore, similarly, hypothesis H1b cannot be rejected, since students
with a migration background have a lower level of subject-specific knowledge in
accounting and finance than students without a migration background.

The findings regarding the attended courses were less straightforward: In finance,
the attendance of at least one finance course did not have a significant effect on
the level of finance knowledge (coefficient FIN_C was 0.093 and not significant).
However, attending at least one course in internal accounting (IACC_C) was signifi-
cantly related to higher levels of knowledge in accounting. The attendance of at least
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one course in external accounting (EACC_C) might also have a significant posi-
tive impact on knowledge in accounting, but the p value was only smaller than 0.1.
Therefore, hypothesis 2 had to be rejected, at least for the domain of finance.

Hypothesis 3 stated that prior knowledge should be positively associated with
knowledge in the master’s studies in business and economics. The findings showed
that vocational education in the field of business only had a slight impact on the
knowledge in finance and no effect on the knowledge of accounting. Therefore, H3
must also be rejected, at least for accounting.

20.5 Discussion and Conclusion

In line with expectations, the test performance correlated both with previous
attendance of relevant subject-specific lectures and with personal influencing
factors, gender, bachelor’s degree, and school-leaving grades consistently showing
significant effects in all analyses.

Male students performed significantly better than female students. This supports
H1a and leads to the question of whether female students generally perform worse
in business and economics due to factors such as a multiple-choice task format or
economics test interest, which were often discussed in prior research (e.g., Brückner
et al., 2015a, 2015b). For instance, Brückner et al. (2015a) found that economic test
questions without numerical content resulted in less differences in the performance
of male and female students than questions with numerical content.

Students with parents with migration background and/or a family language other
than German had a negative effect on the knowledge test results (H1b), which is in
line with prior research, according to which foreign language learners or migrants
achieve worse results in economic knowledge questions (e.g., Förster et al., 2015;
Happ et al., 2019). This raises the question of whether the worse test performance is
a result of systematic test bias among foreign language students in the processing of
tasks and/or the acquisition of knowledge during their university studies (for a critical
discussion, see Schlax et al., 2020). For instance, poorer (test) language comprehen-
sion might make it more difficult to complete the test items and the students would
possibly be able to achieve results comparable to those of their German counter-
parts if, for example, they were to complete the test over a longer period of time.
In addition, migrant students may have greater difficulty in acquiring the subject-
specific knowledge during their university studies due to linguistic and cultural differ-
ences, which could lead to comparatively lower economic knowledge (Happ et al.,
2019). In this respect, further investigations in a systematic manner through appro-
priate operationalization, such as more time for processing or language-free tasks
are required.

In addition to the control of the personal influencing factors, the correlations
found between the attended courses and knowledge test performance were in line
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with expectations for the subarea for accounting, but not for finance. Therefore,
the hypothesis that attending at least one course as a significant indicator for the
prediction of the acquisition of subject-specific knowledge must be rejected for the
subarea of finance (H2). However, the level of knowledge in the area of accounting
showed the assumed correlation with the attendance of the corresponding lectures.
This suggests that attending at least one course related to this subject (internal or
external accounting) leads to a significant increase in corresponding knowledge,
which is reflected in a better test result. Thus, at least for one content area, the
results confirm the relationship of the assessed knowledge with lectures attended
as conceptually related constructs. With regard to this (validation) criterion (AERA
et al., 2014), it can therefore be assumed that the procedure developed and used
within the framework of WiwiKom is also suitable for application to students at the
beginning of the Master’s program.

In this context, while prior vocational education only had a minor effect on
knowledge of finance and no effect on knowledge of accounting, a greater corre-
lation between economic knowledge in both domains and the bachelor’s grade than
with the school-leaving grade became evident. Therefore, the influence of the bach-
elor’s grade, consisting of the module grades of various economic subjects was, as
expected, consistently greater than that of the school-leaving grade, which mainly
covers achievements in non-economic subjects (Happ et al., 2019). Thus, the greater
influence from subject-relevant academic education compared to the influence from
school education and vocational training became evident here.

Overall, the results suggest that the WiwiKom test is suitable for the diagnosis
of economic knowledge throughout the course of the master’s study. Thus, the test
represents a method for the valid entrance and process diagnostics of the knowledge
development of master students, which is urgently required, especially with regard
to the increasing heterogeneity of the student body and the specific study entrance
requirements. It is an important step towardmeeting the need for reliable assessments,
identifying the strengths and demands of master’s students, and challenging them to
apply their knowledge in practice-oriented situations.

With regard to the MMIMIC approach, however, and in addition to the demon-
strated advantages when using this method for educational assessment purposes,
there are some limitations. The clear advantage of this approach is the integration of
all personal, contextual, and item-related information into one model, which goes in
hand with no information loss. If a latent path model is modeled using already aggre-
gated scores, such as sum scores for the knowledge scales, there is a potential loss of
information regarding item difficulty and discrimination for each student observed in
the sample. However, latent models are generally complex in terms of the numbers of
parameters that have to be estimated. This requires big sample sizes. When it comes
to multilevel latent models, it needs to be ensured that the models used on all levels
are well-fitting and adequate. Otherwise, there is a risk that no model convergence
could be reached, and no parameters could be estimated at all. In our case, the TLI
for model fit had to be truncated due to a too high value greater than one. This could
be a sign that the sample size is too small, and/or the model too complex. However,
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despite this fact, all model parameters could still be estimated and on item level
significant results were generated. Additionally, since iterative algorithms are used
for model estimation, it can take a really long time to find an optimal solution and
generate the model parameters. This was also evident in our case.

Despite these and other limitations, our study demonstrates that a multilevel
approach and latent analyses present a suitable approach to explain and signifi-
cantly predict the master’s students’ domain-specific knowledge in accounting and
finance at least partly from the attendance of relevant courses, while controlling for
other, theoretically expected influencing variables (such as gender or socio-economic
background) in the multilevel analyses.
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