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Preface

Rapid urbanization, increased chemical use, and subsequent accumulation of released
polluted sewage and incompletely treated effluents in or near the cities are causing
heightened exposures of humans and the environment to pollutants. Many of these
polluting chemicals are of unknown toxicity, health hazards, and environmental risks.
Thus, it is of utmost importance for the toxicology and exposure research to keep
up with the vast array of chemical compounds and their transformation products
released in the environment and included in the consumer products and food, to be
able to assess health hazards and provide guidance for risk assessment and regulation
in a timely manner.

This book addresses the advances in the toxicology of Contaminants of Emerging
Concern (CEC) from three aspects: (i) methodological advances, (ii) state of the art
of toxicology and mechanisms of action, and (iii) risk assessment. A critical part of
assessing the impacts of CEC on the environment and human health is the detection
and exposure assessment. Thus, in the first part of the book, recent developments in
themethods for detection and quantification of two especially challengingCEC, engi-
neered nanomaterials andmicroplastics, in environmental matrices are presented and
their limitations are discussed, providing guidance for selecting suitable approaches
for a specific environmental compartment. In hazard assessment, systemwide, high-
throughput, and high-content methods are gaining popularity; hence, the strategies
for next-generation toxicology such as omics approaches and the exposome research
are discussed. Finally, the latest advancements in using zebrafish as a powerful alter-
native in vivomodel in toxicology, including in high-throughput screening combined
with artificial intelligence-assisted data analysis, are described.

The second part of the book includes an up-to-date overview of the toxicology
studies and elucidated mechanisms of action of engineered nanomaterials and their
co-exposures with other pollutants, micro- and nanoplastics, atmospheric partic-
ulate matter, Pharmaceuticals and Personal Care Products (PPCP), and disinfec-
tion by-products. Environmental toxicity of metallic, metal oxide, and carbon-based
nanoparticles is discussed, stressing the need for increased environmental relevance
in future studies, especially considering potential combined toxicity with other pollu-
tants, reviewed in a separate chapter. To accommodate the analysis of large datasets
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vi Preface

and bridge the gap between nanotoxicology data and nanomaterial structure-activity
relationships, artificial intelligence approaches are becoming increasingly common,
discussed in one of the chapters. Regarding other particulate pollutants and different
environmental compartments, the effects of microplastics on soil properties and
plants, as well as the human health impacts of airborne particulate matter, are crit-
ically reviewed. Also, the state of the art of the endocrine-disrupting properties of
typical PPCPs, such as bisphenolA and its analogs, triclosan, triclocarban, and phtha-
lates, is discussed, as well as emerging knowledge about the toxicity of disinfection
by-products in the drinking water, highlighting the concerns about limited data about
the ~700 identified disinfection by-products of which only a subset of compounds is
currently regulated.

In the third part, next-generation risk assessment strategies for emerging pollu-
tants are discussed, including adverse outcome pathway networks, in silico toxicity
assessment and environmental risk assessment of emerging contaminants based on
a case study of nanomaterials. As stated in the concluding chapter of the book, the
experience gained during the past 15 years of nanomaterial risk analysis should be
used to address potential risks of other emerging technologies and contaminants,
especially as the pace of innovation is surpassing the capability of risk identification
and quantification.

Hangzhou, China
November 2021

Monika Mortimer
Liang-Hong Guo
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Chapter 1
Quantification and Imaging
of Nanomaterials in Biological Samples

Siying Ying and Yuxiong Huang

Abstract Nanoscience and technology are rapidly emerging fields that encompass
the design, production, and exploitation of novel structures, materials and devices
at the scale of 1–100 nm. However, major concerns have been raised regarding the
potential risks to the ecosystem and public health due to the exposure of nanomate-
rials. It’s a great challenge to quantify and image nanomaterials in environmental
matrices, particularly in the biological samples, which is essential to assess the
consequential risks. This chapter provided a comprehensive review of the advanced
methods for quantifying and imaging nanomaterials in biological samples with a
detailed discussion on the strengths and limitations. To satisfy the increasing demands
on assessing the impacts of nanomaterials at sub-cellular levels, multiple methods
should be applied simultaneously in the future.

Sources and Types of Nanomaterials

Nanotechnology and nanomaterials (NMs) have developed rapidly and are widely
applied in industries and consumer products. According to European Commission,
NM is defined as “a natural, incidental or manufacturedmaterial containing particles,
in an unbound state or as an aggregate or as an agglomerate and where, for 50% or
more of the particles in the number size distribution, one ormore external dimensions
is in the size range 1 nm–100 nm” (Calzolai et al. 2012). Thus, NMs can be roughly
divided into three classes: natural NMs, incidental NMs and engineered NMs.

Natural NMs refer to NMs produced through the natural (bio)geochemical or
mechanical processes, without direct or indirect connection to human activity or
anthropogenic processes (Hochella et al. 2019). Typical natural NMs include metal
oxides, viruses, clay minerals, and sulfides. Weathering and mineral formation
processes in soils are the primary producers of natural NMs. There are approximately
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4 S. Ying and Y. Huang

1013–1014 tons of inorganic natural NMs in terrestrial environments (Hochella et al.
2019). Every year, approximately 2.36 × 108 tons of airborne natural NMs settle
back onto continents.

Incidental NMs are produced unintentionally by human activity. Major amounts
of incidental NMs result from the combustion of biomass and fossil fuels, as well as
exhaust from industrial and agricultural operations (Hochella et al. 2019). Since the
Industrial Revolution, the abundance of incidental NMs has reached similar levels as
natural NMs or even exceeded their levels in certain earth compartments. Incidental
NMs have complex compositions, consisting of inorganic and/or organic aggregates.

Engineered NMs refer to NMs conceived, designed, and intentionally produced
by humans. The engineered NMs are used within an enormous range of commercial
products. Estimates of the total global production of engineered NMs were reported
to be up to several million tons, though the numbers may vary by orders of magnitude
since manufacturers are reluctant to publicize the production volumes (Giese et al.
2018). Engineered NMs usually have distinct shapes or special chemical properties
to achieve desired functions.

Bio-Translocation of Nanomaterials

Biological systems are continuously exposed to and affected by natural and anthro-
pogenic NMs, which can translocate to cells, microorganisms and plants via
endocytosis and direct permeation, impacting the biological systems.

When NMs are transported into the cell, the most critical barrier is the cell
membrane, acting as the selective regulator to transport extracellular matters into a
cell. Through many research efforts up to now, it has been found that translocation of
NMs across a cell membrane can be classified into two major pathways: endocytosis
and direct permeation (Beddoes et al. 2015). NMs adherence to the cell membrane
and engulfment at the adhesion site require specific and nonspecific binding inter-
actions to overcome the resistive forces (Nel et al. 2009). The surface ligands of the
NMs interact with complementary molecules or receptors on the cell membrane via
the specific binding interactions, which is also known as receptormediated endocy-
tosis. On the other hand, direct permeation is a non-endocytic translocation pathway
where NMs permeate across the cell membrane without being confined by the endo-
cytic vesicles, leading to direct delivery of NMs into the cell (Nakamura andWatano
2018). It has been recognized that endocytosis is a major translocation pathwaywhen
NMs interact with the cells, while the direct permeation is a minor one (Beddoes
et al. 2015). Only NMs with a particular size, shape and surface charge, such as func-
tionalized carbon nanotubes (CNTs), cationic QDs, and other metallic NMs, have
been shown to cross the cell membrane (Bhirde et al. 2011).

NMs can also translocate into microorganisms via environmental exposure and
the food chain. AbdolahpurMonikh et al. (2021) investigated the number of AuNMs
in algae and further trophic levels after exposure. The algal samples were analyzed
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by single-cell inductively coupled plasma mass spectrometry (ICP-MS) and single-
particle ICP-MS (spICP-MS) to quantify the number of cells and the number of Au
NMs in and on the cells, respectively. The results showed that Au NMs would be
translocated to and accumulated in algae, and the number differed as a function of
particle size and shape.

Plants exhibit specific barriers against intruders, including cuticles, exudates, cell
walls and pectins. A few important exceptions apply to the continuity of the barriers,
which include stomata, eroded cuticles or thinned cell walls, and which can facilitate
NM uptake and allow excretion (Schwab et al. 2016). Exudates are excreted into the
rhizosphere via the root cap and root hairs of most plants, which can play an essential
role in the translocation of NMs. Root exudates (RE) comprise many metabolites
(e.g., amino acids, organic acids, sugars, and phenolic), which may impact the fate
and behavior of NMs in terrestrial ecosystems. Huang et al. (2017) reported that
complex interactions between nano-Cu and RE limited the translocation of nano-Cu
into cucumber plants, which reduced the bioaccumulation of Cu in the plants. In
addition, stomata are the key sites for transpiration in the aerial parts of phototrophic
terrestrial plants, and in a few submerged water plants (Veraverbeke et al. 2003).
The stomata of the plant leaves are in the microscale from 1 to 25 µm, and NMs
may enter leaf tissues during the exposure (Keller et al. 2018). Keller et al. detected
Cu-based nanoparticles (NPs) with a size range from 50 to 150 nm in the leaf tissues
of lettuce, collard green, and kale after exposure to CuO NPs.

Nanomaterials’ Physicochemical Properties Relevant
for Ecotoxicity Assessment

NMs’ physicochemical properties, such as chemical forms, particle size, concen-
tration and morphology, significantly affect the NMs’ environmental behavior (e.g.,
dissolution, aggregation and sedimentation) and the consequential ecotoxicity.

Dissolution of NMs

When released into the environment, metal NMs are prone to oxidation and reduc-
tion reactions, photochemical, and proton- and ligand-promoted reactions which
may result in NM dissolution. The dissolution of NMs would affect the associated
environmental mobility and bioavailability, which would further play a role in deter-
mining the consequential environmental risks. The chemical stabilities of dissolved
metal ions and metallic particles are distinct (Lin et al. 2015). For instance, dissolved
Cu (I) released from Cu NPs is readily oxidized to Cu (II) and then complexed in the
environment. Studies have suggested that the toxicity of metallic NP suspensions is
attributed to the release of metal ions (Li et al. 2011). Song et al. (2015) found that
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solubleCuwas themain driver for the toxicological effect of CuNMs for all the tested
fish species. Thus, the levels of environmental standards established by some agen-
cies have various occupational exposure limits for metal ions and metallic NMs. For
example, according to theAmerican Conference of Governmental Industrial Hygien-
ists, the occupational exposure limit for metallic silver is 0.1 mg/m3, while it is 0.01
mg/m3 for dissolved silver (Drake and Hazelwood 2005). However, the standards set
by other agencies have no distinct limits for different metal species. According to
Occupational Safety and Health Administration (OSHA), the permissible exposure
limits for the total amount of silver, including soluble silver, is 0.01 mg/m3, while
also the permissible exposure limits for copper are the same for metallic and ionic
species.

Particle Size

The size of NMs is an important factor that influences the interaction with biological
samples and has relevance to ecotoxicity. Kaweeteerawat et al. (2015) found that
nanosized Cu caused significant (p < 0.05) membrane damage and a decrease in
electron transport activity in Escherichia coli, while micron-sized particles had no
effect. Also, particles with different sizes have distinct sedimentation characteristics.
For example, 50-nm CuO had a faster sedimentation rate in seawater than 10-nm
CuO, indicating that smaller particles have a longer residence time in suspensions
(Torres-Duarte et al. 2016).

Environmental Concentrations and Exposure Levels

The biological effects of NMs highly depend on their environmental concentrations
and exposure levels. In Ag NM-exposed wheat plants, there was a dose-dependent
reduction in shoot and root lengths (Dimkpa et al. 2013). Similarly, Dimkpa et al.
(2015) investigated the effect of CuO NMs on the growth of beans and found that
both root and shoot growth was inhibited at the exposure levels of 250 and 500 mg
Cu/kg, while no adverse effects were observed at the concentration of 100 mg Cu/kg.
However, this does not mean that high concentrations of NMs would necessarily
induce negative effects. Hernandez-Viezcas et al. (2011) grew mesquite seedlings
in a hydroponic system with ZnO NMs (10 nm) at concentrations varying from 500
to 4000 mg/L. The ICP—optical emission spectrometry (ICP-OES) results showed
that Zn bioaccumulation reached the highest level when exposed to 500 mg/L ZnO
NMs, while Zn bioaccumulation decreased when treated with 1000–4000 mg/L ZnO
NMs (Hernandez-Viezcas et al. 2011). At lower concentrations, NMs exhibited good
stability, maintained small diameters and high dispersibility, leading to more NMs
and ions available for plant uptake. Larger aggregates would form at a high concen-
tration of NMs, affecting the mobility and bioavailability of NMs. Similar trends
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have been found in the effects of carbonaceous nanomaterials (CNMs) on soybean
nodulation, dinitrogen fixation potential, and growth in soil (Wang et al. 2017). Nodu-
lation andN2 fixation potential appeared negatively impacted by CNMs, with inverse
dose–response relationships attributed to reduced bioavailability due to the CNMs’
aggregation.

Morphology and Shape

Recent experimental evidence has shown that the morphology and shape of NMs
play an important role in the associated toxicity. Samei et al. (2019) found that
compared to rod-shaped ZnO NMs, spherical ZnO NMs were more destructive to
microalgal cells. The addition of 0.7 mg/L of ZnO nano-rods to microalgal samples
caused 30% cell death, while 50% cell death was observed by adding the same
concentration of spherical ZnO NPs (Samei et al. 2019). Also, it was found that Au
NMs with spherical shapes interacted more readily with algae than rod-shaped NMs
(Abdolahpur Monikh et al. 2021). When algae were exposed to spherical and rod-
shaped Au NMs at the same concentration, 68% of algal cells internalized spherical
10-nm Au NMs, whereas only 34% of cells contained rod-shaped (10 × 45 nm) Au
NMs.

In summary, the ecotoxicity of NMs can be caused by several factors, including
dissolution, size, concentration and morphology. Due to the complexity and wide
array of NM properties, the establishment of environmental standards for the safe
levels of NMs is complicated. With the development of visualization and quantifica-
tion techniques of NMs, it is possible to generate more data that would support and
provide evidence for the environmental standards regarding NMs.

Advanced Methods for Quantifying and Imaging
Nanomaterials

It is an enormous challenge to conduct qualitative and quantitative analyses of NMs
in the environment. For comprehensive characterization of NMs, both quantitative
data, including mass-based (or molar) and number concentrations, and qualitative
information such as chemical (elemental composition, ionic or metallic species) and
physical (e.g., size, shape, and aggregation state) parameters need to be measured.
The need for qualitative and quantitative analysis of NMs is driven by the aspect
that physicochemical properties of NMs are closely tied to their occurrence, fate
and toxicity in the environment (Laborda et al. 2016). The current challenge for
analytical scientists is to develop accurate and fast approaches for the detection,
characterization and quantification of NMs in complex environmental samples at
realistic concentrations.
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Imaging Methods

Imaging methods can provide qualitative information about NMs, including size,
morphology, localization, and surface coating. Imaging methods can achieve
high spatial resolution, sometimes at sub-nanometer resolution. However, imaging
methods require careful sample preparations, as imaging is commonly performed in
vacuum conditions, which is a great challenge for environmental samples with high
moisture content.

Hyperspectral imaging (HSI) provides point by point measurement and analysis
of the spectral characteristics, which holds a proven record of success in environ-
mental monitoring. HSI yields a hyperdata cube with continuous spectral and spatial
information in onemeasurement, engaging non-contact and remote sensing (Zamora-
Perez et al. 2018).Moreover, HSI is sensitive to subtle spectral changes ensuring thor-
ough discrimination of chemical or biological entities, or tracking agents’ changes
over time (Gao and Smith 2015). Combining the spatial-scanning HSI with dark-
field microscopy is considered highly advantageous for optical studies of nanoscale
materials. Hyperspectral-enhanced dark field microscopy (HEDFM) has a powerful
resolving capability and is designed to provide in situ optical observation and spec-
tral characterization of a wide range of NMs during their interactions with biological
matrixes. The unique interaction between light and matter generates characteristic
profiles of scattered light, serving as spectral signatures for each target. The main
advantages include the nondestructive nature of the method and the direct sample
testing without pretreatment.

Ramanmicrospectroscopy is a label-free technique,which canprovide aholistic,
real-time representation of the biochemistry of the whole cell, at subcellular levels
(Byrne et al. 2020). Based on inelastic scattering of light due to coupling of energy
of incident photons with vibrations of target samples, Raman spectroscopy is well
established for chemically fingerprintingmaterials, with applications in, for example,
forensics and the pharmacological industry (Vankeirsbilck et al. 2002; Vandenabeele
2004). Similar to infrared vibrational spectroscopic analysis and imaging, Raman
microspectroscopy has the advantage of being label-free, producing a spectrum that
comprises contributions from each molecular bond, and is a “signature” or “finger-
print” which is characteristic of a material, or changes associated with a physical or
chemical process (Byrne et al. 2020). Raman microspectroscopy offers a label-free
high content probe of NMs within cells, which can potentially analyze the local
environment, fate, and ultimately changes in their cellular metabolism, which can
be correlated with cytotoxic responses and oxidative stress or inflammation (Byrne
et al. 2020).

Atomic force microscope (AFM) provides images by quantifying the forces
between the probe and the sample surface (Delvallée et al. 2013). It can provide infor-
mation such as size, morphology, and surface characterization at the sub-nanometer
resolution in the Z direction. Sample preparation for AFM is a critical step to guar-
antee the reliability of analysis results, while sample preparation methods can lead
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to divergent results. According to Baalousha and Lead (2012), the ultracentrifu-
gation method could be used to study NMs at environmentally relevant concen-
trations, performing better than the adsorption and drop deposition methods. By
combining mathematical calculation and correlation between mass and number
concentrations, AFM has been successfully used to detect the number concentra-
tion of NPs (Baalousha et al. 2014). However, AFM has a limitation of nonelement
specificmeasurement. And due to the size and geometry of the tip, AFMmay broaden
lateral dimensions (Delvallée et al. 2013), resulting in poor resolutions in the X and
Y direction. In comparison, transmission electron microscopy (TEM) can obtain 0.1
nm resolution in the X andY directions, so the two techniques can be complementary
in measuring the size of NMs (Delvallée et al. 2013).

Transmission electron microscopy (TEM) can be used to visualize NMs and
obtain information on the size, number, shape, and aggregation state of NMs. The
advantage of TEM over other methods is that it provides accurate particle size
measurements compared to optical and centrifugal methods as the latter only provide
hydrodynamic sizes. Another advantage of TEM is that it can be used to analyze
samples containing a mixture of particles with different shapes, which is not measur-
able by most other methods. Specifically, high-resolution TEM (HRTEM), which
enables visualization of material properties at the atomic scale, allows differenti-
ating engineered NMs (such as carbon nanotubes and metal NPs) from natural parti-
cles (Edgington et al. 2014; Maher et al. 2016). NMs can be identified by coupling
TEM with spectroscopic analysis, such as energy-dispersive X-ray spectroscopy for
metallic NMs (Mielke et al. 2013) and electron energy loss spectroscopy for CNTs
(Edgington et al. 2014). However, TEM cannot be considered an ideal approach for
NM quantification, as a large number of particles needs to be counted and measured
to obtain statistically significant and representative results for average NM size.
Walczyk et al. (2010) evaluated about 500 images of nanoparticles to obtain mean-
ingful statistical results for the particle size, which is a time-consuming and low-
throughput technique for quantification. Additionally, the high expense and expertise
required to operate TEM are potential limitations.

Scanning electron microscopy (SEM) can be used to image the sample surface
by scanning it with a high-energy beam of electrons (Sadik et al. 2009). Traditionally,
the specimen is required to be completely dry, which is difficult for environmental
samples. The drying process may aggregate NMs or change their surface properties
in environmental samples. To image NMs in their ambient conditions, environmental
SEM (ESEM) was developed. In ESEM, NMs can be imaged under relatively high
moisture conditions, which provides a new approach to investigate NMs in natural
matrices (Tiede et al. 2009). In addition to ESEM, which allows only the top layer
of the wet sample surface to be studied (Bogner et al. 2005), there is a more recently
developed method called WETSEM which differs from ESEM mainly in that it can
be applied to any SEM and enables observation of liquid samples that are a few
microns deep (Dyab and Paunov 2010).
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Spectroscopic and Optical Methods

Based on light scattering and light absorption principles, spectroscopic and optical
methods can offer quantitative information about NP samples such as number
concentration and size distribution.

Ultraviolet–visible (UV–VIS) spectroscopy can be used to identify the concen-
tration of homogeneously dispersedNMs in a solvent. Additionally, it can be adopted
to estimate the bandgap energy of NMs and identify specific NPs. Bao et al. (2011)
adopted time-dependent UV–VIS spectroscopy to confirm the formation of Ag NPs
on graphene oxide (GO) nanosheets. The absorption spectrum of the Ag NP/GO
composite suspension showed an absorption band with a maximum at 420 nm,
indicating the presence of single spherical or roughly spherical Ag NPs.

Dynamic light scattering (DLS) is the most commonly employed technique to
measure nanoparticle size in aqueous suspensions. While commonly conducted in
batch mode in a cuvette requiring sample volumes in an mL range, DLS in high-
throughput microwell-plate format allows to analyze a 4-µL sample volume. The
instrument measures the diffusion coefficient of particles moving under Brownian
diffusion conditions. The diffusion coefficient can be extracted by analyzing fluctua-
tions of the scattered light intensity over time. The particle size can then be calculated
by applying the Stokes–Einstein equation (Baalousha et al. 2011). However, DLS can
provide average hydrodynamic diameter rather than single particle size. Moreover,
the NMs are considered spherical by DLS techniques, which may underestimate the
actual size of the particles in the dispersion (Brar and Verma 2011).

Nanoparticle tracking analysis (NTA) is a recently developed method to
measureNMsize and number concentration in liquid dispersions accurately. It relates
the rate of Brownian motion to particle size. In the NTA system, NMs are visualized
by light scattering using a light microscope. The NTA software tracks the Brownian
motion of individual NPs and calculates their size and total concentration (Dragovic
et al. 2011). A range of parameters can be adjusted in video capture and analysis,
thus allowing the user to optimize particle identification and tracking for a partic-
ular sample. NTA successfully addresses one of the key problems with DLS, in that
it can resolve and accurately measure particles with different sizes simultaneously
within the same solution (Dragovic et al. 2011). NTA also shows high sensitivity in
terms of particle number concentration and hydrodynamic size distributions since it
detectsNPs individually. Compared to electronmicroscopy,NTAcanmeasure a large
number of NMs in much less time, and NMs are not subject to shrinkage artifacts
due to fixation. However, since NTA determines particle size based on Brownian
motion, it depends on the refractive index. It has a limited capacity to detect weakly
scattering NMs due to the low amount of scattered light.
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Hyphenated Techniques

Environmental samples are often composed of populations of polydispersed NPs
in complex matrices. Separation techniques such as flow field-flow fractionation,
capillary electrophoresis and hydrodynamic chromatography have been used to sepa-
rate sub-populations of NPs or resolve them from complex environmental matrices.
Combining separation techniques with detectors can provide a sound foundation for
the resolution of complex NP systems.

Flow field-flow fractionation (FLFFF) is a family of chromatography-like
separation techniques used for particle and macromolecule sizing and separation
(Baalousha et al. 2011). The separation is based on hydrodynamic principles, in
which particles are separated due to their interaction with a cross-flow of carrier
liquid, applied over the cross-section of a thin, flat channel. Due to the opposedmove-
ments of field transport and Brownian motion, a group of particles with the same
diffusion coefficient would have a similar retention time to separate the particles
(Baalousha et al. 2011).

The FLFFF method can separate NMs continuously, non-destructively, at high
resolution with a size ranging from 1 nm to 100 µm (Baalousha et al. 2011). Mean-
while, FLFFF could separate NMs in their native conditions since the carrier liquid
can be adapted to the dispersed nanoparticle system, as well as the possibility to
couple either on-line or off-line to a wide range of detectors such as UV, ICP-MS,
TEMandAFM(Meermann 2015). FLFFFhas been applied to analyzeNMs (e.g., Ag,
Au, Se, SiO2, TiO2 and ZnO) in biological samples (Schmidt et al. 2011; Bolea et al.
2014; Poda et al. 2011; Hawkins et al. 2014). Although FLFFF has several advan-
tages compared to other separation and fractionation techniques, it still suffers from
certain limitations, such as material losses, particle–membrane interaction, sample
dilution, washing of sample components and overloading (Baalousha et al. 2011).

Given the grade of the complexity of the samples analyzed, FLFFF is usually
hyphenated to different detectors (Baalousha et al. 2011). ICP-MS is commonly
used as an online elemental detector due to its high sensitivity and elemental selec-
tivity (M-M and Siripinyanond 2014). Poda et al. (2011) investigated the use of
FLFFF interfaced with ICP-MS as a sensitive and selective method for detecting
and characterizing Ag NMs. The fractograms of different sizes of Ag NMs obtained
under the standardized processing conditions by FFF–ICP-MS agreed well with the
DLS size measurement results (Poda et al. 2011).

Electrophoretic techniques, which are based on themigration of charged species
under the influence of an applied electric field, are available in different formats.
Capillary electrophoresis (CE) is one of the most commonly used electrophoretic
techniques for separating and characterizing NMs (Surugau and Urban 2009). CE
only requires a minimal amount (nanoliters) of sample for analysis with high resolu-
tion, making it suitable for analyzing precious samples with limited amounts avail-
able. However, special attention must be paid to the surface characteristics of the
NMs, since distinct surfaces can lead to inconsistent migration behaviors. By adding
ionic surfactants, the capability for CE to separate different sizes of metal NPs
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enhanced. For instance, Liu et al. (2005) demonstrated that the addition of sodium
dodecyl sulfate (SDS) to the background electrolyte improved the size separation of
AuNPs as the charge of the NPs was related to the number of molecules of surfactant
adsorbed.

Hydrodynamic chromatography (HDC) can separate NMs based on their
hydrodynamic diameters (Striegel and Brewer 2012). Like FLFFF, HDC separates
NMs based on the particle diffusion coefficients, which are inversely related to
their hydrodynamic diameters through the Stokes–Einstein equation (Proulx and
Wilkinson 2014). The column void volume can be considered to be a network of
flow channels or capillaries in which a parabolic flow profile is established, where
larger particles that cannot reach the surface of the beads are eluted faster. Coupling
HDC with various detectors enables to gain further knowledge on the size, shape
and concentration of NMs. For example, Ag NPs with a radius of 20 nm could be
detected in a river water sample at the concentration as low as 4 µg/L by coupling
HDC to ICP-MS (Proulx and Wilkinson 2014).

Single-Particle ICP-MS (spICP-MS)

The emerging spICP-MS technology was designed to separate individual NMs
at environmentally realistic concentrations from the background, including ionic
components (Laborda et al. 2011). The principle is to detect one NP as a single
pulse in each reading cycle. spICP–MS operates in a time-resolved mode, and the
frequency of signals is directly related to the number concentration of NPs while
the intensity of signals is related to NM size (Degueldre and Favarger 2003). spICP-
MS can provide information about the number concentration of NP suspensions,
as well as about the elemental mass content per NP. With additional information
on NP physicochemical properties (shape, composition and density), the core size
of the NPs can be calculated, and number size distributions can be obtained. The
dynamic range of spICP-MS may be extended up to the micrometer region; also
polydispersed systems, aggregation, or agglomeration processes may be studied. In
addition, dissolved ions fromNPs can also bedetected anddetermined. spICP-MShas
been used for screening purposes to detect the presence of NMs and their dissolved
ions in biological tissues (Peters et al. 2015) and blood (Jenkins et al. 2015).

spICP-MS has been coupled to different separation techniques. The first online
coupling of spICP-MS to hydrodynamic chromatography (HDC) was presented by
Pergantis et al. (2012), where Au NPs were separated by their size. In 2016, spICP-
MSwas coupled online to asymmetric field flow fractionation (AF4) to fractionate the
NMs by their size and also core–shell NPs frommono-component NPs (Huynh et al.
2016). The coupling of separation techniques online to spICP-MS has the potential
to answer non-trivial questions in the analysis of mixtures of different NPs, where
spICP-MS alone does not provide sufficient information.
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Challenges and Future Perspectives

Biological Samples

Most of the environmental and biological samples require pretreatment (e.g., matrix
cleanup) prior to the quantification of NMs. Particularly, it is essential to extract
NMs from biological samples, however, conventional acid digestion would dissolve
and change the physicochemical properties of NMs. To overcome this issue, alka-
line reagents have been applied as alternatives to acid digestion. For example, Gray
et al. (2013) extracted NMs from tissues via alkaline digestion using tetramethy-
lammonium hydroxide (TMAH). The results proved that TMAH was a highly effi-
cient extraction reagent that didn’t cause NM size distribution alterations and the
procedure had a high recovery rate. Similarly, enzymatic digestion has been used to
degrade proteins in the biological samples (Loeschner et al. 2014) and digest plant
cell walls (Dan et al. 2015). When enzymatic or alkaline digestions are used for
complex matrices (e.g., animal tissues and plants), care must be taken not to alter
the NM properties. Another NM extraction method is cloud point extraction (CPE),
which involves the addition of a surfactant at a concentration above its critical micelle
concentration (CMC). If the solution temperature is increased above the cloud point
temperature of the surfactant, micelles are formed, and hydrophobic compounds are
extracted with the surfactant micelles (Duester et al. 2016). CPE has been optimized
for metallic NPs (e.g., AuNPs) in complex media such as soil matrix (El Hadri and
Hackley 2017). The ultimate goal of any sample preparation step must be a high
particle recovery rate and little to no NM transformation (Mozhayeva and Engelhard
2020).

On the other hand,microscopy techniques provide the opportunity to visualize and
measure NM size and size distribution, structure andmorphology, and the interaction
of NMs with environmental compounds without the extraction of NMs from the
environmental sample matrix. However, microscopy techniques (AFM, TEM and
SEM) have not been effectively applied to analyze the number concentration of
NMs in suspension due to the inherent sample preparation issues. Traditional sample
preparation protocol based on drop deposition of the sample solution on microscopy
substrates provides an inaccurate representation of the NM size distribution and
concentration (Baalousha and Lead 2012). For example, evaporating a sample drop
into dryness could increase particle and solute concentrations, with the consequent
aggregation of particles and the possible precipitation of salts. Multiple approaches
are used to preserve the hydrated state of particles, namely by cryofixation or by
embedding the particles in a water-soluble resin to fix the water (Hassellöv et al.
2008).
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Detection Limits

Due to the development of techniques to image and quantify NMs, the detection
limits of NMs have been significantly improved compared to conventional methods.
However, there are several challenges to the further improvements of detection limits.
For example, the detection limits of DLS depend on the presence of interfering parti-
cles such as dust or large-sized particles. The dust would affect diffusion coefficients,
and the large size particles increase the light scattering intensity. To eliminate the
interference of dust and large-sized particles, pretreatment such as filtration is needed.

The detection limit of spICP-MS is related to the transmission efficiency of the
packet of ions generated from each NP through the spectrometer (Laborda et al.
2011). The loss of transmission efficiency may come from adsorption to the nebu-
lizer, NMs surface charges and adsorption to spray chamber walls (Mozhayeva and
Engelhard 2020).As for the challenges on the detection limits ofNMnumber concen-
trations, the data acquisition frequency and background signals should be considered.
The acquisition frequency should be set appropriately to avoid multiple NM events,
and the signal to background ratio ought to be high enough to extract data produced
by NMs rather than natural background.

Future Perspectives

To enhance the performance of quantification and imaging of NMs in biological
samples, more attention should be paid to the sample preparation, particularly the
recovery ofNMs fromenvironmental samples. In addition, the detection limit ofNMs
should be further improved to meet the requirements of environmental sample anal-
ysis, i.e., detection of NMs at low concentrations in complex matrices. For example,
one approach taken towards achieving this goal is the optimization of dwell time
and/or acquisition frequency to enhance the resolution of NMs in the spICP-MS
analysis.

The accuracy of NM analysis could be enhanced by applying multiple methods
simultaneously. Laborda et al. (2016) divided the levels of complexity on NM quan-
tification and imaging into three categories. The first level includes NM detection
in commercial products, where the concentration of NMs is high. The second level
includes ecotoxicology and fate study of NMs in the laboratory, where control exper-
iments can be done and the composition of detected samples is always known. The
third level concerns NM detection in complex environmental matrices at realistic
concentrations, where the NM type and concentration are unknown. The studies
involving the first two levels can lay a solid foundation for the complex third-level
application. It is necessary to apply a combination of different techniques to success-
fully detect and characterize engineered NMs in the environmental samples. As the
realistic environmental concentrations of engineered NMs are low, methods like
spICP-MS are needed for size and concentration determination. Imaging methods
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(e.g., TEM and SEM) can be performed to visualize NMs and approximately confirm
the composition of NMs. Additionally, UV–VIS spectroscopy can be applied as a
supplementary technique to identify and characterize metallic NMs. DLS can also
provide supplementary information about hydrodynamic diameters. Thus, a multi-
method technique should be developed in the future to satisfy the urgent need for
detecting NMs in real environmental samples with low concentrations and unknown
compositions.
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Chapter 2
An Overview of Methodologies
for Tracing and Quantifying
Microplastics in Environmental Samples

Fazel Abdolahpur Monikh, Gopala Krishna Darbha, Martina G. Vijver,
and Willie J. G. M. Peijnenburg

Abstract Microplastics in the environment are a serious environmental problem.
The absence of standard methods for sampling and sample preparation and tech-
niques for characterization and quantification of microplastics, particularly, in the
complex matrices of environmental samples hinder assessing the fate and the risk
of these emerging contaminants. In this chapter, we provide an overview of the
approaches used for sampling and sample preparation of microplastics in different
environmental compartments and the techniques used to characterize and quantify
microplastics. The chapter also provides a comprehensive summary of the chal-
lenges associated with each approach and the limitations of the techniques. Finally,
the chapter highlights the need to establish standard approaches in future research.

Introduction

The increase in plastics production and application inevitably leads to the generation
of a considerable amount of plastic waste around the globe. Plastic pollution is highly
debated in society as well as in the scientific and legislative communities. Plastics
represent a type of pollution of which we are fully accountable, and that represents
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Fig. 2.1 Origin of microplastics and their distribution in different ecosystems and food chains
(NoteWWTP—wastewater treatment plant)

the nature and extent we pollute our planet. Poor management and unintentional
release of plastic waste in the environment have raised concerns about their possible
environmental adverse effects, asmost of the applied plastics in our daily life are non-
biodegradable andmay persist in the environment for a long time. From1950 to 2015,
approximately 6,300 Mt of plastic have been produced worldwide and only 9% has
been recycled (Geyer et al. 2017). Plasticwastewill eventually end up and accumulate
in the environment. Plastics in the environment are exposed to various environmental
physicochemical factors that can break down plastics, e.g., ultraviolet (UV) radiation,
varying temperatures, and the activities of microorganisms. This will lead to the
formation of small-scale plastic pieces, so-called secondary microplastics (Fig. 2.1)
(Jahnke et al. 2017). Consensus exists that microplastics consist of plastic pieces with
particle sizes between 1μmand 5mm (Gagné et al. 2019). Other size definitions have
also been proposed, e.g., <10 mm, <2 mm and <1 mm (Pinto da Costa et al. 2019).
Primary microplastics directly enter the environment in the microscale size, which
is fabricated to be used in certain consumer products such as cosmetics, air-blasting
media paints, textile fibers, etc. These products often end up in wastewater treatment
plants (Fig. 2.1) and finally can find their way into the environment. Wastewater
treatment plants could, thus, accumulate a considerable amount of microplastics
(Kazour et al. 2019), which can end up in the agricultural soils upon application of
sewage sludge as biosolid (Crossman et al. 2020). In addition, it was estimated that
approximately 4,594–94,500 microplastic particles are released from a single use of
exfoliants into the environment (Napper et al. 2015) and personal care products are
the source of 0.1–1.5% of microplastics in the North Sea (Gouin et al. 2015).
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Microplastics in the environment are distributed in different ecosystems. Research
performed in the last decades has documented the presence of microplastics in
different environmental compartments, ranging from soil and sediment to snow and
air (Fig. 2.1) (Wright et al. 2020), and even in remote areas such as the deep sea
(Woodall et al. 2014) and the Arctic polar waters (Lusher et al. 2015). As a result,
organisms from different ecosystems may be exposed to microplastics. Uptake of
microplastics has been reported in some biota including fish, crabs, and bivalves
(Granek et al. 2020). Whether these microplastics can induce adverse effects in
organisms is under investigation. Most of the documented assessments of adverse
effects of microplastics were performed under controlled conditions by using a high
concentration of standard particles, mostly polystyrene (PS). This may raise the
question of whether the findings are representative of real-life scenarios. To mimic
the real-life environmental scenarios, it is required to quantify the concentration
of microplastics in the environment and to understand their transformation as the
actual exposure concentration can significantly influence the adverse effects of these
materials.

Microplastics are present as a complexmixture of different polymer types, shapes,
and sizes in both the environment and in organisms (Fig. 2.2). Plastics also contain
different chemical additives such as metals as pigments and phthalates to soften
plastics. There are already more than 5,000 different types of plastic on the market
and the number of chemicals used to make plastics is likely even larger. If all these
materials end up in the environment, it results in a very broad range of microplastics
with various chemical compositions. The detection and subsequent identification of
materials with this diversity are rather complex and cannot be done based on a single
method.

Fig. 2.2 Examples of plastic a fibers, b fragments, c films, and d spherical particles reprinted
from Brandon et al. (2019) (Copyright © 2019; exclusive licensee American Association for the
Advancement of Science)
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Analytical methods have been improved for measuring microplastics in the envi-
ronment (Renner et al. 2018). A large amount of research has been carried out on the
identification, quantification, and characterization of microplastics in the environ-
ment and organisms. The complete microplastics analysis involves different stages,
including sampling, sample preparation, identification, characterization, and quan-
tification. A standardized protocol for these stages is still missing. Consequently,
analyzing microplastics in different environmental samples may be challenging, and
comparing the results generated from different laboratories is not yet possible. The
objective of this chapter is to present the current knowledge on common approaches
for sampling, sample preparation, identification, characterization, and quantifica-
tion of microplastics in the environment. The limitations of these approaches and
techniques are also discussed. This chapter provides a structured overview of the
analytical techniques and methods currently applied for the analysis of microplastics
in environmental samples including samples as complex as whole organisms.

Methods

A systematic review was carried out of publications published from the year 2000
up to 2020, which were identified by the search engines Scopus, Web of Science
and Science Direct. We applied the search term “microplastic” in any topic, title, or
text category. The keyword string was microplastics, methods, and the environment.
The search results identified 2,669 peer-reviewed research articles. By reading the
abstracts of all articles that we found, we were able to identify the relevant studies
reporting on methods for microplastics in environmental samples. Articles focusing
on ecotoxicity and microplastics in consumer products and wastewater treatment
plants were excluded from the scope of this chapter.

Sampling Microplastics in Different Environmental Matrices

Herein, we provide a brief overview of the methods, the limitations of the methods,
and the knowledge gaps in microplastics measurements. The selection of a sampling
approach is largely dependent on the environmental matrices, e.g., soil, sediment,
water, biota, or air, and the type and size of microplastics. The sampling procedures
for microplastics in water, sediment, beach sand (Ferreira et al. 2020), organisms,
and tissues (Avio et al. 2015) have been reported in some of the previous studies.
Despite this, the absence of a standard protocol for sampling microplastics and the
complexity of sampling organisms and soil has shifted most of the focus toward
sampling of water and sediment of aquatic ecosystems.
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Sampling Water

Water samples are mostly collected from the surface or close to the surface using
manta trawls and neuston nets (Cabernard et al. 2018), plankton nets, planktonic
circular tows (Cutroneo et al. 2020; Ferreira et al. 2020), bongo nets (Crawford
and Quinn 2017), bottles, and water intake pumps (Ding et al. 2019). For instance,
Rodrigues et al. (2018), applied amotorwater pumpwith a 0.055-mmmeshnet (nylon
with 0.01 m2) for sampling water, recovering all particles with a size ≥0.055 mm.
Although these sampling procedures are not developed specifically for microplas-
tics, they are straightforward to be used for sampling microplastics in water. There
are some disadvantages associated with these approaches. For example, the main
disadvantage is the bias towards the larger microplastics due to the mesh size of
the sampling devices which easily ignores microplastics with a smaller size than
the mesh size (Dris et al. 2018). Another disadvantage is the non-selective sampling
of microplastics because the microplastics might be mixed with other debris. This
necessitates an extra step of sample purification and complicates the direct identi-
fication of microplastics. Moreover, nets and sieves with a small mesh size can get
clogged fast (Kazour et al. 2019). Collecting water samples using a bottle, so-called
bulk sampling (Wang and Wang 2018), can in principle provide a sample without
any influence on the size distribution of the collected microplastics. This approach,
however, allows collecting a relatively small amount of water samples, which may
not only influence the representativeness of the sample (Hidalgo-Ruz et al. 2012) but
also challenges the identification of microplastics, as the amount of microplastics in
samples is expected to be low.

Sampling Sediment

Regarding sampling large microplastics in beach sediment, which mostly are
collected from the top 5 cm, devices such as tweezers (Ashton et al. 2010) and
metal shovels (Wang and Wang 2018) are used. These methods are not suitable if
an assessment of size distribution and abundance of the microplastics in sediment is
the intended purpose, as these methods exclude microplastics of smaller sizes than
what can be observed with a naked eye. To address this issue, a stepwise sampling
method for microplastics in the sand has been developed and validated by Besley
et al. (2017). In this method, a 50 × 50 cm quadrat is placed into the sand, using a
ruler to measure the top 5 cm sand. The sand from the 5 cm upper layer in the quadrat
is carefully removed with a metal trowel, sieved by a 5 mm sieve and transported to
the lab. It has been shown that the sampling method is robust and also suitable for
sample collection by non-professional volunteers (Lots et al. 2017).

Metallic grabs are often used to sample sediment from deeper underwater ecosys-
tems. To provide a representative sample, collecting several replicates of samples
from the same area is recommended (Wang and Wang 2018). This method is not
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applicable in some cases, e.g., when the area for collecting sediment samples contains
coral reefs. For example, Ferreira et al. (2020) used scuba diving from the seafloor
and they used a metal scoop as an alternative method for using the grab to collect
samples from sediment due to the presence of coral reefs.

Sampling Organisms

There is no specific sampling method for organisms that is tailored to microplastics.
Most of the tested organisms to date are aquatic organisms, particularly fish, and
the specimen collection procedures are the same as the procedures used for other
contaminants, e.g., purchasing organisms from the market (Yu et al. 2019), or using
fishermen to capture fish or plankton nets to harvest zooplankton. For example,
Ferreira et al. (2020) captured 120 fish from Laucala Bay and Vanua Navakavu using
local fishermen to investigate microplastics in the organisms. Bessa et al. (2018)
collected 120 individual fish from theMondego estuary using a 2× 0.5m beam trawl
with one tickler chain and a 5 mmmesh size in the cod end. Fernández Severini et al.
(2020) collected shrimp from Canal Vieja at a mean depth of 6.5 m using a shrimp
trawl. Zooplankton sample was also collected from Kenya’s marine environment
using horizontally towing of a zooplankton net with a 500-μm mesh (Kosore et al.
2018). Standardized sampling procedures for microplastics in plants and mammals
are not available, although laboratory-based studies showed that plants may take up
microplastics (Goss et al. 2018; Li et al. 2019, 2020a). Like aquatic organisms, plants
and mammals could also be sampled following the sampling procedures developed
for other chemicals.

Sampling Other Environmental Compartments

Very few studies reported sampling methods for microplastics in soil and air.
Crossman et al. (2020) used a cylindrical stainless-steel corer, 5 × 8 cm, to collect
soil samples from three depths, 0–5 cm, 5–10 cm and 10–15 cm. Huang et al. (2020)
applied bulk sampling to collect soil samples from cotton fields in China. Scheurer
and Bigalke (2018) collected soil samples using simple steel tools and packed the
samples into an aluminum box before transporting them to the laboratory. Similarly,
Li et al. (2020b) collected soil samples randomly using a narrow stainless-steel spade
from a 0.1 × 0.1 m quadrat with 0.2 m depth.

There is also no specific sampling method tailored to microplastics in the air and
atmospheric depositions. Wright et al. (2020) collected total atmospheric deposition
samples from a nine-story-high roof at a riverside urban site in Central London
using an aluminum rain gauge with a 0.03 m2 (200 mm diameter) orifice. O’Brien
et al. (2020) collected all airborne microplastics, indiscriminate of size, using a
high-volume air sampler of total suspended particles with a sampling volume of
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55 m3/h. Airborne microplastics samples were collected indoors, in the living room,
and outdoors, on a second floor, using a portable air sampler equipped with a PM10

inlet in quartz fiber filters for 48 h at a flow rate of 5 L/min (Prata et al. 2020). Wang
et al. (2020) collected samples at stations along a ship track using the KB-120 F type
intelligent middle-flow sampler for total suspended atmospheric particulate matter
with a sampling flow rate of 100 ± 0.1 L/min.

There aremany studies inwhich no samplingmethodwas reported.During sample
collection, one must consider the possible errors that may occur and that might
affect the representativeness of the samples due to relatively low concentrations
of microplastics and their uneven spatial distribution in environmental samples and
organisms. Generic sampling protocols formicroplastics without considerable biases
towards a specific class of size must be developed to facilitate an informed choice
on the appropriate sampling mode and the inter-laboratory comparisons (Sun et al.
2019).

Sample Preparation

After sampling, microplastics are present in a complex sample matrix containing
many different materials ranging from biological molecules in organisms to sand
and clay minerals in the soil which can diminish the analytical accuracy. The
existing analytical challenges are especially pronounced in the case of the smaller-
sized microplastics because fit-for-purpose analytical techniques that can be used
to analyze these materials in complex matrices of environmental samples are not
available so far. Most of the available analytical techniques can measure only one
physicochemical property of microplastics and in most cases only in pure and simple
media. Environmental samples such as soil, sediment, water, and organisms are
complex matrices. Detection, identification, and characterization of microplastics
in such a complex matrix are inherently difficult because of the small size and the
composition of the microplastics, which is similar to the composition of the biogenic
polymers present in the environment e.g., proteins, cellulose, and chitin. Most of
the available analytical techniques cannot directly measure microplastics in envi-
ronmental matrices. Sample preparation is thus required to purify the microplastics
by removing the background matrices. The sample preparation method of choice
depends on the matrices of interest (Fig. 2.3) and commonly includes density separa-
tion, sieving, digestion, andfiltration (Wang andWang2018). For example, according
to the protocol developed by Besley et al. (2017), after bringing sand samples to the
laboratory, approximately 350 g of wet sand was placed in a glass Petri dish, covered
with aluminum foil and dried at 60 °C for 48 h. Then an aliquot of the sand sample
was used for microplastic extraction.

Table 2.1 summarizes some of the reported sample preparation methods for
microplastics in different environmental samples. For the separation of microplastics
from sediment and water, sieving is usually followed by density separation (Eerkes-
Medrano et al. 2015). The density differentiation and flotation method, which is
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Fig. 2.3 Commonly usedmethods for the separation of microplastics from different environmental
samples

the most applied method, is based on the principle that microplastics float on the
surface of a liquid due to buoyancy while heavier materials settle in the liquid. This
facilitates the separation of low-density microplastics (Eerkes-Medrano et al. 2015).
Many different salt solutions have been used for the density separation process such
as saturated sodium chloride (NaCl), sodium iodide (NaI), zinc chloride (ZnCl2),
and, to a lower extent, sodium polytungstate (Na6[H2W12O40]) (Wang and Wang
2018). Nevertheless, sieving and filtration as well as the density separation method
cannot isolate microplastics that are attached to organic materials in the samples.
In aquatic ecosystems, for example, microplastics may be covered by biofouling
(Rummel et al. 2017) which can enhance the density of the low-density microplas-
tics and challenge the filtration and density-based separation. For example, following
the protocol developed by Besley et al. (2017) for sediment, 50 g of dried sediment
sample was put into Erlenmeyer flask, and mixed with 200 mL of fully saturated salt
solution. The mixtures were stirred on a magnetic stirrer for 2 min at 600 rounds
per minute (rpm), followed by a settling period of a minimum of 8 h. Approxi-
mately 100–150 mL supernatant was filtered through a gridded 0.45-μm pore-size
and 47-mm diameter Millipore filter paper. Hereafter, the sand was resuspended in
the starting volume of 200 mL of saturated salt solution and stirred for a second
round of extraction.

Different digestion methods have been successfully used to remove the back-
ground of biologicalmaterials and isolatemicroplastics from the samples (Table 2.1).
For waters and sediments, the National Oceanic and Atmospheric Administration
(NOAA) in the United States and the European Union Marine Strategy Framework
Directive (MSFD) have suggested the application of hydrogen peroxide (H2O2) as a
suitable agent for removing organicmaterials and extractingmicroplastics from envi-
ronmental samples (Rocha-Santos and Duarte 2015). Aggressive digesting agents
such as nitric acid (HNO3), perchloric acid (HClO4), and hydrochloric acid (HCl)
have also been applied to extract microplastics (Wang and Wang 2018). Other alter-
native agents that have been used, include potassium hydroxide (KOH), sodium
hydroxide (NaOH), and sulfuric acid (H2SO4) (Huppertsberg and Knepper 2018).
Enzymatic digestion procedures (Cole et al. 2015) and the use of alkaline solutions
such as tetramethylammonium hydroxide (TMAH) were also applied for removing
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organicmatter. For example, AbdolahpurMonikh et al. (2020) successfully extracted
small microplastics from algae and daphnids using TMAH (5%). In many cases,
however, extraction methods using strong acids such as HNO3 could lead to signif-
icant degradation of some polymers, such as polyamide (PA), and this may cause
significant changes in the resultingweight, size, and color ofmicroplastics (Löder and
Gerdts 2015). Therefore, caution must be used when selecting and applying diges-
tion agents or a mixture of agents. This can, for instance, be done by optimizing the
ratio of digestion agents to the samples, the time of digestion, and/or the temper-
ature at which the digestion takes place. This will ensure that successful removal
of biological materials from samples is achieved with minimum influences on the
microplastics of interest. It is also important to note that the selected approaches do
not result in the accidental generation of additional microplastics. Proper method
validation is essential before using a method on environmental samples.

Characterization and Quantification

Analyzing the physical and chemical properties of microplastics such as size distri-
bution, shape, polymer composition, and surface chemistry is essential to assess
their fate and possible risk in the environment. The most commonly identified
microplastics in the marine environment are polyethylene (PE), polypropylene (PP),
PS, polyvinyl chloride (PVC), polyurethane (PUR), and polyethylene terephthalate
(PET) with some variations including copolymer compositions (Fahrenfeld et al.
2019) which may have different behavior and adverse effects in the environments.
Different techniques have been proposed to be used for the characterization and
quantification of microplastics (Fu et al. 2020). They range from simple techniques
such as optical microscopy after sieving and/or density separation to a sophisticated
combinationof techniques such as thermo-extraction anddesorption coupledwith gas
chromatography-mass spectroscopy (TDS-GC/MS). As shown in Table 2.1, visual
inspection and molecular vibrational techniques such as Fourier-transform infrared
(FTIR) and Raman spectroscopy are mostly used to identify microplastics extracted
from environmental samples. For example, in a review paper published in 2019,
Prata et al. (2019) reported that visual inspection is almost always carried out for
microplastics quantification. The authors reported that 50% of the reviewed studies
used FTIR-based methods and 10% used Raman spectroscopy when investigating
microplastics in water and sediment. In the next sections, we describe the reasons
for the extensive application of these techniques and the challenges associated with
each technique.
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Stereomicroscopy

The application of stereomicroscopy-based methods for microplastics inspection is
a simple method for the classification of microplastics based on different physic-
ochemical properties such as shape, size and color (Renner et al. 2018). Due to
the availability of stereomicroscopy in many laboratories, this is one of the main
techniques for investigating microplastics and for pre-selection of microplastics for
chemical analysis. The data provided by this method made a considerable contri-
bution to understanding the presence and distribution of microplastics over the last
years. However, this method is subjective and suffers from some limitations. The
main challenges associated with this method are (a) high detection limit of stereomi-
croscopy which biases the observation toward small microplastics, (b) the misclassi-
fication of different materials as microplastics which may lead to overestimation of
microplastics in the investigated samples, and (c) variation between the data obtained
by different observers, which could be due to observer-related errors (Lavers et al.
2016). Thus, this method might be used as a complementary method in the workflow
developed for a comprehensive analysis of microplastics in the environment. Nile red
staining and subsequent photographing of the sample in a UV light Photobox were
used as a complementarymethod for stereomicroscopy for microplastics observation
(Hengstmann and Fischer 2019). In contrast to a fluorescence microscope, the Nile
red staining approach was faster, cost-effective, and more accurate for microplastics.
However, the approach was suitable for large microplastics >0.63mm and, therefore,
may be applied when large sample volumes need to be analyzed (Hengstmann and
Fischer 2019).

Vibrational Spectroscopy

Raman and FTIR spectroscopy are nondestructive vibrational spectroscopy tech-
niques that produce a spectrum based on the interaction of light with molecules.
Several comprehensive review papers have been published so far describing the
application, advantages and disadvantages of these two techniques for microplastics
analysis in the environment (Xu et al. 2019; Chen et al. 2020; Lee and Chae 2021).
FTIR generates an infrared spectrum as a result of changes in the dipole moment of
molecules and Raman generates a molecular fingerprint spectrum resulting from the
polarizability of chemical bonds (Käppler et al. 2016). The last decades’ research
showed that Raman spectroscopy offers a better size resolution and is capable of
detecting particles down to a size of 1 μm. The presence of fluorescence (resulting
from biological materials, some organic materials, clay minerals, and some crys-
tals structures), however, often interferes with the Raman spectra of interest (Xu
et al. 2019). On the other hand, FTIR, which is not influenced by fluorescent mate-
rials, has a lower size resolution with the capability of detecting particles as small
as 10–20 μm. The presence of water in the samples, however, impairs the FTIR
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spectra (Cabernard et al. 2018). Over the last years, both techniques have progressed
dramatically regarding microplastics identification.

Attenuated total reflection FTIR (ATR-FTIR) (Ferreira et al. 2020), which
improves the information on irregular microplastics, transmission FTIR, which is
applicable to thinner samples compared to ATR, and micro-FTIR, which produces
a high-resolution map of the sample, are the most common modes of FTIR used
for microplastics in the environment (Xu et al. 2019). As reported by da Silva et al.
(2020), they developed an automated analytical method for the characterization of
microplastics (<100 μm) using micro-FTIR hyperspectral imaging and partial least
squares discriminant analysis. The authors reported that the approach could success-
fully characterize microplastics in a sediment sample and offer information about the
number and size distribution (da Silva et al. 2020). The application of different FTIR
techniques for microplastics analysis can challenge inter-laboratory comparisons.
Xu et al. (2019) reported that the comparison between ATR and transmission data
is not straightforward due to the optical path for transmitted spectra and ATR. The
authors reported that these differences have not been considered adequately when
comparing the obtained unknown spectra to previously reported spectra in literature
or spectral library.

In comparison to FTIR, particularly in transmission mode, where a thin sample is
required, Raman enables the analysis of both dark and thick samples (Käppler et al.
2016). Surface-enhanced Raman spectroscopy was applied for the analysis of PS,
PE and PP microplastics in pure water and seawater (Lv et al. 2020). The authors
concluded that surface-enhanced Raman spectroscopy offers a good enhancement
efficiency, overcomes the lower size detection limit of microplastics in liquids and
can detect microplastics of 100 nm in size down to the concentration of 40 μg/mL
(Lv et al. 2020). Raman Tweezers, namely optical tweezers combined with Raman
spectroscopy, were recently applied for the identification ofmicroplastics in seawater
(Gillibert et al. 2019).The authors reported that optical trapping andchemical identifi-
cation of sub-20-μmmicroplastics, down to the 50 nm range, allowed unambiguous
discrimination of microplastics from organic matter and mineral sediments. They
claimed that this technique could overcome the capacities of standard Raman spec-
troscopy in liquid, intrinsically limited to ensemble measurements (Gillibert et al.
2019). Levermore et al. (2020) optimized Raman spectral imaging for the identifica-
tion of microplastics smaller than 2 μm in airborne particulate matter. They showed
that Raman spectral images as analyzed by using chemometric statistical approaches
were appropriate for the identification of pristine and agedmicroplastics smaller than
2 μm (Levermore et al. 2020). Nevertheless, molecule vibrational spectroscopy is
still limited by the time and effort required to analyze the signals and sample prepa-
ration process. FTIR and Raman spectroscopy could be complementary techniques,
where a strong Raman intensity can have weak IR intensities and vice versa.
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Thermoanalytical and Gas Chromatography-Mass
Spectrometry

Coupling thermogravimetric analysis (TGA) and gas chromatography-mass spec-
trometry (GC/MS) is another family of techniques that have been used for microplas-
tics chemical analysis. In comparison to spectroscopic techniques, TGA techniques
are destructive, where the samples are thermally degraded using pyrolysis (Py)
or other thermogravimetric systems. The generated products are transferred to the
GC/MS for analysis of their composition.Accordingly, the polymer chemical compo-
sition can be identified. The combination of TGA and GC/MS received increasing
attention recently for analyzing microplastics in environmental samples. Currently,
Py-GC/MS and thermal extraction and desorption (TED)-GC/MS are themajor TGA
techniques used for microplastics analysis. Both techniques are suited for the detec-
tion and quantification of the amount of microplastics present in a sample (Primpke
et al. 2020). Fabbri et al. (2000) successfully used Py-GC/MS to analyze synthetic
polymers in sediment cores and suspended particulate matter of the coastal lagoon
Pialassa Baiona (Adriatic Sea). The authors reported that upon direct pyrolysis,
sediments generated high levels of styrene and benzene and a series of aromatic
hydrocarbons (α-methyl styrene, indene, naphthalene, biphenyl, diphenyl propane),
which indicated the presence of PVC and PS. Markers for rubbers (butadiene dimer,
styrene-butadiene) were identified in pyrograms of suspended particulate matter. In
2011, Antić et al. (2011) developed a method using Py-GC/MS to identify and quan-
tify poly(vinylpyrrolidone) in surface water samples. Good recovery of the spiked
surface water samples (94.6 ± 1.6%) was reported. This indicated the successful
application of the method for the intended purpose in complex matrices of envi-
ronmental samples. Py-GC/MS was applied successfully to investigate the compo-
sition of synthetic polymers in sediments of a coastal lagoon located north-east
the city of Ravenna (Italy), where some selected markers (e.g., chlorobenzene for
PVC, acetic acid for poly(vinyl acetate) and cyclohexenylbenzene for styrene–buta-
diene rubbers) were detected (Fabbri 2001). Dekiff et al. (2014) investigated the
spatial distribution of microplastics in beach sediments of the North Sea island of
Norderney using Py-GC/MS. They could successfully identify PP, PE, PET, PVC,
PS and PA microplastics. Fischer and Scholz-Böttcher claimed that Curie-Point Py-
GC/MS combined with thermochemolysis was an excellent analytical tool for simul-
taneous identification and optional quantification of microplastics in environmental
samples at polymer-specific mass-related trace level (Fischer and Scholz-Böttcher
2017). Dierkes et al. (2019) recently combined pressurized liquid extraction and
Py-GC/MS to investigate microplastics in the environmental samples (sediment,
suspendedmatter and soil). The limit of quantification of 0.007mg/gwas achieved for
PE, PP, and PS. The authors reported that PE and PP were detected at concentrations
ranging from 0.03 to 3.3 mg/g in the samples.

It is reported that TED-GC/MS has an advantage over Py-GC/MS due to the appli-
cation of relatively high sample masses allowing identification and quantification of
polymers in environmental samples without preselection (Dümichen et al. 2017).
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Coupling TGA with solid-phase extraction (TGA-SPE) followed by thermodesorp-
tion (TDS)-GC/MS, and also coupling TGA with differential scanning calorimetry
(TGA–DSC) have been reported in the literature as successful methods for iden-
tification and characterization of microplastics in the environments (Käppler et al.
2018). For example, Majewsky et al. (2016) used TGA–DSC for the simultaneous
detection of PE and PP in wastewater samples. The combination of TGA-SPE and
TDS-GC/MS was initially used to quantify PE in spiked soil, suspended solids, and
mussels (Dümichen et al. 2015) and for identification of PP and PS in aquatic and
terrestrial samples (Dümichen et al. 2017). Recently online coupling of TGA with
FTIR and GC/MS to identify and quantify microplastics in mussels was reported
(Liu et al. 2021). Using this technique, samples were pyrolyzed in TGA and the
pyrolysis gases were transferred to FTIR to obtain the absorption spectra of different
combusted products. The gas was then transferred online to GC/MS for the quantifi-
cation and identification ofmicroplastics. The authors concluded that the technique is
powerful to quantify masses of microplastics in biological samples (Liu et al. 2021).

Size, Number, Shape and Color of Microplastics

The information provided by the above-mentioned techniques is mostly limited to
chemical composition. Quantification of the microplastic number and size and deter-
mining their shape (e.g., fiber, foam, fragment, or film) poses a challenge in many
respects, with analytical determination as one major issue. The size distribution
of microplastics in environmental samples has been mostly obtained using sieving
or filtration after some pre-treatments as described in the previous sections. For
example, Uurasjärvi et al. (2020) used filters with pore sizes of 300, 100, and 20 μm
to determine the size distribution of microplastics in the surface waters of a northern
European lake. Some analytical techniques can be used to measure physical param-
eters of microplastics as small as several nanometers, but this fraction is commonly
disregarded when using filtration and sieving methods. For example, laser diffrac-
tion and dynamic light scattering (DLS) are used to determine the hydrodynamic
size of microplastics (Rocha-Santos and Duarte 2015). Nanoparticle tracking anal-
ysis (NTA) is a size measurement technique suitable for accurate measurement of
size distribution and the number of microplastics with sizes as low as 70 nm in
pure water (Abdolahpur Monikh et al. 2019a). Although these techniques are rela-
tively fast, they can only be applied to microplastics in pure water. Also electron
microscopy, such as transmission electron microscopy (TEM) and scanning electron
microscopy (SEM), is used to measure the size of microplastics and determine their
shapes. For example, SEM with an energy-dispersive X-ray microanalyzer has been
applied to determine the shape and obtain the chemical composition of microplastics
(Fries et al. 2013). Abdolahpur Monikh et al. (2019b) determined the size and shape
of microplastics of 60, 200 and 600 nm in size in a mixture of natural organic matter
using TEM andmeasured the hydrodynamic size using DLS. They also applied NTA
to obtain the size distribution and number of the microplastics in the samples.
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Color is an important property of microplastics that could be used to determine
the origin and the possible adverse effects of microplastics, e.g., due to the color
of microplastics they may be mistaken as food by some organisms (Rochman et al.
2019). Different colors have been reported for microplastics, including red, orange,
yellow, brown, tan, white, grey, blue and green (Zhang et al. 2020). Dris et al. (2015)
reported that the reason for highlighting the blue and red color of microplastics
compared to other colors, which could lead to overestimating the two colors, is that
these colors can be easily recognized. An optical microscope is a commonly applied
technique for determining the color of microplastics. As described before, this tech-
nique has some limitations regarding the size detection limit. It is also possible that
sample preparation for extraction of microplastics from complex matrices of envi-
ronmental samples leads to discoloration of microplastics, which should be reported
and interpreted (Zhang et al. 2020).

Summary

The applied analytical methods differed among different studies due to the absence
of standard protocols for sampling, sample preparation and characterization of
microplastics. This makes inter-laboratory comparison very challenging and hinders
the risk assessment of microplastics. Currently, there is a gap of knowledge on
microplastics in soil, air and organisms and most efforts on analytical developments
have been conducted with aquatic samples. This could be due to the simplicity
of extracting microplastics from water samples and sediment compared to soil and
organisms where microplastics are present in more complex matrices. There is a lack
of fit-for-purpose analytical techniques and standardized methods for microplastic
characterization and quantification in complex matrices of environmental samples.
Although FTIR andRaman spectroscopy can shed light on the presence ofmicroplas-
tics in different ecosystems, obtaining detailed information on microplastics charac-
teristics and quantity, particularly for small-scale microplastics, requires novel tech-
niques capable of detecting low concentrations of small microplastics in complex
matrices. The combination of TGAwith GC/MS is a promising setup to measure the
mass of small microplastics even at trace levels. More research and innovation are
required to optimize TGA-GC/MS in combination with an ensemble measurement
technique to see the full picture of microplastics pollution in the environment.
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Chapter 3
Advances in Exposome

Hongli Tan and Da Chen

Abstract Exposome has emerged and developed as a novel research concept in
many fields over the past decade. In the environmental health research, the expo-
some represents “the cumulative measure of environmental influences and asso-
ciated biological responses throughout the lifespan including exposures from the
environment, diet, behavior, and endogenous processes,” which has driven the
integration of both internal and external factors into the study of adverse health
outcomes in humans. Existing approaches to characterize andmeasure the exposome
mainly include targeted chemical and biological monitoring, non-targeted omics
(e.g., metabolomics, genomics, proteomics, transcriptomics, and epigenomics), and
other related techniques. Considering the importance of the exposome concept to
human health evaluations, several government and public sectors in the European
Union (EU) and theUnited States (U.S.) have launched large-scale exposome-related
research projects in order to integrate the exposome into human health studies and
advance the development of exposome databases and platforms. The exposome and
related techniques have also been increasingly employed in environmental andhuman
health risk assessment. However, broader applications of the exposome concept still
require researchers to overcome several major challenges, including the measure-
ments of the variability and complexity of exposures, data integration and analysis,
and the difficulty to untangle the cause-effect relationships.
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The Concept of the Exposome

Development of the Exposome Concept

Over the past decade, “exposome” has emerged as a novel research paradigm inmany
fields including epidemiology, biotechnology, clinical research, and other environ-
mental health sciences. The concept of “human exposome”, originally conceived
by an epidemiologist Dr. Christopher Wild in 2005, encompasses the totality of a
person’s environmental exposures from conception onwards, which complements the
genome (Wild 2005). Subsequently, Wild also proposed three broad exposome cate-
gories that often overlap with each other to refine the definition of the “exposome”
(Wild 2012; Wild et al. 2013). The refined definition of the exposome includes every
exposure to which the individual is subjected from conception to death. Three expo-
some categories are: internal, i.e., the within the body measures, such as metabolism,
endogenous circulating hormones, physical activity, gut microflora, inflammation,
lipid peroxidation, and oxidative stress; specific external, such as environmental
chemicals, radiation, infectious agents, medical interventions, diet, lifestyle factors,
and occupation; and general external, such as social capital, education, financial
status, psychological and mental stress, urban–rural environment, and climate (Wild
2012). Wild’s idea was insightful and timely, receiving widespread attention from
scientists across the disciplines. Later, some scholars further refined and improved
the definition of “exposome” based on Wild’s original definition (Vineis et al. 2017;
Miller and Jones 2014;Dagnino 2019;Rappaport 2011;Miller 2020;Vermeulen et al.
2020). An even broader definition proposed byGaryW.Miller andDean P. Jones was
described as “The cumulative measure of environmental influences and associated
biological responses throughout the lifespan including exposures from the environ-
ment, diet, behavior, and endogenous processes” (Miller and Jones 2014; Miller
2020). This extended definition provides more detail and makes it more inclusive,
making it more adaptable to different research fields and purposes (Fig. 3.1). Thus,
the concept of “exposome” has driven the integration of both internal and external
factors into the study of adverse health outcomes in humans to achieve a compre-
hensive assessment of the causes and mechanisms associated with health outcomes
(Cui et al. 2016). In particular, the exposome concept has strongly influenced envi-
ronmental toxicology and environmental health research, stimulating the expansion
from traditional environmental research tomechanism-driven,more environmentally
relevant investigations on the effects of environmental chemicals on human health.

The Importance of Understanding the Exposome

A growing body of evidence shows that genetic variation explains a limited part of
the variability in the risk of human diseases, leaving a potentially large role for envi-
ronmental exposures and interaction between environmental and genetic factors. For
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Fig. 3.1 The exposome concept

example, although genetic studies provided insights into the pathways and mech-
anisms by which autism occurs, they could only explain a small fraction of the
variability in disease risk nor account for it systematically (Chaste and Leboyer
2012). Environmental factors are thought to be an important cause of autism induc-
tion but their roles in the disease remain unclear (Chaste and Leboyer 2012). The
same issue is associated with other diseases, such as allergies, reproductive diseases,
type II diabetes, and obesity (Locke et al. 2015; Portelli et al. 2015), which have been
related to environmental factors (e.g., urbanization, contaminants, and occupational
exposure), lifestyle (smoking, diet, and pets) and other risks factors (Beasley et al.
2015). However, the interactions between internal and external risk factors and the
subsequent impact on health outcomes have not been well characterized in most
cases.

The concept of exposome considers lifetime exposure history and therefore
requires taking into account changes in exposure over time and the many accom-
panying risk factors. Unlike most previous environmental health evaluations, which
have generally focused on “one exposure—one outcome” associations at a single
or limited number of time points (which might not cover the highest risk exposure
window), the exposome goes one step further by examining the multitude of envi-
ronmental exposures that dynamically evolve over time and space for individuals or
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populations. This deepens our insight into the dynamics and complexity of nature in
the development of adverse health outcomes, related causes and mechanisms.

In the study of human exposure to toxic chemicals and related health effects, tradi-
tional research generally focusses on a single or a limited number of environmental
factors but largely overlooks the co-existence of many different types of chemicals
and the complex interactions between chemical exposure and metabolism, genetics,
or other internal factors, as well as subsequent impact on toxic endpoints. Hundreds
of chemicals may be present in the environment, resulting in human exposure to
the complexity of anthropogenic chemicals via various pathways such as dietary
intake, inhalation, and dermal contact (Thakur and Pathania 2020). The co-exposure
to the variety of chemicals could lead to a “cocktail” effect different from what
can be predicted from the exposure to individual chemicals. Environmental expo-
sure to toxic chemicals may interfere or interact with endogenous metabolism and
genetic responses, synergistically inducing toxic effects or adverse health outcomes.
Other internal or external factors, such as sociodemographic factors, lifestyle, occu-
pation, and nutrition, could also contribute to the synergistic impact. Therefore,
exposome plays a very important role in the characterization of human exposure to
environmental stressors and subsequent health impacts. Exposome research comple-
ments the traditional research framework and contributes to a more comprehensive
understanding of human exposure to environmental contamination.

Considering the importance of the exposome concept to human health evalua-
tions, several governments/public sectors from the European Union (EU) and the
United States (U.S.) have launched large-scale exposome-related research projects.
For example, the Human Early-Life Exposome (HELIX) project was launched to
develop novel tools for integrating assessments of early-life environmental exposures
and child health across Europe (Siroux et al. 2016). The HELIX “early-life expo-
some” approach involves combining all environmental hazards thatmothers and chil-
dren are exposed to and linking this to the health, growth and development of children
(Vrijheid et al. 2014). The EXPOsOMICS project defines its main aim as predicting
individual disease risk related to the environment by characterizing external and
internal exposome for common exposures during critical periods of life and using
the new tools in risk assessment and the estimation of the burden of environmental
disease (Vineis et al. 2017). The “Health and Environment-wide Associations based
on Large Population Surveys” (HEALS) project aims at identifying the complex
links among the environment, genes, and human disease, such as allergies, asthma,
neurodevelopmental and metabolic disorders, based on individual exposome charac-
terization (Sarigiannis 2019). Other major exposome projects include the “Sustain-
able Futures for Europe’s Heritage in Cultural Landscapes” (HERCULES) project,
focusing on developing and refining new tools and techniques for the exposome
(Siroux et al. 2016). These exposome-related projects greatly facilitate exposome
research and broaden its applications in human health studies.
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Methodological Development for Characterizing
the Exposome

Although the exposome concept is fascinating, the methodological approach to
“exposome” is complicated and challenging. The concept of considering both
external (e.g., environmental chemicals) and internal factors (e.g., endogenous
metabolic balances) throughout life and relating them to health effects requires
specific research tools and techniques. Using highly informative exposure assess-
ment tools, techniques and metrics enables efficient and accurate measurement
of the exposome. Existing approaches and tools mainly include targeted chem-
ical and biological monitoring, non-targeted omics techniques (e.g., metabolomics,
genomics, proteomics, transcriptomics, and epigenomics), sensor technologies,
imaging, portable computerized devices, and modeling technologies including deep
learning and artificial intelligence (Wild 2012; Haddad et al. 2019). These tech-
nologies or methods cover the fields of chemistry, biology, physics, mathematics,
medicine, computer and environmental sciences, and many other disciplines. Using
a combination of approaches, for instance, the environment-wide association study
(EWAS) approach or themetabolome-wide association study (MWAS) approach that
are usually combined with the more typical genome-wide association study (GWAS)
approach as well as other advanced methods or tools, are necessary for exposome
research (Haddad et al. 2019; Gangler et al. 2019).

Around the concept of the exposome, relevant quantitative and qualitativemethods
and techniques are constantly being created, developed, and updated. Despite of
massive challenges (e.g., technical difficulties, significant expenses, and requirement
for professional training), scientists and engineers have made some breakthrough
achievements in the development of exposome research approaches. In particular, the
fast-developingmass spectrometry techniques and instruments allow highly sensitive
and high-throughput characterization of small and large molecules in environmental
and biological specimens and the development of various “omics” technologies.
Below we briefly review the development of selected approaches for characterizing
exogenous and endogenous molecules for exposome research.

Targeted Measurements

Targeted measurement technologies are widely used in environmental and biological
monitoring, including the determination of selected pollutants, geneticmaterial (such
asDNAandRNA), proteins, and other human endogenous substances (such as lipids,
hormones, and small carbohydrate molecules). Targeted measurements are charac-
terized by accuracy and relatively simple analysis, but lack globality and can only
target specific subsets of related molecules. Nevertheless, targeted measurements
add valuable data to the overall exposome characterization.
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Using targeted measurement techniques, selected environmental contaminants
have been characterized in various environmental matrices (e.g., soil, dust, airborne
particles, and water), food (e.g., fish, cereals, meat, and vegetables), consumer prod-
ucts (e.g., cosmetics), and biological specimens (e.g., urine and blood) (Rasheed et al.
2020; Tan et al. 2018; Tan et al. 2021; Chen et al. 2016; Tang et al. 2021a; Eqani
et al. 2012; Careghini et al. 2015). Gas/liquid chromatography coupled to single
quadrupole or tandem mass spectrometry has been broadly employed to identify
and quantify hundreds of environmental contaminants, such as plasticizers, pesti-
cides, flame retardants, and per- and poly-alkylated fluorinated substances in global
environmental and human samples, demonstrating ubiquitous human exposure risks.
They have also been employed to quantify endogenous chemicals (e.g., fatty acids,
lipid molecules, hormones, organic acids, and bile acids) in biological samples.
These techniques allow the accurate determination of target chemicals and quanti-
tative characterization of biomarkers associated with environmental exposure and
adverse health outcomes.

Although targeted measurements are highly accurate, they often require the oper-
ators to have prior knowledge of the subject or research project to better select the
“target”. In most cases, reference standards are required to achieve quantitative and
accurate measurements. This limits the capacity of targeted exposome research in the
elucidation of complicated environmental exposures and associated health risks. For
example, in many cases, environmental chemicals may be subjected to biotransfor-
mation or metabolism, producing major metabolites as more appropriate exposure
markers than the parent chemicals. However, these metabolites may not be among
the target analytes list or may even be unknown without prior in vitro or in vivo
studies. In other cases, the endogenous biomarkers for a specific health effect are not
known, limiting the use of target exposome techniques in exposure studies. Neverthe-
less, targeted exposome techniques have found broad applications in environmental
exposure and health effect studies.

Non-targeted Measurements

The Chemical Abstracts Service (CAS) Registry (CAS 2016) lists over 120 million
unique organic and inorganic compounds. However, only about 85,000manufactured
or processed chemicals are currently registered under the Toxic Substances Control
Act (TSCA) with the United States Environmental Protection Agency (US EPA)
(EPA 2016), and about 30,000 of these chemicals are widely used in consumer prod-
ucts (Muir and Howard 2006; Howard and Muir 2010). Humans could be exposed
to hundreds or even thousands of anthropogenic chemicals via different pathways
and many of them can probably reach into human bodies with a proportion accumu-
lated into tissues or organs. When facing such a large number of chemicals, targeted
approaches canonly dealwith a limited number of them, unlikelymeeting the require-
ments of exposome characterization. For example, a recent report by the Centers for
Disease Control and Prevention (CDC) indicated that only about 250 chemicals are
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frequentlymonitored through targeted analysismethods (CDC2015). In addition to a
large number of chemical substances, thousands of endogenous substances in human
bodies also require more sophisticated techniques beyond targeted approaches.

Compared with targeted measurements, the non-targeted methods are more
complex and require more advanced analytical platforms. The main advantages
of non-targeted measurements include a relatively complete, systematic, and high-
throughput characterization of tens of thousands of objects, covering both known,
suspected, and unknown substances. Such advantages lead to broad applications of
non-targeted approaches in many research fields, such as epidemiology, food safety,
metabolomics, biochemical and environmental analyses (Andra et al. 2017; Pourchet
et al. 2020; Wild 2012).

Non-targeted measurements rely on high-resolution mass spectrometers (MS)
such as Fourier transform ion cyclotron resonance (FT-ICR), orbitrap, and time-
of-flight (TOF) MS. These mass spectrometers can be combined with tandem
analyzers such as hybrid ion trap/orbitrap (LTQ-Orbitrap) and quadrupole time-of-
flight (QqTOF), which provide both full-scan MS and MS/MS to obtain an accurate
mass of both precursor and product ions, leading to more confident and accurate
compound identification (Andra et al. 2017). Identification and measurement of
suspected or unknown proteins, environmental contaminants or their degradation
products, and endogenous substances are often performed using the instruments and
techniques described above. For example, a recent exposome study reported a non-
targeted analysis of plasma samples fromwomenwith pre-eclampsia, revealing polar
and apolar changes in the metabolome (Sander et al. 2019). Another common non-
targeted technology is high-throughput sequencing, which can sequence millions
of gene units and screen biomarkers and is widely used in multi-level studies of
genomics, transcriptomics and epigenomics (Zhu et al. 2014).

Non-targeted and targeted techniques have their advantages and disadvantages,
depending on the analytical aims and scientific questions. They are often employed
together to achieve both quantitative and qualitative screening of exogenous or
endogenous substances. For example, in the case–control studies, screening and
identification of potential biomarkers are often conducted with non-targeted anal-
ysis, followed by quantitative determination of the target analytes with targeted anal-
ysis (Johnson et al. 2021). The and complemental use of both non-targeted and
targeted exposome techniques can maximize what exposome research can achieve.
As a result, assimilation of the known and unknown is becoming the main goal of
the new generation of methods for assessing the exposome.

Application of Exposome Research in Environmental
and Human Health Impact Studies

The exposome overhauls the traditional paradigms of environmental health impact
research and provides a novel methodological framework that comprehensively
addresses the complex, highly dynamic interplay between human internal, external,
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andmodifiable factors. Holistic assessments of the adverse health effects and system-
atic elucidation of the mechanisms underlying a multitude of environmental expo-
sures have widespread implications. In this part of the chapter, we will review the
application of exposome research in environmental and human health assessment.

Rappaport et al. (2011) has proposed two complementary approaches (bottom-
up and top-down) to characterize the causal human exposome. In the bottom-up
approach, the sources of important exogenous exposures are identified and the level of
exposure is assessed through environmental media (e.g., air, water, food, and the built
environment). In the top-down approach, the circulating levels of parent compounds
and/or their metabolites and by-products are assessed individually through biological
assays in blood, urine or other tissues. Rappaport’s idea perfectly combines the
environment with humans and reflects the importance of environmental studies in
the exposome research. They can provide valuable information on the sources and
environmental levels of exposure that can be associated with the top-down exposure
research approach (i.e., identifying disease triggers and toxicity). In addition, the
techniques and concepts of exposome can make environment-related research more
systematic, comprehensive and efficient, and thus have become increasingly popular
in recent years.

In one of our previous studies, an indoor exposome database through compre-
hensive data mining on the occurrence of identified contaminants in house dust was
established (Dong et al. 2019). Chemicals of health concern were prioritized by
using the ToxCast database developed by the US EPA. Applying the concept and
techniques of the exposome research, 511 chemicals, including heavy metals and
organic contaminants, were determined with their concentration ranges in indoor
dust, which were then employed to prioritize their toxicity based on 16 toxicolog-
ical endpoints. The study found that indoor dust contained higher levels of heavy
metals than organic pollutants, while organic pollutants such as phthalates, plasti-
cizers, flame retardants, organotins, and phenols were significantly associated with
the bioassays which indicated endocrine disruption (Dong et al. 2019). This investi-
gation provides one of the most comprehensive analyses on chemical occurrence in
indoor dust and the prioritization of their toxicity. The database lays the ground for
future exposome studies of the indoor environment and provides guidance for indoor
risk assessments.

Using the exposome-based advanced analysis tools, Sarigiannis et al. (2018)
designed a systematic study of landfill-human health exposome. Briefly, the study
recruited 325 children near Europe’s second-largest landfill site and used a combina-
tion of environmental monitoring of metal and organic pollutants, human biomon-
itoring, advanced-omics analysis technologies, and other approaches for adverse
health impact tracking and risk assessment (Sarigiannis et al. 2018). The study
confirmed that proximity to a landfill and the consequent soil contamination with
metals were critical to children’s neurodevelopment, and provided a novel tool (expo-
some paradigm) for holistic health risk assessment and management of industrially
contaminated sites. Similar approaches have also been undertaken to evaluate e-waste
contamination and air pollution (Garg et al. 2020; Vineis et al. 2020; Tang et al.
2021b). Overall, the concept of exposome research and associated techniques have
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greatly expanded the understanding of the complexity of environmental pollution
and its subsequent impact on human health.

The exposome approach in epidemiological research involves measurement
and description of multiple environmental exposures from the different exposome
domains during whole life including early life (pregnancy and childhood) and
adulthood and association of these with biomarkers and various health outcomes.
A well-established “exposome-health” example is the innovative work of Yu and
his colleagues who used tooth biomarkers to characterize the temporal dynamics
of the fetal and early-life exposome (Yu et al. 2021). In their study, untargeted
metabolomics was conducted on micro-dissected layers from naturally shed decid-
uous teeth. Applying four liquid-chromatography high-resolutionmass spectrometry
analytical modes, they profiled small molecules (<1000 Da) from prenatal and post-
natal tooth fractions and identified several hundred substances including exogenous
exposures and endogenous metabolites, many of which were biologically relevant
and have been linked to adverse health outcomes (Yu et al. 2021). This study provides
a directwindow into fetal exposures that is not possible by usingmaternal biomarkers,
thus indicating that identification of early chemical and molecular changes can offer
the possibility of identifying novel response biomarkers which can be employed
much earlier in the population monitoring for hazard identification and human risk
assessment.

The impacts of air pollution on health are multi-faceted, and there is an urgent
need to identify appropriate ways to integrate data generated by different disci-
plines to address the complex combination of environmental, health, economic, and
sociodemographic issues. Tang et al. (2021b) has simultaneously and comprehen-
sivelymeasured airborne pollutant exposures and explored the associated biomarkers
in susceptible healthy elderly subjects. In this study, advanced tools for personal
airborne exposure monitoring (external exposures), characteristics of biological
samples for exogenous and endogenous compounds (e.g., targeted and untargeted
monitoring), and multi-omics measurements to explore potential biomarkers and
putative toxicity pathways were all considered. In addition, the work systemati-
cally evaluated the relationships between personal exposure to air pollutants and
novel biomarkers of exposures and effects using exposome-wide association study
approaches (Tang et al. 2021b). Finally, the study established a most extensive expo-
some database of biomarkers of air pollutant exposure in Chinese people aged 60–
69 years, which included 76 healthy residents from a representative community in
Jinan City, Shandong province (Tang et al. 2021b). This is a very typical example
of employing the exposome concept in exposure-based epidemiological studies, by
combining personal monitoring for airborne pollutants, extensive human biomoni-
toring, advanced omics analysis, confounding information, and statistical methods
(Tang et al. 2021b). The study contributed to the understanding of the mechanisms
underlying the adverse health impacts of air pollution exposures and identifying
adverse clinical outcomes that can facilitate the development of effective prevention
and targeted intervention techniques.

Nevertheless, studies employing the exposome concept to address environmental
exposure and health outcomes have remained limited to date. Broader applications
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of the exposome concept require researchers to overcome several major challenges
which we summarize below.

Challenges in Exposome Research

The Challenges of Exposure Variability and Measurement

The exposome approach presents opportunities in many fields but there remain
severalmajor challenges. The exposomevaries throughout life, presenting challenges
for relevant research due to the temporal, spatial, environmental, and genetic vari-
ability in both exposures and individuals’ responses to the exposures. Even when
exposome studies cover lifelong exposures, they generally do not place enough
emphasis on defining and measuring windows of sensitivity to accurately capture
the most important exposures, especially biological exposures. Existing studies are
still insufficient to fully track the variability in the biological distribution of chem-
icals in the human body (e.g., the toxicokinetic variability) (Tsaioun et al. 2016).
A similar problem also exists in the external environment, where industrial chem-
icals are constantly updated and social, economic and personal life are constantly
changing.

In addition to the challenges of exposure variability, issues such as sample avail-
ability and quality, identification of unknown or suspected analytes, and capture of
environmental chemicals remain challenges that must be continually addressed. To
date, the ability to identify and quantify low-abundance environmental contaminants
is still limited, leading to low-level chemicals often being undetected because of
the inability to define reference or baseline values. Similarly, biomarkers of environ-
mental exposures are notwell defined.While untargetedmeasurements are promising
for the discovery of such biomarkers, it also highlights the challenges of feature iden-
tification, quantification, variability, and repeatability (Sill´e et al. 2020). Despite the
fast-developing analytical techniques and instruments, there remain vast challenges
in a comprehensive and cost-effective characterization of the substances essential to
the “totality” of environmental exposures. The advancement of exposome research
requires simpler sample treatment strategies and more sophisticated and highly
selective and sensitive mass spectrometry techniques compared with traditional
approaches, as well as the development of other techniques for the determination
of large molecules and genetic information.

The Challenge of Data Integration in Exposome Research

Another challenge originates from the integration of massive quantities of data
collected frommultiple sources using different technologies over time, as well as the
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prediction of adverse health outcomes based on the patterns derived. Traditional
modeling or data analyses are unlikely to meet such demands. Therefore, deep
learning or artificial intelligence (AI) techniques may find important applications
in exposome research. However, the studies that have employed deep learning or AI
in exposome research remain scarce.

To facilitate the generation, sharing, and integration of large omics data from
different laboratories, the Human Toxome Project has created and developed the
Human Toxome Collaboratorium, a shared cloud-based data storage platform with
metadata analyses and their documentation. Similarly, the HELIX, EXPOsOMICS,
Heals and Hercules projects have contributed greatly to the research and method
integration of the exposome.

Other Challenges

Admittedly, the exposome is in its infancy, with many challenges that need to be
overcome. In terms of assessment, hundreds of time-varying exposures need to be
accurately assessed using various technologies. Estimating the association between
a large set of exposures and health outcomes leads to statistical challenges, including
the difficulty to efficiently untangle the exposures truly affecting the health outcome
from correlated exposures and the difficulty in identifying synergistic effects between
exposures (Siroux et al. 2016). In addition, heterogeneity, experimental variation, and
statistical bias are inevitable between laboratories, which pose great challenges to the
cooperation among researchers of the exposome. The quality assurance and quality
control challenges, bioinformatic challenges, database challenges, chemical mixture
challenges, and the challenges of social and economic impact also continue to plague
the researchers. However, all of these challenges should not hinder research relying
on the exposome paradigm, and instead, we hope that the ongoing projects will
greatly advance the exposome concept and analysis tools.
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Chapter 4
Omics Approaches in Toxicological
Studies

Monika Mortimer, Wendi Fang, Xinyi Zhou, Maša Vodovnik,
and Liang-Hong Guo

Abstract As elucidatingmolecularmechanisms of toxicity and establishing adverse
outcome pathways (AOPs) have become the focus of chemical toxicology and risk
assessment, there is an urgent need for high throughput and high content data to
enable these goals. To comply with these strategies of the next generation toxi-
cology, omics (e.g., transcriptomics, proteomics, and metabolomics) methods have
been increasingly employed for analyses of chemical effects. This chapter gives
an overview of the recent methodological advances in the main omics approaches
applied in toxicology. Molecular fingerprinting, biomarker discovery and molecular
mechanism elucidation using transcriptomics are discussed, advantages and limita-
tions of various label-free and isotope labeling methods in proteomics are reviewed,
and mass spectrometry- and nuclear magnetic resonance spectroscopy-based tech-
niques in targeted and untargeted metabolomics are discussed. The main limitations
of the omicsmethods in toxicology, including the relatively high cost, lack of compre-
hensive and comparable databases and the need for standardized analysis pipelines
are outlined. Future directions of omics in toxicology are envisioned to include the
application of novel omics methods such as translatomics, integration of multiple
omics approaches (multi-omics) and extending chemical risk assessment tomicrobial
communities (host-microbiota metabolite interactions) using metatranscriptomics
and metaproteomics.

Introduction

According to the “central dogma” of molecular biology, postulated by Francis Crick
in 1957, the genetic information is transferred from DNA to RNA to proteins, and
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never the other way around (e.g., when the information from DNA has been trans-
lated into the protein, it cannot be turned into a genetic code again) (Cobb 2017). The
concept of the one-directional flow of genetic information and the knowledge of the
components of this molecular biology machinery is the basis for toxicogenomics—a
discipline that explores the toxicity mechanisms using a range of “omics” tech-
nologies (Fig. 4.1). During recent years, omics methods and bioinformatics have
increasingly been employed in toxicology. Omics approaches are applied in toxi-
cology to find biomarkers for pollution biomonitoring, for the elucidation of toxicity
mechanisms, and development of adverse outcome pathways (AOPs). Among omics
approaches, the best-developedmethodswhich have been used in toxicology, include
transcriptomics, proteomics and metabolomics. In this chapter, the focus will be on
these methods, outlining the recent methodological advances and examples of their
applications in toxicity studies of chemicals of emerging concern. Two ormore omics
methods are often used in parallel to gain better insight into the affected pathways
upon toxicant exposure. These, so-calledmulti-omics or integrated omics approaches
will be discussed from the aspect of opportunities but also challenges in integrating
the data sets from different omics analyses. In addition to the abovementioned three
mainomics approaches,methods such as translatomics,whichmore accurately reflect
the gene expression and protein synthesis processes, are emerging and may soon find
applications in toxicology as the technology advances. Thus, the chapter will also
give a brief overview of emerging omicsmethods yet to be widely used in toxicology.

Fig. 4.1 The central dogma of biology and associated omics approaches
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Also, the limitations and future perspectives of omics technologies in toxicology will
be outlined.

Genomics and Transcriptomics

Developments in sequencing technologies have allowed researchers to gather
genomic and transcriptomic data with much higher coverage and more cost-
effectively than ever, leading to an increase in the application of these technologies
in various fields, including (eco)toxicology. While genomics aims to analyze the
complete DNA sequence of a (micro)organism, transcriptomics (in a wide sense)
refers to the set of an entire repertoire of transcripts in the cell, including mRNA,
noncoding RNA and small RNA. The expression of these molecules is dynamic and
reflects a cellular response to environmental conditions, which makes transcriptome
analysis a suitable candidate to study cellular responses to potentially hazardous
compounds. Transcriptomics has so far been the most widely used high-throughput
approach in toxicology research (Shin et al. 2018). This is associated with rela-
tively lower cost, well-established computational pipelines and higher amounts of
data one can obtain compared to proteomics or metabolomics (Liang et al. 2020).
In toxicogenomics, gene expression analysis methods are mainly used in three
areas: (1) obtaining the “molecular fingerprint” of the chemicals, (2) identifying
new biomarkers for chemicals, and (3) elucidating the molecular mechanism of
chemicals. The methodological approaches of applying gene expression analysis in
toxicogenomics have been recently reviewed (Alexander-Dann et al. 2018) (Fig. 4.2),
thus a brief overview will be given of the three main application areas in the next
sections.

Molecular Fingerprinting of Toxicants

For “molecular fingerprinting” of toxicants or pollutants, genome-wide expression
profiling provides unprecedented resolution and can comprehensively characterize
the molecular biological pathway effects of chemicals (Su et al. 2014). Considering
that the number of genes in organisms is large (e.g., humans have about 20,000
genes and mice about 21,000 genes), numerous changes induced by chemical expo-
sures occur simultaneously, which need to be detected. Transcriptomics provides the
means to describe the molecular pathways affected by toxicants by simultaneously
detecting changes in the expression profiles of tens of thousands of genes. This overall
picture contains complex regulation and network relationships among genes across
the genome and is a “molecular fingerprint” with extremely rich biological infor-
mation about chemicals. So, researchers can effectively distinguish chemicals with
different toxicity mechanisms by comparing genome-wide expression profiles (Shi
et al. 2006) and discover potential toxicitymechanisms of newchemicals based on the
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Fig. 4.2 Overview of the methodological approaches and application fields of gene expression
analysis in toxicogenomics. qRT-PCR—quantitative reverse transcription-polymerase chain reac-
tion;RNA-seq—RNAsequencing; PPI—protein–protein interaction.Reproduced from (Alexander-
Dann et al. 2018) with permission from the Royal Society of Chemistry

similarity of their genome-wide expression profiles with the profiles of other known
toxic chemicals. This kind of chemical classification based onwhole-genome expres-
sion profiles relies on a standardized whole-genome expression profile database, to
enable accurate and reliable comparison of the profiles of chemicals. However, due
to the wide range of chemicals and high cost of omics technology, currently, no insti-
tution or research group can independently test the whole genome expression profiles
of all chemicals. Although some public databases, that collect and integrate published
whole-genome expression profile data, exist, such as the Gene Expression Omnibus
(GEO) database of the National Center for Biotechnology Information (NCBI), these
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data are usually derived from different laboratories and have been obtained by exper-
iments with different designs, sequencing platforms, and data processing methods
(Wang et al. 2009), which makes the collected data not readily comparable.

Biomarker Identification

After obtaining a set of genome-wide expression profiles for a chemical, biomarkers
of the chemical can be identified based on its classification characteristics (Hamadeh
et al. 2002; Hayes and Bradfield 2005). The identification of biomarkers is usually
conducted using bioinformatics methods which enable to find the marker genes that
are similarly regulated in the whole genome expression profiles of the same type
of chemicals. These biomarkers can help optimize or simplify the classification of
chemicals. For example, Li et al. compared the transcriptome profiles of 14 genotoxic
and 14 non-genotoxic chemicals and detected 65 marker genes that could accurately
distinguish genotoxic chemicals (Li et al. 2015). In addition, the selected biomarkers
can help to predict potential molecular mechanisms of unknown toxic chemicals
(Minowa et al. 2012). Furthermore, the genome-wide expression profile of chemi-
cals can indirectly explain the toxicmechanism of chemicals at the level of molecular
biology pathways based on existing gene function databases such as Kyoto Encyclo-
pedia of Genes and Genomes (KEGG) and Gene Ontology (GO). These databases
enable the annotation of the genes identified by the genome-wide expression profile.
The “gene-function” annotation information can reflect the influence of chemicals
on molecular biology pathways to a certain extent, and help indirectly explain the
toxic effects of chemicals (Moffat et al. 2015). However, relying solely on toxicoge-
nomics for finding biomarkers is not sufficiently accurate to assess the toxic effects of
chemicals, which need to be further verified by conducting traditional phenotyping
experiments (Waters et al. 2010). It is worth noting that the results must be treated
with caution because the impact of chemicals on biological pathways does not neces-
sarily manifest physiologically. Thus, genome-wide expression profiles can serve as
one of several indicators when elucidating the chemical’s toxicitymechanism (Currie
2012).

Elucidating the Molecular Mechanisms

Transcriptomics is the best-developed technology among the omics approaches used
in toxicogenomics, with the main methods including microarray (Lobenhofer et al.
2001) and RNA-sequencing (RNA-seq) (Su et al. 2014). Themicroarray relies on the
known genome sequence of the species and detects the changes in mRNA expres-
sion of the whole genome through the hybridization of a nucleic acid sample to
oligonucleotide probes attached to a solid support. The hybridization-based approach
measures the abundance of a known set of genes (in the form of cDNA molecules
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immobilized on a glass slide) using an array of complementary probes (Bumgarner
2013). Commercial microarrays are available for over 30 organisms including plants,
animals and humans. However, the technology depends on existing genome data or
annotation which makes the method inapplicable for the identification and quantifi-
cation of novel transcripts (Mezencev and Subramaniam 2019). Also, for species
with incomplete genome information, microarrays cannot be designed to cover the
entire genome. In addition, the method has low reproducibility and, due to back-
ground interference of the fluorescence signal, does not enable the detection of
low-abundant transcripts. It is also unsuitable for the analysis of noncoding RNA
and the identification of isoforms over a wide dynamic range. However, most of
the abovementioned limitations related to microarray technology have been solved
by the alternative approach that relies on deep sequencing of the complete set of
isolated, reverse-transcribed and amplified RNA transcripts, RNA-seq (Lowe et al.
2017). RNA-seq is a next-generation sequencing (NGS) technology that has been
designed for the analysis of total mRNA samples, yielding quantitative data about
mRNA expression levels as well as providing mRNA sequence information. The
RNA sequence information obtained by RNA-seq can be used to assemble (de novo)
reference transcriptomes for annotation as well as quantify mRNA expression (Wang
et al. 2009). The Sequencing Quality Control Alliance led by the US FDA specif-
ically compared the chemical test performance of RNA-seq and microarrays and
found that RNA-seq had greater advantages, mainly due to its higher sensitivity and
accuracy to low-expressed genes, however, gene expression-based predictive models
generated from RNA-seq and microarray data were similar (Wang et al. 2014). In
general, though proteomics and metabolomics compared with transcriptomics more
intuitively reflect the characteristics of the biological phenotype, current proteomics
andmetabolomics technologies do not allow for an exhaustive analysis of all proteins
and metabolites in an organism, leaving their application scope inferior to that of
transcriptomics technologies.

Limitations of Current Transcriptomics Methods
in Toxicogenomics

Although RNA-seq technology is improving, there are still challenges associated
with RNA-seq applications in toxicology studies. Firstly, there is a lack of public
databases of transcriptomics data that would allow comprehensive chemical classifi-
cation analysis. At present, the cost of transcriptomic analysis is still a limiting factor
in testing the whole genome expression profiles induced by all chemicals. Therefore,
lowering the cost of obtaining the information of genome-wide expression profiles
upon toxicant exposures is the key to the successful construction of the transcriptome
databases. Recently, reduced transcriptomics technology was proposed to compre-
hensively, but with reduced budget and labor, evaluate the toxic effects of chemicals
and identify key toxicity pathways that lead to key biological effects (Dai 2018).
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The reduced transcriptome approach is based on the principle that a small number
of genes can represent the expression of whole gene networks (Lamb et al. 2006;
Judson et al. 2012). Targeted sequencing technology allows detection of a small
number of key genes, avoiding redundant gene information and allowing to gain
information on the entire transcriptome efficiently and economically (Zhang et al.
2018). The method is based on the design of multiple PCR primers for the cDNA
sequence of the mRNA of the target gene. Then the target sequence in the sample
is amplified through high-throughput sequencing and the expression abundance of
the target gene mRNA and the biological pathway changes are analyzed (Bodi et al.
2013). Zhang and Zhao demonstrated the application of reduced transcriptomics in
the detection of neurotoxic properties of chemicals by using a reduced transcriptome
atlas (RTA) approach which integrated transcriptomic data sets and a set of genes
associated with neurogenesis and the early neurodevelopment of zebrafish (Zhang
and Zhao 2018). Integration of transcriptomics data sets of 74 chemicals and 736
gene expression profiles resulted in 135 exposure signatures. Gene expression index
(GEI) analysis of the data identified a gene panel with 300 genes that was sufficient to
assess the neurotoxic potential and the biological pathways affected by each neuro-
toxicant. Also, reduced transcriptomics projects are being developed in the United
States with support from the government agencies, including the Library of Inte-
grated Network-based Cellular Signatures (LINCS) project funded by the National
Institutes of Health (NIH) and the S1500 test plan supported by the US Environ-
mental Protection Agency (EPA). The LINCS project is based on the L1000 test
platform which measures about 1000 human genes in each experiment while the rest
of the transcriptome (~22 000 genes) are estimated by a model built from thousands
of gene expression datasets in Gene Expression Omnibus (GEO) (Duan et al. 2014).
In addition to integrating 1,000 genes in the L1000 project, the S1500 project has
generated a set of more than 1500 “sentinel genes” which represent all known canon-
ical pathways from the Molecular Signature Database (Mav et al. 2018). Currently,
the number of human genes tested by S1500 is between 1500 and 3000. However,
both the LINCS project and the S1500 project lack the complete dose–effect rela-
tionship characterization of the test samples. At present, the LINCS project includes
the transcriptome profiles of chemicals tested at a single exposure concentration (De
Wolf et al. 2016) and the S1500 project data has been obtained from testing at up to
three chemical concentrations (Grimm et al. 2016; House et al. 2017).

Thus, some of the recent studies have focused on developing a cost-effective
approach for chemical concentration–response modeling and quantitative charac-
terization of gene expression profiles and pathways. For example, a concentration-
dependent reduced transcriptomeanalysismethodwas developedusing IonAmpliseq
sequencing to obtain the expression levels of thousands of genes upon exposure to
single chemicals or mixtures at 7–8 different concentrations (Xia et al. 2017; Wang
et al. 2018). The method uses a transcription dose–response model (S-, L- or U-type
model) based on the expression levels of each gene. The model enables the calcu-
lation of each gene’s point of departure (POD), also known as PODDEG. Then the
POD of the biological pathway can be obtained based on the results of PODDEG.
In this method, all genes from existing databases of biological pathways such as
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the KEGG or GO, AOP-Wiki (https://aopwiki.org/aops) and hallmark gene set from
Molecular Signatures Database (MSigDB) were included. To date, concentration-
dependent reduced transcriptome-based methods have been established for human
cells (Reduced Human Transcriptome, RHT) (Xia et al. 2017) and zebrafish embryos
(Reduced Zebrafish Transcriptome, RZT) (Wang et al. 2018). RHT and RZT have
been applied to evaluate water samples with different degrees of pollution. The
analysis of the number of affected genes and the distribution of biological pathway
sensitivity curves allowed the authors to distinguish contaminated and clean water
samples. In addition, the results showed that the biological activity profile obtained
by the concentration-dependent RHT and RZT tests was similar to the results of 103
in vitro biological tests (Xia et al. 2017; Wang et al. 2018).

Additional challenges in the application of transcriptomics in toxicology include
the lack of standardization and difficulties in data interpretation. One of the compli-
cations involves the aspect that the changes in gene expression do not always trans-
late into physiological impairment. Biological interpretations of the transcriptomic
results may also be limited by the quantity and quality of available gene annota-
tion data, especially for non-model species, as well as the lack of integrative tools
required for data interpretation (Morel et al. 2020). The reduced transcriptomics
approaches, where a subset of toxicologically relevant genes is measured and which
enables the extension of the tested range of chemical concentrations, have helped to
reduce the complexity of data analysis and interpretation of transcriptomics analysis
in toxicology. However, such an approach limits the potential for the discovery of
novel mechanisms of actions of certain emerging pollutants such as nanomaterials
(Zhang et al. 2018). Future developments in the field of transcriptomics will likely
extend beyond the whole-genome expression on mRNA and will include profiling
of regulatory molecules, such as non-coding RNA (ncRNA), microRNA and long
non-coding RNA (lncRNA) (Mezencev and Subramaniam 2019).

Proteomics

Although transcriptomics has so far been the most widely applied global approach in
(eco)toxicology, proteomics is gaining importance in toxicology as one of the most
dynamic and fast-developing fields to analyze changes in the protein expression
at the effector level. Proteins are direct mediators of genomic response and there-
fore directly guide higher-level phenotypic effects. Proteomics and transcriptomics
are increasingly recognized as complementary, rather than alternative approaches
of expression analysis as it has been demonstrated that there is rarely perfect stoi-
chiometry between transcript and protein levels in terms of abundance due to post-
transcriptional and post-translational processes, such as mRNA/protein turnover,
alternative splicing and posttranslational modification (Liang et al. 2020).

In proteomic studies typically one of the two approaches is applied: (a) bottom-up
approach, where the proteins are first digested by trypsin, and the resulting peptides
(~0.8 to 3 kDa) are ionized, separated based on mass/charge ratio (m/z) and detected

https://aopwiki.org/aops
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by mass spectrometry (MS) or (b) top-down approach (shotgun proteomics), where
intact protein ions are introduced in the gas phase and are fragmented (~10 kDa in
size) and analyzedbyMS to identify themass of the protein andprotein ion fragments,
which are then puzzled out to reveal the primary structure of the protein (Fig. 4.3)
(Vinh 2019). Most proteome studies employ a bottom-up MS (Fig. 4.3A) where the

Fig. 4.3 Schematic illustration of twomain proteomics strategies: (A) bottom-up approach and (B)
top-down approach (shotgun proteomics). CID—collision-induced dissociation, ECD—electron-
capture dissociation, ETD—electron-transfer dissociation. Reprinted from (Timp and Timp 2020)



70 M. Mortimer et al.

digested peptides (5–10 amino acids long) are usually either ionized in a gas phase
directly in an electrospray ionization or matrix-assisted laser desorption/ionization
(MALDI) instrument or are first separated by liquid chromatography-MS (LC–MS)
and then ionized for MS analysis. The challenges in protein identification using the
bottom-up approach include the aspect that due to the proteins being digested into
relatively short peptides before identification, the database searches yield only frag-
ments of the complete protein. The assignment of peptides to particular proteins is
further complicated by the sequence similarity of some proteins. Another difficulty is
associated with the sensitivity of the method which requires a high number of spectra
to achieve accurate identification of peptide sequences. It has been reported that
about 75% of spectra may be unidentifiable due to signal-to-noise issues, incomplete
databases or unknown post-translational modifications of proteins (Griss et al. 2016).
Top-down MS on the other hand relies on the analysis of intact proteins (Fig. 4.3B)
enabling protein sequencing. Electrospray ionization is used to introduce the intact
proteins into the gas phase that are then fragmented either by collision-induced disso-
ciation (CID) or electron-capture dissociation (ECD)or electron-transfer dissociation
(ETD) in the MS. The resulting spectra include the masses of proteins and their frag-
ment ions. However, the method can only be used for the identification of proteins <
70 kDa because of the limitation of gas-phase fragmentation and ionization of larger
intact proteins. Other shortcomings of the top-down MS include lower sensitivity,
proteomic coverage and throughput compared to bottom-up MS (Timp and Timp
2020).

Label-free Proteomics

The most commonly applied separation technique preceding MS has long been two-
dimensional electrophoresis (2D-GE), which allows the separation of a large number
of proteins based on their isoelectric point and molecular weights. Its main advan-
tages include a visual representation of target proteomes and ease of the detec-
tion of post-translational modifications, while its drawbacks include poor repro-
ducibility and the fact that it is time-consuming (López-Pedrouso et al. 2020).
Reproducibility, sensitivity, and accuracy of 2D-GE have, however, been signifi-
cantly improved in 2D differential gel electrophoresis or 2D-DIGE, where different
protein samples are labeled with fluorescent tags, allowing to analyze up to three
samples in one gel. Still, to overcome the high cost, low sensitivity and limitations of
not being able to analyze the entire proteome using 2Dgel-based approaches, gel-free
proteomics methods have been developed. Consequently, protein identification and
quantitation approaches relying on (multidimensional) chromatographic separation
of proteins or peptides are increasingly being used. For example, intact proteins can
be fractionated using a multidimensional system that consists of chromatofocusing
(proteins are fractionated based on isoelectric point) followed by reverse-phase high-
performance liquid chromatography (RP-HPLC) (separates proteins based on their
surface hydrophobicity). The obtained 2D plots or chromatograms can be used for
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comparative analysis of protein expression levels in different samples. Proteins from
the collected fractions can be identified by performing the tryptic digestion and
tandem MS analysis. Alternatively, a top-down fragmentation of proteins can be
applied. Since this approach does not require chemical or metabolic labeling of
proteins, the methods are called “label-free” quantitative proteomics. Label-free
methods can be used for relative quantification of proteins by either counting the
number of peptide-to-spectrum matches obtained for each protein (i.e., spectral
counting) or by measuring peptide signal intensities in the extracted ion chro-
matogram (Lindemann et al. 2017). In spectral counting, the number ofMS/MS frag-
ment ion spectra are compared between the samples. In another label-free approach,
which involves the extracted ion chromatogram, peptides are quantified by inte-
gration of ion intensities over their chromatographic elution profile and differential
expression analysis is accomplished by comparing the integrated signals of indi-
vidual peptides inLC–MS/MS runs of different samples. In label-free approaches, the
number of samples to be compared is not limited by the availability of different labels,
so unlimited samples can be analyzed and compared, which is one of the advantages
of label-free methods (Table 4.1). The use of high-performance MS has enabled
the advancement of label-free proteomics by application of two main approaches:
data-dependent acquisition (DDA) and data-independent acquisition (DIA). In DDA
peptides are identified by searching the fragment spectra in a protein database. DIA
data analysis, on the other hand, commonly uses a spectral library constructed from
DDA experiments to extract ion chromatograms from DIA data, while the most
widely applied software packages include OpenSWATH, Spectronaut, and Skyline
(Guan et al. 2020). Since DIA analysis is challenging and protein sequence database
searches cannot be applied directly, modified data analysis methods have been
recently proposed, such as a data dependent-independent acquisition (DDIA)method
(Guan et al. 2020). This approach combines both DDA and DIA in one LC–MS/MS
analysis, allowing first to identify peptides in the DDA scans which provides useful
information for in-depth interrogation of the DIA scans. The disadvantages of label-
free proteomics include the aspect that it does not support multiplexing of samples
which means that each sample has to be treated and analyzed individually, resulting
in increased variability which can originate from the variations in sample preparation
workflow as well as the retention time and m/z values (Table 4.1).

Stable Isotope Labeling-based Proteomics

Multiplexing of samples resulting in higher quantification accuracy and precision is
enabled by label-based approaches. Stable isotope labeling, which can be chemical,
enzymatic ormetabolic, enables improved relative or absolute quantification of up- or
downregulation of proteins under toxicant exposure conditions compared to untreated
control.
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Chemical Labeling

Chemical labeling involves adding stable isotope-containing mass tags to proteins
or peptides in vitro, after extraction from cells or tissues, i.e., post-harvest labeling.
The main chemical labeling methods include isotope-coded affinity tags (ICAT),
isotope-coded protein labeling (ICPL), dimethyl labeling, isobaric tags for relative
and absolute quantitation (iTRAQ) and tandem mass tagging (TMT) (Table 4.1).
ICAT were the first commercially available reagents for isotope labeling of proteins
and include biotinylated iodoacetamide or acrylamide derivatives that react with
the sulfhydryl groups of cysteine side chains (Gygi et al. 1999). The approach is
based on the use of two types of tags, ‘heavy’ form where the hydrogen or carbon
atoms are replaced by deuterium or 13C, respectively, and ‘light’ form in which H
or C atoms have not been modified. One of the forms is used for labeling toxicant-
treated sample and the other form for labeling untreated (control) sample. After
labeling, ‘heavy’ and ‘light’-tagged samples are pooled, digested to peptides and
cysteine-containing peptides are then isolated from the complex sample mixture by
biotin-streptavidin affinity chromatography. Quantification of relative abundance of
each labeled peptide is afforded by LC–MS analysis where the ratio of peak areas
of the ‘heavy’/’light’ tagged peptide pairs is determined. The advantages of ICAT
are that it can be used for large-scale analysis of complex samples and is readily
available as a commercial kit, however, the analysis excludes proteins that do not
contain cysteines (~10% of the proteome) and does not accurately quantify low-
abundance proteins due to recovery bias of the low-abundance biotinylated peptides
from the streptavidin column (Chahrour et al. 2015). Similar to ICAT labeling, a
technology called ICPL, which incorporates isotope labeling with different numbers
of deuterium or carbon atoms to lysine side chains and N-termini of proteins, can
also be used for multiplex quantitative analysis (Schmidt et al. 2005). The proteins
are commonly labeled prior to digestion, which allows for combining samples early
in the sample preparation process. The approach labels lysine residues which means
that trypsin digestion, which cleaves selectively at lysine and arginine residues, will
not be effective at lysine residues, yielding longer peptides than usual. This effect can
either be used as an advantage where longer peptides are desired for identification
and quantification or as a disadvantage that can be overcome using double enzymatic
digestion. Another disadvantage associated with ICPL labeling is the aspect that a
typical LC–MS analysis does not detect all lysine-containing peptides, resulting in
the quantification of only 60–70% of identified proteins. Stable-isotope dimethyl
labeling by reductive amination, however, achieves labeling of all peptides at the
N-terminus and ε-amino group of lysine. The reaction is fast, specific, and low-cost
and can be performed by in-solution, online, and on-column. Multiplexing up to
five samples has been demonstrated using the dimethyl labeling strategy (Wu et al.
2014). Its disadvantages include lower multiplexing capacity compared to isobaric
labeling methods and elution of deuterated peptides earlier than the light forms in
reversed-phase chromatography, but due to its versatility and cost-effectiveness, is
an increasingly popular method of choice in quantitative proteomics (Tolonen and
Haas 2014).
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Since non-isobaric labeling methods discussed in the previous paragraphs only
allow up to five different tags, isobaric labeling was developed to be able to compare
multiple samples in one experiment, i.e., to perform multiplexed quantitative protein
analysis. Isobaric tags have identical masses and thus cannot be distinguished chro-
matographically, but canbequantifiedbasedon fragmentation in anMS/MS runwhen
reporter ions with different masses are released. The identical masses of isobaric
tags give an advantage compared to other labeling methods to compare the same
peptide from each of the samples or conditions as a single peak in the mass spec-
trum, taking advantage of the reduced density of the data. The most used isobaric
labeling reagents are tandem mass tags (TMT) and isobaric tags for absolute and
relative quantification (iTRAQ) as these are commercially available (Chahrour et al.
2015). TMT labels consist of a reporter group, an NH2-reactive group and a linker
connecting the two groups. The linker is vulnerable to fragmentation in the second
MS run. Because each TMT tag has the same chemical structure, there is no need to
modify the labeling protocol or HPLC separation conditions between experiments.
In TMT reagent sets that enable multiplexing, the tags of the same set contain equal
numbers of 13C and/or 15 N atomswhich have been incorporated in different locations
of the molecular structure, so that the isotopic mass of each label’s reporter group is
different. Similar to TMT tags, iTRAQ labels consist of an N-hydroxy succinimide
ester group that reacts with peptide amine groups, an N-methyl piperazine reporter
group and a balancer group which ensures a constant mass increase in the tagged
peptides. The tags react with all primary amine groups in peptides, including the
N-terminus and ε-amino group of the lysine side-chain, which ensures the labeling
of almost all peptides in the sample. For the analyses of iTRAQ and TMT labeled
samples, bothMALDI and electrospray ionization (ESI) tandemMS have been used,
with ESI used several times more frequently than MALDI. Recent literature indi-
cates that the analysis of iTRAQ labeled samples is nowadays commonly made with
Orbitrap mass analyzers (Moulder et al. 2018). Both TMT and iTRAQ workflows
suffer from ratio misrepresentation due to contaminating near isobaric ions which
are co-isolated in MS1 and co-fragmented in MS2. Such interference may cause
an underestimation of the differential protein expression in different samples. This
problem can be overcome by conducting an additional isolation and fragmentation
run ofMS3 (Christoforou and Lilley 2012). Another disadvantage of the commercial
iTRAQ and TMT tags is their high cost. To overcome this and provide a more afford-
able isobaric labeling option, in-house synthesized N,N-dimethyl leucine (DiLeu)
tags were proposed (Frost et al. 2015). The structure of DiLeu resembles TMT and
iTRAQ labels and includes an amine-reactive triazine ester group that binds the N-
terminal and primary amino group of the lysine side chain, a balancer group, and
a reporter group (Frost et al. 2015). DiLeu labeling allows analysis of up to 12
samples simultaneously and has been reported to provide improved peptide iden-
tification and quantification compared to iTRAQ and TMT due to higher reporter
ion intensities. Further, co-isolation and co-fragmentation of DiLeu-labeled peptides
are reduced by ion mobility (Arul and Robinson 2019). Although isobaric labeling
approaches enable high throughput sample analysis, a common problem for reporter
ion-based quantification is ratio distortion. To solve this issue, alternative isobaric
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tags have been designed, such as the recently proposed isobaric acetyl-isoleucine-
proline-glycine (Ac-IPG) tag which enables quantification of peptides based on
unique fragments while reducing the complexity of the b-ion series (Tian et al. 2020).
The labeling approach relies on a collision-induced dissociation (CID)-cleavable tag
and its proteome quantification capability was demonstrated over a tenfold dynamic
range when tested by triplex labeling of a yeast proteome.

Enzymatic Labeling

Another group of in vitro labelingmethods is enzymatic labelingwith stable isotopes.
For example, trypsin-catalyzed 18O/16O labeling has emerged as a powerful tool
for quantitative comparative proteomics. The method is based on trypsin-catalyzed
oxygen exchange at the C-terminal carboxyl group of cleaved peptides which gener-
ates peptideswith amass difference of 4Da between the two labeled forms,which can
be quantified on an ion trap or MALDI-time-of-flight (TOF) MS in a data-dependent
LC–MS/MS acquisition mode (López-Ferrer et al. 2006). One of the disadvantages
of the 18O/16O labeling method is the incomplete exchange of the two C-terminal
16O atoms for 18O atoms due to the variability in enzyme reaction rates, which causes
inaccuracies in the determination of 18O/16O ratios. However, methodological and
computational solutions have been developed to overcome the quantification issues
caused by incomplete 18O incorporation. Thus, considering the relatively low cost
and facile procedure of the method, it is considered a preferred method for proteomic
profiling of human samples (Chahrour et al. 2015).

Metabolic Labeling

In contrast to chemical labeling, stable isotope labeling by amino acids (SILAC)
involves metabolic labeling of proteins during their synthesis in vivo, directly in the
cell culture. In SILAC, cell populations are differentially labeled with arginine and
lysine with stable isotopes of either 2H, 13C and 15 N (heavy culture) and Lys/Arg
with no special labeling (light culture) (Lindemann et al. 2017). After the labeling,
the two cell cultures subjected to different conditions (i.e., control vs. exposure) are
mixed in a 1:1 ratio and processed (proteins are purified, separated and digested) as
one sample. Compared to chemical or label-free methods, this technique minimizes
variances between different labeled samples, since they are combined in an early
step of the workflow after cell growth. This procedure allows for the quantification
of differentially expressed proteins with high accuracy, thus allowing for the iden-
tification of overexpressed or inhibited proteins between the two studied cellular
conditions (Montalvo-Quiros and Luque-Garcia 2019). SILAC also has a very high
labeling efficiency (Table 4.1) and allows multiplexing of 2–5 different samples by
themeans of using distinct isotopic variants of arginine. According to the latest devel-
opments in the labeling methodology, sample multiplexing can be increased up to
54 when combining SILACwith chemical labeling methods such as TMT or iTRAQ
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(Arul and Robinson 2019). Methods like super-SILAC and spike-SILAC also allow
metabolic labeling of tissues or body fluids which extends the applicability of the
approach for clinical samples (Lindemann et al. 2017).

Inductively Coupled Plasma-Mass Spectrometry (ICP-MS)

In addition to relative quantification methods which are useful in differential expres-
sion studies and biomarker discovery, additionalmethods have been developedwhich
are particularly applied for absolute protein quantification, including AQUA strategy
and ICP-MS. The use of ICP-MS for protein quantification is based on either quan-
tification of natural heteroatoms in proteins (such as phosphorus, sulfur, selenium or
iodine) if a number of heteroatom-containing amino acids in the peptide is known,
or labeling protein functional groups covalently with a metal-containing reagent.
In addition to protein quantification, the measurement of phosphorus can be used
for the determination of the degree of phosphorylation of selected proteins which
makes ICP-MS a useful tool also for the identification of protein modifications. The
principles and applications of the absolute protein quantification methods, including
the traditional metal detection technique ICP-MS, have been reviewed by (Chahrour
et al. 2015).

Application of Proteomics in Toxicology

The prevalent area in toxicology where proteomics is increasingly applied is the
elucidation of the toxicity mechanism of emerging pollutants and using the large
protein expression datasets to reveal the affected biological pathways. An impor-
tant class of emerging pollutants is engineered nanomaterials which have been the
subject of many toxicity studies, including those which have employed novel omics
techniques such as proteomics. Among the omics methods, proteomics appears to be
employed at a similar frequency with transcriptomics, both of which have been used
in several times higher numbers of studies than metabolomics. For example, among
the omics studies of bacterial responses to nanomaterials, proteomics and transcrip-
tomics were each used in 17 and 15 papers while metabolomics was applied only in
3 papers (Mortimer et al. 2021). Several reviews have been recently published about
using omics approaches, including proteomics, in nanotoxicology. The reviews have
focused either on human health and safety (Costa and Fadeel 2016; Fadeel et al.
2018; Fröhlich 2017), environmental risk assessment (Revel et al. 2017; Mortimer
et al. 2021) or agricultural challenges (Majumdar and Keller 2020). Thus, here, only
a brief overview of proteomics in nanotoxicology through a few examples, with the
focus on methodological approaches, will be given.

Examples of label-free proteomics in nanotoxicity include a recent study where
a novel gel- and label-free approach was used to detect proteome changes in model
gut bacteria Escherichia coli, grown in a biofilm and exposed to Ag nanoparticles
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(NPs) at sublethal concentrations (Domingo et al. 2019). A relatively larger number
of differentially expressed proteins (212) than in most other studies which have used
sub-inhibitory NP concentrations was found when applying the novel method, indi-
cating increased detection sensitivity and dynamic range of the shotgun nanoflow
LC–MS/MS. A shotgun nanoflow LC coupled to a Q Exactive Orbitrap MS/MS was
also used in another study to investigate the proteomic response of soybeans (Glycine
max) to the foliar application of copper hydroxide nanowires, for potential applica-
tion as a pesticide (Majumdar et al. 2021). The study, where proteomics analysis
was combined with metabolomics, helped to identify uniquely upregulated biolog-
ical pathways in the plants sprayed with the nanopesticides compared to the effects
of other copper-based agrochemicals. The same shotgun proteomic approach as in
the previous study was also used to explore NP-specific responses and the under-
lying mechanisms in soybeans, using cadmium sulfide-quantum dots (CdS-QD), in
comparison with a soluble salt of Cd and micron-sized CdS (Majumdar et al. 2019).
Proteomics, combined with targeted analysis of metabolites and gene expression,
revealed specific tolerance mechanisms to CdS-QD exposure which differed from
these induced by Cd ions. Two complementary proteomics approaches, 2D gel-based
and label-free MS were used in parallel to investigate the effects of Ag NPs on the
proteome of human intestinal epithelial cells (Caco-2) (Gioria et al. 2018). While
the 2D gel-based technique identified less than 100 altered proteins, the label-free
MS revealed close to 200–300 regulated proteins upon Ag NP exposure, demon-
strating the advantages of high-resolution MS compared to in-gel methods. In addi-
tion to relative quantitative proteomics, which is useful for comparing differential
protein expression in the exposed and control conditions, absolute protein quan-
tification methods are crucial for nano-bio interaction studies, for example, in the
characterization of protein coronas on NPs (Lai et al. 2012).

In addition to label-free approaches, many proteomics studies in toxicology have
employed stable isotope labeling techniques. Non-selective isotopic labeling (ICPL)
of proteins with 12C (light chains) and 13C (heavy chains) and subsequent peptide
identification and quantification using nano HPLC-ESI-Quadrupole TOF (QTOF)-
MS/MS were applied to study the mechanisms of mercury toxicity in the nucleus of
soil-living amoeba (slime mold) Dictyostelium discoideum (Boatti et al. 2017). The
ICPL approach was chosen because of the specific characteristics of nuclear proteins
(manyproteinswith lowabundance, high isoelectric point andhighmolecularweight)
which did not allow successful separation using 2D gel electrophoresis. Since ICPL
labels lysin residues of intact proteins, the subsequent trypsin digestion of lysine-rich
proteins, which are abundant in nuclei, was hindered, resulting in longer peptides,
considered an advantage in direct analysis with nano HPLC-ESI-QTOF-MS/MS.
Quantitative change in core histones and the involvement of pseudouridine synthase
in mercury toxicity were identified. Zhang et al. used isobaric labeling (iTRAQ) to
study the toxicity mechanisms of one of the most commonly used organophosphorus
flame retardants, tris (1,3-dichloro-2-propyl) phosphate, in RAW264.7 macrophage
cells (Zhang et al. 2021c). Labeling with an 8-plex kit and analysis on a nanoflow LC
coupled to a Q Exactive Orbitrap MS/MS allowed the identification of a total of 180
significantly differentially expressed proteins. Multiplex labeling with iTRAQ has
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also been employed in human health risk assessment. To assess the effects of long-
term exposure of miners to rare earth elements in soils, Liu et al. (2015) measured the
changes in the serum protein levels of the miners. The analysis identified 29 differen-
tially expressed proteins, which were associated with neurovirulence, hepatotoxicity,
pathological fibrosis, osteoporosis, and anticoagulation. Several recent studies have
employed labeled proteomics approaches to investigate the health effects of atmo-
spheric particles or aerosols. These studies have either used TMT-based isobaric
labeling to study PM2.5-induced protein profiles in human renal tubular epithelial
cells (Li et al. 2021) or lung injury caused by traffic-related particulate matter and
gaseous pollutants (Jheng et al. 2021) or stable isotope dimethyl labeling-based
proteomics to reveal the effects of naphthalene-derived secondary organic aerosol in
BEAS-2B cells (Han et al. 2020).

Proteomics has already been extensively applied as a useful tool for searching
protein biomarkers for different pollutants in biomonitoring and human toxicology
(Kellie et al. 2019). For example, serum protein levels of rats were measured after
exposure to bisphenol A to identify protein biomarkers of susceptibility, using
isobaric labeling (TMT) combinedwithmultidimensional protein identification tech-
nology (MudPIT) (Betancourt et al. 2014). Identification of protein targets of pollu-
tant toxicity might further enable the development of commercial kits based on the
identified protein biomarkers (López-Pedrouso et al. 2020). In addition to expres-
sion profiling studies, the identification of protein modifications is another impor-
tant application of proteomics in human and environmental health research. These
include protein modifications associated with cellular stress, such as carbonylation,
phosphorylation, and oxidation (Ge et al. 2013; Liang et al. 2020).

Limitations and Future Perspectives of Proteomics
in Toxicology

One of the main difficulties limiting the widespread application of proteomics in
ecotoxicology is the lack of complete and curated protein databases for many non-
model (micro)organisms. To overcome this limitation, new proteomic mass spec-
trometry technologies are being developed to detect and quantify proteins with
increased precision and accuracy. Great efforts are currently being carried out to
generate high-quality libraries for data-independent acquisition (DIA) mass spec-
trometry in non-model organisms to increase the applicability of proteomics in
ecotoxicology and biomonitoring (Searle et al. 2020). Additionally, an increasing
number of sequenced (meta)genomes is aiding important information in the repertoire
of reference databases (Searle et al. 2020; López-Pedrouso et al. 2020).

Improvements in the MS technology and methodological approaches during
recent years have been significant, enabling increased coverage and a wider dynamic
range inMS-based analysis. Advances have beenmade in both label-free and isotopic
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labeling approaches, however, a comparison of the twomethods concluded that, irre-
spective of the chosen approach, the results were strongly dependent on the experi-
mental design, including MS instruments and settings (Evans et al. 2012). Further,
while label-free workflow appeared to be more advantageous for protein identifica-
tion, there was no difference between isobaric labeling and label-free approach in the
protein quantification and discovery potential. Also other authors have highlighted
the importance of the workflow, including the sample preparation, protein separa-
tion, MS instrument settings and data analysis, in the number of proteins detected
(Moulder et al. 2018). While the advantages of isobaric labeling compared to label-
free approaches have somewhat diminished owing to the improvements in MS and
chromatography, which allow reasonable coverage and high throughput with both
DDAandDIAmethods, labeling remains themethod of choicewhen complex sample
preparation is needed, allowing combining different samples early in the workflow
(Moulder et al. 2018).

Isobaric labeling methods can also contribute to the development of single-cell
proteomics, an emerging proteomics approach that is complementary to already rela-
tively well-developed single-cell transcriptomics. For the single-cell proteomics to
provide comparable informationwith the transcriptomics approach, themethodneeds
to be improved so that it would be possible to process thousands of cells in a short
time, the number of detected proteins would be in a similar order of magnitude with
transcripts, and the method would work with a variety of cell systems (Schoof et al.
2021). With these aims in mind, Schoof et al. (2021) recently developed an improved
single-celled proteomics workflow that was based on multiplexed TMT labeling and
included a specifically tailored software (a pythonpackageSCeptre) to provide higher
throughput and proteome depth. Single-cell proteomics will enable a step forward in
the characterization of the toxicant or pollutant effects and elucidating the underlying
modes of action, taking into consideration the heterogeneous response of single cells
in a tissue or organism. The efforts in developing and advancing proteomics methods
in toxicology will be greatly supported by artificial intelligence-based approaches
such as machine learning (Sinitcyn et al. 2018). Overall, computational proteomics
will have to keep up with the advances of MS and the increasing datasets gener-
ated, with a special focus on enabling the wet lab users to perform the data analysis
themselves.

Metabolomics

Metabolomics, an emerging field that studies chemical processes of the metabolome,
can be considered as the downstream process of genomics, transcriptomics, and
proteomics (Fig. 4.1), and the changes ofmetabolite levels directly relate to biochem-
ical activity and the phenotype (Johnson et al. 2016). The metabolome represents
the complete set of highly diverse small-molecule chemicals (molecular weight ≤
1000 Da) that are found in biological fluids, cells, tissues, organisms or other types
of complex biological samples. Environmental metabolomics techniques provide an
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understanding of howcontaminant stressors lead to changes inmetabolites, indicative
of changes in biochemical fluxes. These enable the detection of rapid toxic responses
earlier than traditional toxicity testing (Labine and Simpson 2020). Metabolomics
has been successfully applied to study the effects of various environmental stressors
including heavy metals (He et al. 2020), endocrine disruptors (Zhou et al. 2019),
particulatematter (Nassan et al. 2021), persistent organic pollutants (Guo et al. 2020),
and impacts of environmental factors (e.g., diet and geographical location) (Zhang
et al. 2021b).

A common workflow of the environmental metabolomics studies includes the
following steps: sample collection, sample preparation, data acquisition using analyt-
ical techniques, data analysis, and biological interpretation (Fig. 4.4). Data analysis
should be applied to help understand complex chromatograms based on chemomet-
rics. The first step in data analysis is data preprocessing including deconvolution and
alignment of data followed by peak annotation using reference libraries. The second
step is using univariate and multivariate statistical analysis to determine signifi-
cantly changed metabolites between perturbed and control states. The final step is
the identification of metabolites that have significantly changed (i.e., either up- or
down-regulated) in the exposure groups compared to the unexposed control. These
results can also lead to the identification of biomarkers, which have been widely
applied in toxicology and ecotoxicology. One common method to screen biomarkers
is to select highly ranked metabolites based on variable importance in projection
scores or other selection methods. Multivariate models are then typically evaluated
using cross-validation and permutation testing techniques. Finally, receiver operator
characteristic (ROC) curves, which plot one minus specificity (the true negative rate)
against sensitivity (the true positive rate), are constructed to evaluate the predictive
performance of a biomarker model.

Analytical Methods in Metabolomics

Due to the complexity, dynamics and structural variability of the metabolome, no
single analytical protocol exists that can extract, identify and quantify any complete
metabolome. Thus, complementary approaches need to be applied. Despite the
advances inMS and nuclearmagnetic resonance (NMR) spectroscopy that enable the
analysis of a broad range of metabolites with high precision and sensitivity, sample
preparation and separation are of increasing importance for effective identification of
the target set of compounds (Wu et al. 2019). Moreover, as NMR and MS are highly
complementary, using both analytical platforms for metabolomic investigations is
advantageous, especially in the search for new metabolites (Labine and Simpson
2020).

The main advantages of MS compared to alternative methods is its sensitivity
(femto-attomolar range) and high dynamic range and resolution. However,MSdetec-
tion is limited to metabolites that can be promptly ionized and that yield different
ions, which is usually difficult to predict in the case of most samples of unknown



4 Omics Approaches in Toxicological Studies 83

F
ig
.4
.4

T
he

w
or
kfl

ow
of

m
et
ab
ol
om

ic
s



84 M. Mortimer et al.

composition (Marshall and Powers 2017). MS is usually coupled to liquid chro-
matography (LC–MS), gas chromatography (GC–MS) or capillary electrophoresis
(CE-MS) for analyte separation prior to mass detection by high-resolution and high-
accuracymass analyzers such as Fourier-transform ion cyclotron resonance (FT-ICR)
or QTOF. While LC–MS separates soluble analytes based on their polarity, GC–MS
can only be applied for volatile and thermally stable compounds. CE-MS involves the
separation of highly polar and ionic metabolites in the electric field generated within
the capillary (Kovacevic and Simpson 2020). On the other hand, NMR spectroscopy
does not require sample separation by chromatography and often requires minimal
sample preparation (Takis et al. 2019). It is quantitative and reproducible, can iden-
tify unknownmetabolites unambiguously, distinguish isomers and even elucidate the
structure of unknown compounds. The disadvantage however is its low sensitivity as
only themost abundantmetabolites (at concentrations greater than 1μM)are detected
(NaganaGowda andRaftery 2017).Because of the abovementioned advantages,most
of the early research applied NMR techniques (particularly 1H NMR, because of the
abundance of protons in a variety of nonpolar and polar metabolites). Recently, tech-
niques such as high-resolutionmagic-angle-spinning NMRwere developed allowing
for in vivo analysis of intact tissues and cellular specimens without the requirement
for metabolite extraction (Labine and Simpson 2020). Moreover, imaging MS (e.g.,
FT-ICR MS) and live single-cell MS are novel methods for detecting metabolites
in situ at the cellular level, enabling detection of the location of the metabolite in
the tissues (Wu et al. 2019). Equipped with advanced high-throughput analytical
technologies and bioinformatics tools, metabolomics has become an irreplaceable
technology to provide insight into global changes in small molecular signatures.

Non-targeted Metabolomics and Targeted Metabolomics

Since the 1990s, metabolomics techniques have developed rapidly. At present, the
approach is widely used in various fields of life sciences, providing powerful tech-
nical support for interpreting life phenomena, exploring the toxicity of compounds,
and discovering biological markers (Nägele 2014; Zhou and Zhao 2021). Based on
themethodological approach,metabolomics can be broadly divided into non-targeted
and targeted metabolomics. Non-targeted metabolomics is a nonbiased analysis of as
manymetabolites that can be reliably identified by themeans of analytical techniques,
data treatment and database matching (Bingol 2018). The non-targeted approach can
be used to conduct a comprehensive analysis of all small molecule metabolites to
study the dynamic changes of various metabolites and to reveal the involvement of
metabolic pathways, without the need of a previous hypothesis, following a “top-
down” strategy (Bundy et al. 2008; Hollywood et al. 2006). On the other hand,
targeted metabolomics is used for quantitative analysis of a predetermined set of
metabolites of interest, commonly driven by a specific hypothesis on specific path-
ways (Bingol 2018). For example, targetedmetabolomics can be focused on bile acid
metabolism (Guo et al. 2021), lipid metabolism (lipidomics) (Shanta et al. 2021) or
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amino acid metabolism (Zeng et al. 2020). In short, metabolomics has been used in
various fields of life science research for in-depth mechanism exploration.

Metabolomics in Ecotoxicology and Human Toxicology

Environmental metabolomics is likely to transform our knowledge of the impacts of
environmental stressors, such as organic pollutants, pesticides, endocrine disruptors,
pharmaceuticals, heavy metals, and other abiotic stressors in a wide range of model
organisms. The application ofmetabolomics provides novel opportunities to evaluate
the risk associated with specific stressors but also can serve as an innovative and
informative tool for environmental risk assessment. Metabolomics is superior to
current standard toxicity testing due to the opportunity to elucidate contaminant-
induced cellular metabolic alternations, even when no significant effects are detected
by measuring traditional endpoints such as morphology, mortality, reproduction and
weight loss (Tang et al. 2018; Zhu et al. 2020).Metabolomics can also help to identify
specific biomarkers and elucidate the mode of action of environmental contaminants
as recently demonstrated, for example, in the case ofmicroorganisms (Hu et al. 2021),
the crustacean Daphnia magna (Jeong and Simpson 2019), other invertebrates (Zhu
et al. 2020), aquatic organisms (Zhen et al. 2021) and rodents (Wei et al. 2020).

Humans are exposed to a large variety of environmental contaminants through
diet, water, air or direct skin contact. The extent and types of exposure depend on
lifestyle, environment, place of residence, occupation, eating habits and air quality,
among other factors. Deciphering the potential adverse effects resulting from the
actual human exposure to pollutants is a complex exercise and requires collabora-
tion between different disciplines, including epidemiology, toxicology and analytical
chemistry. Metabolomics is increasingly used in toxicology, opening new perspec-
tives to study changes associated with chemical exposure at the metabolome level.
The origin of the samples used for metabolomic studies in humans is diverse. The
most common biological matrices are urine and plasma, but others like saliva, sperm,
tissues, or placenta, are also used. Metabolic fingerprints are commonly used to
discriminate between sub-populations according to exposure conditions. Beyond
that, current developments in metabolomics allow investigation of links between
exposures and certain diseases, identify candidate biomarkers of toxicity, and explore
adverse outcome pathways (AOP) (Johnson et al. 2016). Since metabolomics can be
performed at the individual as well as at the population level, it could have a broad
impact on personalized preventive medicine, policy changes, and the understanding
of disease mechanisms.

The current metabolomics approaches do not allow to differentiate which compo-
nent of a chemical mixture produces a specific effect and therefore, for this matter,
exposure to single compounds is still needed. However, only exposure experiments
to individual compounds do not inform on the potential synergistic or antagonistic
effects once these single compounds are integrated into real complex mixtures
(Álvarez-Muñoz and Farré 2020). Therefore, metabolomics studies which assess
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the effects of single compounds and mixtures are complementary and should be
performed in parallel. Methodologically, two kinds of studies can be differenti-
ated working with mixtures: those assessing the impact of complex environmental
mixtures (e.g., sewage treatment plant effluents or surface waters) and those eval-
uating binary mixtures in comparison with the single compounds (Carriquiriborde
2020).

Limitations and Future Perspectives of Metabolomics
in Toxicology

One of the main limitations of metabolomics is the lack of standard operating proce-
dures since it is not yet possible to measure all the metabolites using a single extrac-
tion procedure. Metabolite identification is the key issue in metabolomics and great
progress has been made in this area, but it remains a challenge because in most cases
the metabolites detected by NMR and MS have an unknown chemical nature. In
many studies, only a small fraction of the features detected are confidently identified
as corresponding to a specific molecular structure. A significant amount of work
continues to be devoted to the development of metabolite databases and approaches
to automate and facilitate metabolite identification (Borts 2019).

Another big challenge in metabolomics has been biomarker validation. Although
several studies have demonstrated reproducible patterns of biomarkers, some of these
studies have been preliminary and the results have not been validated. For example,
many articleswhich describemetabolomics analysis of similar toxicants, species, and
biological specimens have identified largely different sets of putative biomarkers
(Borts 2019). Also, there are currently no FDA-approved biomarkers for clinical
use, which would have been discovered using metabolomics approaches (Trivedi
et al. 2017). This illustrates well the extent of barriers and challenges that exist in
establishing validated metabolomics-derived biomarkers of toxicity.

In toxicological studies, the distinction between significant metabolic changes
due to the toxicant exposure or damage and inter-individual variability or individual
variability under different conditions or over time can be technically complicated. In
addition, sometimes too general metabolic pathways have been proposed, where it
has not been clear if the effect was a general stress response or specifically related to
the toxicmode of action (Carriquiriborde 2020). Overall, to improve the applicability
of metabolomics in toxicology, standardized procedures, compatible software, and
databases recognized by the scientific community are needed for validation and
interpretation of the results. They are of primary importance for the development of
future environmental metabolomics (Álvarez-Muñoz and Farré 2020).

The disturbances of metabolic pathways reflect the global profile of biological
responses to environmental stressors but are difficult to predict due to highly heteroge-
neous data from complex biological systems and various pollutant properties. These
challenges are being addressed by taking advantage of the machine learning models
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which have been recently actively developed. The applicability of machine learning
to effectively predict metabolites or metabolic pathways has been demonstrated. For
example, multiple machine learning models combined with metabolomics enabled
accurate prediction of the disturbance of metabolic pathways by 33 engineered NPs
and were further verified by animal experiments (Peng et al. 2020).

Similar to proteomics, the bottleneck ofmetabolomic analysis is the lack of ampli-
fication methods which causes minor metabolites to be undetectable and leads to an
incomplete representation of metabolic pathways. Furthermore, compared to gene
and protein databases, the metabolite databases, particularly for plants and microor-
ganisms, are relatively poor, which affects the annotation of metabolite functions
(Wu et al. 2019; Zhang et al. 2021a). Another limitation of metabolomics is that
it provides consequential data without identifying the pathways of cellular mecha-
nisms. Although biomarkers give important information about the potentially dele-
terious impacts of contaminants on a biochemical level, they are not capable of eval-
uating the molecular mechanism of action of contaminants (Campos et al. 2012).
Integration of metabolomics with transcriptomics or proteomics, therefore, provides
a better understanding of the subtle effects of pollutants on living systems (Shin et al.
2018).

Future Perspectives for Omics in Toxicology

While transcriptomics, proteomics and metabolomics are relatively well established
and already applied in toxicological research, there are emerging omics methods yet
to be extended to toxicology. One of such novel fast-developing omics approaches
is translatomics (Fig. 4.1) which investigates all the components in a cell involved in
the translation process, including translating mRNAs, ribosomes, tRNAs, regulatory
RNAs, ribosome-nascent polypeptide chains and other factors (Zhao et al. 2019). It
has been long recognized that translational regulation is one of the most important
regulatory functions in the organism but due to technical difficulties, the process has
been studied at a global scale for a limited time. The challenges of translatomics are
caused by the complexity of the translationalmachinerywhich involves various regu-
latory proteins andmacromolecules, and rapid and specific response to environmental
signals, which requires newmethodological approaches to enable capturing the regu-
latory responses. Some examples of the multiple methods used in translatomics
include polysome profiling, ribosome nascent-chain complex sequencing (RNC-
seq), translating ribosome affinity purification (TRAP-seq) and ribosome profiling
(Ribo-seq) which can all be used to study translating mRNA (Koppel and Fainzilber
2018). Similarly, there are numerous methodological approaches for studying other
components of the translational machinery. Some of the fields closely related to toxi-
cology where translatomics has been applied so far include disease-relevant studies,
such as perturbation of global translation in cancer (Wang et al. 2013) or bacterial
response to oxidative stress (Zhong et al. 2015). Since translatomics reflects faster
and more sensitive biological processes in a cell than transcriptomics or proteomics,
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it is expected that, despite the high cost and technical complexity of the current trans-
latomics methods, this new omics approach will be adopted in toxicology studies in
the near future.

While omics protocols and analytical capabilities are constantly improving,
enabling to better profile global gene and protein expression and metabolites in
response to pollutant exposures, it is also becoming more common to combine
multiple omics approaches in toxicology studies to gain a more complete overview
of the cellular responses at multiple regulatory levels. The integrated omics or multi-
omics approach has been recently applied in nanotoxicology, for example, to shed
light on the mechanisms of action of soluble metal NPs and the role of metal ions
in the exerted toxicity which is an important factor to consider in the case of Ag
and ZnO NPs (Dekkers et al. 2018; Maria et al. 2021). The application of multi-
omics techniques is expected to become mainstream in toxicology where the need
for a systemic understanding of toxicity pathways is deemed crucial for establishing
adverse outcome pathways (Canzler et al. 2020). Due to the increasing need to inte-
grate different omics datasets that are usually obtained byusing varying data cleaning,
normalization and statistical validation approaches, efforts are directed to developing
standardized analytical and bioinformatics pipelines for the omics research commu-
nity (Misra et al. 2019). The complexity of integrating different omics datasets also
depends on the type of omics analyses that are being combined and interpreted. For
example, the analyses of the proteome and transcriptome usually yield an overall
one-to-one correspondence between the obtained sequences which facilitates the
comparison and analysis of the data (Sinitcyn et al. 2018). Similar correspondence
also exists between genome and proteome data as well as ribosomal profiling and
proteomics data. However, when proteomics is combined with metabolomics, no
one-to-one correspondence between molecules exists. In these cases, special tools
are needed which facilitate metabolic reconstruction and integrate different data
types, such as the predictive human metabolic model Recon 2.2. which catalogs all
metabolic reactions encodedwithin the genome and allows integration of information
about genes, proteins and reactions (Swainston et al. 2016).

With the importance of microbiota in environmental and human health increas-
ingly recognized, the analysis of changes in microbial communities should become
an integral part of toxicity studies. There is growing interest in associatingmicrobiota
research in environmental toxicology since studies have shown that a wide range of
pollutants induces dysbiosis of gut microbiota in aquatic organisms (Evariste et al.
2019). In addition to the most commonly applied metagenomics analysis which
characterizes the changes in the community composition of the microbiota, meta-
transcriptomics and metaproteomics as more novel techniques are being employed
(Shakya et al. 2019; Salvato et al. 2021). Metatranscriptomics and metaproteomics
complement the metagenomics data by providing functional information regarding
the changes in microbial communities in response to contaminants, thus offering
insight into adverse effects of chemicals or pollutants on gut microbiota leading to
host physiological alterations. Metatranscriptomics and metaproteomics are rapidly
growing fields and are yet to be incorporated into toxicological research of emerging
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pollutants. Similar to the multi-omics approach described above, also metage-
nomics, metatranscriptomics and metaproteomics are being integrated to investigate
biological pathways and mechanisms across different molecular scales.
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Chapter 5
Advancements in a Zebrafish Model
for Toxicity Assessment of Nanomaterials

Stephanie Ling Jie Lee and Sijie Lin

Abstract The rise of nanotechnology has led to concerns about its potential risks to
the environment and human health. Nanotoxicology, the study on the toxicological
effects of nanoparticles, aims to address these concerns through the use of in vitro and
in vivo toxicity tests. Although traditional toxicity testing relies primarily on in vivo
models such as rodents, there is a shift towards the use of in vitro and alternative
models in recent years. While useful for determining tissue-specific toxicity, in vitro
cell lines fail to provide information at the whole organismal level. Zebrafish have
emerged in the past twodecades as a powerful alternative in vivo toxicitymodel. Their
small size, transparency during embryonic and larval stages, rapid development and
availability of transgenic zebrafish reporter lines make them highly suitable for high
throughput screening (HTS) assays. Also, recent advances in automation, robotic
handling and artificial intelligence (AI) assisted data analysis have further enhanced
the screening capability. With the establishment of property-toxicity relationships,
safer-by-design of nanomaterials have become feasible. This chapter summarizes
the key features of the zebrafish toxicity model and HTS which contribute towards
its suitability as a nanotoxicity model and highlights applications of zebrafish in
nanotoxicity testing.
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Introduction

The Unknown Risks of Nanotechnology—A Necessity
for Environmental, Health and Safety Assessment

Nanotechnology has growing applications in industries ranging from manufacturing
and consumer products to healthcare. Nanotechnology-based industrial products
include paints and coatings as well as catalysts in semiconductor manufacturing.
Examples of consumer applications involving nanotechnology encompass smart
textiles (Dhineshbabu and Bose 2018), pharmaceutical and personal care products,
in particular sunscreens and cosmetics which contain TiO2 and ZnO (Chiari-Andréo
et al. 2019), anti-bacterial silver and iron nanoparticles heavily exploited in biomed-
ical products (Kailasa et al. 2019), and medical applications including anti-bacterial
and diagnostic imaging agents, biosensors (Goud et al. 2019), implantable devices
(Juanola-Feliu et al. 2014), vaccine adjuvants (Liu and Chen 2016; Mao et al. 2021;
Zhu et al. 2020), drug delivery systems (Hossen et al. 2019; Iqbal et al. 2019; Liu et al.
2008; Nava-Arzaluz et al. 2019) for gene therapy (Chen et al. 2016), immunotherapy
(Goldberg 2019; Zhang et al. 2019) and photothermal therapy (Robinson et al. 2011)
for treatment of cancer (Ma et al. 2019), cardiovascular disease (Chandarana et al.
2018), neurodegenerative diseases (Re et al. 2012), metabolic diseases (Ash et al.
2019) and infectious diseases (Kirtane et al. 2021).

The unique physicochemical properties of nanoscale materials are a double-
edged sword. The properties that bring the benefits might potentially contribute
towards detrimental effects on organisms and the environment (Colvin 2003; Nel
et al. 2006). These concerns about the risks of nanotechnology to the environment
and human health gave rise to the discipline of nanotoxicology (Oberdörster et al.
2005). Ideally, before nanotechnology is widely used in the environment or for ther-
agnostic purposes, the toxicity of engineered nanomaterials must be determined
using biologically relevant toxicological tests to understand their hazard potential.
Knowledge of the interactions at the interface between the biological barriers and
nanomaterials referred to as the ‘nano-bio interactions’ are required for proper risk
assessment of engineered nanomaterials (Meng et al. 2018). It is also important
to investigate the toxicokinetics (adsorption, distribution, metabolism and excre-
tion), and toxicity mechanisms such as oxidative stress generation, immune and /or
inflammatory response activation, endocrine disruption, neurotoxicity, genotoxicity
and carcinogenicity exerted by the engineered nanomaterials.

In 2013, Keller et al. (2013) estimated that between 0.4 and 7% of engineered
nanomaterials fromdomestic sewage,water treatment plants, industrial effluents, and
surface runoff from landfills (Baalousha et al. 2016; Bäuerlein et al. 2017; Gondikas
et al. 2014; Wimmer et al. 2019) are discharged into water bodies. While the propor-
tion of nanomaterials discharged into the environment is estimated to be relatively
low, this value is likely to rise with increased reliance on nanotechnology. The nano-
materials found in rivers and lakes pose a serious threat to aquatic ecosystems. Envi-
ronmental engineered nanoparticles may adversely affect the life cycle of aquatic
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organisms (Jiang et al. 2017; Shariati et al. 2020; Zou et al. 2016). Bioaccumulation
in aquatic species may also inflict harm on species higher in the food chain (Lekamge
et al. 2019; Luo et al. 2016).

Engineered nanoparticles released into aquatic ecosystems may form complex
mixtureswith other co-occurring aquatic pollutantswhichmay interact in an additive,
antagonistic, or synergistic fashion to alter their bioavailability, biodistribution and
toxicity (Bundschuh et al. 2018; Li et al. 2020;Naasz et al. 2018). Sixmain categories
were created to describe the different types of interactions depending on their effects
on accumulation and toxicity (Naasz et al. 2018). The ‘Trojan Horse effect’ is one of
themechanisms that explain how environmental toxicants interact with nanoparticles
via adsorption onto nanoparticles to hitch a ride into the organism (Naasz et al. 2018).
There can be a positive or negative ‘Trojan Horse Effect’ where toxicity is present
(+) or absent (−). The other types of interactions are surface enrichment, retention,
inertism, and coalism (Naasz et al. 2018).

Strategies for Assessment of Nanotoxicity

Governmental regulatory agencies recognize the adverse effects unregulated emis-
sion of engineered nanomaterials have on the environment and human well-being. In
order to keep these emerging contaminants under control, there is an increasing focus
on regular water quality monitoring at key water bodies and a shift towards green
chemistry. These important issues affecting environmental and human safety (EHS)
underscore the importance of nanomaterial hazard identification and risk assessment.
Risk assessment would facilitate the design of safer nanoparticles with minimal toxi-
city suitable for in vivo applications and inflict little to no harm on the environment.
A three-tiered system integrating in vitro, in vivo and systems biology has been
proposed to provide mechanistic information for human risk assessment (Cote et al.
2012).

Important components of nano EHS risk assessment systems center around (1)
development of instruments for environmental detection of engineered nanomaterial
exposure, (2) development and validation of toxicological testing methodology for
engineered nanomaterials, (3) development of predictive models involving the inte-
gration of knowledge on the physicochemical properties of compounds and adverse
outcome or phenotypic data from in vitro assays and other in vivomodels to establish
quantitative structure–activity relationships (QSAR) for prediction of environmental
and human health risks leading to the production of safer-by-design nanomaterials,
(4) development of effective protocols to understand the risk profile of engineered
nanomaterials throughout their life cycle and (5) development of strategic research
programs involving interdisciplinary internationally collaborative research which
identify risks surrounding the development and use of nanotechnology (Maynard
and Aitken 2016; Maynard et al. 2006). Toxicological testing of engineered nano-
materials is broadly based on traditional chemical toxicity testing, for which the gold
standard are animal in vivo tests using rodents. However, due to ethical issues, there
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has been a shift towards alternative models such as non-mammalian models (e.g.,
zebrafish and other fish, Caenorhabditis elegans andDaphnia) in addition to in vitro
cell-based assays. The advantages and disadvantages of these alternate models are
compared in this chapter.

Advantages of Zebrafish as a Nanotoxicity Model

Zebrafish are a boon for toxicity testing of engineered nanomaterials (Lin et al.
2013a). Benefits of zebrafish embryos and larvae for toxicological testing include:
(1) small size that is compatible with the multi-well plates used for high throughput
screening (HTS) assays, (2) ease of exposure as test compounds can be easily admin-
istered by immersion for zebrafish whereby molecules enter the body via diffusion
through skin and gills, (3) use of minute quantities of test compounds per sample, (4)
large clutch sizes consisting of hundreds of eggs meaning that toxicological tests can
be conducted at large numbers of doses with independent technical and biological
replicates in parallel, (5) optical transparency at early developmental stages which
facilitates in vivo spatial visualization and imaging of phenotypes using microscopy,
(6) rapid embryonic development signifying that acute developmental toxicity testing
can be completed within hours or days. These factors enable time, labor and cost
savings and reduce problems associatedwith the disposal of toxicmaterials. The high
levels of biological and technical replication achieved with HTS platforms ensure
scientific rigor and statistical power. Furthermore, animal husbandry protocols for
zebrafish rearing and breeding have been optimized and standardized. This helps
reduce inter-laboratory variation leading to greater reproducibility and reliability of
data.

The zebrafish genome sequence has a high level of similarity with the human
genome (Howe et al. 2013). Many biological pathways involved in toxicant and
environmental stress responses in zebrafish closely resemble those in humans, i.e.,
responses observed in zebrafish have high predictive value. Numerous complex
phenotypes that zebrafish exhibit are highly similar to those observed in higher organ-
isms. High levels of concordance are reported for the toxicity outcomes obtained
from zebrafish and mammalian in vivo developmental toxicity studies across many
different toxicants (Brannen et al. 2010; Ducharme et al. 2013, 2015). This suggests
that zebrafish toxicity assays have a high predictive value for mammalian toxicity
studies. The complexity of the zebrafish model enables the studies of the complex
interplay between different tissue types and organ systems which in vitro systems
are unable to interrogate.

Studies have identified a range of normal behavioral phenotypes of embryonic,
larval, and adult zebrafish (Kalueff et al. 2013; Kyzar et al. 2013). Zebrafish embryos
are capable of spontaneous muscle contraction at 18 h post fertilization (hpf), touch
response at 24 hpf, differentiated touch responses at 48 hpf and free swimming from
96 hpf (Granato et al. 1996). Adult zebrafish display complex behavioral phenotypes
relating to aggression, shoaling, courtship and decision making (Kalueff et al. 2013;
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Orger and Polavieja 2017). Exposures to neuroactive and neurotoxic agents modify
behavioral phenotypes making zebrafish an excellent neurotoxicity model (Kokel
et al. 2010; Rihel et al. 2010).

In addition, the zebrafishmodel is highly amenable to geneticmanipulation. Proto-
cols for the generation of transgenic lines and CRISPR-Cas9 genome editing in
zebrafish are well established. The generation of zebrafish lines carrying fluores-
cent reporter genes sensitive to specific stimuli is relatively straightforward. Many
transgenic lines have already been developed and characterized. For example, the
casper transparent zebrafish strain lacks iridophores and pigmented melanocytes
and most internal organs can be seen through the skin. Suitable fluorescent lines
can be created on the transparent casper background to enhance in vivo detection
and imaging of fluorescently labeled organs and expand the ability to probe putative
toxicity pathways.

Taken together, zebrafish embryotoxicity assays straddle the divide between
in vitro assays (high throughput but low predictive value) and mammalian in vivo
models (low throughput and high predictive value). They offer great promise for the
early stages of hazard identification and prioritization of chemicals for further testing
in higher vertebrates.

Zebrafish Toxicity Testing Paradigms

General Methodology for Use of Zebrafish in Toxicity Testing

Zebrafish have been used as an in vivo toxicology model for a few decades. In
general, zebrafish toxicity testing at embryonic to larval stages encompasses exposure
of zebrafish embryos from early stages of embryonic development (usually from
1 to 6 hpf) to different concentrations of chemicals of interest up to 120 hpf. The
chemical is dissolved or dispersed in an embryomedium (containing a carrier solvent
if necessary) within a vessel (glass Petri dishes or polystyrene microtiter plate). As a
carrier, organic solvents such as dimethyl sulfoxide (DMSO), methanol and acetone
are frequently used. The exposure medium is renewed regularly (ideally daily) to
maintain high levels of the chemical. At the end of the exposure period, the zebrafish
embryos are assessed for the phenotypic endpoints of interest. The most common
phenotypes evaluated are mortality, hatching and morphological malformations, i.e.,
head, spinal and pigment abnormalities and presence of oedemas. Other commonly
assessed phenotypes include heart rate and behavior.

Extensive studies have shown that intra- and inter-laboratory variations in proto-
cols and experimental conditions of zebrafish in vivo toxicity assays can influ-
ence toxicity outcomes (Hamm et al. 2019). Consortiums representing regulatory,
academic and industrial stakeholders, e.g., Systematic Evaluation of the Application
of Zebrafish in Toxicology (SEAZIT), have been established to discuss approaches
to identify sources causing variability in zebrafish embryo in vivo toxicity assays and
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develop experimental guidelines to optimize, harmonize and standardize protocols
to improve concordance across laboratories (Ball et al. 2014; Hamm et al. 2019). For
this purpose, theOrganization forEconomicCo-operation andDevelopment (OECD)
developed guidelines for zebrafish toxicity testing based on consultation with rele-
vant key laboratories. These guidelines govern chemical testing using zebrafish of
different developmental stages (embryonic, larval, juvenile or adult) and assays of
different durations (acute or chronic exposure). OECD test guideline 236, also known
as the Fish Embryo Acute Toxicity (FET) test, guideline 210 Fish, Early-life Stage
Toxicity Test and guideline 212 Fish, Short-term Toxicity Test on Embryo and Sac-
Fry Stages provide recommendations for toxicity testing with embryonic and larval
zebrafish whereas guideline 215 Fish, Juvenile Growth Test deals with exposure
in juvenile zebrafish. OECD test guidelines 203 Fish, Acute Toxicity Test, guide-
lines 230 21-day Fish Assay and 229 Fish Short Term Reproduction Assay are
relevant for adult zebrafish. In particular, the FET has gained wide acceptance in
the toxicology research community due to its good concordance to adult fish acute
toxicity tests (Lammer et al. 2009) and few animal ethical issues. The methods for
zebrafish embryotoxicity have been successfully applied in nanotoxicology (Pereira
et al. 2019).

State of the Art with Regards to in Vivo Toxicity Testing
with Zebrafish

HTS and high content screening (HCS) assays have become popular for toxicity
testing in the past one to two decades. Libraries containing hundreds to thousands of
chemical compounds can be screened rapidly and reproducibly using HTS and HCS
platforms. In the context of toxicity testing, HTS and HCS assays harness sophis-
ticated automated liquid handling systems, robotics, image acquisition, processing
and analysis software and increasingly big data processing and artificial intelligence
technologies to answer questions regarding the hazardous effects of specific chemical
compounds and emerging toxicants on biological systems.

Originally designed to increase the throughput of in vitro toxicological screening,
HTS and HCS technology have been adapted for small in vivomodels likeC. elegans
and zebrafish embryos.Liquidhandling robots and automatedmicroinjection systems
(Spaink et al. 2013) have been developed for accurate dispensation of chemicals to
zebrafish embryos in HTS assays. The use of robotics-based automated HTS assays
accelerates the speed and efficiency at which toxicity assays can be conducted and
reduces human error. The key steps in zebrafish HTS are summarized in Fig. 5.1.



5 Advancements in a Zebrafish Model … 101

Fig. 5.1 Key steps in zebrafish HTS: (1) embryo manipulation for toxicological screening, (2)
imaging and acquisition of behavioral data and (3) data analysis

Embryo Manipulation for Exposure and Screening—Automation
and Robotics

Traditionally, zebrafish embryo collection and sorting, chorion removal and transfer
into culture plates were performedmanually. These processes are laborious and were
bottlenecks to zebrafish embryotoxicity testing. Automated systems for zebrafish
embryo sorting (Breitwieser et al. 2018; Graf et al. 2011; Pfriem et al. 2012), dechori-
onation (Mandrell et al. 2012) and arraying of single embryos into microtiter plates
(Mandrell et al. 2012) have arisen in the past ten years. The high scalability and effi-
ciency of automated robotic embryo manipulation platforms enabled large swaths
of compounds to be tested faster, better and cheaper, contributing greatly to the
increased adoption of zebrafish as an in vivo toxicology model.

To satisfy the requirement for large numbers of zebrafish embryos of the same
developmental stage to performHTSassays, dozens to hundreds of adult zebrafish are
stimulated to spawn synchronously in specially designed embryo collection systems.
High throughput spawning systems take advantage of the natural proclivity for
zebrafish to breed in shallow water to induce spawning within a short interval, dras-
tically reducing the time needed to remove breeding partitions and collect embryos
from multiple breeding tanks containing small numbers of crosses.

Developing zebrafish embryos are surrounded by a chorion which forms a semi-
permeable protective layer around the embryo. The chorion canal pore size of 0.5–
0.7 μm (Lee et al. 2007) impedes chemicals larger than the pore from contacting
the zebrafish embryo. Due to their small size, single nanoparticles can diffuse
through chorion canal pores, however, nanoparticles often agglomerate preventing
entry through the chorion (Lee et al. 2007). The physicochemical properties of the
compound, including its hydrophobicity or hydrophilicity, polarity, ionic charge,
electrostatic properties and the DMSO concentration it is dissolved in, are other
factors that affect entry through the chorion (Hamm et al. 2019). Studies have shown
that different nanoparticles and their dissolved cations accumulate preferentially at
different compartments of the zebrafish embryo (Böhme et al. 2017). Lin et al. (2011)
found that Co3O4, CuO, NiO, ZnO nanoparticles could not be detected in the chori-
onic fluid but adsorbed to the chorion instead. Other studies clearly showed that the
chorion acts as a barrier to the entry of nanoparticles (Bar-Ilan et al. 2011; Kim and
Tanguay 2014; Lin et al. 2011; van Pomeren et al. 2017).
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The use of dechorionated embryos and intact embryos (with chorions) for
zebrafish embryotoxicity assays varies between laboratories and protocols. This is
concerning as the presence or absence of chorions adds variability to comparisons
of toxicity outcomes across different assays (Hamm et al. 2019). Dechorionated
embryos are reportedly more sensitive to chemical exposure. For many zebrafish
embryotoxicity assays, chorions need to be removed before chemical exposure for
a more accurate picture of the toxic potential of the chemical (Henn and Braunbeck
2011; Kim and Tanguay 2014; Panzica-Kelly et al. 2015).

Dechorionation enables direct contact of zebrafish embryos with waterborne
nanoparticles and other chemicals and improves the sensitivity of in vivo toxicity
assays. There are two main methods of zebrafish embryo dechorionation: mechan-
ical and enzymatic removal of chorions. Both approaches have relatively high
mortality rates, are time-consuming and require highly trained operators. Dechori-
onated zebrafish embryos are highly fragile and great care must be taken when
transferring them into plates for chemical exposure. Mandrell et al. (2012) modi-
fied a shaker platform to create a high throughput zebrafish embryo dechoriona-
tion system. It removed chorions from 1600 to 2000 embryos within an hour using
a combination of pronase digestion-based dechorionation with mechanical agita-
tion. A literature survey on automated HTS using zebrafish embryo in vivo assays
revealed that Mandrell et al. (2012) remains the only automated zebrafish embryo
dechorionation system to date.

Several approaches for the automated transfer of zebrafish embryos intomicrotiter
plates have been established. In Mandrell’s system, a robotic arm picked transferred
single dechorionated embryos fromaPetri dish into individualwells of a 96-well plate
with low mortality rates (Mandrell et al. 2012). For another approach, 3D printing
technology was used to fabricate a 96-well array for high throughput arraying of
zebrafish embryos (Yu et al. 2018). Negative pressure was exerted on the array with
a vacuum pump to entrap single zebrafish embryos within individual wells. A disad-
vantage of this array is that the existing design is incompatible with dechorionated
zebrafish embryos. Zebrafish embryos were released from a holding plate into a
desired receiving 96-well plate with a combination of acceleration and a liquid envi-
ronment (Zhang et al. 2011). Acceleration of the cell holding device overcame the
adhesion forces between the zebrafish embryos and the holding device whereas the
liquid environment reduced capillary pressure between the liquid and air. This auto-
mated method for the parallel transfer of zebrafish embryos had a high success rate
of 94.3%.

Complex Object Parametric Analyzers and Sorters (COPAS) and BioSorter
(Union Biometrica) are flow cytometers capable of analyzing and sorting fluo-
rescently labeled transgenic zebrafish embryos (Carvalho et al. 2011). They can
also be used to sort dead and live embryos. For the BioSorter system, fluorescent
zebrafish embryos can be aspirated from conical tubes, Petri dishes or multiwell
plates, are sorted based on fluorescence signals and then dispensed into multiwell
plates. The operating principle of COPAS is the same, but the large particle sampler
for dispensing zebrafish embryos is sold separately. Both systems have utility for
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automated sorting and dispensation of fluorescent transgenic zebrafish embryos into
multiwell microtiter plates for HTS assays.

The Vertebrate Automated Screening Technology (VAST) BioImager platform
(Union Biometrica) is a streamlined automated system for the manipulation and
imaging of zebrafish embryos (Jarque et al. 2018). The basic VAST model is
a microscope-mounted platform that integrates an instrument for aspiration of
zebrafish embryos from a bulk sample reservoir (a 50-mL conical tube), a capillary
where zebrafish embryos are orientated for imaging, image acquisition software for
high-resolution image capture and a dispenser which directs the embryos into waste
or a storage tube after imaging. An optional large particle sampler with a dispenser
adds an additional function of aspirating and dispensing zebrafish embryos from and
to multiwell microtiter plates before and after imaging. Although the VAST system
is a fully automated system for in vivo screening of zebrafish embryos, its throughput
is relatively low since imaging is conducted on individual embryos.

Some applications require direct injection of the engineered nanomaterial into the
body of embryos. Successful zebrafish embryomicroinjection involves several steps:
embryo immobilization, embryo orientation detection and repositioning of embryos
into the correct orientation for microinjection, volume calibration and deposition of
picolitre volumes of solutions into individual embryos (Wang et al. 2007). Immo-
bilization of zebrafish embryos can be conducted using vacuum-driven adhesion of
embryos (Wang et al. 2007; Zhang et al. 2011), with devices involving surface tension
or hydrodynamic pressure such as troughs, grooves or specially designed devices
(Akagi et al. 2012) or agarose embryo holder grids (Carvalho et al. 2011). A recent
study described the use of electrothermally-actuated microgripper for automated
manipulation, immobilization and release of zebrafish embryos for microinjections
but its current throughput is limited to single embryos (Zhang et al. 2020). Algo-
rithms have been written to detect zebrafish embryo orientation and rotate embryos
into the appropriate orientation (Wang et al. 2009). Visual servo-controlled robotic
microinjection systems facilitate the injection of thousands of zebrafish embryos at
high speed with high accuracy and survival (Wang et al. 2007, 2009; Zhao et al.
2019a).

Letamendia et al. (2012) described the development of a fully automated plat-
form enabling high throughput in vivo screening of cardiotoxic and anti-angiogenic
compounds using zebrafish embryos. The system comprised a computer-controlled
robotics-enabled automated workflow involving embryo loading, compound dispen-
sation, exposure to compound at constant experimental conditions (e.g., tempera-
ture), image acquisition (brightfield and fluorescence image capture as well as video
recording) and analysis.

Liquid handling robotics facilitates the preparation and dispensation of nanopar-
ticle suspensions. The robots are attached to multi-channel pipettes where the
dispensing volume can be programmed using a computer. They enable automated,
accurate pipetting of fixed volumes of nanoparticle suspension into microtiter plates
where the exposure of zebrafish embryos will take place. An alternative method for
automated dispensing of toxicants utilizes ink-jet technology (Truong et al. 2016).
Truong et al. (2016) compared the effectiveness and accuracy of a Hewlett-Packard
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D300 digital dispenser (‘BioPrinter’) with a conventional liquid handling robot at
dispensing chemical compounds for zebrafish toxicity assays. The BioPrinter outper-
formed the liquid handling robotwhen it came to the precision of chemical delivery—
a greater likelihood of adverse phenotypeswas observed at the same nominal concen-
tration with the BioPrinter. An existing challenge for the field is to build a fully
automated HTS platform that requires minimal to no user intervention.

Imaging and Behavioral Profile Acquisition—High-Content Imaging

Morphological and functional endpoints, i.e., embryo developmental abnormalities,
heart rate and behavior, are among the commonly assessed phenotypic readouts
of zebrafish in vivo toxicity assays. In the past, the determination of morphological
defects involved visual inspection of individual embryos or larvae viamicroscopy and
manual scoring of anatomical structure morphology. Mammalian in vivo embryo-
fetal developmental studies were the model for the design of the morphological
scoring system in zebrafish embryos (Panzica-Kelly et al. 2010). In this morpholog-
ical assessment system, the level of severity of a specific abnormality was designated
a numerical value on a 5-point score system to grade the morphological defects
(Brannen et al. 2010; Panzica-Kelly et al. 2010). The greater the deviation of the
morphological abnormality from normal or background levels, the lower score it
was assigned. This system focused on identifying morphological defects in 9 main
organ systems and structures comprising overall body shape, facial structures, skull
structures inclusive of the jaw and pharyngeal arches, brain, heart, somites, noto-
chord, fins and tail (Panzica-Kelly et al. 2010). The body shape was dichotomized
as normal or abnormal. Considerable amounts of time and labor had to be expended
on operator training and peer review to maintain consistency of morphological score
assessment and assignment in this system.

Manual data recording, identification and assignment of phenotypes in zebrafish
embryos is often inaccurate, unreliable and subject to operator bias; particularly for
the description of subtle phenotypes and embryo morphological phenotypes with a
wide range of background variations especially during the early stages of develop-
ment. Furthermore, manual inspection of morphology, phenotype recognition and
morphological scoring of zebrafish embryos for sublethal toxicity assays are inher-
ently time-consuming, labor-intensive and not scalable (Panzica-Kelly et al. 2010).
Automation of morphological phenotype feature detection, identification and quanti-
tationwouldgreatly accelerate toxicity screeningof compound libraries, dramatically
reduce experimental error and further enhance the value and acceptance of zebrafish
as an in vivo toxicology model of choice, particularly for high throughput compound
screening and hazard identification during early stages of drug development.

HCS approaches couple automated multiparametric microscope-based image
acquisition with powerful image processing and analysis algorithms for high
throughput automated feature detection (Peravali et al. 2011), quantitation and clas-
sification. In this section, we focus on describing the data acquisition instrumentation
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(hardware) necessary for conducting HCS assays with the zebrafishmodel. The algo-
rithms (software) which serve as the lifeblood connecting and automating the various
apparatuses responsible for image capture, as well as interpreting and quantifying
the visual data collected will be elaborated on in the next section.

HCS systems have been adapted to address different aspects of toxicity. Applica-
tions of automated high-resolution imaging platforms for zebrafish toxicity screening
encompass visualization and quantification of phenotypic endpoints such as non-
invasive detection of heart rate (Gierten et al. 2020; Martin et al. 2019), changes in
embryo body length (Lantz-McPeak et al. 2014), numbers of myelinating oligoden-
drocytes (Early et al. 2018) and behavior. The variety of imaging options offered
by automated imaging systems extends from brightfield, fluorescence and confocal
microscopy to video recording. At its most basic, high content screening entails
concurrent optics-based image recording of multiple samples. An early attempt at
developing an economical high content imaging platformwas by repurposing flatbed
transparency scanners for screening zebrafish (Lessman et al. 2010). Early iterations
of automated imaging systems enabled rapid screening of 96 embryos within 31.85
min which is less than 20 s per embryo (Pardo-Martin et al. 2010).

High content imaging systems are commercially available from major biotech-
nology vendors: ImageXpress Micro systems (Molecular Devices), acumen Cellista
(Lin et al. 2011), Cellnsight and ArrayScan suites of HCS platforms (ThermoFisher
Scientific), BioSpa™ Live Cell Imaging System (BioTek, Agilent) and the Operetta
CLS system (PerkinElmer). Originally designed for imaging of in vitro 2D cell
culture-based bioassays, high content imaging systems have been widely adopted for
HTS of zebrafishwhole organism toxicity assayswith both embryos and larvae. They
bundle instrumentation enabling acquisition of high-resolution brightfield, fluores-
cence and/or confocal microscopy images of numerous zebrafish embryos in a high
throughput format with image processing and analysis software. Standalone vendor-
customized HCS algorithms compatible with existing microscopes are available as
well, e.g., Leica HCS A with Leica microscopes.

Automated behavioral screening can be conducted using systems complete with
video acquisition instruments and analysis software or standalone specialized auto-
mated behavioral tracking and phenotyping software. Some of the software is
commercially available whilst others are free to use (Pérez-Escudero et al. 2014).
Commercial software tends to havemore streamlinedworkflows and better visualiza-
tion tools than open-source software.However, the development of open-source auto-
mated behavior tracking software is continuously undergoing improvement with new
customizable, sophisticated freeware increasingly available. Several open-source
automated animal behavior tracking freeware have been tested for use with adult
zebrafish (Franco-Restrepo et al. 2019). Newer behavioral tracking tools Bonsai
(Lopes et al. 2015), DeepLabCut (Nath et al. 2019), Tracktor (Sridhar et al. 2019)
and ezTrack (Pennington et al. 2019) and Ethoflow (Bernardes et al. 2020) are
other options worth considering. They reduce the intra-operator and inter-operator
variability associated with manual scoring of behavioral phenotypes.

Among commercial software, Noldus has a DanioVision Observation Chamber
system which incorporates the Ethovision XT behavioral tracking software with
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an observation chamber. Ethovision XT is commonly used for automated behav-
ioral analysis of zebrafish (Duan et al. 2013). Noldus also offers the Ethovision
XT software separately and another video tracking software for zebrafish research,
called DanioScope. ViewPoint offers a zebrafish-centric automated screening behav-
ioral analysis platform which includes the ZebraBox and ZebraCube apparatuses for
behavioral tracking and screening of larval (Javed et al. 2018) and adult zebrafish
behavior respectively and proprietary ZebraLab analysis software. The enclosed
chambers included with commercial automated zebrafish tracking systems are
designed to eliminate disturbance from external factors known to confound behav-
ioral outcomes, e.g., unwanted external light sources, sounds and vibration. Auto-
mated behavior observation and tracking systems also come with apparatus enabling
programmable control of internal light to monitor photomotor responses or stimulate
a startle response. Accessories and software to conduct and analyze other behavioral
tests can be purchased separately.

Toxicology Data Analysis—Big Data and Artificial Intelligence

High content imaging systems rapidly and automatically capture thousands of images
of individual zebrafish embryos or larvae in high throughput toxicity assays. This
creates a need for data storage, management, processing and analysis tools able to
store and handle large volumes of optical data efficiently and effectively. Labora-
tory Information Management Systems (LIMS) are increasingly being used for data
management. Zebrafish Acquisition and Analysis Program (ZAAP) is one of the
software used (Truong et al. 2016). Big data and artificial intelligence offer solu-
tions to some of the challenges associated with analyzing big datasets. In particular,
computer vision and machine learning approaches have widespread applications in
toxicity testing, chemical hazard ranking and risk assessment.

Generalized pipelines for computer vision systems include data acquisition,
pre-processing, feature extraction, segmentation/detection, image recognition and
finally, prediction-making. For zebrafish in vivo toxicity screens, the steps whereby
computer vision is employed is as follows: (1) images are captured with an auto-
mated image acquisition instrument, usually a microscope or microplate reader, (2)
images undergo pre-processing according to pre-defined criteria to reduce noise and
identify regions of interest to facilitate downstream processing, (3) feature extraction
is performed, (4) the image is converted into quantifiable units during segmentation,
(5) the image is comparedwith images from a training dataset to sort it into categories
to construct a decision-making model and (6) the phenotype identified in the image
is then classified based on the model constructed (Xu et al. 2010).

Machine learning is a form of artificial intelligence that relies on training a
computer to construct classification models to make predictions and decisions on
new data based on a training dataset. The effectiveness of machine learning algo-
rithms depends on the quality of a priori knowledge and datasets. Automated image
analysis relies heavily on machine learning techniques, predominantly for feature
extraction, segmentation, image recognition and classification. For toxicological
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applications, machine learning methodologies are used to build rapid, accurate and
robust models for phenotype and event classification as well as for the prediction of
toxicity outcomes.

Algorithms for high throughput zebrafish toxicity screens perform automated
feature detection, recognition and classification of zebrafish eggs (Shang et al. 2019),
embryos (Liu et al. 2012; Tharwat et al. 2015) and larval phenotypes (Shang et al.
2020; Teixidó et al. 2018) from images acquired from HCS instrumentation. The
key phenotype to be distinguished for zebrafish eggs is whether the eggs are fertil-
ized or unfertilized (Neukum et al. 2019; Shang et al. 2019). A major benefit of
being able to conduct high throughput sorting of fertilized and unfertilized eggs at
the early stages of fertilization is that it enables the early removal of unfertilized
eggs. This prevents unfertilized eggs from being used for zebrafish embryo toxicity
tests. Unfertilized eggs may be incorrectly assigned as dead embryos confounding
the outcome of the toxicity test (Neukum et al. 2019). At early zebrafish embryonic
stages, algorithms focused primarily on automated discrimination of live or dead
embryos (Tharwat et al. 2015), hatched, unhatched and dead embryos (Liu et al.
2012), embryos with different pigmentation phenotype patterns (Xu et al. 2010) e.g.,
wildtype, transparent 1-phenyl 2-thiourea (PTU)-treated embryos, darker transgenic
kita-HRAS expressing embryos, homozygous rx3-mutants where eyes are absent
(Schutera et al. 2016) and morphological abnormalities (Ishaq et al. 2017; Jeanray
et al. 2015; Shang et al. 2020). Leverage of these machine learning algorithms
led to the development of commercial automated egg phenotype recognition and
sorting platforms and software, e.g., Automated Fish egg sorter (Fraunhofer IPA)
and EggSorter (Bionomous).

One of the pioneering machine learning strategies used for automated zebrafish
phenotype analysis was Cognition Network Technology, an image analysis approach
based on human cognitive processes (Vogt et al. 2009). Traditional machine learning
methods such as Support Vector Machine (SVM) (Liu et al. 2012; Schutera et al.
2016) and Random Forest classification (Genest et al. 2019) and newer deep learning
algorithms, e.g., Deep Neural Networks (DNN) (Ishaq et al. 2017), convolutional
neural networks (CNNs) and Deep Convolution Neural Networks (DCNN) (Shang
et al. 2019), are among the machine learning algorithms which have since been used
for automated image processing of fish embryos. Major disadvantages of conven-
tional machine learning approaches are the need for an expert to perform manual
annotation of image features from training images in the initial training set, small
data training sets, the aspect that multiple features are frequently assigned to each
image and indistinct inter-class differences (Shang et al. 2020). Shang et al. (2020)
utilized two-tier classification with the CNN-derived Xception algorithm to over-
come these challenges for automated classification of zebrafish larvae phenotype
from brightfield microscope images.

While still in its infancy, the use of machine learning algorithms for video feature
extraction and event recognition in behavioral tracking of zebrafish shows promise
(Xia et al. 2018; Xu and Cheng 2017). SVM was used successfully for classifying
larval zebrafish prey capture behavior (Semmelhack et al. 2014) and looming-evoked
escape behavior (Temizer et al. 2015). An unsupervised learning approach has been
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used to analyze larval zebrafish locomotor activity (Zhang et al. 2013). CNN archi-
tecture was more recently used with the dataset from Semmelhack et al. (2014) to
differentiate between larval zebrafish prey and spontaneous swim bouts (Breier and
Onken 2020). The accuracy obtained through CNN outperformed Semmelhack’s
SVM approach (Breier and Onken 2020). Taken together, the benefits deep learning
methods provide over conventional machine learning techniques for image and video
analysis in zebrafish HCS assays suggest that deep learning algorithms like CNN
may be the way of the future for high throughput zebrafish toxicity screens. Machine
learning architecture has also been employed for automation of detection and clas-
sification of phenotypes associated with cardiovascular health in zebrafish embryos
and larvae, i.e., heart beat detection, heart rate quantification and vascular growth
(Akerberg et al. 2019; Daetwyler et al. 2019; Gierten et al. 2020; Kang et al. 2018). It
is clear that machine learning, especially deep learning approaches are highly bene-
ficial for the detection of neurotoxicity and cardiotoxicity in larval zebrafish toxicity
assays.

Artificial intelligence has been instrumental in the field of environmental and
human health safety. It has led to breakthroughs in toxicity prediction through the
integration of libraries containing physico-chemical properties of thousands of chem-
ical compounds and environmental toxicants with toxicity data from various biolog-
ical assays using different platforms (Wu andWang 2018). Computational or in silico
toxicological methods such as structure–activity relationship (SAR) and quantitative
structure–activity relationship (QSAR) computation modeling have a long history of
being used to infer toxicity outcomes from physicochemical properties of chemical
compounds. The use of machine learning for computational toxicology is a fast-
advancing field. While multiple linear regression used to be the favored technique
for QSAR modeling, its popularity was later overtaken by SVM, Random Forest
and Ensemble learning and most recently, deep learning methods (Basile et al. 2019;
Baskin 2018).

The ToxCast approach of the US EPA integrates toxicity information (e.g., pheno-
typic endpoints) frommultiple HTS assays (in vitro and in vivo) into a computational
systems biology to classify and predict toxicity outcomes and hazard potentials for
chemicals and toxicants. Machine learning has played a critical role in the construc-
tion of toxicity prediction models for human risk assessment. The DeepTox pipeline
is a Deep Learning computational model using Deep Neural Network architecture
to construct abstract chemical features from HTS assay data to make accurate toxi-
city predictions (Mayr et al. 2016). In recent years, these approaches have gradually
been applied to the field of nanotoxicology with the view of improving the design
of engineered nanomaterials through reduction of toxicity (Choi et al. 2018; Furxhi
et al. 2020; Peng et al. 2020; Saini and Srivastava 2018;Winkler 2020). The dramatic
increase in throughput, accuracy and robustness that artificial intelligence brings to
nanotoxicology has the potential to revolutionize the field.
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Overview of in Vitro and in Vivo Models in Nanotoxicology
and Advantages of Zebrafish as a Toxicology Model

In Vitro Models

Historically, in vitro toxicology involved cell cultures using human and rodent cell
lines. In vitro toxicity assays, excellently summarized by Hillegass et al. (2010),
provide invaluable knowledge on the harmful effects of nanomaterials in various
tissues (Table 5.1). In recent years, fish cell lines have been developed for in vitro
assays to substitute in vivo tests (Rehberger et al. 2018). Major zebrafish cell lines
include those derived from embryos and adult organs (Table 5.1). Detailed informa-
tion on the cell lines can be found at the Cellosaurus database (https://web.expasy.
org/cellosaurus/) (Bairoch 2018).

Advantages of in vitro toxicology systems include circumventing disadvantages
related to the use ofwhole animal toxicologymodels i.e., ethical issues andhigh labor,
time andfinancial costs.However in vitro systems are physiologically and structurally
less complex than tissue and organ systems, let alone whole animals. Hence, they
are not useful for investigating complex phenotypes. In fish, studies have shown
that in vitro cytotoxicity assays are significantly less sensitive than in vivo lethality
assays (Rehberger et al. 2018). While emerging advances in in vitro systems such
as three-dimensional human organoids may overcome some of these issues (Renner
et al. 2020), these technologies are still under development and lack standardized
protocols to reduce inter-laboratory variability. Since there is no interaction between
tissues and organs for existing 3D human organoid systems, its current utility is
limited to exploring tissue-specific or organ-specific effects (Kim et al. 2020).

In Vivo Models

Whole animal toxicity testing is the traditional gold standard for chemical hazard
assessment. Rodents have been the preferred toxicology models due to their high
levels of biological conservation to humans. However, rodent toxicity testing is
hampered by low throughput, ethical issues and costly, time-consuming and labor-
intensive protocols. Driven by the 3Rs (Replacement, Reduction and Refinement)
principles for humane scientific research, there has been a paradigm shift by interna-
tional and national regulatory agencies to replace mammalian whole animal toxicity
systems.Alternativemethods involving the use of in vitro and in silico testing systems
as well as non-mammalian animal models are increasingly pursued. Rodent models
also fail to account for the adverse effects of environmentally relevant exposure of
toxicants on aquatic environments.

Aquatic model organisms such as fathead minnow (Pimephales promelas)
(Ankley and Villeneuve 2006; Hall et al. 2009; Kurita Oyamada et al. 2020; Laban
et al. 2010), medaka (Oryzias latipes) (Dong et al. 2016; Kim et al. 2013; Padilla

https://web.expasy.org/cellosaurus/
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Table 5.1 Most commonly used cell lines for assessing nanotoxicity

Cell line name Sampling age Tissue Accession
numbera

References

Human cell lines

HeLa Adult Human
papillomavirus-related
endocervical
adenocarcinoma

CVCL_0030 Yehia et al.
2007

A549 Adult Lung adenocarcinoma CVCL_0023 Lanone et al.
2009

CaLu3 Adult Lung adenocarcinoma CVCL_0609 Kroll et al.
2011

HaCaT Adult Skin CVCL_0038 Kroll et al.
2011

CaCo2 Adult Colon adenocarcinoma CVCL_0025 Kroll et al.
2011

Hep-G2 Adult CVCL_0027 Kroll et al.
2011

THP-1 Child (1 year) Macrophages from
childhood acute
monocytic leukemia

CVCL_0006 Lanone et al.
2009

Mouse cell lines

NIH-3T3 Embryo Fibroblasts CVCL_0594 Kroll et al.
2011

RAW264.7 Adult Macrophages CVCL_0493 Kroll et al.
2011

Rat cell lines

RLE-6TN Adult Lungs CVCL_4693 Kroll et al.
2011

NRK-52E Adult Kidney CVCL_0468 Kroll et al.
2011

Rainbow trout cell line

RT-W1 Gills George et al.
2012

Zebrafish cell lines

ZF4 Embryo Fibroblasts CVCL_3275 Yan et al. 2021

ZEM2S Embryo Fibroblasts CVCL_3274 Yan et al. 2021

Pac2 Embryo Fibroblasts CVCL_5853 Yan et al. 2021

AB.9 Adult Caudal fin CVCL_6311 Yan et al. 2021

SJD.1 Adult Caudal fin CVCL_5895 Yan et al. 2021

ZG Adult Gills CVCL_R820 Yan et al. 2021

ZFL Adult Liver CVCL_3276 Yan et al. 2021

ZKS Adult Renal stroma CVCL_5905 Yan et al. 2021

(continued)



5 Advancements in a Zebrafish Model … 111

Table 5.1 (continued)

Cell line name Sampling age Tissue Accession
numbera

References

ZSSJ Adult Spleen CVCL_6E22 Yan et al. 2021

a This accession number refers to the Cellosaurus accession number: a unique primary accession
number assigned unambiguously to specific cell lines in the Cellosaurus database

et al. 2009) and zebrafish have greatly contributed towards improving understanding
of the adverse effects of acute and chronic exposure of engineered nanomaterials
on aquatic habitats. While beneficial for aquatic toxicology, toxicity studies using
fathead minnow are limited by the relative scarcity of genomic resources available
(Saari et al. 2017). Thus, zebrafish has been used as a sentinel species for water
quality monitoring of aquatic environments.

Small invertebrate model systems including Caenorhabditis elegans (Jung et al.
2015; Kim et al. 2017; Tsai et al. 2021) and Daphnia sp. (Fadare et al. 2020; Gao
et al. 2018; vonMikecz 2018) have also provided valuable information on the toxicity
of nanomaterials. The genome of C. elegans has been sequenced, its development
is well-studied and it is amenable to genomic manipulation. C. elegans is highly
amenable to HTS. Long-standing well-optimized protocols exist for C. elegansHTS
using the COPAS platform (Boyd et al. 2010; Pulak 2006). Major disadvantages
of invertebrate systems are low biological complexity and conservation compared
to vertebrate systems e.g., different body patterning programs and some aspects of
physiology.

Advantages of the Zebrafish Model

Environmental Health and Safety Paradigms

Zebrafish are a key tool for regulatory toxicology, chemical hazard and risk assess-
ment and environmental monitoring especially in the United States of America
(USA) and Europe. In addition to the benefits the zebrafish model offers, the strong
concordance in toxicity outcomes observed in zebrafish and endemic teleost species
contributes towards its popularity as an aquatic toxicology model.

Zebrafish have been used extensively in the national toxicology program of the
US Environmental Protection Agency (EPA), called Toxicology in the 21st Century
(Tox21), and the European Union (EU) ToxRisk program. The European Chemical
Agency (ECHA) frequently uses embryonic zebrafishwith the OECD guidelines 210
Fish, Early-Life Stage Toxicity Test, 212 Fish, Short-term Toxicity Test on Embryo
and Sac-Fry Stages and 236 Fish embryo acute toxicity test (FET) for toxicology
testing of chemicals (Busquet et al. 2014). Toxicity testing has also been conducted
using adult zebrafish.



112 S. L. J. Lee and S. Lin

Zebrafish embryos younger than 120 hpf are regarded as a ‘Replacement’ toxi-
cology model. The earliest stages of embryo development, in which they have not
gained the abilities of independent feeding and free-living, are not regarded as
protected under the European Commission’s 2010 directives. It is also generally
accepted that zebrafish embryos under 120 hpf are incapable of feeling pain or
distress (Strähle et al. 2012). Therefore, from an animal ethical standpoint, scien-
tific research utilizing zebrafish embryos less than 120 hpf of age is not regulated
according to animal welfare legislation (Strähle et al. 2012).

Phenotypes Assayed in Zebrafish

Cytotoxicity, teratogenicity, organ and system-specific toxicity encompassing repro-
ductive, gastrointestinal, ocular, oto-, cardio-, hepato-, immuno-, nephro-, neuro-,
myo-, and enotoxicity, disruption of the endocrine system and intestinal microbiota
are among the other ways nanomaterials exert toxic effects on the body (Chakraborty
et al. 2016; Haque and Ward 2018; Pham et al. 2016). While several phenotypic
endpoints of toxicity are external and visually apparent, e.g., mortality and hatching
interference (Chen et al. 2013; Lin et al. 2013b), engineered nanomaterials also affect
internal organ systems where damage assessment is not straightforward. Different
phenotypic endpoints are assayed using different batteries of tests (Duan et al. 2013;
Mosselhy et al. 2016). Mortality, altered hatching rates, changes in size (head and
full body) and gross morphological abnormalities including edema (pericardial, yolk
sac and swim bladder), egg development defects, pigmentation disruption (eyes,
trunk and fin) and skeletal deformities (skull, operculum, jaw, fin bones and spine)
are endpoints frequently assessed for zebrafish embryo and larval toxicity studies
(Hamm et al. 2019; Panzica-Kelly et al. 2010). These endpoints can be observed
non-invasively in zebrafish larvae using brightfield microscopy (Duan et al. 2013;
He et al. 2020). Staining with neutral red, a eurhodin dye, and tissue-specific fluo-
rescent dyes, e.g., the neuromast hair cell-specific dyes 4-Di-1-ASP and DASPEI,
enable microscopic visualization of skin and neuromast hair cells, respectively (Peng
et al. 2020, 2018). Detection of histopathological abnormalities in internal organs like
intestines and gills (Osborne et al. 2015, 2017) are invasive. Fixation, staining with
tissue-specific dyes (Alcian blue for mucin staining), tissue sectioning, histological
analyses and immunohistochemistry with fixed tissues are required.

Behavioral tests assessing loco- and photomotor activities, as well as touch
responses, are used to evaluate neurotoxic effects in live zebrafish (McNeil et al.
2014; Sarasamma et al. 2019; Selderslaghs et al. 2013; Truong et al. 2012; Zhao
et al. 2019b). Cardiotoxicity can be evaluated through the monitoring of heart rate.
Automated image or video acquisition software is used to record and analyze heart
beats perminute (heart rate) in zebrafish embryos. For example, itwas determined that
exposure toγ-Fe2O3 nanoparticles causes embryonic zebrafish to have an abnormally
low heart rate (bradycardia) (Pereira et al. 2020).

Molecular pathways modulating functional disruption in zebrafish can be eval-
uated by measuring established biochemical or genetic biomarkers (Padilla 2014).
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Ligands and proteins of interest can be probed using enzyme-linked immunosorbent
assays (ELISA) and immunohistochemistry. Reactive oxygen species (ROS) genera-
tion due to redox reactions, an indicator of oxidative stress, at the nano-bio interface
is associated with skin damage in zebrafish (Peng et al. 2020, 2018). Commercial
biochemical kits are used to assess levels of ROS generation and total glutathione
depletion. ELISA assays can also be used for the detection and quantification of 8-
hydroxy-2′-deoxyguanosine (8-OH-dG) formation (Bar-Ilan et al. 2011). 8-OHdG,
an indicator of oxidative stress and oxidative stress induced-genotoxicity, is a type
of DNA adduct commonly generated due to toxicity from engineered nanomaterial
(Bar-Ilan et al. 2011; Petersen andNelson 2010). Digestive function is assessed using
the EnzChek protease assay kit. Expression levels for genes of interest can be quan-
tified using quantitative real-time polymerase chain reaction (qPCR). Also, in situ
hybridization is used to locate the regions of specific genes in tissues and their expres-
sion levels. On a larger scale, transcriptomics, proteomics and metabolomics can
be interrogated to elucidate the molecular pathways and mechanisms underpinning
observed apical effects.

Transgenic Zebrafish Lines Used for Evaluation of Nanotoxicity

Many transgenic zebrafish lines carrying fluorescent reporter genes under the control
of regulatory elements specific to inducers such as signaling molecules, chem-
ical compounds and environmental conditions such as high temperature; as well
as organs/tissues/cells have been developed. While some of the lines express the
fluorescent proteins constitutively, several of these promoters possess inducible
response elements that only express the fluorescent marker in response to an inducer
(inducible transgenic lines). While in vivo imaging of wild-type zebrafish is usually
only possible at embryonic and larval stages, fluorescent transgenic zebrafish lines
with the transparent Casper genetic background can be imaged as adult fish. Advan-
tages of transgenic zebrafish lines include high sensitivity and the capability for non-
invasive in vivo real-time tracking. In vivo imaging is highly useful for automated
imaging-based quantitation of fluorescently labeled cells as well as longitudinal and
depuration studies. Several lines have been developed and deployed as biosensors for
in situ environmentalmonitoring andnanotoxicologywith great success (Carvan et al.
2001; Lee et al. 2015). The transgenic zebrafish lines fall into two main categories:
(1) inducible and (2) constitutive lines (Table 5.2) which can be further dichotomized
into lines with ubiquitous or organ/tissue/cell-type-specific expression of fluorescent
proteins.

Inducible Transgenic Lines

Expression of fluorescent proteins occurs exclusively in the presence of the inducer
for inducible transgenic zebrafish. Depending on the regulatory elements driving
transgene expression, the fluorescent proteins can be expressed in most tissues and
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cells (ubiquitous) or specific organs, tissues or cell types (tissue-specific). Inducible
zebrafish lines used to assess nanotoxicity include Tg(hsp70:egfp), Tg(ARE:egfp),
Tg(mt-Ia1:dsRed2) and Tg(mt:egfp) (Table 5.2). In particular, the Tg(hsp70:egfp)
transgenic reporter line where green fluorescent protein (GFP) expression is driven
by regulatory elements of the heat shock protein 70 gene (Blechinger et al. 2002;
Halloran et al. 2000) has been extensively used for nanotoxicology in zebrafish
(Lin et al. 2011; Pan et al. 2013). Interestingly for Tg(hsp70:egfp) zebrafish, heat
treatment-induced ubiquitousGFP expressionwhileCuOnanoparticles inducedGFP
expression specifically in the head and tail (Lin et al. 2011). Other transgenic lines
responsive to environmental stress and toxicants include the transgenic zebrafish
reporter for antioxidant response element Tg(ARE:egfp) (Bar-Ilan et al. 2011), the
aryl hydrocarbon receptor transgenic reporter zebrafish line Tg(cyp1a:gfp) respon-
sive to dioxin-like compounds and poly aromatic hydrocarbons (Xu et al. 2015),
the hypoxia reporter zebrafish line Tg(phd3::EGFP) (Santhakumar et al. 2012)
and transgenic zebrafish lines responsive to toxic heavy metals, e.g., the transgenic
reporters for red fluorescent protein gene under the control of a metallothionein
promoter derived from Asian green mussel Tg(mt-Ia1:dsRed2) (Pawar et al. 2016)
and enhanced GFP gene driven by zebrafish metallothionein promoter Tg(mt:egfp)
(Liu et al. 2016). These transgenic lines are good indicators of chemical compounds
that induce oxidative stress and oxidative toxicity in embryonic zebrafish.

Constitutive Transgenic Lines

In constitutive transgenic zebrafish, fluorescent proteins are expressed continually.
Constitutive tissue-specific reporter lines have been used for the assessment of organ,
tissue or cell-type specific nanotoxicity (Poon et al. 2017) (Table 5.2). Blood vessel-
specific transgenic lines include Tg(flia:egfp) (Duan et al. 2018) with the GFP gene
under the control of zebrafish fli promoter variants and the transgenic reporter line
under the cardiac myosin light chain 2 promoter Tg(cmcl2:egfp) (Huang et al. 2003).
Co-exposure of silica nanoparticles with methylmercury in Tg(fli-1:EGFP) trans-
genic zebrafish embryos reduced the numbers of vascular endothelial cells below
that with exposure of silica nanoparticles and methylmercury alone, suggesting that
it caused damage of vascular endothelial cells (Duan et al. 2016). Tg(lfabp:DsRed)
which tags liver cells with the red fluorescent protein under the control of the regu-
latory elements of the liver-type fatty acid-binding protein (lfabp) gene has utility
as a biosensor for hepatotoxicity (Pham et al. 2016). Pham et al., 2016 showed
that silica nanoparticles do not elicit hepatotoxicity in zebrafish embryos using the
Tg(lfabp:DsRed) zebrafish line.

The physicochemical properties of some engineered nanomaterials can modu-
late immune responses and stimulate inflammatory responses. In some cases,
redox reactions at the nano-bio interface may trigger injury of the skin epithe-
lium leading to an immune response. Transgenic zebrafish lines with fluorescently
tagged macrophages and neutrophils (Torraca et al. 2014) are good reporters of
immunotoxicity since environmental toxicants frequently affect immune responses
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adversely (Xu et al. 2018). These transgenic reporter lines include Tg(lyz:DsRed2),
g(coro1a:eGFP) and Tg(mpeg1:EGFP).Macrophages and neutrophils express GFP
in the Tg(coro1a:eGFP) reporter line (Li et al. 2012). Macrophages specifically
express GFP in the Tg(mpeg1:EGFP) zebrafish line (Ellett et al. 2010). For the
Tg(lyz:DsRed2) transgenic zebrafish line, only neutrophils are labeled with a fluo-
rescent red protein (He et al. 2020). Exposure of Tg(mpo:GFP) transgenic zebrafish
embryos to a mixture of silica nanoparticles and methylmercury produced more
neutrophils in caudal vein than with exposure to silica nanoparticles and methylmer-
cury alone (Duan et al. 2016). This suggests an inflammatory response is mounted
in response to co-exposure with silica nanoparticles and methylmercury (Duan et al.
2016).

Muscles and neurons co-operatively mediate several zebrafish behavioral pheno-
types. Therefore, transgenic zebrafish lines with fluorescent reporter genes under the
control of the regulatory elements of muscle and neuron-specific genes can be used
for in vivomonitoring of zebrafish behavior. TheTgBAC(hspb11:GFP) zebrafish line
expresses GFP under the control of the small heat shock protein hspb11 gene regula-
tory elements. hspb11 is involved in slowmusclemyofibril organization and/ormain-
tenance and its expression was loosely correlated with activation of nicotinic acetyl-
choline receptor (nAChR) in muscles (Klüver et al. 2011). This reporter line acts as
a sensitive biosensor of chemical compounds that impair muscle integrity leading to
motor dysfunction (Shahid et al. 2016). It serves well as a tool for visualization of
locomotor activity for behavioral assays.

Transgenic zebrafish where important modulators of neurological activity are
fluorescently labeled have potential as tools for elucidating mechanisms of action
underpinning neurotoxic effects of nanomaterials. Promising targets include neural
subtype-specific proteins and receptors essential for neuromodulation such as neuro-
transmitters (Feng et al. 2019; Jing et al. 2018; Sun et al. 2018; Wan et al. 2021).
Tg(olig2:egfp) reporter line expresses GFP in motor neurons, oligodendrocytes
and Purkinje neurons (Shin et al. 2003). The vesicular monoamine transporter 2
(vmat2) promoter for the transgenic line ETvmat2:GFP tags most monoaminergic
neurons with fluorescent green protein facilitating their visualization in zebrafish
(Wen et al. 2008). In the Tg(dat:EGFP) transgenic line, GFP labels dopaminergic
neurons of the ventral diencephalon (vDC) clusters, amacrine cells in the retina,
olfactory bulb, pretectum, and caudal hypothalamus (Xi et al. 2011). The transgenic
line Tg(gfap:GFP) expresses GFP in glial cells driven by the zebrafish glial fibril-
lary acidic protein (GFAP) regulatory elements (Bernardos and Raymond 2006).
Tg(nkx2.2a:mEGFP) transgenic zebrafish express GFP in ventral axons, enabling
visualization and length measurements of ventral axons of oligodendrocyte-lineage
cells (Kirby et al. 2006; Zhang and Gong 2013). Exposure of the reporter line to
low concentrations of five neurotoxins (acetaminophen, atenolol, atrazine, ethanol
and lindane) dramatically reduced the lengths of ventral axons, demonstrating its
usefulness as a biosensor of neurotoxicity.

Neuromast hair cells located at the lateral line of zebrafish are mechanosensory
cells structurally and functionally orthologous to inner ear cells in humans (Ton
and Parng 2005). Several transgenic reporter lines express GFP and GCaMP3.0
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in the hair cells of the lateral line under control of hair cell-specific promoters
pou4f3 (brn3c) andmyosin6 respectively: Tg(pou4f3:gap43-GFP) (Xiao et al. 2005)
and Tg(myo6b:GCaMP3)w78 (Esterberg et al. 2013). The Tg(pou4f3:gap43-GFP)
reporter line demonstrated that zebrafish embryos suffered from ototoxicity upon
silver nanoparticle exposure (Yoo et al. 2016).

In addition, triple transgenic zebrafish lines in which different organs or different
cell lineages within an organ are labeled with different fluorescent proteins have
been created for toxicology testing (Cornet et al. 2017; Koiwa et al. 2019). These
lines allow monitoring of multiple phenotypic endpoints involving different organ
systems or cell types in single organisms reflecting different types of toxicity. This is
highly valuable for elucidation of mechanisms of action of chemical compounds and
environmental pollutants which cause systemic toxicity. For example, Koiwa et al.
(2019) developed a triple transgenic zebrafish line in which different neural cell
lineages were labeled with different fluorescent proteins: neurons with a Cerulean
cyan fluorescent protein, astrocytes with an mCherry red fluorescent protein and
oligodendrocytes with an mCitrine yellow fluorescent protein (Koiwa et al. 2019).
It facilitated interrogation into how chemical compounds elicited neurotoxicity by
affecting neuronal differentiation into the three neural cell subtypes. Toxicant respon-
sive genes with potential utility as biomarkers can be identified from toxicogenomic
experiments. Biomarkers can be used downstream for the evidence-based design of
transgenic zebrafish lines suitable for toxicological monitoring (Padilla 2014).

Studies Using Zebrafish to Evaluate Engineered
Nanomaterials Toxicity

Extensive studies have shown the potential of engineered nanomaterials to inflict
toxicity on embryonic and larval zebrafish (Lin et al. 2011) (Table 5.3). Zinc oxide
nanoparticles have deleterious effects on hatching (Chen et al. 2013; Xia et al. 2011;
Zhao et al. 2016). It targets the zebrafish hatching enzyme, ZHE1 to inhibit hatching
(Lin et al. 2013b). Lin et al. (2013b) showed that CuO, Cr2O3 and NiO nanoparticles
can also disrupt ZHE1. High concentrations of Congo red (CR) functionalized iron
oxide nanoparticles (CR@Fe3O4) increased mortality and reduced hatching rates of
zebrafish embryos (Jurewicz et al. 2020). Several studies point towards the neurotoxic
effect of silver and gold nanoparticles on zebrafish embryos and larvae (Ašmonaitė
et al. 2016; McNeil et al. 2014; Powers et al. 2011; Truong et al. 2012; Zhao et al.
2019b). Alterations in zebrafish larval and adult behavior have been reported for CuO
(McNeil et al. 2014; Thit et al. 2017) and silica nanoparticles (Duan et al. 2013; Li
et al. 2019, 2014).

Zebrafish in vivo toxicity studies with nanoparticles have also helped elucidate the
physicochemical properties which contribute to various types of toxicity and aided
hazard ranking for risk assessment. Zebrafish embryo in vivo assays demonstrated
that the toxicity of silver nanoplates could be attributed to the presence of surface
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defects (George et al. 2012), size of nanoparticles (Osborne et al. 2017), and aspect
ratio (Ji et al. 2012; Lin et al. 2014). Zebrafish in vivo toxicity assays also uncovered
the mechanism of action underlying toxicity for several nanoparticles. As(III) and
As(V) ion shedding from nano-sized particulates (nm-InAs and nm-GaAs) disrupted
Na+/K+ ion channels (Osborne et al. 2017) and shed metal ions from CuO, ZnO,
Cr2O3, and NiO nanoparticles interfered with zebrafish hatching (Lin et al. 2013b).
The induction of oxidative stress is also a key mechanism for nanotoxicity (He et al.
2020; Osborne et al. 2017; Peng et al. 2020). ROS formation (He et al. 2020; Peng
et al. 2020), up-regulation of the oxidative stress biomarkers heme oxygenase-1
(HO-1), nuclear factor-erythroid-2-related factor (Nrf2a) and interleukin-1β (IL-1 β)
accompanied with induction of lipid peroxidation and DNA damage (He et al. 2020)
were clear indicators that oxidative stress was a major culprit underpinning the acute
toxicity of NiO, Cr2O3, Co3O4 and TiO2 nanoparticles on zebrafish embryos and
larvae (He et al. 2020; Peng et al. 2020).

Zebrafish toxicity studies have provided ample evidence of the TrojanHorse effect
of complex mixtures of nanomaterials and environmental toxicants: benzo(α)pyrene
interacting with carbon nanopowders altered uptake of benzo(a)pyrene and gene
expression profiles in embryonic zebrafish (Binelli et al. 2017), administration of
TiO2 nanoparticles with a BDE-209; a polybrominated diphenyl ether congener used
as a brominated flame retardant, augmented BDE-209 bioaccumulation, affected
thyroid function and induced neurotoxicity (Wang et al. 2014), co-exposure of
zebrafish larvae to TiO2 nanoparticles and cypermethrin, an insecticide, increased
bioaccumulation of cypermethrin and cypermethrin-induced neurotoxicity (Li et al.
2018). Chen et al., 2017 showed that co-exposure toTiO2 nanoparticles and bisphenol
A can disrupt gut microbiota in adult zebrafish (Chen et al. 2018). Similarly, a recent
in vivo study showed that zebrafish embryos exposed to gold nanoparticles mixed
individually with the common surfactants Polysorbate 20, Polysorbate 80 or sodium
dodecyl sulfate exhibited synergistic toxicity (Ginzburg et al. 2018). Co-exposure
of zebrafish embryos to ZnO nanoparticles and dissolved organic matter attenuated
the toxic effects on hatching and improved survival compared to ZnO nanoparticle
exposure alone (Kteeba et al. 2017). In some cases, the toxic effects of co-exposure
of nanoparticles and environmental pollutants can span across generations (Guo et al.
2019). Co-administration of TiO2 nanoparticles with BPA elevated thyroid endocrine
disruption in female zebrafish beyond that observed with BPA exposure alone. The
maternal transfer caused significant neurotoxicity in offspring (Guo et al. 2019).

Although the adsorption of benzo(a)pryene onto fullerene reduced the bioaccu-
mulation and uptake of fullerene, the combined exposure induced greater cytotox-
icity and genotoxicity in zebrafish embryos than with fullerene alone (Della Torre
et al. 2018). Adsorption of polycyclic aromatic hydrocarbons (PAH) to nanoplas-
tics appeared to reduce bioaccumulation and toxicity of PAH (Trevisan et al.
2020, 2019). Interestingly, Trevisan et al. (2019) and (2020) found that exposure
to nanoplastics-adsorbed PAH protected zebrafish embryos from PAH toxicity but
disrupted mitochondrial function, a phenomenon seen with exposure to nanoplastics
alone.
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Potential of Zebrafish for Nanomedicine Exploration

Nanomaterials have been harnessed for the development of imaging, diagnostics and
therapies against major diseases including cancer and neurodegenerative diseases
(Pelaz et al. 2017). In the body, nanocarriers improve drug solubility, enable drugs to
pass through the blood–brain barrier and tumor endothelium, prevent opsonization of
drugs, protect biologics based on genes, RNA, peptides or proteins from premature
degradation, enable controlled drug release and targeted delivery of drugs to specific
tissue and cell types and therefore enhance treatment efficacy and reducing undesired
toxicity (de Lázaro and Mooney 2021; Ventola 2012). Different cancer cell eradi-
cating approaches such as thermotherapy (Quintanilla et al. 2019), immunotherapy
(Irvine and Dane 2020) and radiation therapy (Kotb et al. 2016) can be achieved
and improved with nanomaterials. For imaging applications, direct monitoring is
possible for inorganic nanoparticles whereas organic particles can be used to encap-
sulate contrast agents (Cui et al. 2017; Fan et al. 2016; Pratt et al. 2016). Further-
more, it is possible to combine imaging, diagnostic and therapeutic function through
formulation (de Lázaro and Mooney 2021; Feng et al. 2020).

Zebrafish play an important role in the development of nanomedicines as a proof-
of-concept model for evaluation of drug efficacy and as a toxicity model, with the
use of rapid HTS assays (Gutiérrez-Lovera et al. 2017; Sieber et al. 2019). Zebrafish
lack adaptive immunity early in development (up to 3–6 weeks post fertilization)
(Lam et al. 2004) therefore human and mouse cancer cell xenografts are not rejected
in embryos and during early larval stages. This favors their use as cancer models.
Zebrafish models of amyloidogenesis and Alzheimer’s disease were also created via
human islet amyloid polypeptide (IAPP) and/or amyloid beta (Aβ) injection into
zebrafish embryos. Developing zebrafish are used for visualization of the cancer cell
targeting ability of nanomedicines (Qin et al. 2020; Evensen et al. 2015; Kocere
et al. 2020). Protocols have been developed using transgenic zebrafish embryos and
larvae xenografted with human and mouse cancer cells (Qin et al. 2020). These
zebrafish models improved understanding of the toxicity, circulation, distribution
and accumulation of nanomedicines in vivo as well as their effects on cancer cells
(Evensen et al. 2015; Kocere et al. 2020).

Zebrafish have been used to evaluate the uptake of poly(ethylene glycol)-
co-poly(ε-caprolactone) (PEG-PCL) nanoparticle-encapsulated ginkgolide B, a
promising drug against Parkinson’s disease, and its ability to cross various biological
barriers (Zhao et al. 2020). Another study assessed the distribution, toxicity and effi-
cacy of ginkgolide B nanocrystals against Parkinson’s disease (Liu et al. 2020). Other
studies have used zebrafish to determinewhether carbon dotswhich block β-secretase
activity (BACE) to lower Aβ toxicity can be transported across the zebrafish embry-
onic blood–brain barrier (Han et al. 2017), to investigate the effectiveness of carbon
quantumdots atmitigating amyloid peptide (IAPP andAβ) aggregation (Koppel et al.
2020), to assess the ability of biomimetic nanomaterials to inhibit amyloidogenesis
in vivo (Javed et al. 2019, 2018) and to characterize the effectiveness of chitosan
nanoparticles conjugated with the naturally derived compound chrysin to improve
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the symptoms of Alzheimer’s disease (Saleem 2020). These studies demonstrate the
scope of zebrafish as a tool for toxicity testing and evaluation of the efficacy of
nanotechnology-based therapies against cancer and neurodegenerative diseases.

Implications and Future Prospects of Using Zebrafish
for Risk Assessment of Nanomaterials and Emerging
Contaminants

It is clear that nanotechnology and its applications show substantial utility and will
increasingly pervade more aspects of our lives. The widespread use of nanotech-
nology is not without its risks. Zebrafish assays play an important part in demysti-
fying the unknown effects of nanotechnology on the environment and human health.
Integration of HTS assays and AI-assisted analysis tools on zebrafish is expected to
generate large quantities of information which facilitate rapid hazard identification
and enable hazard ranking for prioritization of toxicity testing for existing engi-
neered nanomaterials and emerging contaminants (Ginsberg et al. 2019). From a
regulatory context, the wealth of information gleaned would be used to guide regula-
tion of the design, use and disposal of new engineered nanomaterials and emerging
contaminants to mitigate the EHS risks.
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Chapter 6
Ecotoxicity of Nanomaterials
to Freshwater Microalgae and Fish

Sayani Giri, Vignesh Thiagarajan, N. Chandrasekaran,
and Amitava Mukherjee

Abstract Currently, engineered nanomaterials are used in a wide range of appli-
cations and enter the aquatic environment directly via consumer applications and
industrial waste or by unintended discharge. In the coming years, the production
rate of nanomaterials is bound to grow, and so are their predicted environmental
levels. The toxicological approaches are of significant importance and require note-
worthy attention for a sustainable ecosystem.The risk assessment of nanomaterials is,
however, a very intricate process. Thus, in this chapter, we aim to provide basic infor-
mation on the toxic aspects of engineered nanomaterials to freshwater microalgae
and fish. The initial section deals with the release of nanomaterials and the principles
of their toxicity. The later part of the chapter discusses the toxic impacts of metallic,
carbon-based, and metal oxide nanoparticles.

Introduction

Nanotechnology in recent years has diversified its applications in various fields of
medicine, consumer products, and also the environment. Nanomaterials are defined
as materials with the external dimensions in the nanoscale or having an internal or
surface structure in the nanoscale (1–100 nm range). They occur in various forms that
include nanoparticles (NPs), nanotubes, nanocomposites, nanofibers, and nanowires.
The behavior of most nanomaterials in the environment depends on their size, shape,
surface reactivity, and degree of agglomeration (Sengul and Asmatulu 2020). The
unique physicochemical properties such as extremely small size, large surface area
to volume ratio, and size-dependent optical properties are the reasons that make the
NPs versatile (Sajid et al. 2015). For instance, titanium dioxide and zinc oxide NPs
have been widely used in cosmetic and beauty products as sun-guard to shield the
skin against the penetration of harmful ultraviolet rays (Stark et al. 2015). Gold NPs
are widely explored in the biomedical industry owing to their easy modification,
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Fig. 6.1 Applications of nanomaterials in different sectors

tunable size, and strong optical properties (Jia et al. 2017). Silver NPs are vastly
utilized as antimicrobial agents due to their antibacterial, antifungal, antifilarial, and
antiviral properties (Cameron et al. 2018).

Despite their application across various fields (Fig. 6.1), NPs pose a threat of
exposure and unfavorable effects on the environment and organisms. With a surge in
their production, it is quite certain that the nanomaterials will end up in the aquatic
systems (Moore 2006). This is concerning because most of the industrial wastes
are washed off into the water bodies (lakes, drainage ditches, rivers, and oceans)
despite safety measures. The accidental spillage or the permitted release of the NPs
in the form of industrial effluent can result in direct exposure to humans via skin
contact, inhalation of aerosols, and direct ingestion of contaminated water or food
and vegetables coated with NPs (Liu et al. 2014). Besides, indirect exposure could
also result from the ingestion of fish and mollusks contaminated with NPs expelled
into the water bodies.

Even though the use of NPs has contributed significantly to the improvement of
various fields over recent years, their application raises serious concerns regarding
the exposure and adverse effects on the environment and organisms. Recent studies
in this area have investigated the toxicological impacts and the various hazards of the
exposure of NPs towards the environment but there is still a notable gap of knowledge
regarding the toxicities of different NPs and their effects on freshwater organisms.



6 Ecotoxicity of Nanomaterials … 145

Release of NPs in the Environment

The discharge of nanomaterials in the aquatic ecosystem can either be accidental or
deliberate. They are released into the environment during the different phases of their
life cycle, from production to release (Nowack and Bucheli 2007). The run-offs from
the nanotechnology-based industries are one of the major sources of nanomaterials
in the aquatic environment (Daughton 2004). Once entered the aquatic environment,
the fate of the nanomaterials depends upon several factors such as natural organic
matter content, pH, and ionic strength. The nanomaterials can easily enter the aquatic
organisms via endocytosis and phagocytosis and are passed onto the higher trophic
levels via ingestion of those lower-level organisms. Hence, it is of utmost importance
to study nanomaterials’ potential toxic effects and health hazards.

Principles of NP Toxicity

Several factors may alter the toxicity of NPs such as (1) physicochemical properties
of NP, (2) functional behavior of NPs, and (3) interaction with other pollutants in
the aquatic environment (Turan et al. 2019). NPs tend to show unique and greater
toxicity as compared to their bulk counterparts. This can be attributed to their small
size and relatively high surface area. The toxicity of NPs generally depends on their
size. Particle size affects the cellular uptake of NPs in organisms. A study conducted
by Chithrani and Chan (2007) showed that there could be an optimal size for NP
uptake. Similarly, the surface charge of the particle plays a crucial role in determining
the toxicity of the NPs. Overall, the positively charged NPs are quickly adsorbed to
cells as compared to the negatively charged ones due to the net negative charge of the
cell surfaces. Therefore, the higher toxicity of the positively charged NPs could be
attributed to their higher cellular uptake (Oh et al. 2012). In addition to particle size
and surface charge, the shape can also influence the toxicity of the NPs. It determines
whetherNPs are phagocytosed by the cells. In addition to phagocytosis,NPs can enter
the cells by physically piercing or rupturing the cell membranes. Carbon nanotubes
(CNTs), for example, have been suggested by several researchers to employ their
toxicity by the virtue of their needle-like structure that provides a high aspect ratio to
rupture the cellmembranes. This can apply to someof themultiwall carbon nanotubes
(MWCNTs) with a relatively high diameter and rigidity (Nagai et al. 2011). Since
the toxicity of NPs is affected by the material properties, the toxic effects of NPs will
be discussed in the next sections by the main classes of nanomaterials based on the
composition (Fig. 6.2.).
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Fig. 6.2 Classification of nanomaterials based on material composition

Toxic Effects of Metallic NPs

Metallic NPs are usually composed of a metal core of an inorganic metal. This is
generally covered with a shell consisting of organic or inorganic materials or metal
oxide (Khan 2019). Metallic NPs have various applications in day-to-day life. Since
the new techniques of NP production have become economically feasible, there has
been a surge in the use of metallic NPs in various consumer products like shampoos,
creams, footwear, clothing, and also plastic containers (Diegoli et al. 2008).

Even though NPs have proved to be essential in a broad aspect, the fact that they
pose various health risks to organisms, as well as the environment, cannot be avoided.
In recent years, studies conducted by several researchers using gold and silver NPs
have proved this notion. But still, there is a gap of knowledge when it comes to
determining the toxic effects of specific metal NPs in freshwater organisms. This is
discussed in the next sections.

Gold

Gold NPs (Au-NPs) have been extensively studied for potential use in the biomedical
field especially for diagnostics, drug delivery, therapeutics, and cancer treatment (Jia
et al. 2017). This is primarily because of the unique characteristics of the Au-NPs.
The increased use of Au-NPs has led to its increased diffusion into the environment
that comes with an unavoidable risk towards the aquatic organisms. The cytotoxic
effects of Au-NPs have been reported in mammalian cells, and also their shape,
size, and external coating play a major role in enhancing their toxic effects (Chueh
et al. 2014). Although studies on the toxic effects of Au-NPs have been done on
mammalian cell lines, research on their toxicity on aquatic organisms is still scarce.
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Hence it is crucial to investigate the harmful effects of Au-NPs on aquatic organisms
to provide a background for ecotoxicological hazard review.

The ecotoxic effects of two polymer-coated Au-NPs were observed by Hoecke
et al. on the freshwater microalgae Pseudokirchneriella subcapitata (Van Hoecke
et al. 2013). In aquatic environments, agglomeration/aggregation of Au-NPs is
common and does not necessarily decrease NP toxicity but could facilitate ingestion.
Gilroy et al. (2014) established the potential transfer of Au-NPs in the food webs and
stated that most NPs that remained in the digestive tract did not affect reproduction
and were eliminated with ejection. Iswarya et al. (2017) explored the impact of Zn2+

present in the freshwater environment at an average concentration of <0.05 mg/L,
on the toxicity of Au-NPs with different sizes and surface capping (citrate and PVP)
to the green alga Scenedesmus obliquus. They found that as the concentration of
Au-NPs increased, the relative toxicity of all the types of Au-NPs tested increased.
Citrate-capped Au-NPs were found to be more toxic than PVP-capped Au-NPs, and
the toxicity depended also on NP size. It was confirmed that Zn ions showed an
antagonistic ability to interfere with the toxicity caused by Au-NPs on green algae
Scenedemus sp. independently from the surface capping.

Zebrafish (Danio rerio) are increasingly being employed as an in vivo model
to assess Au-NP toxicity. The impact of Au-NP (12 and 50 nm) exposure in the
food of zebrafish showed that exposure even in the low doses can result in various
cellular dysfunctions and cause genomic alterations (Geffroy et al. 2012). Smaller
malpigmented eyes were seen after zebrafish embryos were exposed to 1.3 nm Au-
NPs functionalized with a cationic ligand, N,N,N-trimethylammoniumethanethiol
(TMAT-Au-NPs) (Kim et al. 2013). Thiswas related to the increase in cell death in the
eyes caused by the overexpression of genes p53 and bax. The effects of contaminated
sediment containing Au-NPs were investigated during a 20-day exposure study ofD.
rerio. The chronic exposure resulted in a series of detrimental effects on the tissues
of the organism including increased expression of genes involved in oxidative stress,
mitochondrial metabolism, and modifications in the genome (Dedeh et al. 2015).
A study comparing the different terminal modifications of Au-NPs on zebrafish
using peptide-capped Au-NPs revealed that the terminal alteration was essential with
terminal histidines causing higher toxicity than terminal tryptophans, andmethionine
causing the least toxicity (Harper et al. 2014). The biodistribution of differently
shaped Au-NPs (nanospheres, nanorods, nano-urchins, and nanobipyramids) on the
toxicity of zebrafish revealed shape-dependent biodistribution patterns after exposure
to different-shaped gold particles. The differently shaped particles were found to be
distributed in different ratios in the digestive organs such as the gall bladder, liver,
and pancreas. The biodistribution patterns suggested that long-term exposure could
cause shape-dependent sublethal consequences (van Pomeren et al. 2019).
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Silver

Studies exposing cultures of algae and zooplankton to engineered Ag-NPs have
revealed several factors that may alter the toxicity of Ag-NPs (Zhao andWang 2010;
Das et al. 2013). The trophic transfer of Ag-NPs may be altered by the nature of
the exposure (waterborne or diet borne) (Zhao and Wang 2011). Significant effort
has been made to study the contribution of silver ions on Ag-NP toxicity to algae
and zooplankton (Navarro et al. 2008b; Das et al. 2013). It has been shown that the
presence of algaemay trigger the release of silver ions fromAg-NPs and consequently
alter their toxicity (Navarro et al. 2008b). At the organism level, physiological and
functional characteristics may also alter the toxicity of Ag-NPs (Oukarroum et al.
2012; Pokhrel et al. 2013). For instance,Chlorella vulgaris could efficiently detoxify
Ag-NP induced ROS species via the induction of antioxidant enzymes, allowing
photosynthesis to continue even at high Ag-NPs concentrations (Qian et al. 2016).
The toxicity of Ag-NPs was higher in cultures at the early phases of growth. Finally,
Ag-NP toxicitywas different depending on the examined species according to species
sensitivity distributions (SSDs) (Coll et al. 2016). This was also observed in the
present literature review where vulnerability to Ag-NP toxicity was higher for D.
magna compared to other daphnids (Völker et al. 2013), for D. galeata compared to
D.magna andBosmina longirostris (Sakamoto et al. 2015), forDunaliella tertiolecta
compared to C. vulgaris (Oukarroum et al. 2012), and for Microcystis aeruginosa
(prokaryotic) compared to C. vulgaris (eukaryotic) (Qian et al. 2016).

In a size-dependent (30–72 nm) in vivo study conducted on zebrafish, it was
observed that Ag-NPs were able to diffuse into the embryos via Brownian motion
through chorionic pores, thereby generating toxicity (Lee et al. 2012). Bar-Ilan et al.
(2009), on the other hand, synthesizedAg-NPsof various sizes (3, 10, 50, and200nm)
and applied them to zebrafish embryos in a rearing container. They discovered size-
independent mortality rates after 120 h post-fertilization (Bar-Ilan et al. 2009). In
another investigation, Ag-NPs were discovered to have a size-dependent effect on
the neural development of zebrafish embryos. Four-nm Ag-NPs were taken up more
efficiently than 10-nm Ag-NPs in this circumstance, with the exposed zebrafish
embryos’ heads accumulating more Ag-NPs than the trunks (Xin et al. 2015). As a
result, the size-dependent toxicity profile of Ag-NPs remains a point of contention.
In both fish cell lines and zebrafish embryos, George et al. (2012) confirmed the
surface defect-driven toxicity of Ag-NPs. Surface reactivity caused by crystal defects
increased the toxicity of Ag nanoplates compared to other Ag-NPs. According to
another study, Ag-peptide NPs were substantially more biocompatible than citrate-
coatedAg-NPs (Lee et al. 2013). The study showed that the combination of numerous
physicochemical properties of the NPs defined their harmful effects on embryonic
development, emphasizing the significance of investigating their effects one factor at
a time. Another investigation revealed that exposing Ag-NPs to simulated sunlight
increased their embryonic toxicity (George et al. 2014). Zebrafish exposed to Ag-
NPs during their early development experienced a variety of side effects, including
a decrease in heart rate, damage to neuromast hair cells, and smaller but statistically
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significant increases in mortality and teratogenicity (Yoo et al. 2016). After chronic
exposure to Ag-NPs, a recent study looked at the reproductive toxicity and associated
probable adverse outcomepathway (AOP) in zebrafish.Adult zebrafish (threemonths
old)were treatedwith varying concentrations (0, 10, 33, and 100µg/L) ofAg-NPs for
five weeks and the results were observed. Female zebrafish fertility was dramatically
reduced after exposure to 33 and 100 µg/L Ag-NPs, which was accompanied by an
increase in apoptotic cells in the ovarian and testicular tissue (Ma et al. 2018). The
size-related effects of chronic Ag-NPs exposure on intestinal Na/K-ATPase and SOD
activities in adult zebrafish were suggested in a recent study. The study also revealed
Ag-NPs had higher toxicity in the intestine than in the liver, showing that Ag-NPs
have organ-specific toxicity. Itwas also demonstrated in this study that the response of
zebrafish to Ag-NPs was sex-dependent since the males showed more susceptibility
as compared to the females (Bao et al. 2020).

Toxic Effects of Carbon-based Nanomaterials

Carbon nanomaterials (CNMs) can be described as the allotropes of carbon that have
at least one of their dimensions in the range of 1- 100 nm. Themajor classes of CNMs
are fullerenes, CNTs, graphene, and carbon black. These materials can originate in
diverse ways, some of these could be liberated into the environment naturally (in
consequence of forest fires or volcanic eruptions), whereas others could be produced
by anthropogenic combustions or could also be manufactured in industries (Freixa
et al. 2018). Due to their unique physicochemical, mechanical, and electrical prop-
erties, they have been used in various fields such as engineering, sports equipment,
optics, automotive industry, cosmetic andmedical applications (Navarro et al. 2008a).
The increased usage of CNMs has increased the exposure risk of the aquatic envi-
ronment to CNMs. Hence it is evident that methodologies are devised to study the
effects of CNMs on the organisms to get cumulative knowledge on their toxic effects
and potential bioaccumulation.

Algae are one of the most sensitive organisms to CNMs. It is reported that the
toxicity of CNMs to algal cells can be both directly related to their exposure as well
as to the indirect effects such as shading effects by the nanomaterials (resulting in
reduced light absorption and photosynthesis) and to the nutrient depletion caused
by the absorption of nutrients on CNMs (Schwab et al. 2011; Long et al. 2012;
Zhao et al. 2017). For instance, Zhao et al. (2017) studied the toxicity of graphene
nanomaterials to freshwater algae (Chlorella pyrenoidosa) showing that graphene
significantly decreased the membrane integrity of algal cells. Sensitivity to CNM
exposure differs between species. For instance, the growth rate of C. vulgaris was
more strongly affected at lower CNT concentrations (EC50 = 1.8 mg/L) than that
the growth rate of P. subcapitata (EC50 = 20 mg/L) (Schwab et al. 2011). Similar
toxicity of CNTs for P. subcapitata (EC50 = 17.95 mg/L) was also reported in
another study (Lukhele et al. 2015). Moreover, differences in toxicity to CNMs
observed between planktonic and biofilm communities have been attributed to the
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presence of extracellular polymeric substances (EPS) matrix (Luongo and Zhang
2010; Rodrigues and Elimelech 2010), where planktonic communities were more
severely affected by CNM exposure. The protective role of EPS to pollutants has
been widely studied (Flemming and Wingender 2010). Other studies have observed
fast overproduction of EPS in algae after exposure to high concentrations of CNMs,
whichwas interpreted as a natural defensivemechanism against double-walledCNTs
(Verneuil et al. 2015b), MWCNT (Verneuil et al. 2015a), or graphene (Garacci et al.
2017).

The bioaccumulation and distribution of multiwalled CNTs were recently inves-
tigated using a zebrafish model, which revealed a bioaccumulation factor of 16 L/kg
fishwetweight (Maes et al. 2014). Li et al. (2015) discoveredCNT-induced biochem-
ical changes in zebrafish. They showed that CNT exposure can activate the brain
and cause gonadal changes. In another study, the toxicity of functionalized CNTs
of various lengths was assessed in zebrafish embryos, with the conclusion that the
length of CNTs has a significant impact on their toxicity profile in vivo (Cheng and
Cheng 2012). Another study found that single-wall (SW)CNTs functionalized with
polyethylene glycol increased mortality, delayed hatching, and decreased overall
larval length only at the highest dosage examined (1 mg/L), with no evidence of
genotoxicity or nanotube uptake by tissues (Girardi et al. 2017). A study using
oxidized-MWCNT along with Cd showed that oxidized-MWCNT promoted apop-
tosis and necrosis in ZFL (zebrafish liver cell lines) cells and increased Cd toxi-
city at low concentrations, most likely through a “Trojan horse” and/or synergistic
action (Morozesk et al. 2018). In another study, Ren et al. (2021) explored the effect
of MWCNTs on the enantioselectivity of bioaccumulation of a chiral insecticide
indoxacarb in zebrafish and found thatMWCNTsdid not affect the preferential bioac-
cumulation pattern of R-(-)-indoxacarb. However, the amount of R-(-)-indoxacarb
that accumulated in zebrafish was 65% higher when co-exposed with MWCNTs
compared to single exposure (Ren et al. 2021).

Toxic Effects of Metal Oxide NPs

Metal oxide NPs (MOx NPs) include both synthesized and naturally found parti-
cles that are in the nanoscale range. MOx NPs, especially the engineered ones, have
gained popularity in recent years owing to their diversity in the crystal structure,
intriguing magnetic and electronic properties, and the existence of metal–oxygen
bonding (Amde et al. 2017). They are used in almost all fields, which include
medicine, biomedical applications, material chemistry, agriculture, environmental
remediation, and catalysis (Chavali and Nikolova 2019). The endless applications
have paved theway for their deliberate and accidental release into the aquatic environ-
ment. However, in the aquatic matrix, MOx NPs undergo various physicochemical
transformations that alter their pristine nature (Garner et al. 2017) and subsequently
their toxic impact on aquatic species. Thus, the following sections address the toxic
effects of differentMOxNPs and theirmechanisms of toxic action on aquatic species.
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Titanium Dioxide NPs

TiO2 NPs are the most frequently used metal oxide NPs in multiple commercial
sections such as topical sunscreens, light-emitting diodes, surface coatings, and
disinfectant sprays (Saxena and Harish 2018). Such large-scale use of TiO2 NPs
has prompted several researchers to study their impacts on the aquatic environ-
ment. Toxic effects associated with TiO2 NPs on freshwater microalgae include the
shading effect (Zhang et al. 2020b), oxidative stress generation (Gao et al. 2020),
cellular membrane damage (Roy et al. 2020), and a decrease in photosynthetic effi-
ciency (Middepogu et al. 2018). These toxic effects vary with differences in particle
size, crystalline form (Chen et al. 2019b), and illumination conditions (Iswarya et al.
2018). Smaller-sized particles have a larger specific surface area to volume ratio that
increases the likelihood of interaction with the algal surface. Moreover, the different
crystalline forms of TiO2 NPs display dissimilar toxic effects due to the differences
in semiconductor bandgap and surface chemistry. Since TiO2 NPs are photocatalysts,
light source plays a vital role in imparting toxic effects. The activation of TiO2 NPs
in the presence of UV illuminations generated reactive oxygen species (ROS) in the
medium that augmented the toxic effects (Sendra et al. 2017; Roy et al. 2020). Until
now, ROS generation has been described as the early stress response and the basic
mechanism of TiO2 NPs toxicity in freshwater microalgae. However, Middepogu
et al. (2018) supported a paradigm shift in the toxic mechanism of TiO2 NPs from
oxidative stress tometabolic disruptions involved in photosynthesis. Besides all these
particle-associated and experimental factors, various environmental parameters such
as pH and temperature also alter the properties and the toxicological effects of TiO2

NPs on microalgae (Zhang et al. 2020b).
In freshwater fishes such as D. rerio and Carassius gibelio, TiO2 NPs stimulated

the immune system with ROS generation, lysosomal membrane destruction, lipid
peroxidation, protein carbonylation, DNAdamage, and lastly apoptosis (Bobori et al.
2020). Dietary uptake of TiO2 NPs caused morphological alterations in the kidney,
intestine, and liver and biochemical changes in the liver of D. rerio (Cunha and de
Brito-Gitirana 2020). Besides, TiO2 NPs altered the gene expression associated with
the development of the dorsoventral axis and neural network of D. rerio embryos
(Kansara et al. 2020). Mechanistic investigation using shotgun proteomics revealed
that the chronic exposure of TiO2 NPs altered the insulin-responsive compartment of
D. rerio offspring (Chen et al. 2019a). Overall, the evaluation of the toxic effects of
TiO2 NPs on microalgae and fishes has taken a shift from using conventional toxicity
endpoints (such as mortality and oxidative stress determination) to a more specific
mechanistic approach.
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Zinc Oxide NPs

ZnO NPs have a wurtzite structure and are used in paints, pigments, lubricants,
ceramic glass, fire retardants, and batteries because of their optoelectronic, catalytic,
and antimicrobial properties (Saxena and Harish 2018). Exposure to a very low or
environmentally relevant concentration of ZnO NPs is known to affect the growth
and lipid content, induce plasmolysis, destruct the membrane, and disrupt thylakoids
in the chloroplast of Scenedesmus sp. (Meng et al. 2018; Aravantinou et al. 2020).
As discussed earlier, NP transformation in the water matrix can alter their toxic
effects. The presence of bovine serum albumin reduced the toxic effects of ZnO
NPs on C. pyrenoidosa by forming a protein corona on the surface of ZnO NPs
(Janani et al. 2020)whereas the presence of phosphate inwater transformedZnONPs
into zinc phosphate and hopeite resulting in their reduced toxic effects to Chlorella
sorokiniana (Zhang et al. 2020a). Unlike TiO2 NPs, ZnO NPs can undergo disso-
ciation and the released ions are internalized by the algal cells that impart toxic
effects (Ye et al. 2018). Moreover, it is essential to infer the toxic effects through
feedback between microalgae and the aquatic ecosystem. Tang et al. (2018) investi-
gated such environmental feedback caused by the release of algal organic matter to
the aquatic environment using standard analytical parameters, such as excitation-
emission matrices, molecular weight distribution, hydrophilic and hydrophobic
properties, and microcystin-LR.

The toxicity of ZnO NPs in fish has been assessed based on behavior (Campos
et al. 2019), physiological markers (Chupani et al. 2018), and molecular biological
approaches (Hou et al. 2019).With the gastrointestinal route being themost important
exposure pathway in aquatic species, toxicity studies have been conducted incorpo-
rating ZnO NPs in the feed. Chronic exposure of Cyprinus carpio to dietary ZnO
NPs (50 and 500 mg/kg of feed) did not affect the blood biochemistry, hematology,
lipid peroxidation, and Zn accumulation levels but affected liver and kidney function
(Chupani et al. 2018). Likewise, Dekani et al. (2019) revealed that the dietary expo-
sure ofC. carpio to ZnONPs resulted in greater accumulation in the target organs and
caused higher toxicity than the dietary exposure to organic and inorganic forms of
Zn. Using the observational assessment of fish behavior, Campos et al. (2019) found
that ZnO NPs can induce food demotivation and alter the anti-predatory defensive
behavior of Oreochromis niloticus, which suggests possible neurotoxicity. Besides,
ZnO NPs were toxic to developing vascular and nervous systems of D. rerio and
its succeeding generations (Kteeba et al. 2018). However, these toxic effects were
reversed in the presence of dissolved organic matter. At the molecular level, ZnO
NPs inhibited the growth and development of D. rerio by affecting the cell cycle
processes (Hou et al. 2019).
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Cerium Oxide NPs

CeO2 NPs are extremely versatile owing to their unique surface area and redox
activity, and high stability that makes them a potential candidate in the manufac-
ture of biosensors, catalysis, corrosion-resistant coatings, therapeutic agents, drug
delivery vectors, and anti-parasitic ointments (Nadeem et al. 2020). Very few studies
have reported the toxic effects of CeO2 NPs onmicroalgae. Pulido-Reyes et al. (2019)
demonstrated that the surface coating of CeO2 NPs completely modifies the interac-
tion ofNPswith algal cells and also influences themechanismof toxic effects. Pristine
CeO2 NPs damaged the cell membrane and reduced the metabolic activity while the
PVP-coated CeO2 NPs induced toxicity (ROS generation) without damage to the
cell membrane. These conflicting effects of CeO2 NPs will be very useful during the
manufacturing of safer-by-design NPs. CeO2 NPs are insoluble under environmental
pH > 7.5. However, the small fraction of dissolved Ce3+ can produce harmful effects
(Röhder et al. 2014). In contrast, Kosak née Röhder et al. (2018) reported a very high
median effective concentration of CeO2 NPs and Ce3+ probably due to the negligible
uptake of CeO2 NPs in the wild typeChlamydomonas reinhardtii and relatively slow
uptake of Ce3+ in both the wild type and cell wall free mutant of C. reinhardtii.
Similarly, Xiong et al. (2020) also reported a negligible effect of CeO2 NPs on the
growth and pigments of Scenedesmus obliquus. Recently, Hund-Rinke et al. (2020)
studied the attachment behavior of three sub-types of CeO2 NPs to algae and found
a correlation between growth inhibition (Raphidocelis subcapitata) and attachment
efficiency of CeO2 NPs. To sum up, the toxic effects of CeO2 NPs majorly depend on
the dissociation of Ce ions in the experimental matrix and subsides in the presence
of a surface coating.

Copper Oxide NPs

Similar to TiO2 NPs, CuO also has a strong light absorption reaction that makes
them an essential photocatalyst. They are used in products such as catalysts, sensors,
surfactants, and antimicrobials (Wu et al. 2020). Most studies described the toxic
effects related to CuO NPs by the release of Cu2+ from the NPs as the ionic form is
highly toxic (Joonas et al. 2019; Wu et al. 2020). To decipher biological processes,
it is important to consider the metabolomes such as lipids, glycans, and the array
of small molecules along with the genome, the transcriptome, and the proteome, as
the metabolomes function as a substrate and product of biochemical reactions and
aid in biological regulation (Doerr 2016). Wang et al. (2020) used such an approach
(global metabolomics) and found similar metabolic responses (lipid bilayer remod-
eling, perturbation of glutathione metabolism, and accumulation of osmoregulants
and chlorophyll intermediates) in C. vulgaris after treatment with CuO NPs, CuO
microparticles (1 and 10mg/L), and Cu ions (0.08 and 0.8 mg/L), and also confirmed
dissolution as a major driving factor resulting in the metabolic reprogramming of
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algae. Alho et al. (2020) also proposed the shedding of Cu2+ from CuO NPs, which
was the cause of toxic effects, as both NPs and ions had similar toxicity targets and
responses in R. subcapitata.

NP toxicity assessments in the matrix representing the natural environment are
understated. The correlation of study settings with real exposure conditions is bound
to enhance the ecotoxicological results of NPs. In support of this, Joonas et al.
(2019) studied the behavior and toxic effects of CuO NPs and their ions in nutrient-
adjusted natural water. A decrease in the toxicity of CuO NPs and Cu ions was
observed due to the differences in bioavailability arising from the binding of Cu ions
to natural organic matter. Similarly, Yin et al. (2020) reported that the presence of
C. reinhardtii significantly affected the fate (reduced colloidal stability, adsorption,
and assimilation) and toxic effects of CuO NPs.

In contrast to the shedding of Cu ions from CuO NPs that induced toxic effects
in microalgae, CuO NPs as a whole were responsible for inducing ROS in gills
and increasing the number of cells in the early apoptotic and necrotic phases of
Hyphessobrycon eques (Mansano et al. 2018). Although the presence of clay parti-
cles and humic acid-induced heteroagglomeration with CuO NPs and decreased the
bioavailability of CuO NPs, altered levels of developmental gene expression and
abnormalities were observed in the embryos of D. rerio (Kansara et al. 2019). Canli
et al. (2018) reported that the exposure to CuO NPs (0, 1, 5, and 25 mg/L) altered
the serum biomarkers levels in freshwater fish Oreochromis niloticus. Boyle et al.
(2020) investigated the effects of pH and intermittent pulse on the toxicity of CuO
NPs to D. rerio and found that CuO NPs were more toxic in pulse exposure and
acidic conditions. In the study by Braz-Mota et al. (2018), species-specific metabolic
stress responses to CuO NPs were reported which were possibly caused by different
osmoregulatory strategies between two Amazon fish Apistogramma agassizii and
Paracheirodon axelrodi.

Conclusions

The growing use of nanomaterials, especially in applications from which they are
discharged directly, will lead to increased exposure to aquatic organisms. The authors
believe that this chapter will provide basic and substantial information on the toxicity
of nanomaterials to freshwater microalgae and fish. The nanomaterials as a whole
and their dissolved ions contribute to the toxicity. Advances in the toxicity assess-
ment of nanomaterials on microalgae and fish facilitate the understanding of their
mode of action. However, a shift from a toxicological approach (stimulating toxi-
city with extreme concentrations) to an ecotoxicological perspective (assays under
environmentally relevant conditions) is required.
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Chapter 7
Bridging the Gap Between
Nanotoxicological Data and the Critical
Structure–Activity Relationships

Xiliang Yan, Tongtao Yue, Hao Zhu, and Bing Yan

Abstract The rapid development of nanotoxicology research has led to an exponen-
tial increase in data being accumulated and the urgent need of developing compu-
tational methods for extracting and processing critical nanostructure-activity rela-
tionships from large data sets. During the past several years, artificial intelligence,
especially deep learning, has emerged as a powerful method to mine useful infor-
mation from complex big data, which has been widely used for face recognition,
autonomous driving, and medical diagnosis. Inspired by these successes, researchers
have successfully applied these technologies in the areas of toxicology. Compared
with small molecules, the complexity and diversity of nanostructures lead to many
challenges in the application of artificial intelligence to nanotoxicology. Here, we
focus on the current status of nanomaterial databases and the applications of artificial
intelligence to nanotoxicology research and provide future perspectives on develop-
ments that are likely or need to occur in the near future that allow big data and
artificial intelligence to make a deeper contribution to nanosafety.
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Introduction

As early as 2003 (Colvin 2003), scientists started to pay attention to the toxi-
city of nanomaterials. Since then, a massive amount of nanotoxicological data has
been generated. However, the underlying mechanisms and the crucial nanostructure-
toxicity relationship information have not been fully understood till today. Facing
enormous nanotoxicological data and massive emerging data, a logical next step
is data mining, which makes use of available and emerging data to analyze the
structure–activity relationships and predict the hazards of engineered nanomaterials
(Basei et al. 2019; Shatkin 2020).

The rapid development of artificial intelligence (AI) provides an effective way
for data mining. In fact, big data and AI complement each other, i.e., the more data,
the more sophisticated AI will become. On the other hand, big data is simply useless
without AI to analyze it. AI approaches, represented by machine learning and deep
learning methods, give the AI system a powerful learning ability, and enable it to
quickly and effectively extract useful information from big data in various formats.
In recent years, the applications of AI are represented by face recognition (Iqbal
et al. 2019; Schofield et al. 2019), self-driving cars (Daily et al. 2017; Grigorescu
et al. 2020) and accurate medical diagnosis (Chan et al. 2020; Esteva et al. 2019).
Similarly, AI also plays important role in the field of toxicology.

In the past decade, the development of new experimental protocols, especially
high-throughput screening (HTS) assays (Barrick et al. 2017; Huang et al. 2016),
and the progress of combinatorial chemistry have generated various biological data
for millions of compounds (Brenner and Lerner 1992; Corbett et al. 2006). Data
sharing projects, such as PubChem (Kim et al. 2016), have made chemical big data
publicly available, which have advanced modern toxicology studies into a big data
era. The available massive amount of public data brings urgent requests for the
development of innovative modeling approaches, driven by the recent progress of
AI, which can fulfill the current needs of chemical risk assessment. Combined with
the nanotoxicology data, machine learning and deep learning approaches have been
applied to construct quantitative nanostructure-activity relationships (QNAR) for
risk assessment of nanomaterials (Fourches et al. 2010). Unlike traditional quanti-
tative structure–activity relationships (QSAR) for small molecules, nanomaterials
are more complex as they are less well-defined and feature distributions of size,
shape and other properties. As a result, the high structural diversity and complexity
of nanomaterials typically lead to specific challenges, especially when it comes to
the choice of molecular descriptors. More importantly, although massive amounts of
nanotoxicology data have been generated, the available nanomaterial databases are
extremely scarce and not suitable for machine learning or deep learning (Tropsha
et al. 2017). The two main factors mentioned above created a huge gap between the
nanotoxicology data and the critical structure–activity relationships.

In this chapter, we describe how to use publicly available databases and AI tech-
nologies to convert nanotoxicology big data into critical structure–activity relation-
ship information. We start with a discussion on fundamental concepts of big data,
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AI, and QSAR.We then review the current and emerging toxicity databases for small
molecules and nanomaterials, as well as the applications of various machine learning
and deep learning approaches for toxicity prediction using these databases. Finally,
we discuss the developments that are likely to occur or need to occur in the near
future that allow big data science and AI technologies to make a deeper contribution
to nanosafety.

Big Data, Artificial Intelligence and QSAR

The relationships between big data, AI andQSARare shown in Fig. 7.1. As described
in the introduction, big data and AI are merging into a synergistic relationship.
Nowadays, it is increasingly evident that the two areas complement each other in
various subdisciplines of chemistry and toxicology. For example, QSAR can be
regarded as the application of big data and AI in the area of cheminformatics.

What is big data? Based on the definition of Sagiroglu et al. (Sagiroglu and Sinanc
2015), the term “big data” refers to data sets that are too large or complex, with
associated difficulties of storing, analyzing, and visualizing them using traditional
data-processing application software. The emergence of big data is accompanied by

Fig. 7.1 The relationships between big data, artificial intelligence (AI) and QSAR. Big data and
AI complement each other, the more data, the more sophisticated AI will become. On the other
hand, big data cannot be analyzed without AI. QSAR can be regarded as the application of big data
and AI in cheminformatics. Many AI approaches, such as kNN (k-nearest neighbor), RF (random
forest), SVM(support vectormachine),CNN(convolutional neural network),RNN(recurrent neural
network), and GAN (generative adversarial network) can be applied to extract critical structure–
activity relationships from chemical toxicity data
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the popularization of the Internet, which has been widely used in almost all science
and engineering domains at present. The rational use and effective mining of large
data sets have become important factors in promoting the development of the related
domains. For example, by comparing 50 million common queries entered weekly in
the United States with CDC’s (Centers for Disease Control and Prevention) data on
the seasonal flu spread between 2003 and 2008, the Google engineers successfully
predicted the spread of the winter influenza a few weeks before the H1N1 influenza
outbreak in 2009 (Ginsberg et al. 2009). Through technological innovation, as well
as the comprehensive perception, collection, arrangement, analysis and sharing of
data, big data in combination with AI provides people with a new way to see and
transform the world.

While bringing opportunities, the available big data for related domains also brings
new challenges. The challenges raised by big data are known as the “fourVs”: volume
(scale of data), velocity (growth of data), variety (diversity of sources), and veracity
(uncertainty of data).Compilation of large amounts of data generated daily and shared
through public databases, such as PubChem and ChEMBL, represent the diversity
of data. For example, as of June 2021, the PubChem database included around 110
million compounds, 271 million substances, and 293 million bioactivities. It is not
feasible to apply traditional computational approaches or even personal computers
(PCs) to deal with data with this kind of volume for modeling purposes. Currently,
most data depository portals (e.g., PubChem) gather data from diverse sources, such
as journal publishers, academia, and government agencies, which define the variety
of data. Furthermore, veracity reflects the degree of uncertainty inherent to data from
different sources and requires novel technologies for data curation and management.

The challenges to using big data discussed above and the involvement of new
types of data (e.g., audio and images) have given birth to the rapid development
of computer hardware and new AI technologies. The term “artificial intelligence”
was first proposed by John McCarthy at the Dartmouth Conference in 1956. In this
conference, AI was described as “the science and engineering of making intelligent
machines” (Buchanan 2006). Machine learning is a subset of AI and it provides the
ability to automatically learn and improve from experience without being explicitly
programmed (Ongsulee 2017).Deep learning is a specific subset ofmachine learning.
It consists of neural networks of hidden layers and complex architectures (LeCun
et al. 2015). The most important advantage that the deep learning methods have
over traditional machine learning methods is not their ability to generate superior
models, but their ability to automatically extract useful representations from training
data, a step called feature engineering. Traditional machine learningmethods contain
random forest (RF), support vector machine (SVM), and k-nearest neighbor (kNN),
while the deep learning methods are represented by a convolutional neural network
(CNN), recurrent neural network (RNN) and generative adversarial network (GAN).
Nowadays, machine learning and deep learning are the main approaches to achieve
AI, which has been widely used to extract useful scientific information from various
big data of drug discovery, material design and other areas.
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Impacts have been continuously made by AI. On February 21, 2020, the journal
Cell published a research paper by James Collins’ team of the Massachusetts Insti-
tute of Technology (MIT) Institute of Medical Engineering and Science (Stokes
et al. 2020). The team used deep learning to build an AI prediction platform, which
screened out potential antibiotics from more than 107 million molecules in the
ZINC15 database. One of the resulting hits was a potent antibiotic, which they
named halicin, and which showed broad-spectrum antibiotic activity in mice, effec-
tively killing superbugs that are resistant to all known antibiotics. On May 5, 2016,
a research paper about machine-learning-assisted materials discovery using failed
experiments appeared on the cover of the Nature journal (Raccuglia et al. 2016). In
this study, the authors used data of failed or unsuccessful hydrothermal syntheses
collected fromarchived laboratory notebooks from their laboratory, to train amachine
learning model to predict reaction success. They found that the resulting accuracy
exceeded that of experienced chemists. As a result, a question was asked: “Can
AI create the next wonder material?” (Nosengo 2016). Some researchers believe
that machine learning will change traditional material discovery methods, and AI
will bring revolutionary changes to material science. Toxicological research has also
greatly benefited from the development of big data science and AI technologies
(Cherkasov et al. 2014).

QSAR models are developed by establishing linear or non-linear relationships
that connect experimentally measured properties or biological activities with a set of
chemical descriptors that encode the molecular structures. Once a series of predicted
models are obtained, they can be used for database mining to identify novel chemical
compounds with desired properties. Historically, QSAR modeling has been applied
to computer-aided drug discovery since it first appeared in the scientific literature
in 1962 (Hansch et al. 1962). Since then, the field has grown and evolved substan-
tially, building on the successful use of QSAR modeling in environmental chem-
istry, protein design, organic synthesis, and material discovery. QSAR modeling has
proved to be very useful in cases of the “classic” chemicals, such as small organic
molecules, inorganic crystals, peptides, and even proteins. However, the development
of the QNAR, also called “nano-QSAR”, is greatly hindered by the diversity and
complexity of nanostructures. The concept of QNARwas first proposed by Fourches
et al. in 2010 (Fourches et al. 2010). Like traditional QSAR, the QNAR models
are based on the assumption that similar nanomaterials will induce similar biolog-
ical effects. Similar to the traditional QSAR method, QNAR mainly comprises the
following steps: compiling a dataset, calculating the nanodescriptors, constructing
machine learningmodels, and validating themodels. As a result, theQNARapproach
enables the encoding of existing knowledge from nanomaterial data sets into predic-
tivemodels,which directly correlate the nanostructureswith bioactivities or toxicities
of nanomaterials. The role of QNAR in predictive nanotoxicology can be summa-
rized as follows: (1) to predict the potential toxicity of nanomaterials, (2) to provide
HTSwith predicted nanomaterials with desired properties, and (3) to help understand
the underlying toxicity mechanisms.
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Small Molecule Databases and Data Mining

Current Small Molecule Databases

Over the past decades, there has been a rapid growth in the amount of toxicity data
based on the developments of combinatorial chemistry andHTS.As a novel synthesis
strategy (Brenner and Lerner 1992), combinatorial chemistry provides a powerful
tool for the rapid creation of large numbers of organic or inorganic compounds, which
have been used as valuable sources for the discovery of drugs and advanced functional
materials. The progress of combinatorial chemistry has also stimulated the develop-
ment of HTS technologies. HTS is the use of automated equipment to rapidly test
thousands to millions of compounds for bioactivity, or toxicity at organism, cellular,
or molecular levels (Hertzberg and Pope 2000). Recently, HTS has become increas-
ingly popular in toxicological research because it tests the toxicity of substances
rapidly and greatly reduces the cost of experimental testing (Macarron et al. 2011).

A significant HTS effort in toxicology is the research program entitled Toxicity
Forecaster (ToxCast), whichwas initiated in the United States Environmental Protec-
tion Agency (EPA) in 2006 (Dix et al. 2007). The main purpose of this program is to
employ a battery of in vitroHTS assays to quickly evaluate the toxicity of compounds
and prioritize limited testing resources toward chemicals that likely represent the
greatest hazard to human health and the environment. Although ToxCast contains
more than 700 bioassays, the number of chemicals is limited. To this end, another
big collaborative program called Tox21, was launched by the National Toxicology
Program (NTP), the EPA National Center for Computational Toxicology (NCCT),
and the National Institutes of Health (NIH) Chemical Genomics Center (NCGC) in
2008. As of 2018, the Tox21 program generated over 120 million data entries for
approximately 8500 chemicals.

Data collected and curated from existing data are another type of big toxicity data
source. As of June 2021, 479,398 results were retrieved from the Web of Science
using “chemical*” and “toxicity*” as keywords. Together with scientific publica-
tions, patents, conference reports, and dissertations also constitute valuable informa-
tion for chemical toxicity. The extracted information can be used to create and greatly
enrich databases of chemical structures, properties, and bioactivities. However, data
sets from multiple sources are called unstructured data and they may differ signifi-
cantly regarding chemical names, experimental conditions, and even endpoints. Thus,
it is essential to ensure the machine learning or deep learning models are built with
high-quality data.

Current publicly available databases relevant to chemical toxicity, obtained from
HTS programs, scientific documents, and other sources are summarized in Table 7.1.
Based on the applications, these databases can be classified into twomain categories:
(1) comprehensive databases of chemical collections (e.g., PubChem andChEMBL),
and (2) databases designed for a specific purpose (e.g., LTBK and EcoTox). Most
databases are being updated frequently and regularlymaintained by specialized agen-
cies, and the amount of data is also increasing rapidly with the above-mentioned HTS



7 Bridging the Gap … 167

Table 7.1 Selected available toxicity databases for small molecules

Name Description Size (as of June
2021)

Web site

PubChem The world’s largest
public repository for
information on chemical
substances and their
biological activities

Over 110 million
compounds

https://pubchem.ncbi.nlm.
nih.gov/

ChEMBL A manually curated
database of bioactive
molecules with drug-like
properties

Over 2.1 million
compounds

https://www.ebi.ac.uk/che
mbl/

EcoTox A comprehensive,
publicly available
database providing single
chemical environmental
toxicity data on aquatic
life, terrestrial plants and
wildlife

12,326 compounds https://cfpub.epa.gov/eco
tox/

T3DB Toxin and Toxin Target
Database or Toxic
Exposome Database
combines detailed toxin
data with comprehensive
toxin target information

3678 compounds http://www.t3db.ca/

ACToR Aggregated
Computational
Toxicology Online
Resource is the
warehouse for EPA’s web
applications which can be
used to explore and
visualize complex
computational toxicology
information

8,932,820
compounds

https://actor.epa.gov/actor/
home.xhtml

CTD Comparative
Toxicogenomics
Database, a robust,
publicly available
database that aims to
advance understanding
about how environmental
exposures affect human
health

13,378 compounds https://ctdbase.org/

(continued)

https://pubchem.ncbi.nlm.nih.gov/
https://www.ebi.ac.uk/chembl/
https://cfpub.epa.gov/ecotox/
http://www.t3db.ca/
https://actor.epa.gov/actor/home.xhtml
https://ctdbase.org/
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Table 7.1 (continued)

Name Description Size (as of June
2021)

Web site

DrugMatrix One of the world’s largest
toxicogenomics reference
resource containing
large-scale gene
expression data

Over 600 different
compounds

https://ntp.niehs.nih.gov/
data/drugmatrix/

CEBS Chemical Effects in
Biological Systems, a
free public database of
toxicology and
toxicogenomics studies
involving genetic,
carcinogenic, and
short-term toxicity

Over 11,000
compounds

https://manticore.niehs.nih.
gov/cebssearch

LTKB Liver Toxicity
Knowledge Base, a
project at the FDA’s
National Center for
toxicological research to
study drug-induced liver
injury

1036 compounds https://www.fda.gov/sci
ence-research/bioinform
atics-tools/liver-toxicity-
knowledge-base-ltkb

WITHDRAW A database of withdrawn
and discontinued drugs
that were pulled out of
global markets due to
safety concerns

578 compounds http://cheminfo.charite.de/
withdrawn/

BindingDB A public database of
measured binding
affinities, mainly
focusing on the
interactions of proteins
considered to be
drug-targets with small
molecules

989,383 compounds https://www.bindingdb.
org/bind/index.jsp

assays and data collection. For example, from 2008 to June 2021, the number of
compounds in PubChem increased over four-fold from 25.6 million to 110 million.
Combined with the fast-growing toxicity data, various machine learning and deep
learning approaches are being employed to advance the development of compu-
tational toxicology, which can complement experimental toxicity tests to predict
toxicity, prioritize chemicals, and also minimize late-stage failures in drug design.
Next, we will mainly reviewmachine learning using the above-mentioned big data in
computational toxicology, which has built prediction models for cytotoxicity, organ
damage, acute toxicity, ecotoxicity and other subareas of toxicology.

https://ntp.niehs.nih.gov/data/drugmatrix/
https://manticore.niehs.nih.gov/cebssearch
https://www.fda.gov/science-research/bioinformatics-tools/liver-toxicity-knowledge-base-ltkb
http://cheminfo.charite.de/withdrawn/
https://www.bindingdb.org/bind/index.jsp
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The Applications for Toxicity Prediction Using AI Approaches

The cytotoxicity of chemicals often results in cell death, cell lysis or cell growth inhi-
bition. Several machine learning approaches have been applied for the prediction of
compound cytotoxicity based on in vitro data. For example, Svensson et al. (2017)
applied the conformal prediction with random forest to model the cytotoxicity of
compounds collected from PubChem. The results showed that conformal prediction
can be a useful tool for modeling the large-scale imbalanced data, i.e., the toxic
compounds only accounted for an average of 0.8% of the whole dataset of the chem-
icals. In another study, the authors developed machine learning models to predict
the 50% growth inhibition bioassay endpoint of 17,142 compounds by integrating
chemical structure and cell line information (Cortés-Ciriano et al. 2016), and the
model performance significantly outperformed those of previous studies. Similarly,
several studies also showed that the addition of bioactivity descriptors can increase
the performance of QSAR modeling and the model can also be more interpretable
(Irwin et al. 2020; Norinder et al. 2020; Whitehead et al. 2019).

Various machine learning models have been developed to predict organ damage,
such as cardiotoxicity and hepatotoxicity. Blockage of the hERG potassium channel
is themain adverse effect related to cardiotoxicity. As a result, several in silicomodels
were developed to assess the drug cardiotoxicity according to the in vitro hERGpotas-
sium channel assays. For instance, Zhang et al. (2016) developed various machine
learning models to discriminate hERG blockers from non-blockers, in which 1570
unique compounds were collected from ChEMBL database and scientific publica-
tions. In addition, the combination of pharmacophores andmachine learningmethods
improved the predictive capabilities of models for evaluating hERG blockage and
also provided insights into the mechanisms (Wang et al. 2016).

In drug discovery, chemical hepatotoxicity, also termed “drug-induced liver
injury”, is the most common reason for a drug to be withdrawn from the market.
Thus, many in silico tools have been proposed to improve the hepatotoxicity predic-
tion of drug candidates. In 2016, Mulliner et al. (2016) constructed so far the most
extensive dataset comprising 3712 compounds with liver-related toxicity findings
in humans and animals, which were collected from publications. Based on this
dataset, various machine learning and deep learning models have been developed
for chemical hepatotoxicity prediction (Asilar et al. 2020; Feng et al. 2019; Liu et al.
2018; Mora and Marrero-ponce 2020; Zhao et al. 2020). A deep learning model
based on gene expression data was developed to accurately predict drug-induced
liver injury. Animal experiments were also conducted to verify the predicted results,
which provided safety information for drug discovery in the early stage (Feng et al.
2019).

In addition, based on the datasets of acute toxicity (e.g., acute oral toxicity and
acute dermal toxicity) (Xu et al. 2017; Zhu et al. 2009), ecotoxicity (e.g., biodegrada-
tion half-life and aquatic toxicity) (Cheng et al. 2012; Sun et al. 2015) and endocrine
disruption (e.g., estrogen and androgen receptor binding) (Du et al. 2017; Russo et al.
2018), various machine learning and deep learning methods have been developed
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and applied to construct classification and regression models to predict the corre-
sponding endpoints and analyze the related toxicity mechanisms. More importantly,
recent efforts are directed to building quantitative approaches to translate in vitro
toxicity potencies to equivalent in vivo doses using in vitro−in vivo extrapolation
(IVIVE) techniques (Huang et al. 2016; Sipes et al. 2017), aiming to predict the
potential human health risk.

Nanomaterial Databases and Nanotoxicity Prediction

Current Status of Nanomaterial Databases

As described in the introduction, data-driven machine learning in nanotoxicology
is greatly hindered by the lack of available nanomaterial databases and suitable
nanodescriptors. There is a huge gap between nanotoxicology big data and crit-
ical nanostructure-activity relationships. Despite the great promise of data-driven
methods, the limitation in most studies is the small size of data sets of nanomate-
rials (e.g., usually less than 50). The limited availability of larger nanotoxicological
data sets has in a significant number of studies using the same data sets generated
by a few labs. In fact, there are only dozens of data sets currently widely used for
machine learning. This gap between data generation and available data sets calls
for urgent action to accelerate data collection and deposition into public databases.
Recently developedEU-USNanoinformatics Roadmap 2030 envisages a flowof data
from experimentalists into structured databases that can be used by computational
modelers to predict nanomaterial properties, exposure and hazard values that will
support regulatory actions (Haase and Klaessig 2018).

Several other efforts have been made to create curated databases for storing
emerging research results regarding nanotoxicology. As early as 2006, a data portal
named the Cancer Nanotechnology Laboratory (caNanoLab) (Gaheen et al. 2013)
was initiated by the U.S. National Cancer Institute (NCI) as a collaborative effort
between the NCI Center for Biomedical Informatics and Information Technology
(CBIIT) and the NCI Office of Cancer Nanotechnology Research (OCNR). The
data portal was designed to address the needs of nanotechnology in cancer diagnos-
tics and therapeutics through the collection and analysis of nanotechnology data.
The caNanoLab includes information on nanomaterial composition (e.g., carbon,
metal oxide, and lipid-based nanomaterials), physicochemical characterization (e.g.,
size, solubility, and zeta potential), in vitro toxicity (e.g., cytotoxicity, immunotox-
icity, and oxidative stress) and in vivo toxicity (e.g., blood clearance, organ weight
measurement, and half-lethal concentration or LC50 values) for about 1,378 nano-
materials. However, the caNanoLab is not fully accessible to the public due to some
proprietary data. Recently, as a forum of EU-funded projects addressing the safety of
nanomaterials and nanotechnology, theEUNanoSafetyCluster proposed to construct
large-scale nanomaterial databases for transparent data sharing and data analysis, and
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create computational nanotoxicology models to support the nanosafety community
(Oomen et al. 2014). These efforts are also aligned with other international research
efforts including those in the United States, through the EU-US nanoEHS (environ-
ment, health and safety) platform (Haase and Klaessig 2018). Under this platform,
several nanomaterial databases have been developed, such as eNanoMapper (Jeli-
azkova et al. 2015), and NANoREG (Jantunen et al. 2018). The eNanoMapper is a
comprehensive database, which was constructed by the 7th framework program for
European research (EU FP7) project (Lewandowski et al. 2016) to develop a compu-
tational framework for nanotoxicity data management. The eNanoMapper contains
three major parts: (1) the ontology for common vocabulary terms used in nanosafety
research; (2) the database for data sharing and search which covered 7,189 nano-
material entities until August 2020; and (3) various nanomaterial modeling tools
(e.g., RRegrs (Tsiliki et al. 2015), Jaqpot Quattro (Chomenidis et al. 2017) and
Nano-Lazar (Helma et al. 2017)) for toxicity prediction. Many other nanomaterial
databases, such as NANoREG, NanoReg2 and caLIBRAte are also publicly avail-
able in eNanoMapper. Nanomaterial databases and their specific research goals are
summarized in Table 7.2. For instance, the Safe and Sustainable Nanotechnology
(S2NANO) database was designed to develop and commercialize safe and sustain-
able nano-products (Trinh et al. 2018).However, comparedwith the above-mentioned
toxicity databases for small molecules, the current nanomaterial databases are still
quite small. This is mainly due to the fact that high throughput synthesis and char-
acterization of nanomaterials have not been adopted in the areas of nanotoxicology
due to the complexity and diversity of nanomaterials. As a result, most of the data
are from “one-nanomaterial-at-a-time” research. Due to the lack of uniform exper-
imental standards from laboratory to laboratory, the data quality is poor, resulting
in contradictory or self-contradictory results. These data are difficult to be used for
machine learning.

More importantly, nanomaterial entities (e.g., composition, physicochemical
properties, and biological activities of the nanomaterials) in these databases exist as
text outputs extracted directly from publications, ignoring nanostructure digitaliza-
tion that is critical formodeling studies. Nanostructure digitalization or nanostructure
annotation is a process that converts nanostructures into digital information stored
in electronic files. For example, as shown in Fig. 7.2, the PubChem and Protein
Data Bank databases apply SDF and PDB file formats respectively to encode the
structure information (e.g., atomic types, atomic coordinates and chemical bonds)
of small molecules and biological macromolecules. However, none of the above-
mentioned nanomaterial databases contains such electronic files. To this end, in our
recent study (Yan et al. 2020a), we adopted PDB files for nanostructure digitaliza-
tion. With these electronic files, the detailed three-dimensional nanostructures can
be visualized through special software (e.g., VMD, MOE and Jmol). In addition,
the nanodescriptors representing the whole nanostructures can be calculated from
the PDB files, while variables (e.g., physicochemical properties) used in previous
modeling studies are mostly experimentally generated. The electronic files for more
than 700 unique nanomaterials, combined with the corresponding physicochemical
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Table 7.2 Selected available nanomaterial databases

Name Description Size (as of June 2021) Website

caNanoLab A public repository for
the storage and sharing
of well-characterized
biomedical
nanomaterial data and
information

6036 data points https://cananolab.
nci.nih.gov/

eNanoMapper A Database and
Ontology Framework
for Nanomaterials
Design and Safety
Assessment

7189 data points http://www.enanom
apper.net/

S2NANO Core Database: data
collected from
S2NANO’s
measurement and
analysis protocol-based
experiments for
physicochemical
properties and in vitro
cytotoxicity, Extended
Database:
literature-collected
data

33,393 rows of raw
data obtained from
literature mining and
protocol-based
experiments

http://portal.s2nano.
org/

Nanomaterial registry A database that
captures the minimal
information about
nanomaterial
physicochemical
characteristics

2031 data points http://nanohub.org/

NANoREG Toolbox Output of the project
“A common European
approach to the
regulatory testing of
nanomaterials”,
includes tools for the
safety assessment of
nanomaterials

2940 data points http://www.nanore
g.eu/

NanoDatabank Contains information
about nanomaterial
properties,
experimental and
simulation datasets of
nanomaterial fate and
transport, as well as
toxicity data

Over 1000 data points http://nanoinfo.org/
nanodatabank/

https://cananolab.nci.nih.gov/
http://www.enanomapper.net/
http://portal.s2nano.org/
http://nanohub.org/
http://www.nanoreg.eu/
http://nanoinfo.org/nanodatabank/
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Fig. 7.2 Nanostructure digitalization is indispensable for the nanomaterial database. Electronic
files storing the molecular structure information (e.g., atom type and atomic coordinates) can be
used for structure visualization, machine learning and molecular simulation

properties and biological activities, and also the detailed information about exper-
imental protocols, are publicly available in the PubVINAS database (http://www.
pubvinas.com/). Currently, more than half of the data are generated from in-house
nano-combinatorial libraries and HTS of these libraries. These technologies ensure
the data quantity and quality, which will be discussed in detail in the Conclusions
and Perspectives. Other data comes from strict data curation of massive scientific
publications. Users can also share their new data (e.g., new nanomaterials synthe-
sized and/or tested in bioassays) by uploading them as a text file. After reviewing the
uploaded files, the system administrator generates the PDB files and adds the new
data sets to the PubVINAS database.

The Inadequacy of Appropriate Nanodescriptors

Whether it is traditional QSARmodeling for small molecules or QNARmodeling for
nanomaterials, the descriptors are the core factors affecting the model performance.
The nanodescriptors, which have been used in machine learning models for nanoma-
terials, can be classified as experimental, empirical, and structural descriptors. Impor-
tant experimental variables to describe the characteristics of nanomaterials, such as
nanomaterial size (Liu et al. 2011), zeta potential (Cho et al. 2012), and magnetic
properties (Fourches et al. 2010), have been used as nanodescriptors. Other experi-
mental descriptors extracted from transmission electron microscopy (TEM) (Bigdeli
et al. 2014) and spectral images (Borders et al. 2013) have also been used in previous
studies. However, these experimental descriptors relied on some specific laboratory
conditions thatmay not be reproducible.More importantly, it is not feasible to acquire

http://www.pubvinas.com/


174 X. Yan et al.

experimental properties for new nanomaterials not yet synthesized. Therefore, these
descriptors cannot be used for virtual screening.

Empirical nanodescriptors, usually involving the applications of quantum chem-
istry (Puzyn et al. 2011) or molecular simulations (Ahmed et al. 2017), have also
been used in previous machine learning models. However, the calculation of empir-
ical nanodescriptors requires strong expertise. One needs to be familiar with various
structural parameters (e.g., space group and unit cell parameters) of nanomaterials
to select appropriate force fields (e.g., AMBER, CHARMM and OPLS) and calcu-
lation methods (e.g., ab initio, semi-empirical and density functional theory). In
addition, the calculation of these empirical descriptors often involves the use of
complex quantum chemistry (e.g., VASP and Gaussian) or molecular simulation
(e.g., GROMACS and NAMD) software. These, combined with the high demand
for computational resources, limit the wide application of these empirical nanode-
scriptors. Chemical structural descriptors mainly calculated from surface ligands of
nanomaterials (Fourches et al. 2016), cannot fully represent the entire nanostruc-
tures, such as ligand densities, nanomaterial types, shapes and sizes. Recently, we
developed novel nanodescriptors by employing Delaunay tessellation and atomic
properties (Yan et al. 2019). The novel nanodescriptors can not only represent the
nanostructure diversity but also have fast and high-throughput calculation charac-
teristics. For 5-nm gold nanoparticles with more than 26,000 atoms, the calcula-
tion can be completed in 10 s on a regular PC. The utility has been validated by
accurately predicting various physicochemical properties and biological activities of
nanoparticles (Yan et al. 2019).

The Applications of AI for Nanotoxicity Prediction

Despite the above challenges, several machine learning and deep learning models
have been developed to uncover the critical nanostructure-activity relationships from
nanotoxicology data. As described above, most predictive models are built on very
small data sets for one material type. For example, Puzyn et al. (2011) used multiple
linear regression and quantum chemical descriptors to predict the toxicity of 17
different metal oxide nanoparticles to Escherichia coli. By analyzing the model
results, they found that the descriptor representing the enthalpy of formation of
a gaseous cation had the greatest impact on the model performance, which can
be used to explore the potential toxicity mechanism. Similarly, Liu et al. (2013)
applied six different machine learning methods to build QNAR models to predict
the cytotoxicity of 24 metal oxides nanoparticles using a series of experimental
and calculated descriptors. They identified the ionic index (Z2/r, in which Z and r
are charge number and ionic radius of metal cations in the nanoparticle crystals,
respectively) and the conduction energy descriptors as toxicity-relevant correlating
parameters for metal oxide nanoparticles. Undoubtedly, the predictive ability of the
models is limited, and can only predict the properties of one material type (e.g.,
metal oxide nanomaterials). Although some studies built predictive models based on
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relatively larger data sets, the usage of inappropriate nanodescriptors also limited the
applications of the models. For instance, in 2010, Fourches et al. (2010) developed
kNNandSVMclassificationmodels to predict cytotoxicity of 51 nanomaterials using
experimental descriptors. This is also one of the first studies to use machine learning
for nanotoxicity prediction. In 2014, Walkey et al. (2014) synthesized a library of
105 surface-modified gold nanoparticles and characterized the serum protein corona
fingerprint formed around these nanoparticles. Using these fingerprint descriptors
and multiple linear regression methods, the authors developed QNAR models to
accurately predict the cell association of the gold nanoparticles. Obviously, these
models cannot be used for virtual screening as described above. More importantly,
these studies did not implement external experiments to verify the predictive abilities
of the models. Therefore, the actual application value of these models is debatable.

In recent years, our laboratory synthesized a series of carbon nanotube and gold
nanoparticle libraries throughnano-combinatorial chemistrymethods.These datasets
of physicochemical properties and biological activities have been widely used for
machine learning. For example, Fourches et al. (2016) used RF, kNN, and SVM
methods and descriptors calculated from surface ligands to build QNAR models for
classifying various toxicity endpoints (i.e., protein binding, cell viability and cell
proliferation) of 80 carbon nanotubes. Based on these machine learning models, 10
putatively active and 10 putatively inactive carbon nanotubes with the ligands were
prioritized by virtual screening and were synthesized and tested. Similarly, Wang
et al. (2017) developed novel nanodescriptors using surface chemistry simulation
of virtual nanostructures to build machine learning models for predicting cellular
uptake, ability to induce oxidative stress and hydrophobicity of 34 gold nanoparticles.
The models were also used to predict the properties of seven newly designed virtual
nanostructures, and the predicted results were validated experimentally. Recently, the
deep neural network has been used for the first time to predict the in vivo fate (i.e.,
half-life, spleen accumulation and liver accumulation) of nanomaterials (Lazarovits
et al. 2019).

In summary, comparedwith smallmolecules, the application ofAI to nanotoxicity
prediction is still in its infancy. The future tasks include in vivo toxicity prediction
and mixtures’ toxicity prediction, among others. In the next part, we will discuss
future directions to accelerate the transformation of nanotoxicity data to critical
nanostructure-activity relationships.

Conclusion and Perspectives

To truly realize the transformation from nanotoxicology big data to useful informa-
tion, the roadblocks (e.g., paucity of data sets and inadequacy of nanodescriptors) to
the application of machine learning to nanosafety should be removed or reduced. We
propose that, by extending the development of machine learning and deep learning
methods used in the field of small molecule toxicity to nanotoxicity, the field can
be advanced in several directions in the future (Fig. 7.3). We envision that these
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Fig. 7.3 The future development directions proposed for computational nanotoxicology. Upper
left panel: the nano-combinatorial libraries and high-throughput screening of these libraries can
provide high-quality nanomaterial data for machine learning and deep learning. Upper right panel:
the end-to-end deep learning can build direct relationships between nanomaterial properties and
the nanostructures without complicated nanodescriptors calculation. Lower left panel: the inverse
design can make nanomaterial design more targeted. Lower right panel: the toxicity predictions of
mixtures have practical significance

suggestions will prompt the fast development of machine learning and deep learning
methods to generate impact in this area.

Continuous Generation of Modeling-Friendly Data Sets Using
Nano-combinatorial Chemistry and High Throughput
Screening

Nanomaterials with structural diversity and unified experimental standard biological
effects are important prerequisites for ensuring the construction of amachine learning
modelwith good robustness andgeneralization ability,which canbe achieved through
nano-combinatorial libraries and HTS of these libraries. The nano-combinatorial
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library of nanomaterials can be achieved by programming diverse physicochem-
ical parameters, including morphology, composition, and surface properties. In the
past decade, researchers have employed high-throughput methodologies to investi-
gate correlations between the physicochemical properties of nanomaterials and their
biological activities. These methodologies include the synthesis of a large collection
of nanomaterials (Weissleder et al. 2005) or well-designed combinatorial libraries
(Zhou et al. 2008). Our laboratory is one of the earliest research groups that carried
out nano-combinatorial chemistry research: (1) In 2008, Zhou et al. (2008) designed
a nanotube library containing 80 multiwalled carbon nanotubes with surface chem-
istry modified by small molecules with diverse physicochemical properties. The
nanotube library has been used tomodulate cytotoxicity, immunotoxicity, autophagy,
cell differentiation, and perturbations to the CYP3A4-enzyme in the liver in system-
atic ways. (2) Similarly, in 2010, Zhou et al. (2011) developed a library of 30 gold
nanoparticles that display a diverse array of surface chemistries and used these to
probe cell recognition. 3) By gradual alteration of only one property while keeping
other properties essentially unchanged, a library containing 17 gold nanoparticles
with gradually increasing positive or negative charges was designed by Su et al.
(2012). 4) In 2018, 41 gold nanoparticles with a univariant gradient change in single
physicochemical property, such as charge density, hydrophobicity, or hydrogen bond
density, were designed by Sun et al. (2018). 5) Recently, Bai et al. (2020) synthesized
a comprehensive library of 36 nanoparticles with all combinations of three types of
corematerials (Au, Pt and Pd), two sizes (6 and 26 nm), and each conjugatedwith one
of six surface ligands of different hydrophobicity. Other nanomaterial libraries can be
seen in our previous studies or the PubVINAS nanomaterial database (http://www.
pubvinas.com/), and these nano-combinatorial library data sets have been widely
used for machine learning (Fourches et al. 2016; Le et al. 2015; Wang et al. 2017).

Development of End-to-End Deep Learning Models
for Nanotoxicity Prediction

Compared with the traditional machine learning methods, a major advantage of the
deep learning methods is automatic feature extraction, which greatly promotes the
development of AI. For example, the convolutional neural network can be used to
automatically extract image features for face recognition (Lawrence et al. 1997).
The word2vec algorithm uses neural networks to automatically learn word asso-
ciations for natural language processing (Ma and Zhang 2015). Inspired by these
accomplishments, researchers are now applying these technologies to automatically
extract features from molecular representations (e.g., images and SMILES) without
descriptor calculation. For instance, Cortés-Ciriano and Bender (2019) developed
a set of convolutional neural network architectures for the prediction of compound
cytotoxicity from their Kekulé structure representations that require no generation of
compounddescriptors or use of sophisticated imageprocessing techniques. Similarly,

http://www.pubvinas.com/
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Asilar et al. (2020) applied a convolutional neural network to predict liver toxicity
with chemical images as input, which built direct correlations between chemical
structures and their properties without the calculation of molecular descriptors. We
can learn from these methods to build end-to-end deep learning models for nanotox-
icity prediction. In our recent study (Yan et al. 2020b), we applied nanostructure
images and a convolutional neural network for end-to-end modeling of nanoparticle
activities and properties. However, we need to keep in mind that only with the above-
mentioned nanostructure digitalization can the nanostructures be transformed into
images or other suitable forms of data.

Inverse Design of New Nanomaterials

One of the important aims of machine learning models is to identify novel nanoma-
terials that have certain desirable properties, such as low toxicity or desirable bioac-
tivities. Currently, the main way machine learning achieves this is by predicting
the properties of a large number of virtual nanomaterials, a process that is also
called “high-throughput virtual screening” (Pyzer-Knapp et al. 2015). Although this
approach has led to beneficial new materials, it still faces great challenges, such as:
(1) the construction and screening of a large virtual database are time-consuming and
inefficient as the number of resources required is disproportionally large compared to
the small number of hits discovered; (2) many materials in the database are far from
the domains of applicability of the models and this leads to inaccurate predictions.
Recent advances in deep learning (i.e., deep generative models) have changed the
above landscape allowing the generation of newmolecules andmaterials for efficient
exploration. Deep generativemodelsmainly contain two parts, an encoder converting
the discrete representation of a molecule or material (e.g., 3D geometry structure,
SMILES or images) into latent variables or descriptors, and a decoder allowing the
latent descriptions to be inverted to generate structures for newmolecules ormaterials
with improved properties (Gómez-Bombarelli et al. 2018). The molecular inverse
design method is different from the traditional method in that it no longer derives
properties from the structure, but pre-selects the property parameters, and infers
unknown molecules that meet these properties through the reverse mapping between
the structure and the properties. Recently, researchers have started to apply these
techniques to target user-desired properties before molecules or materials synthesis.
For example, Kim et al. (2020) developed a generative adversarial network, called
ZeoGAN to implement the inverse design of crystalline porousmaterials with desired
heat of adsorption ofmethane. Recently, Kotsias et al. (2020) developed a conditional
recurrent neural network for molecular generation, which tackles the inverse design
problem by directly shaping the properties of the generated molecules. However,
there are so far rare examples of the application of inverse design for nanomaterials.
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Toxicity Prediction of Nanomaterials Combined
with Emerging Contaminants

In recent years, anthropogenic nanomaterials have been detected in different envi-
ronmental compartments, such as in the atmosphere and surface water. Inevitably,
the occurrence and distribution of nanomaterials in the environment has led to
interactions with chemical substances and may produce mixed effects in environ-
mental organisms by acting as carriers of various organic chemical substances and
heavy metals. Therefore, studies focusing on the combined toxicity of nanomaterials
with chemical substances, especially emerging contaminants, are indispensable. As
mentioned above, although various machine learning models have been built for
toxicity prediction, almost all studies focus on individual compounds or nanoma-
terials and there are still no mature methodologies that could be directly used to
model properties of mixtures. The application of machine learning in mixture toxi-
city prediction is mainly limited by the following factors. Firstly, lack of reliable data
poses one of the biggest challenges even for chemical mixtures of small molecules;
the limited and sparse data has been summarized in a previous study (Cherkasov et al.
2014). Secondly, there is a lack of appropriate descriptors to describe the properties
of mixtures. Cherkasov et al. (2014) summarized all previously used descriptors,
which can be classified as experimental descriptors and three different calculated
descriptors. The shortcomings of the experimental descriptors are not repeated here,
but the major limitation is the aspect that all calculated descriptors characterize
individual compounds in the mixture independently. The third limitation is the lack
of rigorous external validation. Commonly, both training and test sets include data
points of the same mixture with different molar fractions. As a result, the model’s
true predictive performance is not estimated properly. Thus, the main tasks to over-
come these limitations in the prediction of mixture toxicity of nanomaterials and
other chemical substances, are: (1) to generate more toxicity data regarding nano-
materials combined with emerging contaminants, (2) to develop novel descriptors
representing the combined properties of mixtures, such as in our previous study (Liu
et al. 2020), where we applied the tetrahedral descriptor to describe the properties
of carbon nanoparticles combined with various contaminants, and (3) to implement
more rigorous external validation, for example, (i) the prediction of the investigated
properties for any composition of themixture from the training set, and (ii) the predic-
tion of the investigated properties for mixtures formed by novel pure compounds
absent in the training set.

In summary, we discussed how to apply AI approaches to bridge the gap between
nanotoxicologydata and critical nanostructure-activity relationships.Themain issues
holding the field back are the relative paucity of high-quality data that can be used to
train and validate models and the need for better descriptors to encode nanomaterials
properties. We advocate generating data sets suitable for machine learning through
nano-combinatorial libraries and HTS of the libraries. In addition, we propose to
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construct universal nanodescriptors for nanostructure representation or to build end-
to-end deep learning models without nanodescriptors calculation. For this, nanos-
tructure digitalization is a necessary prerequisite. In a recent study (Yan et al. 2020a),
we constructed a proof-of-concept nanomaterial database containing electronic files
of various nanostructures, which were designed for machine learning. In the future,
we plan to construct a more comprehensive nanomaterial database that will contain
more electronic files of nanostructures, including cell images, physicochemical prop-
erties, biological activity data as well as omics data. We believe that the combination
of a comprehensive nanomaterial database and AI approaches will accelerate the
conversion of nanotoxicity data to useful information.
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Chapter 8
Knowledge Gained from Co-exposure
Studies of Nanomaterials and Chemicals

Lingxiangyu Li and Zhenlan Xu

Abstract With the rapid development of nanotechnology, engineered nanomate-
rials have been extensively produced and used in diverse fields, resulting in an
inevitable release of engineered nanomaterials into the natural environment where
various chemicals including organic pollutants and toxic metals are widely detected.
Possible interactions between engineered nanomaterials and chemicals have aroused
public concerns in recent years. The combined toxicity of engineered nanomaterials
and chemicals is closely species-specific, related to environmental media and can
be either synergistic, additive or antagonistic. The “Trojan horse” type pathway has
been identified as an importantmechanism for the synergistic, additive or antagonistic
effects of engineered nanomaterials and chemicals on organisms, whereas complex-
ation might be related to antagonistic effects. Further studies should be conducted in
the future to fully understand the mixture effects of engineered nanomaterials and
chemicals in the environment and better assess the potential risks of co-exposures.

Coexistence of Engineered Nanomaterials and Chemicals
in the Environment

Along with the rapid development of nanotechnology, a series of engineered nano-
materials have been designed, produced and used in recent years. More than 1800
commercial products on the market use or contain engineered nanomaterials such
as silver nanoparticles (Ag NPs), titanium dioxide nanoparticles (TiO2 NPs), zinc
oxide nanoparticles (ZnO NPs), copper oxide nanoparticles (CuO NPs) and carbon
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nanotubes (CNTs). These engineered nanomaterials would be inevitably released
during their production, usage and disposal, resulting in engineered nanomaterials
in different environmental compartments, e.g., the surface waters and soils (Oyelami
and Semple 2015; Jr. Hochella et al. 2019). For instance, the predicted surface water
concentrations of Ag NPs and TiO2 NPs in the E.U. were reported to be in the
range of 0.5–0.9 ng/L and 0.4–1.4 μg/L, respectively (Sun et al. 2014a, b). Indeed,
the measured concentrations of Ag NPs in a German river, at the locations distant
from wastewater treatment plant (WWTP) discharge points, were determined to be
between 0.9 and 2.3 ng/L (Li et al. 2016). Also, Gondikas et al. (2014) confirmed
the occurrence of TiO2 NPs in the Olde Danube Lake in a 12-month field survey.
Further, the levels of engineered nanomaterials in the environment are expected to
increase in the following years due to their extensive usage in diverse fields.

Besides engineered nanomaterials, chemicals including organic pollutants and
heavy metals are widely present in the natural environment; persistent organic pollu-
tants (POPs) such as perfluorooctane sulfonate (PFOS) and perfluorooctanoic acid
(PFOA) and toxic metals like cadmium (Cd) and lead (Pb) are often detected in
surface waters (Samecka-Cymerman and Kempers 2004; Zareitalabad et al. 2013).
The coexistence of engineered nanomaterials and chemicals in the environment is
thus highly possible, which is a serious issue not to be ignored neither by the scientific
community nor the engineers and politicians.

The occurrence and build-up of engineered nanomaterials in the environment
lead to their interactions with organic pollutants and heavy metals, possibly exerting
mixture effects on organisms by acting as carriers or catalysts for chemicals due to the
specific properties of nanomaterials (Hartmann and Baun 2010; Naasz et al. 2018).
The interactions between engineered nanomaterials and chemicals have attracted
extensive attention in recent years (Fig. 8.1) and several studies have shown that
possible interactions and risks are highly dependent on the environmental factors
and individual properties of the components (Ginzburg et al. 2018; Teng et al. 2020).
Mechanisms for mixture effects of nanomaterials and chemicals have also been
proposed. For example, the ‘Trojan horse’ type action has been identified as an impor-
tant pathway for the synergistic effect of nanomaterials and chemicals on organisms
(Naasz et al. 2018). Besides synergistic effects, additive and antagonistic effects of
nanomaterials and chemicals are related to the ‘Trojan horse’ pathway (Fig. 8.2).
Therefore, interactions and potential risks, as well as mechanisms of action of engi-
neered nanomaterials and chemicals, are summarized in this chapter, to provide a
systematic understanding of nanomaterial-chemical interactions and their biological
effects.
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Fig. 8.1 Number of studies on co-exposures of engineered nanomaterials and chemicals by year.
The datawere collected fromWebofScience byusing “co-exposure andnanomaterials” as keywords

Fig. 8.2 Scheme of the potential mechanisms of interaction and resulting binary effects of engi-
neered nanomaterials and chemicals. TheTrojan-horse effect includes adsorption and complexation.
Here the yellow circle with skull and bones represents toxicity, the red circle with skull and bones
represents enhanced toxicity, the brown circlewith face represents moderated toxicity, and the green
circle with face represents safety
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Risks of Co-exposure to Nanomaterials and Organic
Pollutants

Binary Effects of TiO2 Nanomaterials and Organic Pollutants

Among the metal-based engineered nanomaterials, TiO2 is one of the most
widespread, with uses in industrial and commercial applications, including photo-
electric devices, paints, sunscreens, cosmetics, textiles, and food packages (Botta
et al. 2011; Azimzada et al. 2020). With increasing production and use, leakage of
TiO2 NPs into the natural environment is inevitable. The concentration of TiO2 NPs
in aquatic ecosystems can be as high as 1 mg/L (Shi et al. 2016), which is about three
orders of magnitude higher than the predicted level in the water (Sun et al. 2014a,
b). Clearly, TiO2 NPs inevitably interact with organic pollutants in the environment,
affecting the behavior and toxicity of organic pollutants.

Bisphenol A (BPA) is one of the most highly produced and widely used industrial
chemicals, primarily applied in the production of polycarbonate plastics and epoxy
resins. Commercial products such as baby bottles, water containers, and medical
devices contain BPA, resulting in high global demand and production capacity of
BPA (Huang et al. 2012). Due to its high production levels, BPA has been detected in
various environmental matrices, including surface water. For instance, BPA accumu-
lation in water samples from several rivers in China has been detected to be 4 μg/L
(Guo et al. 2019), and much higher concentrations (up to 28 μg/L) were detected
in contaminated rivers in Germany (Heisterkamp et al. 2004). Previous studies have
demonstrated that BPA can disrupt normal physiological function by acting as an
estrogen agonist, exerting weak estrogenic, anti-androgenic and anti-thyroid activi-
ties (Alonso-Magdalena et al. 2012; Delfosse et al. 2012). Recently, co-exposure to
TiO2 NPs and BPA in the aquatic environment has attracted attention and prompted
studies regarding the effects of TiO2 NPs on the uptake, bioaccumulation and toxi-
city of BPA in aquatic organisms. Model organisms such as zebrafish (Danio rerio)
were co-exposed to TiO2 NPs and BPA, showing that TiO2 NPs at a concentration
of 100 μg/L enhanced bioaccumulation of BPA in zebrafish adults through acting
as a carrier for BPA and thus led to endocrine disruption and impairment of repro-
duction (Fang et al. 2016). After 21-day co-exposure, increased tissue burdens of
both TiO2 NPs and BPA were observed in the zebrafish adults, and a reduction in
plasma concentrations of estradiol, testosterone, follicle-stimulating hormone, and
luteinizing hormone was detected. In another study, fertilized zebrafish eggs were
exposed toTiO2 NPs, BPAor their binarymixtures up to 6 days post fertilization (dpf)
(Fu et al. 2020). The results showed no significant change in hatching, malforma-
tions, survival and weight of the larvae among all groups. Yet, TiO2 NPs significantly
increased the body burden of BPA in the co-exposure groups and suppressed the
expression of neurodevelopmental marker genes (e.g., α1-tubulin, mbp and syn2α)
as well as the locomotor behavior. In addition, co-exposure was found to recipro-
cally facilitate bioaccumulation of BPA in zebrafish adults while enhancing maternal



8 Knowledge Gained from Co-exposure Studies of Nanomaterials and Chemicals 189

transfer to offspring, wherein thyroid endocrine disruption and developmental neuro-
toxicity were observed in larval offspring by parental exposure to BPA in combina-
tion with TiO2 NPs (Guo et al. 2019). In particular, offspring larvae derived from
the co-exposed parents showed lethargic swimming behavior. The enhanced bioac-
cumulation and bioconcentration of BPA in zebrafish were primarily attributed to
the enhanced bioavailability of BPA due to the specific adsorptive effect of BPA
on TiO2-NPs. Besides zebrafish, bivalve mollusks were co-exposed to BPA and
TiO2 NPs for 14 days, resulting in elevated levels of metallated metallothionein (Zn,
Cu-MT), up-regulated lipid peroxidation and lipofuscin accumulation, and unstable
DNA (Gnatyshyna et al. 2019).

Another endocrine disruptor, tris(1,3-dichloro-2-propyl) phosphate (TDCIPP,
used as a flame retardant) also exhibited enhanced bioaccumulation in zebrafish
due to the presence of TiO2 NPs (Ren et al. 2018). Compared to TDCIPP exposure
alone, increased tissue burdens of both TDCIPP and TiO2 were observed in the liver,
brain, and gonads, which indicates that TiO2 NPs adsorbed TDCIPP and acted as
a carrier facilitating the uptake and translocation of TDCIPP in tissues. Moreover,
co-exposure inhibited egg production and further caused serious developmental toxi-
city in F1 larvae. In another study, mixture effects of TiO2 NPs and TDCIPP on the
invertebrate (earthworm Eisenia fetida) in soil were examined (Zhu et al. 2021a, b).
Compared to single exposures, co-exposure greatly reduced the weight gain rate of
E. fetida, indicating synergistic toxicity between TiO2 NPs and TDCIPP. This may
be caused by the superimposition of toxicity pathways of TiO2 NPs and TDCIPP,
because no significant effects on the concentrations of TDCIPP and TiO2 in soil or E.
fetida during co-exposure were detected. Also, co-exposure significantly inhibited
genes related to digestion and nutrient adsorption based on transcriptomic analysis
of E. fetida intestinal region.

POPs, being emerging pollutants in the environment, have been of great concern
during the last decades because of their properties, including persistence, long-range
transport, bioaccumulation potential, and possible toxicity to humans and wildlife
(Meng et al. 2017). The occurrence of POPs in the environment has been extensively
reported; for example, PFOS, PFOA, polybrominated diphenyl ethers (PBDEs), and
phenanthrene have been detected in the environmental matrices from water to sedi-
ment. Studies of co-exposures to TiO2 NPs and POPs were thus performed, to inves-
tigate possible effects of TiO2 NPs on uptake, translocation and bioaccumulation
of POPs in organisms. TiO2 NPs of two crystalline phases (i.e., anatase and rutile)
enhanced the whole-body PFOS concentration in zebrafish due to PFOS adsorption
on TiO2 NPs, resulting in the formation of TiO2–PFOS complexes which enhanced
the bioavailability of PFOS to zebrafish (Qiang et al. 2015). The bioaccumulation of
PFOS was more promoted by anatase, which was attributed to the greater adsorp-
tion capacity of PFOS to anatase, the slower migration of their complex in water,
and the slower elimination rate of anatase from fish. TiO2 NPs acting as carriers
by adsorbing phenanthrene and forming TiO2–phenanthrene complexes was also
observed in another study, where uptake of phenanthrene bymarine bivalve clamwas
enhanced by the presence of TiO2 NPs, with the bioaccumulation factor (BAF) being
1.7 times higher than that of phenanthrene alone (Tian et al. 2014). The enhanced
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uptake can be explained by ingestion of TiO2 NP complexes into the gut of clam
and subsequent desorption of phenanthrene there. Besides enhanced bioaccumula-
tion, the presence of TiO2 NPs can affect the toxicity of organic chemicals. TiO2

NPs at a concentration of 100 μg/L enhanced the metabolism of pentachlorophenol
(PCP, a restricted-use pesticide) in zebrafish and caused oxidative damage as well as
developmental toxicity (Fang et al. 2015). Also, TiO2 NPs were reported to enhance
the PCP-induced thyroid endocrine disruption but not the neurobehavioral defects in
zebrafish larvae (Lei et al. 2020).

Interestingly, negligible effects of TiO2 NPs on the translocation and bioaccumu-
lation of PFOA in hydroponically grown pumpkin seedlings were observed, which
might be due to different pathways for translocation of TiO2 NPs and PFOA in
the seedling and negligible adsorption of PFOA on TiO2 NPs (Xu et al. 2019). A
similar phenomenon was observed for marine bivalve (Scapharca subcrenata) co-
exposed to TiO2 NPs and PBDEs; TiO2 NPs acted as carriers and enhanced the
ingestion of PBDEs, while the bioaccumulation of PBDEs was not significantly
increased in the presence of TiO2 NPs (Tian et al. 2015). Thus, a similar accumu-
lation kinetics pattern was observed after exposure to PBDEs in the presence and
absence of TiO2 NPs. Besides pumpkin seedlings and marine bivalves, the Euro-
pean sea bass (Dicentrarchus labrax) is another species that has been co-exposed
to POPs and TiO2 NPs. The results showed that TiO2 NPs did not interfere with
2,3,7,8-tetrachlorodibenzo-p-dioxin (2,3,7,8-TCDD) detoxification and bioconcen-
tration due to negligible interactions between TiO2 NPs and 2,3,7,8-TCDD in the
seawater (Torre et al. 2015). Moreover, TiO2 NPs were shown to not interfere with
2,3,7,8-TCDD-dependent expression of biotransformation-related genes in the liver
of European sea bass (Vannuccini et al. 2015). Nevertheless, gene expression in
the digestive gland of 2,3,7,8-TCDD-exposed marine mussel Mytilus galloprovin-
cialis was affected by co-exposure to TiO2 NPs (Banni et al. 2016). 2,3,7,8-TCDD
up-regulated endocrine and signal transduction-related processes, while TiO2 NPs
mainly up-regulated cytoskeletal genes. Although co-exposure induced transcrip-
tional changes common to individual treatments, also a newly generated process
-response to chemical stimulus, was identified. In a recent study, mixture toxicity
effects of TiO2 NPs and 3,3′,4,4′-tetrachlorobiphenyl (PCB77) in juvenile brown
trout following co-exposure via the diet were investigated (Lammel et al. 2019). The
study demonstrated that genes encoding for proteins and enzymes essential for tight
junction function and ROS elimination were upregulated in the intestine of fish in
the co-exposure groups but not in the individual exposure groups.

In contrast to the above-discussed TiO2 NP-induced enhancement or negligible
changes in the uptake and bioaccumulation of organic chemicals, the presence of
TiO2 NPs in the exposure system reduced the uptake of benzo(α)pyrene (B(α)P, a
type of polycyclic aromatic hydrocarbons or PAHs, which are widespread environ-
mental contaminants) in the blue mussel (Mytilus edulis), since TiO2 NPs signif-
icantly reduced the bioavailability of B(α)P (Farkas et al. 2015). Interestingly,
most biomarker responses (e.g., superoxide dismutase, catalase and glutathione
peroxidase) did not decrease despite the lower B(α)P uptake in combined exposure.
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Pesticides and herbicides are also widely detected in the environment, resulting in
a possible co-existence with engineered nanomaterials. Previous studies have inves-
tigated the mixture effects of TiO2 NPs and pesticides or herbicides on organisms.
For example, cypermethrin (CYP) uptake in zebrafish was greatly increased by TiO2

NPs at a concentration of 1 mg/L, resulting in the generation of reactive oxygen
species (ROS) (Li et al. 2018). Also, compared to the single exposure, co-exposure
significantly decreased locomotion activity and enhanced the down-regulation of
mRNA expression of specific genes and the levels of the neurotransmitter. Simi-
larly, co-exposure to TiO2 NPs and atrazine led to a synergistic effect on the toxicity
of TiO2 NPs-atrazine to algae (Chlorella pyrenoidosa), enhancing bioaccumulation
of atrazine and affecting biophysicochemical properties of algal cells (Zhang et al.
2017).

Several studies have focused on the effects of TiO2 NPs on the uptake, bioaccu-
mulation and toxicity of organic chemicals. Nevertheless, several studies have also
investigated the possible impacts of organic chemicals on the uptake and toxicity
of TiO2 NPs in aquatic organisms. For example, the joint toxicity of TiO2 NPs and
a broad-spectrum antibiotic florfenicol to alga C. pyrenoidosa was investigated and
the observed toxicity associated with TiO2 NP exposure was found to be enhanced
by adding florfenicol into the system (Wang et al. 2016). In contrast, an antagonistic
or additive effect on alga C. pyrenoidosa was observed in the co-exposure of TiO2

NPs and organochlorine chemicals such as PCB77, hexachlorobenzene (HCB), and
pentachlorobenzene (PCB) (Zhang et al. 2017). Specifically, antagonistic effects for
TiO2–PCB77 and TiO2–HCB and an additive effect for TiO2–PCBwere determined.
The bioaccumulation of TiO2 NPs in algal cells significantly decreased when these
organic chemicals were added to the system. The study illustrated well the aspect
that mixture effects are highly dependent on the nature of organic chemicals. Simi-
larly, the presence of tetracycline (TC) decreased the uptake of TiO2 NPs by alga
Scenedesmus obliquus (Iswarya et al. 2017). The toxicity of TC and TiO2 NPs was
either additive or antagonistic, depending on the concentration of the chemicals. It
was also noted that at the higher stress level, i.e., in the case of additive toxicity of
TiO2–TC, the algal cells produced higher levels of extracellular polymeric substances
(EPS) as a means of alleviating the toxicity.

Since algal growth is highly dependent on the presence of nutrients like phos-
phorus, binary effects of TiO2 NPs and phosphorus on algae Chlorella ellipsoides
were investigated (Matouke et al. 2018). Co-exposure resulted in decreased phos-
phorus bioconcentration in the algal cells with a significant increase in chlorophyll
a/b and total chlorophyll contents.Moreover, a significant decrease in specific growth
rate and optical density were observed, and activities of antioxidant enzymes like
malondialdehyde, superoxide dismutase, peroxidase and glutathione-S-transferase
were significantly increased, suggesting that the addition of TiO2 NPs to phosphorus
affected the physiology of algae. Algal blooms accompanied by eutrophication in
freshwater have aroused public concerns, so joint effects ofmicrocystin-LR (MCLR),
a toxin produced by blue-green algae, and TiO2 NPs on zebrafish were investigated
(Wu et al. 2019a, b). The results showed that the presence of TiO2 NPs aggra-
vated MCLR-induced abnormity of swimming and social behavior of zebrafish. The
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underlyingmechanismwas attributed to the increased ROS content in zebrafish brain
upon co-exposure compared to MCLR single exposure, confirmed by the significant
changes in the expression of genes related to the antioxidant enzymes.

Based on these findings, it is clear that TiO2 NPs can influence the translocation,
fate and toxicity of organic chemicals in the natural environment including surface
water and soil, and vice versa. Yet, the mixture effects are highly dependent on the
type of organic chemical and their modes of action in organisms.

Binary Effects of ZnO Nanomaterials and Organic Pollutants

Nanosized zinc oxide is among the nanomaterials produced in the highest volumes.
Thus, due to concerns over high predicted and measured environmental concen-
trations, binary effects of ZnO NPs and organic pollutants have been evaluated in
aquatic and soil organisms as well as plants. For example, the effects of co-exposure
of PFOS and ZnONPs on the hypothalamic-pituitary-thyroid (HPT) axis in zebrafish
were examined and it was shown that the co-exposure decreased the body length and
increased the malformation rates compared to PFOS exposure alone (Du et al. 2016,
2017). In particular, the expression of proteins and geneswere significantly altered by
the co-exposure compared with the exposure to PFOS alone, whereas co-exposure
caused more serious thyroid disruption effects in zebrafish. Further investigations
revealed that co-exposure to PFOS and ZnONPs adversely impacted zebrafish devel-
opment, reproduction in the F0 generation, and offspring embryonic growth (Du et al.
2018). More importantly, lower fertilization and hatching rates, greater mortality and
higher malformation occurrence were observed in the F1 generation after long-term
co-exposure of the parental zebrafish (i.e., F0 generation. In contrast, co-exposure
to an organophosphate pesticide chlorpyrifos and ZnO NPs showed a positive effect
on earthworm (Eisenia andrei) reproduction, which was up to 84% higher than the
theoretically predicted values (Garcia-Gomez et al. 2019). A recent study about
binary effects of ZnO NPs and phenanthrene, a PAH derived from coal tar, on wheat
growth showed that co-exposure relative to single exposure caused serious damage
to seedling roots, accompanied by a significant decrease in superoxide dismutase
and catalase activities and disruption of the antioxidant system (Zhu et al. 2019).
Altogether, the studies that have assessed the individual and combined toxicity of
ZnO NPs and organic chemicals have provided valuable information about the range
of different responses of organisms to co-exposures.

Binary Effects of Ag Nanomaterials and Organic Pollutants

AgNPs have receivedmuch attention due to their antibacterial activity. The extensive
use of Ag NPs has led to concerns over their release into the environment, which
would result in possible interactions between AgNPs and organic chemicals. Several
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studies have focused on co-exposure effects of AgNPs and pesticides in various plant
species. For example, Arabidopsis thaliana was co-exposed to Ag NPs and chiral
herbicide imazethapyr (IM) and it was shown that silver concentrations in roots and
shoots dramatically increased compared with Ag NPs exposure alone (Wen et al.
2016). Also, co-exposure of Ag NPs and (R)-IM accelerated uptake and bioaccumu-
lation of silver in roots and shoots relative to the co-exposure of Ag NPs and (S)-IM,
because (R)-IM increased the levels of amino acids in roots which resulted in the
formation of adducts with silver ions and consequent release of higher amounts of
silver ions from Ag NPs and thus higher ecotoxicity. Recently, bioaccumulation,
translocation, and toxicity of insecticide imidacloprid (IMDA) to Cucurbita pepo
L (zucchini) were evaluated upon co-exposure to Ag NPs under soil-grown condi-
tions (Torre-Roche et al. 2018). The study showed that co-exposure relative to a
single exposure to IMDA significantly suppressed IMDA accumulation in the shoots
(stem and leaves) of zucchini by 33%, while IMDA decreased silver accumulation
compared to single Ag NP exposure. However, the expression pattern of the seven
selected genes did not indicate significant Ag NP-IMDA interactions in toxicity to
C. pepo. Similarly, Ag NPs decreased dichlorodiphenyldichloroethylene (p,p′-DDE,
a major breakdown product of DDT) accumulation in Glycine max L. (soybean)
tissue by 40%, with co-exposure to Ag NPs resulting in lower DDE uptake than
co-exposure to bulk Ag (Torre-Roche et al. 2013). In addition, the concentration of
AgNPs in the co-exposure system played an important role in the binary effects inC.
pepo; Ag NPs at 500 mg/L suppressed DDE uptake in zucchini by 21–29%, whereas
Ag NPs at 2000 mg/L showed no impact on DDE uptake (Torre-Roche et al. 2013).

Besides plants, co-exposure effects of the binary mixtures of Ag NPs and organic
chemicals have been studied in bacteria. The antibiotics enoxacin, kanamycin,
neomycin, and tetracycline showed synergistic growth inhibition against the drug-
resistant bacteria Salmonella typhimuriumDT 104 when combined with Ag NPs, yet
ampicillin and penicillin did not (Deng et al. 2016). This was due to the formation of
Ag NP-antibiotic complexes with the four antibiotics, resulting in higher silver ion
release, which did not occur with ampicillin and penicillin. The presence of tetra-
cycline enhanced the binding of Ag to S. typhimurium by 21% and the release of
silver ions by 26%. Compared with Ag NPs alone, the tetracycline-Ag NP complex
interacted more strongly with the S. typhimurium cells and caused more silver ions
release, creating a temporal high level of silver ions near the bacteria cell wall that
resulted in bacteria growth inhibition (Deng et al. 2016). This is consistent with the
findings reported in previous studies where silver ions released from Ag NPs have
been identified as the key agents causing toxicity. In addition, it has been shown that
the enhanced toxicity of Ag NPs with antibiotics to bacteria varies with the surface
coating of the NPs. For example, antibiotic-mediated increased toxicity was more
prominent with polyvinylpyrrolidone (PVP)-capped Ag NPs as compared to citrate
and sodium dodecyl sulfate (SDS)-capped NPs (Kora and Rastogi 2013).
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Binary Effects of Carbon-based Nanomaterials and Organic
Pollutants

Carbon-based nanomaterials such as carbon nanotubes, fullerene and graphene are
produced and used in many industrial sectors, resulting in inevitable release during
their usage and disposal. In the environment, the released nanomaterials would
interact with organic chemicals and pose potential risks, which need to be identified
and characterized by conducting studies on the binary effects of carbon nanomate-
rials and organic pollutants. The results of the relevant studies available to date have
been summarized in this section. A study about the effects of single-wall carbon
nanotubes (SWCNT) on the uptake, bioaccumulation and antioxidant defense of
PFOS in zebrafish showed that bioaccumulation of PFOS in the liver, intestines, gills
and brain decreased with increasing dosage of SWCNT, yet an opposite trend was
observed in fish skin (Li et al. 2017). Also, co-exposure induced more ROS than
PFOS single exposure, and the effects of PFOS on superoxide dismutase, catalase
and acetylcholinesterase activities were enhanced. In addition to the concentration
of SWCNTs the surface charge can affect the accumulation of organic pollutants
in organisms. This was demonstrated in a study investigating the co-exposures of
neutrally or negatively charged SWCNTs and phenanthrene in Japanese medaka
(Su et al. 2013). Coexposure to SWCNT was shown to facilitate the accumulation
of phenanthrene in the digestive tract of the fish and therefore enhance the whole-
body phenanthrene concentration by 2.1 fold after 72 h. Phenanthrene associated
with neutrally charged SWCNTs stayed in the digestive tract of fish longer than
phenanthrene associated with the negatively charged SWCNTs.

Besides SWCNT, multi-wall carbon nanotubes (MWCNT) can affect the uptake,
accumulation and toxicity of organic pollutants in organisms. Following co-exposure
toMWCNT, the accumulation of antidepressant drug fluoxetine and itsmainmetabo-
lite norfluoxetine in zebrafish larvae was significantly enhanced, suggesting a syner-
gistic effect of MWCNT and fluoxetine or norfluoxetine (Yan et al. 2019). On the
contrary, antagonistic effects of MWCNT and 2,2′,4,4′-tetrabromodiphenyl ether
(BDE-47, an extensively used brominatedflame retardant) in zebrafishwere observed
when comparedwith BDE-47 exposure alone (Wang et al. 2020). Namely, the growth
inhibition induced by BDE-47 was mitigated in the presence of MWCNT. Also, the
levels of oxidative stress biomarkers (e.g., ROS, superoxide, catalase) and DNA
damage decreased in the presence of MWCNT compared to the exposures to BDE-
47 alone. Similarly, bioaccumulation of PCP in goldfish liver, gills, muscle, intestine
and gut was inhibited after co-exposure with MWCNT (Kan et al. 2021). MWCNTs
were shown to reduce PCP-induced toxicity to liver tissues by the alleviation of
hepatic oxidative damage. Interestingly, another study documented that MWCNTs
potentiated the acute toxicity of the pesticide carbofuran in freshwater fishNile tilapia
(Oreochromis niloticus), leading to a more than fivefold increase in the half-lethal
concentration (LC50) values (Campos-Garcia et al. 2015). A synergistic effect of
MWCNTs and a macrolide antibiotic roxithromycin was also observed; an addi-
tion of MWCNTs significantly facilitated the bioaccumulation of roxithromycin
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in the liver (32–80%), gill (15–74%), intestine (51–113%) and bile (15–67%) of
crucian carp (Carassius auratus), while a 0.3-fold increase in the metabolic enzyme
activity and oxidative stress in the liver were observed (Yan et al. 2017). In addi-
tion, MWCNT facilitated the transport of PCP into carp (C. auratus red var.) (Sun
et al. 2014a, b). These results imply that the species of the aquatic organism and the
type of organic chemical can both affect the biological responses to co-exposures
with MWCNTs. In addition, similar to SWCNT, surface properties can influence the
binary effects of MWCNT and organic pollutants. Pristine MWCNT significantly
aggravated the toxicity of carbamazepine, an anti-epileptic drug, (to diatomNavicula
sp., whereas hydroxyl-functionalized MWCNT exhibited an insignificant effect on
carbamazepine toxicity (Ding et al. 2019). A synergetic effect of MWCNT and
sodium pentachlorophenate (PCP–Na) on the invertebrate E. fetida was observed,
regardless of whether the two chemicals were both added separately or after the
adsorption of PCP–Na toMWCNT (Hu et al. 2014). Yet, exposure concentration was
shown to be an important factor for the binary effect; there was no difference between
the single and combined toxicity of MWCNT and PCP–Na when low concentrations
of the two chemicals were used.

Binary effects of CNTs and organic pollutants on cell lines have been also exten-
sively investigated to gain insights into the underlying molecular mechanisms. No
significant differences in mitochondrial activity, membrane damage, and cell apop-
tosis were detected when human breast adenocarcinoma cell line (MCF-7 cells)
was exposed to SWCNT with and without adsorbed 17α-ethinylestradiol (EE2, a
synthetic estrogen used in oral contraceptive pills) (Song et al. 2014). However, the
bioactivity of SWCNT-adsorbed EE2, i.e., activation of the estrogen receptors, was
significantly inhibited, suggesting that SWCNTs could be used for adsorption of EE2
in the environment and, thus, for mitigation of the toxicity of environmental estro-
gens. Additive toxicity of MWCNT and B(α)P was demonstrated in A549 lung cells,
with oxidative stress identified as the main mechanism of cytotoxicity (Azari et al.
2020). The interaction of B(α)P with MWCNTs and metal impurities of MWCNTS
were proposed to play a role in the combined toxicity of the nanomaterials and PAHs.

An important aspect of the combined effects of nanomaterials and organic
compounds is the ability of nanomaterials to impact the efficiency of antibiotics
against bacteria. Several studies have explored the impact of MWCNTs on the
antibacterial efficiency of antibiotics. Oxidized MWCNTs reduced the antibacte-
rial action of a quinolone antibiotic ciprofloxacin (CIP) to Gram-negative E. coli,
which manifested in reduced cell membrane disruption and oxidative stress upon
co-exposure (Deng et al. 2020). Moreover, MWCNTs alleviated the CIP-induced
interference with the global gene expression and metabolite profile in bacteria.
A similar antagonistic effect was also observed when E. coli was co-exposed to
PCP and oxidized MWCNTs (Deng et al. 2019). Nevertheless, MWCNT–PCP and
MWCNT–CIP binary exposures induced distinct additive and synergistic toxicities,
respectively, in Bacillus subtilis, a Gram-positive bacterial strain (Deng et al. 2021).
It was shown that MWCNTs increased bacterial bioaccumulation of PCP and CIP
via destabilizing and damaging the cell membrane. Similarly, pre-treatment of Pseu-
domonas aeruginosa, a clinically relevant bacterial strain, withMWCNTs, increased
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the sensitivity of the bacteria to last-resort carbapenem antibiotics—meropenem and
imipenem (Mortimer et al. 2018). The interactions between nanomaterials and antibi-
otics and understanding the underlying mechanisms driving the combined effects are
especially relevant in combating the globally concerning antibiotic resistance issue.

Binary effects of other types of carbon-based nanomaterials, such as fullerene
and graphene, and organic pollutants have also been investigated in several studies.
Antagonistic interactions between B(α)P and fullerene in toxicological response at
genotoxic and proteomic level were demonstrated in a marine mussel (M. gallo-
provincialis) (Barranger et al. 2019). Similarly, co-exposure to graphene led to
reduced bioavailability of B(α)P to brine shrimp (Artemia franciscana) as graphene
with high surface area adsorbed significant amounts of B(α)P (Rodd et al. 2018).
Antagonistic toxicity, manifesting through DNA damage, was also confirmed in the
co-exposure of graphene and triphenyl phosphate (a flame retardant) to mussel M.
galloprovincialis (Meng et al. 2020). However, several studies have indicated that
fullerenes, carbon nanomaterials that can readily be internalized by cells, facilitate
the transport of PAHs in vivo and in vitro and can enhance the toxicity of organic
chemicals. For example, C60 and B(α)P exhibited synergistic effects in zebrafish
hepatocyte cell line by inducing a significant loss in cellular viability and inducing
an increase in B(α)P accumulation in the cells, impairing the detoxification response
by phase II enzymes (Ferreira et al. 2014). Also, carbon nanopowder was shown to
increase the cytotoxicity of B(α)P in zebrafish embryos and the co-exposure resulted
in a higher incidence of necrotic and apoptotic cells (Torre et al. 2017). Yet, the pres-
ence of C60 did not induce changes in the bioaccumulation and biotransformation
of antidepressant venlafaxine, a herbicide diuron or antibacterial agent triclosan in
biofilms, suggestingmicroorganisms in the biofilms are not affected by themixture of
C60 and these microcontaminants (Santos et al. 2019). This illustrates the differences
in toxicological responses of eukaryotic and prokaryotic cells, in part influenced by
the extent of uptake of nanomaterials, expected to be lower for prokaryotic organisms.
Thus, adsorption of organic compounds to nanomaterials can increase the bioaccu-
mulation and toxicity of organic compounds if nanomaterials are readily taken up by
the cells, which is expected to occur at a higher rate in the case of eukaryotic than
prokaryotic organisms.

Binary Effects of Other Engineered Nanomaterials
and Organic Pollutants

Among the engineered nanomaterials available on the market, SiO2 NPs, Fe2O3 NPs
and CeO2 NPs are gradually attracting attention due to their superior properties.
Accordingly, combined toxicities of these engineered nanomaterials and organic
pollutants have also been investigated. Especially, the binary effects of SiO2 NPs
and B(α)P have been extensively tested. In a recent study, severe synergistic and
additive toxic effects induced by SiO2 NP and B(α)P long-term co-exposure were
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observed in the BEAS-2B cell line even at a low dose (Wu et al. 2016, 2019a, b). The
synergistic toxicity of SiO2 NPs and B(α)P was also observed in zebrafish embryos
where the molecular actions of co-exposure on the immune system, inflammatory
process and cardiovascular development were more severe than in the case of single
exposures (Asweto et al. 2018). Moreover, oxidative stress, cardiac toxicity and
inflammation response of B(α)P, BDE-209 and tetrabromobisphenol A (TBBPA)
in zebrafish embryos were enhanced by SiO2 NPs (Duan et al. 2016; Chao et al.
2018; Zhu et al. 2021a, b). Since B(α)P is recognized as a reprotoxic compound, its
combined toxicity with engineered nanomaterials to reproductive cells in vitro has
been investigated. Considering that B(α)P is produced in the process of incomplete
combustion of fossil fuels and CeO2 is used as a diesel additive, the health effects of
B(α)P and CeO2 NP co-exposures are especially relevant. It was shown, using human
and rat gametes, that CeO2 NP and B(α)P mixture induced additive DNA damage in
sperm and cumulus cells, while no additive effect was induced in rat oocytes (Cotena
et al. 2021). A study of the combined effects of B(α)P and Bi2O3 NPs, attractive for
biomedical and cosmetics applications, demonstrated that the two chemicals syner-
gistically reduced cell viability, induced lactate dehydrogenase leakage, caspases
(−3 and −9) and mitochondrial membrane potential loss in mouse spermatogonia
cells (Ahamed et al. 2021). Oxidative stress was proposed as a plausible mechanism
for synergistic toxicity of B(α)P and Bi2O3 NPs. Also, binary effects of Fe2O3 NPs
and glyphosate-based herbicide in fish (Poecilia reticulata) were studied, showing
that co-exposure resulted in high DNA damage relative to a single exposure, which
suggested synergic effects for the mixture (Trigueiro et al. 2021).

Risks of Co-exposure to Nanomaterials and Toxic Metals

The wide occurrence of toxic metals in the environment has prompted studies about
the impacts of co-exposure of engineered nanomaterials and toxic metals on organ-
isms. In the next sections, the findings of these studies have been summarized for
different types of nanomaterials.

Binary Effects of TiO2 Nanomaterials and Toxic Metals

Among toxic metals, cadmium (Cd) pollution is considered one of the major global
environmental issues due to its adverse effects on organisms and human health.
For this reason, Cd and TiO2 NP co-exposure effects on a wide range of model
systems from cell lines to invertebrates, plants and vertebrates have been studied.
For example, the non-cytotoxic concentration of TiO2 NPs (15 mg/L) effectively
enhanced the oxidative stress response of Cd2+, indicated by pro-oxidant agent gener-
ation and antioxidant depletion in human liver (HepG2) and breast cancer (MCF-7)
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cells (Ahamed et al. 2020). The study demonstrated that non-cytotoxic concentra-
tions of TiO2 NPs can enhance the toxicological potential of Cd2+ in human cells by
facilitating the internalization of Cd into the cells. Yet, co-exposure to TiO2 NPs and
Cd2+ did not lead to increased adverse effects in a marine bivalve M. galloprovin-
cialis when 0.1 mg/L of TiO2 NPs were used in the co-exposure (Balbi et al. 2014).
Clearly, the dose of TiO2 NPs appears to be an important factor affecting in the binary
effects of TiO2 NPs and Cd2+. Also, organic matter was shown to influence the effect
of TiO2 NPs on the uptake, accumulation and toxicity of Cd2+ by freshwater snails
Bellamya aeruginosa (Ma et al. 2017). TiO2 NPs did not promote Cd accumulation at
the organic matter level of 4.8%, while at higher organic matter levels (7.1 or 11.6%)
TiO2-NPs significantly enhanced Cd2+ accumulation and toxicity as evidenced by
aggravated DNA damage and decreased Na+/K+-ATPase activities. Interestingly,
negligible and even antagonistic effects of TiO2 NPs on the accumulation and toxi-
city of Cd2+ in plants such as radish (Raphanus astivus) and rice (Oryzasativa L.)
have been reported. Morphological changes in nuclei, vacuoles and shape of radish
root cells were observed upon single Cd2+ exposure and these effects were not abol-
ished in the presence of TiO2 NPs (Manesh et al. 2018). Also, the height, biomass and
root length of rice seedlings indicated significant toxicity of Cd2+ to plant growth,
whereas TiO2 NPs had the potential to alleviate the Cd2+ toxicity (Ji et al. 2017). A
recent study showed that exposure mode can affect the binary effects of TiO2 NPs
and Cd2+ (Lian et al. 2020). Specifically, root co-exposure to TiO2 NPs and Cd2+

enhanced Cd uptake and caused greater phytotoxicity in maize (Zea mays L.) than
foliar exposure to TiO2 NPs. Moreover, co-exposure effects of TiO2 NPs and Cd2+

have also been studied from the perspective of using TiO2 NPs as potential bioreme-
diation agents in mitigating the environmental toxicity of Cd. Promising prospects of
this approach were recently demonstrated by Mottola et al. who showed that adding
TiO2 NPs into the Cd2+-containing aquatic system induced no statistically signifi-
cant loss of DNA integrity and a great reduction of the apoptotic cell percentage in
zebrafish (Mottola et al. 2021).

Besides Cd, lead (Pb) is one of the major toxic pollutants of environmental
concern. Thus, the combined toxicity of TiO2 NPs and Pb has been investigated
in several studies. In contrast to Cd, accumulation and toxicity of Pb in zebrafish
were enhanced by adding TiO2 NPs, because TiO2 NPs acted as effective carriers of
Pb to enhance its uptake, bioavailability, and toxicity in zebrafish (Hu et al. 2019).
Moreover, co-exposure to TiO2 NPs and Pb was shown to affect the feeding behavior
of cyclopoid copepods by inhibiting the ingestion and filtration of microalgae and
inducing the increase of carbohydrate and lipid levels (Matouke andMustapha 2018).
In another study with A549 cell lines, free Pb ions were not bioavailable inside
the cells due to strong adsorption to TiO2 NPs, resulting in decreased toxicity of
Pb (Ahamed et al. 2019). It is possible that the enhancement or inhibition of the
accumulation and toxicity of Pb in the presence of TiO2 NPs is species-dependent.

TiO2 NPs have also been proposed for environmental remediation of another toxic
metal, arsenic (As) which hasmotivated studies on the combined biological effects of
the two chemicals. It has been established that co-exposure to TiO2 NPs (1mg/L) and
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As (50 μg/L) induces oxidative stress in an estuarine polychaeta Laeonereis acuta
(Nunes et al. 2017) and golden mussel Limnoperna fortunei (Nunes et al. 2020).
Moreover, the TiO2 NPs affected metabolization capacity, favoring the accumulation
of more toxic As compounds, and it was independent of the crystalline form (anatase
or rutile) of the TiO2 NPs (Nunes et al. 2020). In a separate study, it was also
demonstrated that TiO2 NPs increase As accumulation in mussels (Qian et al. 2020).
TiO2 NPs enhanced the toxicity of As by disturbing the osmotic adjustment system
in mussels by reducing arsenobetaine and Na+-K+-ATPase activity. Moreover, the
dynamic balance of adsorption/desorption of As by TiO2 NPs led to the disruption
of As distribution and affected As biotransformation in mussels (Qian et al. 2020).
Altogether, the studies warrant careful environmental risk assessment of combined
toxicity when considering the application of TiO2 NPs for remediation of the metal-
contaminated environment.

Binary Effects of Carbon-based Nanomaterials and Toxic
Metals

Binary effects of carbon-based nanomaterials and toxic metals have been extensively
investigated. For example, co-exposure effects of oxidized MWCNTs and Cd were
studied using a zebrafish liver cell line (Morozesk et al. 2018, 2020). It was proposed
that MWCNTs (10 mg/L) increased Cd toxicity at low concentration by a Trojan
horse pathway and/or synergistic effect, resulting in apoptosis and necrosis and an
increase in theCd content in the zebrafish liver cell line. BesidesMWCNTs, graphene
oxide increased the acute toxicity (96 h) of Cd in shrimp (Palaemon pandaliformis),
impairing the routine metabolism of shrimp (Melo et al. 2019). Graphene oxide
also enhanced accumulation and toxicity (ROS, oxidative stress, gene expression)
of As and hexavalent chromium (Cr6+) in plants (Triticum aestivum L. and Solamun
lycopersicum) and aquatic organisms (zebrafish) (Cao et al. 2021; Chen et al. 2021).
Wang et al. assessed the impacts of differently functionalizedMWCNTs and pristine
SWCNTs on the aquatic microbial communities in the absence and presence of
Cu or Cr (Wang et al. 2015). Interestingly, adding Cu or Cr into the water with
CNT significantly enhanced the toxicity of CNT and transiently affected microbial
communities, while functionalized CNTs were more toxic than the pristine ones.
Although microbial communities recovered after 40 days, total microbial numbers
continued to decrease, suggesting that metals aggravate the impacts of CNTs on
ecosystems.
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Binary Effects of Other Engineered Nanomaterials and Toxic
Metals

Engineered nanomaterials such as Fe3O4 NPs, Ag NPs, ZnO NPs, and CeO2 NPs
have also attracted the attention about their combined effects with toxic metals.
The mixture effects of NPs and metals can either be beneficial, i.e., resulting in
reduced toxicity, or can exert higher toxicity than single exposures. For example,
Cd2+-induced damage in the mice liver was reduced by adding Fe3O4 NPs through
reduction of oxidative stress (Zhang et al. 2016). Moreover, the study established
that Fe3O4 NPs exhibited antagonistic effects on the biodistribution of Fe and Cd in
mice because of mutually competitive inhibition of Fe and Cd uptake. In contrast,
the combined toxic effect of As and Fe3O4 NPs on the ciliated protozoa Tetrahy-
mena pyriformis was significantly enhanced and the survival rates decreased from
92.3 to 45.3% after 30 h co-exposure (Zou et al. 2013). A recent study investigated
the interactions between As and Ag NPs in Caenorhabditis elegans and found that
co-exposure resulted in higher toxicity than the individual exposure to As, showing
deleterious effects in the development and reproduction of the animals throughout
the generations (Josende et al. 2019). Interestingly, binary effects of ZnO NPs and
Pb in mice were dependent on the weight of mice; ZnO NPs enhanced the deposi-
tion of Pb in all major organs in the overweight mice compared with normal-weight
mice (Jia et al. 2017). Co-exposures resulted in higher levels of hepatic ROS, pro-
inflammatory cytokines, and liver injury in the overweight mice but not in the normal
weightmice. The study highlighted the potential human health risks of oral consump-
tion of common food-related NPs (ZnO NPs) and heavy metals, particularly in the
susceptible overweight population.

Conclusions

Facing the rapid development of nanotechnology, the discharge and build-up of engi-
neered nanomaterials in the environment, where the occurrence of various chemicals
including organic pollutants and toxic metals is inevitable, can result in interactions
between engineered nanomaterials and chemicals that may exert harmful environ-
mental and health impacts. Binary effects of engineered nanomaterials and chem-
icals on organisms have been extensively investigated, documenting that adsorp-
tion and complexation of chemicals with engineered nanomaterials are primary
modes of interaction. Overall, synergistic, additive, and antagonistic effects have
been reported for the co-exposures of engineered nanomaterials and chemicals. The
studies conducted to date indicate that the potential risks of co-exposures to engi-
neered nanomaterials and chemicals are species-specific and related to environmental
media. Further studies are needed to completely understand the mixture effects of
engineered nanomaterials and chemicals in the environment.
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Chapter 9
Micro- and Nanoplastic Pollution
in Terrestrial Ecosystems

Bingwen Chai, Yingzhe She, Qiang Wei, Wenlu Lan, and Ke Pan

Abstract Plastic pollution is ubiquitous and has become a global challenge due
to its slow degradation. Especially, small-sized plastics less than 5 mm, known as
microplastics (MPs) and nanoplastics (NPs), have attracted wide attention. Although
the majority of plastics are produced, used, and discarded on land, there are huge
knowledgegaps concerningMPs andNPs in terrestrial ecosystems. In this chapter,we
summarize: (1) different methods for floatation, digestion, identification, and quan-
tification of MPs in convoluted environmental substrates; (2) the possible sources
of MPs entering into the soil, and the characterizations of MPs in various types of
soil; (3) how MPs may affect soil properties and plants. Finally, we also highlight
the shortcomings of existing studies and outline the directions for future studies.

Introduction

Plastics are one of the most omnipresent, versatile, and economical materials in
the modern age. The global production of plastics has been growing rapidly to
address expanding economy. There is an estimated 6300Mt of plasticwaste produced
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between 1950 and 2015, and this number may increase to 12,000Mt by 2050 (Geyer
et al. 2017). The weight of plastics in the ocean may eventually exceed that of fish
(Xu et al. 2020). Plastic waste is now so ubiquitous that it can be found in remote
areas, including Arctic and Antarctic ice sheets and deep-sea sediments (Horton
et al. 2017; Waller et al. 2017). Plastic pollution has become a critical environmental
issue, receiving extensive attention due to its long-lasting nature, recalcitrance to
degradation, and low recovery rate.

Plastics are made from organic materials such as crude oil, natural gas, salt, coal,
or bio-matter, which eventually end up in the environment (de Souza Machado et al.
2018a). When plastics enter the environment, the larger items tend to break up into
small plastic particles. Those particles less than 5 mm in diameter are categorized
as microplastics (MPs) (Arthur et al. 2009; Thompson et al. 2004). MPs can both
originate from engineered micron-sized plastics (primary MPs) (Cole et al. 2011;
Fendall and Sewell 2009) such as cosmetics or personal care products, and frag-
ments of large plastic products such as agricultural mulch film (secondary MPs)
(Barnes et al. 2009; Huang et al. 2020). These MPs are intentionally or unintention-
ally discharged into terrestrial environments by littering, landfill, or sewage water
(Mason et al. 2016; Wang et al. 2019). Over 90% of MPs in sewage water are main-
tained in sludge during wastewater treatment (Long et al. 2019; Talvitie et al. 2017b).
The widespread utilization of sewage sludge compost products can directly or indi-
rectly result in the introduction of large quantities of MPs into farmland (He et al.
2018; Zhang et al. 2020). Once entering soils, MPs can have significant long-term
impacts on soil processes and organisms (Rillig et al. 2019; Zang et al. 2020). For
example, MPs can be adsorbed onto the roots of farm plants by a crack-entry mode
and then transported and accumulated in aboveground tissues (Li et al. 2020). MPs
accumulated in food plants may be ingested by humans and pose risk for human
health (Rillig 2020, Wang et al. 2020a).

To date, the literature describing the fate of MPs in terrestrial environments is
still scarce. This may be due to the lack of efficient methods to extract and detect
MPs in the complex soil matrix, especially those MPs with small size (Bläsing and
Amelung 2018; Chai et al. 2020). Currently, the impact of MPs on soil properties
and terrestrial plants remains poorly understood. This chapter reviews the current
methods to detect MPs in the soil matrix and primary sources of MPs in terrestrial
ecosystems. We also summarize the current knowledge on the occurrence of MPs in
soils and the effects of MPs on soil properties and plants.

Analytical Procedures for Characterization of Microplastics

Different methods have been proposed in recent years for characterizingMPs in envi-
ronmental samples. However, thesemethods vary according to the samplematrix and
no standard protocols have been established. Generally, a typical analytical proce-
dure of MPs includes flotation, digestion, identification, and quantification. Here,
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we summarize the available methods in each step and evaluate their advantages and
limitations.

Flotation

To separate theMPs from the soil matrix, density fractionation is the most frequently
usedmethod. The density of commonMPs (0.8–1.4 g cm−3) is generally less than that
of soils (2.6–2.7 g cm−3). This density difference allows us to separateMPs from soil
particles. However, considerable amounts of MPs in soils are confined in soil aggre-
gates (Zhang and Liu 2018). This reduces the recovery of MPs in the samples. Addi-
tional procedures, including ultrasonication, stirring, aeration, and constant flow, are
needed to assist the extraction of MPs from soils.

Several salt solutions (e.g., NaCl, CaCl2, ZnCl2, ZnBr2, NaBr, and NaI) have
been utilized to separate MPs from the soil matrix. Among these, NaCl is cheap,
non-toxic, and easily available. Meanwhile, Na+ promotes the dispersion of soil
particles, releasing the MPs that are trapped in the soil aggregates. However, the
density of saturated NaCl solution is only 1.2 g cm−3, which may result in a low
recovery of high-density MPs such as polyoxymethylene (ρ = 1.41–1.43 g cm−3).
The density of the CaCl2 solution is higher than that of the NaCl solution. But Ca2+

easily flocculates with organic matter (OM), which interferes with later identifica-
tion (Scheurer and Bigalke 2018). Compared with NaCl, ZnCl2, ZnBr2, andNaBr are
toxic chemicals which limits their use (Liu et al. 2019; Zarfl 2019). NaI is more envi-
ronmentally friendly and has a higher density (ρ = 1.8 g cm−3) to ensure most MPs
float. Unfortunately, NaI is more expensive than other options. To reduce expenses
without compromising flotation efficiency, some researchers have adopted a two-step
method. Saturated NaCl solution is used to pretreat the sample and then NaI solution
is applied for further extraction (Chai et al. 2020; Nuelle et al. 2014; Zhou et al.
2020a).

In addition to density separation, pressurized fluid extraction, oil extraction, and
electrostatic charges are used to separate MPs from the environmental matrix (Zarfl
2019). But these methods are less popular in the MPs analysis.

Digestion

Soil samples have a highly variable OM content that ranges from 0.02% in desert
sands to nearly 100% in bog soils (da Costa et al. 2019). OMdensity generally ranges
between 1.0 and 1.4 g cm−3, which is similar to those of plastics such as polystyrene
(PS, ρ = 1.05 g cm−3) and polycarbonate (PC, ρ = 1.18 g cm−3). It is challenging
to identify MPs under microscopy in the presence of OM (da Costa et al. 2019).
Meanwhile, OM interferes with the analysis by Fourier transform infrared (FTIR)
and Raman spectroscopy (Bläsing and Amelung 2018). Hence, various kinds of
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acidic, alkaline, and oxidizing treatments and enzymatic digestion are frequently
used to remove OM in the samples (Hurley et al. 2018; Möller et al. 2020).

Acid digestion using hydrochloric acid (HCl) and nitric acid (HNO3) is effec-
tive to remove OM. However, they may also digest MPs, e.g., PS and polyamide
(PA) (Avio et al. 2015; Catarino et al. 2017; Cole et al. 2014; Dehaut et al. 2016;
Nuelle et al. 2014; Rocha-Santos and Duarte 2015,). Similarly, alkaline digestion
with sodium hydroxide (NaOH) can dissolve PC, PA, polyethylene terephthalate
(PET), and polyethylene (PE) fibers, and result in melding or discoloration of MPs
(Cole et al. 2014; Dehaut et al. 2016; Herrera et al. 2018). Sample digestion with
10% potassium hydroxide (KOH) solution at room temperature is most popular and
has been shown nondestructive to MPs. But this method is time-consuming and may
not be suitable for samples rich in plant materials or stabilized soil OM (Bläsing
and Amelung 2018; Herrera et al. 2018). Overall, using strong acid or alkaline could
generate unexpected bias in the results when analyzing MPs (Löder et al. 2017).

Oxidation with hydrogen peroxide (H2O2) is another routinely used technique
to remove OM in the sample preparations (Pansu and Gautheyrou 2006). However,
H2O2 is much less effective to remove OM in the samples (Nuelle et al. 2014). For
example, treating a sample with 35% H2O2 at ambient temperature for 7 days only
dissolves 25%of the biogenicmaterials (Cole et al. 2014).Moreover, H2O2 oxidation
might cause discoloration or damage to MPs like polypropylene (PP), PC, and PE
(Nuelle et al. 2014). To save time, some researchers used elevated temperatures
during H2O2 oxidation. However, high temperatures can cause a complete loss of
some plastics (Sujathan et al. 2017). Fenton’s reagent, which uses ferrous cations to
catalyze the oxidization of organic components with H2O2, is a promising alternative
to peroxide oxidation. This procedure is relatively low in cost, time-saving, and has
little influence on the MPs recovery rate. It has been successfully applied in the
isolation of MPs from organic-rich wastewater without significant alterations of the
MPs surface (Tagg et al. 2017). Hurley et al. showed that Fenton’s reagent is effective
to remove organic compounds which are generally recalcitrant to H2O2 digestion
(Hurley et al. 2018). However, certain biogenic matter is not easily removed by
Fenton’s reagent (Möller et al. 2020).

In contrast to the chemical treatments mentioned above, enzymatic digestion is
useful for removing OM without degrading the MPs. However, enzymatic diges-
tion is much more expensive than chemical treatments. Meanwhile, an enzyme may
be matrix-specific and different enzymes are needed to degrade different sample
matrices (Hurley et al. 2018; Möller et al. 2020; Zarfl 2019). This limits the wide
application of enzymatic digestion in MPs analysis.

Identification and Quantification

Identification and quantification of MPs in a complex environmental matrix is rather
challenging. Often, MPs can be visually inspected under microscopy, after which
the plastics can be discriminated from other materials by attenuated total reflection
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(ATR)-FTIR spectroscopy.After ruling out the non-plastics, further characterizations
can be carried out in the plastic particles (Chai et al. 2020; Zhou et al. 2018; Zhou
et al. 2020a). This method is low in cost but is also time-consuming. Moreover, the
microscopic inspection method is less effective for identifying micron-sized plastics
when interference is strong (Shim et al. 2017).

Two instruments commonly used for the identification ofmicron-sized plastics are
Raman and FTIR spectroscopy, which identify MPs via their vibrational spectrum
that is unique for every polymer type. But both technologies have some limitations
(Cabernard et al. 2018; Chai et al. 2020; Horton et al. 2017). The standard spectra
of Raman spectroscopy cannot encompass all types of MPs. Meanwhile, the addi-
tives contained in MPs and the autofluorescence produced by soils can generate
interference (Löder and Gerdts 2015). Raman spectroscopy setting (e.g., laser inten-
sity, exposure time) needs to be adjusted frequently according to the sample matrix,
making the analysis also labor-intensive. Thus, a high level of professional skills is
required when analyzing samples by Raman spectroscopy.

Like FTIR spectroscopy, ATR-FTIR cannot efficiently identify particles of small
size. It is difficult to cover the diamond internal reflection element with the sample,
leading to fluctuations of the necessary surface contact of the specimen with the
diamond to obtain a valid spectrum (Horton et al. 2017). Small MPs in soils can be
inspected individually by μ-ATR and transmission mode using μ-FTIR (Liu et al.
2018; Scheurer and Bigalke 2018; Zhou et al. 2018; Zhou et al. 2020a). But these
techniques still cannot quickly, accurately, and comprehensively identify a mass of
particles in soil samples. Before detection, target MP particles need to be manually
selected from the sample. Unfortunately, this is slow when processing soil samples
that have a complex matrix background and contain numerous granular particles
(Zarfl 2019; Zhang and Liu 2018).

Our recent study has adapted a novel Wizards function when using μ-FTIR
(Nicolet iN 10 MX, Themo Fisher, USA). This process can quickly target all parti-
cles, and at the same time determine the optimal aperture size and spectra for each
particle (Chai et al. 2020). It can automatically detect, analyze, and classify MPs,
giving a detailed report of the length, width, number, and quality of MPs in the
samples (Fig. 9.1). This is a quick and effective method for the identification and
quantification of almost all types ofMPs in soils. Nevertheless,μ-FTIR spectroscopy
is generally limited to MPs with a size larger than 10 μm. In addition, irregularly-
shaped particles may generate reflection errors and interfere with spectra matching
(Zarfl 2019).

One of themajor differences between FTIR and Raman spectroscopy is the spatial
resolution. As mentioned above, μ-FTIR analysis is suitable for MPs greater than
10 μm, while Raman spectroscopy has a detection limit as low as 300 nm. Thus, the
two spectroscopy techniques can be used as complementary techniques for probing
MPs. Raman spectroscopy is sensitive to homo-nuclear and non-polar bonds, while
FTIR spectroscopy is more useful for the identification of hetero-nuclear functional
group vibrations and polar bonds (Silva et al. 2018). When used together, FTIR and
Raman spectroscopy enable identification of a broader range of MPs.
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Fig. 9.1 Analysis of micron-sized plastics by μ-FTIR (Nicolet iN 10 MX, Themo Fisher, USA).
The same color denotes the same particle properties. aDetailed information showing the particulate
position, identified component name, length, and width for each particulate; b identified library
components of the particulates, reporting the number of particulates and the best library match; and
c scan results for a gold-coated microslide with particulates
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Fig. 9.1 (continued)

Thermal analyses such as pyrolysis gas chromatography–mass spectrometry and
thermogravimetric analysis are two emerging analytic techniques for characterizing
MPs (David et al. 2018; Dümichen et al. 2017). However, due to the destructive
nature of the methods, information on the number, size, and forms of the MPs are
not available. This information is critical in the context of evaluating the influence
of MPs on organisms and ecosystems (Möller et al. 2020). Moreover, they are not
suitable for routine surveys or large-scale studies, because these techniques are also
time-consuming (da Costa et al. 2019).

Sources of Microplastics in Terrestrial Environments

Compared with aquatic environments, MPs in terrestrial ecosystems are much more
poorly understood. Evidence has shown that a majority of global plastic waste is
retained in landfills. Therefore, soils can be regarded as a largeMPs sink (Geyer et al.
2017; He et al. 2019; Ng et al. 2018). Besides landfills, sewage sludge, compost,
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and organic fertilizer treatment, wastewater irrigation, atmospheric precipitation,
and residual mulch degradation are considered the dominant contributors to MPs in
soils (Table 9.1). Other sources such as plastic blasting during industrial processes,
surface detachment of plastic coating, illegal dumping, and littering also significantly
contribute to MPs in terrestrial environments (Zhou et al. 2020b).

Microplastics in Sewage Sludge and Wastewater

Wastewater treatment plants (WWTPs) are receptors ofMPs originating from surface
water, wastewater, and stormwater (Zhang et al. 2020). MPs from personal care
products, cosmetic products, and synthetic clothing can be released into domestic
wastewater,whichwill eventually enterWWTPs.Microbeads andfibers from laundry
could be a main source of MPs in domestic wastewater.

The most common color and shape of the sludge-based MPs were white (59.6%)
and fiber (63%), respectively. Themajor types ofMPswere polyolefin, acrylic fibers,
PE, and PA. It was also found that the MPs levels varied with season and that MPs
pollution was more serious in eastern China than in western China (Li et al. 2018).
Another study suggested that the MPs content in sludge from Chile ranged from
18 to 41 particles g−1 (median value: 34 particles g−1), with fibers as the major
MPs detected in sludge (Corradini et al. 2019). Li et al. (2018) measured the MPs
concentrations in 79 sludge samples collected from 28 WWTPs in China, which
ranged from 1.60 to 56.4 × 103 particles kg−1 dry sludge (average value: 22.7
± 12.1 × 103 particles kg−1 dry sludge). Based on the total sludge production in
China, it was calculated that the average amount of sludge-based MPs released into
the environment was 1.56 × 1014 particles year−1.

Despite WWPTs having high removal efficiencies (95–99%) of MPs (Blair et al.
2019; Talvitie et al. 2017a), MPs remaining in the effluent can be carried into soils
by agricultural irrigation. Wang et al. (2020b) characterized MPs in the influents and
effluents of nine domesticWWTPs, five industrialWWTPs, and the wastewater from
ten industrial plants, four livestock farms, and four fish ponds in Changzhou, China.
They found that the MPs in the influents and effluents of domestic WWTPs ranged
from 18 to 890 and 6 to 26 particles L−1, respectively. The industrialWWTP effluents
contained 6–12 particles L−1, and theMPs levels inwastewater from industrial plants,
livestock farms, and fish ponds ranged from8 to 23, 8 to 40, and 13 to 27 particles L−1,
respectively. PE, PP, and PS accounted for up to almost 83% of the total MPs.
Fragments and films were the major shapes of MPs detected in wastewater, and a
major portion of the MPs were smaller than 500 μm. Another study estimated the
annual MPs emissions fromWWTP effluents into 10 major river basins in Germany
(Schmidt et al. 2020), reporting mean and median effluent concentrations of 2.8 ×
104 and 6.3 × 103 items m−3, respectively. The mean and median total annual MPs
emissions from WWTPs into German rivers were estimated to be 7.3 × 1012 and
6.8 × 1012 items year−1, respectively. These data suggest that WWTPs can act as
transport vectors of MPs to the environment.
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Table 9.1 Major sources of MPs in terrestrial environments

Location Occurrence MPs concentration Commonly
detected polymer

References

China 5 Years of
continuous
mulching

80.3 ± 49.3 pieces kg−1 PE Huang et al.
(2020)

15 Years of
continuous
mulching

308 ± 138.1 pieces kg−1 PE

24 Years of
continuous
mulching

1075.6 ± 346.8 pieces kg−1 PE

China Raw composts 200–420 items kg−1 PP Zhang et al.
(2020)Semi-finished

products
500–910 items kg−1 PP

Fnished products 150–410 items kg−1 PP

China Landfills, soil 3570 ± 688 n kg−1 PVAL Chai et al.
(2020)

China Mulching
farmlands

571 pieces kg−1 PE, PP, polyester,
rayon, acrylic, PA

Zhou et al.
(2020a)

Non-mulching
farmlands

263 pieces kg−1 PE, PP, polyester,
rayon, acrylic, PA

China Landfills, leachate 0.42–24.58 items L−1 PP, PE He et al.
(2019)

China Sewage sludge 1.60–56.4 ×
103 particles kg−1

Polyolefin,
acrylic fibers, PE,
PA

Li et al.
(2018)

Chile Sewage sludge 18–41 particles g−1 Corradini
et al. (2019)

Germany Certified
composts

22 particles kg−1 Styrene-based
polymers

Weithmann
et al. (2018)

Fresh
digestate-fertilizer

146 particles kg−1 Polyester, PE

China Influents 18–890 particles L−1 PE, PP, PS Wang et al.
(2020b)Effluents 6–26 particles L−1 PE, PP, PS

Germany Effluents 2.8 × 104 items m−3 Schmidt
et al. (2020)

France Atmospheric
fallout

29–280 particles m–2 day–1 Dris et al.
(2015)

China Atmospheric
fallout

175–313 particles m–2 day–1 PE, PP, PS Cai et al.
(2017)

UK Atmospheric
fallout

575–1008 particles m–2 day–1 Polyacrylonitrile Wright et al.
(2020)

(continued)
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Table 9.1 (continued)

Location Occurrence MPs concentration Commonly
detected polymer

References

France Atmospheric
fallout

365 ± 69 particles m–2 day–1 PS Allen et al.
(2019)

PVAL, polyvinyl alcohol; PE, polyethylene; PP, polypropylene; PA, polyamide; PS, polystyrene.

Microplastics in Compost and Organic Fertilizers

A majority of sewage sludge is recycled for land application in many countries
(Nizzetto et al. 2016; Peccia andWesterhoff 2015). The reuse of sludge in agriculture
can spreadMPs into farm soils (Keller et al. 2020).Weithmann et al. (2018) found that
the average MPs content in certified composts from an aerobic biowaste composting
plant in Germany was 22 particles kg−1 dry weight. Moreover, there were 146 parti-
cles kg−1 dry weight in the fresh compost from an anaerobic biowaste digester. Most
of the MPs found in the high-quality composts were styrene-based polymers, while
those in the fresh digestate fertilizer were polyester, followed by PE. Zhang et al.
(2020) detected that the abundance of MPs in the raw compost collected from three
WWTPs in China averaged 353.3± 97.0 items kg−1 (range 200 to 420 items kg−1),
while that in the finished compost averaged 245.6 ± 84.1 items kg−1 (range 150 to
410 items kg−1). On the contrary,MPs in the semi-finished products, averaging 707.8
± 153.8 items kg−1 (range from 500 to 910 items kg−1), were significantly more than
in the finished composts. MPs flakes were dominant (>90%) in compost made from
sewage sludge. Meanwhile, six types of MPs were identified, with PP accounting for
the highest proportion (59%). These results indicated that the utilization of compost
products could be a crucial source of MPs for the soil environment. The study also
clearly demonstrated that the number of MPs in soils was closely correlated with the
sludge-based compost application rates. Annual amendments with 30 and 15 t ha−1

of sludge compost resulted in total MPs abundances of 545.9 and 87.6 items kg−1 in
soils, respectively, which were significantly more than without compost application
(5.0 items kg−1).

Microplastics in Atmospheric Precipitation

MPs can be carried long distances by the wind to remote regions. Atmospheric depo-
sition can also be a source ofMPs in soils (Bläsing andAmelung 2018). For example,
MPs like fibers were detected in atmospheric fallout (29–280 particles m–2 day–1)
in the urban area of Greater Paris (Dris et al. 2015). Similarly, Cai et al. (2017)
reported that the MPs concentration in atmospheric fallout from Dongguan city, an
industrial city in southern China, ranged from 175 to 313 particles m–2 day–1. PE, PP,
and PS were the MP types detected in the samples, and fibers were the main shape
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of the airborne MPs. Scanning electron microscopy (SEM) showed some signs of
degradation on the MPs surfaces. Wright et al. (2020) found that the deposition
rates of MPs in central London ranged from 575 to 1008 particles m–2 day–1, while
the concentration of MPs of similar size in a remote location was 20 times lower.
Evidence is unequivocal that MPs can be transported through the atmosphere over a
distance of up to 95 km and deposited to a remote area of the Pyrenees mountains in
France (Allen et al. 2019). In this case, the average daily deposition rate was 365 ±
69 particles m−2 day−1, with PS fragments as the dominant MPs in the samples.

Occurrence of Microplastics in Different Types of Soils

Plastic pollution in farmland has received increasing attention because it is closely
related to food safety and human health. Plastic films arewidely used in agriculture to
control soil temperature, restrictweedgrowth, reducemoisture loss, and increase crop
yield as well as (Wu et al. 2017; Zhang et al. 2017). Four million tons of mulch films
were produced globally in 2016 and the annual growth rate of mulch film production
is expected to reach 5.6% by 2030 (Xu et al. 2020). The consumption of agricultural
plastic films in China was 2.60 million tons in 2015, of which 1.46 million tons were
mulch films. This accounts for about 90% of the global consumption and covers an
area of over 18.33 million hectares. Yet the recovery rate of mulch films is less than
60% (Luo et al. 2018). The increasing use of mulch films undoubtedly results in the
exacerbation of MPs pollution in the soils of farmland (Qi et al. 2020).

Zhou et al. (2020a) investigated MPs in farmland soils on the coasts of Hangzhou
Bay in eastern China. They revealed that mulched farmlands contained higher soil
MPs levels than non-mulched farmlands, with an average 571 pieces kg−1 versus
263 pieces kg−1, respectively. There were 10 polymer types with fragments as the
dominant type. Moreover, Huang et al. (2020) demonstrated that sustaining plastic
mulching results in the increase of MPs in China. MPs accumulated gradually in
fields where plastic mulching was applied, with 80.3 ± 49.3, 308 ± 138.1, and
1075.6 ± 346.8 pieces kg−1 soil in locations after 5, 15, and 24 years of constant
mulching. It was estimated that a hundred trillion mulching-based MPs could have
been emitted into the soils, which created a severe threat to food safety and human
health. Corradini et al. (2021) showed that the MPs concentration in croplands and
pastures were 306± 360 and 184± 266 particles kg−1, respectively, but there was no
evidence of MPs in rangelands and natural grasslands in Chile’s central valley. The
most common type of MPs was fibers (68%), followed by films (23%), fragments
(7%) and pellets (2%), across all land uses. Acrylates, polyurethane, and varnish
were the most frequent plastic polymers detected in samples.

At Guiyu, in large flagrant e-waste disassembling zones, the MPs concentration
significantly altered among distinct soils, ranging from 0 to 34,100 particles kg−1,
which suggested that the e-waste disassembling area could be considered as an MPs
hotspot (Chai et al. 2020). To be specific, the average concentration of MPs in dilap-
idated e-waste dismantling areas and polluted agricultural soils were 13,900± 7260
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and 12,300 ± 10,500 particles kg−1, respectively. The soils around the garbage
dump contained high concentrations of MPs (mean: 3570 ± 688 particles kg−1).
However, soils from fruit lands contained 36.7± 24.3 particles kg−1 of MPs. Totally
six different shapes and ten colors of MPs were detected in the soils and most of
them were secondary MPs (Fig. 9.2). The MPs primarily comprised of engineering
plastics and modified plastics, while 88.6% had a size less than 1 mm, suggesting
that the major source of MPs at Guiyu was mainly from e-wastes. The surface of
MPs had clear signs of aging and degradation due to the primitive disassembling
methods and long-term exposure to the soils. Additionally, the average Pb, Cd, Cr,
Ba, Cu, Co, and As concentrations of MPs were 20.9, 0.7, 11.8, 308.8, 4.1, 1.3, and
3.1 μg g–1, respectively, suggesting these MPs could be a source of metals in the soil
environment.

Effects of Microplastics on Soil Properties and Plants

Soils are an integral part of terrestrial ecosystems because many processes critical
to the functioning and service of ecosystems occur in the soils. But soils are increas-
ingly faced with the threat of MPs pollution. Once MPs enter soils, they could alter
fundamental soil properties and affect the growth performance of plants.

Effects of Microplastics on Soil Physicochemical Properties

MPs have a prominent impact on the physicochemical properties of soils. Liu et al.
(2017) conducted experiments with 3 concentrations [0, 7, and 28% (w/w)] of MPs
(PE plastic residue) added to loess soils to determine the effects on soil dissolved
organic matter (DOM) and enzymatic activity. The addition of MPs increased soil
microbial activity based on the monitoring of fluorescein diacetate hydrolase. The
addition of MPs also significantly increased the concentrations of dissolved organic
carbon, dissolved organic nitrogen, dissolved organic phosphorus, high-molecular-
weight humic-like material, and fulvic acid. These results indicated that the accumu-
lation of MPs may change soil microbial activity and alter the chemical properties
of the soils. De Souza Machado et al. (2018b) added different concentrations (up
to 2%) of four common MPs types (polyacrylic fibers, polyester fibers, PA beads,
and PE fragments) to a loamy sandy soil during a five-week garden experiment.
All tested MPs affected soil bulk density, with polyester fibers producing the most
conspicuous changes in the proxies for the soil biophysical properties. Increasing
polyester fiber concentrations significantly prompted the water-holding capacity of
the soil, but decreased water-stable aggregates. Polyacrylic fibers also affected soil
structure, resulting in a significant decline in water-stable aggregates. However, no
significant changes in the soil bulk density of clayey soils from the field (one year)
and pot (six wet-dry cycles) experiments were detected between the polyester fiber



9 Micro- and Nanoplastic Pollution in Terrestrial Ecosystems 219

Fig. 9.2 MPs found in the soils of Guiyu, a notable e-waste disassembling zone of China
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(0.1 and 0.3%) and control treatments (Zhang et al. 2019). Furthermore, polyester
fibers significantly increased the volume of pores >30 μm and reduced the volume
of pores <30 μm, which also enhanced soil aggregation in the pot experiment. But
the effects were less apparent in the field experiment. In another study, three types of
MPs, biodegradable polylactic acid (PLA), conventional high-density PE (HDPE),
andMPs clothing fibers, were added to a sandy clay loam soil in a mesocosm experi-
ment (Boots et al. 2019). After 30 days ofMPs exposure, the soil pH andwater-stable
soil aggregate profiles significantly differed between the MPs treatments. De Souza
Machado et al. (2019) concluded that soil structure is affected byMPs, but the effects
vary with the types and size of MPs.

Effects of Microplastics on Terrestrial Plants

Since MPs can change the physicochemical properties of soils, it is not surprising
that they also affect the growth performance of plants. Qi et al. (2018) conducted the
first study on the effects of MPs from mulch films on the growth of wheat (Triticum
aestivum). They found that the addition of low-density PE (LDPE) and a type of
starch-based plastics to sandy soils affected the growth of both above-ground and
below-ground tissues of wheat plants. Interestingly, biodegradable plastics exhibited
stronger negative effects than PE. The study by de Souza Machado et al. (2019) also
focused on the effects of 6 types of MPs on the growth of spring onion (Allium fistu-
losum) in loamy sandy soils. The plant biomass, tissue elemental composition, root
traits, and soil microbial activities were significantly changed after MPs exposure.
However, MPs having a shape similar to soil particles had relatively less negative
impacts on the plant. Polyester fibers and PA beads had themost significant effects on
plant physiology. In another experiment, Boots et al. (2019) showed that the germina-
tion rate of perennial ryegrass (Lolium perenne) seeds was reduced by MPs clothing
fibers or PLA. Meanwhile, PLA significantly reduced the shoot height. However,
compared to the control, there were no significant differences in germination rate
or shoot height when HDPE was added, indicating the toxicity of MPs varies with
polymer types. Wang et al. (2020c) demonstrated that a high dose of biodegradable
MPs (PLA) produces more phytotoxicity than non-biodegradable MPs (PE). The
addition of 10% PLA reduced maize biomass and its leaf chlorophyll concentra-
tions. MPs may also affect the interactions between soil microbial communities and
plants. The type and dose ofMPs were found to have significant effects on arbuscular
mycorrhizal fungi (AMF) community structure and diversity. When combined with
Cd, MPs produced more significant impacts on plant growth and the AMF commu-
nity than PE. Lozano and Rillig (2020) assessed the effect of microfibers on plant
productivity and structure in a community of grasses and herbs. The results showed
that shoot and root mass increased with the addition of microfibers at the community
level, probably due to decreased soil bulk density, prompted aeration, or increased
root penetration in the soil. Microfibers also affected plant community structure,
promoting the growth of the highly invasive species.
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As mentioned above, plastics in the environment will eventually degrade into
smaller-sized MPs, even NPs (<100 nm). Previous studies have revealed the influ-
ences of NPs on aquatic plants, but little data is indicating the internalization of
NPs in land plants. Li et al. (2020) have opened the door with their experiments,
analyzing the uptake of different NPs from treated wastewater by crop plants [wheat
(T. aestivum) and lettuce (Lactuca sativa)] in different growth matrix (Rillig 2020).
They demonstrated that nano-sized PS and polymethylmethacrylate (PMMA) beads
could penetrate the stele of both species via “crack entry” at the locations of lateral
root emergence. The crack-entry pathway and NP characteristics resulted in the effi-
cient uptake of the plastic beads. The NPs were finally moved from the roots to
the shoots by transpiration. Sun et al. (2020) demonstrated that positively and nega-
tively charged NPs accumulated differently in Arabidopsis thaliana depending on
their surface charge. The NPs aggregation and root exudates restricted the uptake of
amino-modified PS NPs with the positively charged surface. Although only a few of
the positively chargedNPswere accumulated at the root tips, it caused a greater accu-
mulation of reactive oxygen species, resulting in inferior plant growth and seedling
development compared to negatively charged sulfonic-acid-modified NPs.

Conclusions and Future Research Needs

Study on MPs and NPs pollution in terrestrial ecosystems is still in its early stages.
Still, a growing body of evidence suggests that MPs can generate a significant
impact on terrestrial ecosystems.Researchers have jointlyworked to establish various
methods to characterize MPs and NPs, investigate the occurrence of MPs in different
environments, and analyze the effects of MPs and NPs on soils and plants.

Further studies are required to develop and standardize the analysis procedure
for MPs, especially for particle sizes smaller than 10 μm. Procedures for sample
preparations and methods for MPs detection need to be further refined to generate
reliable data. Extensive surveys are needed to understand the degree ofMPs pollution
in different types of terrestrial ecosystems. The degradation of plastics in different
environments also needs to be tested. Biodegradable plastics such as PLAare increas-
ingly applied and their fates in the environment remain largely unknown. Several
studies have clearly illustrated the ecotoxicity of MPs, but more research is needed
regardingMP accumulation in plants and the subsequent trophic transfer, which have
important implications for food safety and risk for human health.
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Chapter 10
Advances in the Toxicological Studies
of Atmospheric Particulate Matter

Xiaoqi Hu, Jingran Su, Jingyi Li, Xiaobei Deng, Fang Zhang, Zhongbing Lu,
Yong Zhao, and Wenjun Ding

Abstract Ambient airborne particular matter (PM) is a major environmental risk
to human health in the world. Numerous epidemiological, clinical and experimental
studies have demonstrated the association between high exposure levels of PM and
an increase in various diseases, including asthma, chronic obstructive pulmonary
disease (COPD), pulmonary fibrosis, lung cancer, neurodegenerative diseases, heart
diseases, and diabetes. The proposed underlying biological and molecular mecha-
nisms whereby PM causes adverse health effects include oxidative stress, inflam-
mation and genotoxicity. This chapter provides an overview of the recent litera-
ture reporting new insights about the molecular mechanisms linking ambient PM
exposure and health effects.

Introduction

Air pollution in urban and industrial areas is a challenge to developing and devel-
oped countries (Lee et al. 2020). Air pollution causes adverse health effects through
exposure to airborne particulate matter (PM) (Prada et al. 2020). In the past several
decades, numerous epidemiological studies have demonstrated that exposure to urban
PM is associated with several adverse health effects (Simkhovich et al. 2008; Hoek
et al. 2013; Kim et al. 2015). Short-term exposure to PM can cause exacerbation
of bronchitis, asthma and changes in heart rate, whereas long-term exposure to
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high concentrations of PM increases the risk of respiratory diseases, arterioscle-
rosis, neurodegenerative diseases, type-2 diabetes and lung cancer (Rhinehart et al.
2020; Heusinkveld et al. 2016; Rajagopalan et al. 2020; Ye et al. 2020; Sun et al.
2013). Combined with the population-based epidemiological investigations, accu-
mulating evidence in laboratory animals and controlled human exposures has also
revealed a stronger correlation of adverse health effects with fine respirable particles
than with other atmospheric gas pollutants (Valavanidis et al. 2013; Mukherjee and
Agrawal 2018).

Particulate Air Pollution and Its Physicochemical Properties

Ambient airborne PM, which includes dust, dirt, soot, smoke, and liquid droplets
emitted into the air, is small enough to be suspended in the atmosphere (Supharakon-
sakun et al. 2020). It is well acknowledged that PM originates from natural and
anthropogenic sources (Hopke et al. 2020; Zhu et al. 2018). Airborne particles that
come from natural sources, such as evaporated sea spray, windborne pollen, dust,
and volcanic or other geothermal eruptions, tend to be coarse (Gao et al. 2017). In
contrast, almost all fine particles are generated as a result of combustion processes
from anthropogenic sources, including the burning of fossil fuels for steam genera-
tion, heating and household cooking, agricultural field burning, diesel-fueled engine
combustion, and various industrial processes (Ren et al. 2016; Guo et al. 2014). Due
to the advancement of urbanization, most people live in cities with quite a high popu-
lation density (Han et al. 2018). Especially, domestic coal burning and traffic-related
emissions as anthropogenic emission sources may make a substantial contribution to
the PM content of urban air (Thorpe and Harrison 2008). Solid fuel burning, mobile
emissions, dust and solid waste burning affect PM concentrations and composition
(Secrest et al. 2017).Moreover, strong evidence shows the newly formed fine PM has
a close link to the oxidation of volatile organic compounds which are usually accu-
mulated at high concentrations in urban areas (Ehn et al. 2014; Zhou et al. 2016b).
Distribution and concentration variations of PM in urban air over time and space are
generally quite complex for interactions between local sources and meteorological
conditions (Wang et al. 2020; Li et al. 2007; Fujitani et al. 2012).

Urban airborne PM represents a complex mixture of different-size particles (Kim
et al. 2015). PMcan be characterized by its physical attributes, influencing their trans-
port and deposition (de la Torre et al. 2018). The physical attributes of airborne PM
include mass concentration (μg/m3) and size distribution (aerodynamic diameter).
According to the aerodynamic diameter (AD), PM is divided into total suspended
particulates (TSP, less than or equal to 100 μm), coarse particulate matter (PM10),
fine particulate matter (PM2.5), submicron particulate matter (PM1) and ultrafine
particles (PM0.1) (van Berlo et al. 2012). Airborne PM has been highlighted as a
crucial pollutant. Presently, PM10 and PM2.5 are used to reflect the daily air pollution
level in the whole world.
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Previous studies have reported that airborne PM can interact with different inor-
ganic and organic substances in the air to form organic or inorganic chemical
compounds (Daellenbach et al. 2020; Huang et al. 2014a). The smaller particles
(PM2.5, PM1, PM0.1) contain the secondarily formed aerosols and combustion parti-
cles, aswell as recondensed organic andmetal vapors (Kuwayama et al. 2013; Englert
2004; Clarke et al. 2004). The carbonaceous component of fine particles contains
both elemental carbon (graphite and soot) and nonvolatile organic carbon (hydro-
carbons emitted in combustion exhaust, and secondary organic compounds formed
by photochemistry) (Pöschl 2005; Tao et al. 2021; Koçak et al. 2021). Additionally,
atmospheric reactions of sulfates and nitrogen oxides produce nitric acid (HNO3)
vapors that may accumulate in fine and coarse forms. Generally, the acid compo-
nent of particulate matter is contained in fine particles, although some coarse acid
droplets are also present in fog (Cisneros et al. 2010; Wang et al. 2021b, b; Wang
and Li, 2021). In addition, the most common combination of coarse particles mainly
consists of insoluble crust-derived minerals, sea salt, and the material of biological
origin (Wang et al. 2021b; Zhou et al. 2016a,). By contrast, the fine and ultrafine
particles are mainly carbonaceous, which aggregate with metals and organic species
adsorbed on their surface cavities (Rui et al. 2016; Deng et al. 2013b; Guan et al.
2016a, Xu et al. 2020). The smaller particles can adsorb more toxic substances such
as heavy metals and polycyclic aromatic hydrocarbons due to their larger specific
surface area (Valavanidis et al. 2008). Therefore, the chemical composition of PM
varies greatly and depends on many factors, including combustion sources, climate,
season, and type of urban or industrial pollution (Solomon and Sioutas 2008; Lighty
et al. 2000).

PM, as a complex mixture of particles, is an important carrier of organic and
inorganic chemicals, such as polycyclic aromatic hydrocarbons (PAHs), quinones,
elemental and organic carbon (mainly from combustion processes and vehicular
exhaust particles), reactive gases (ozone, peroxides, aldehydes), inorganic compo-
nents (sulfates, nitrates, ammonium, chloride and trace metals), and biological
components (endotoxins, bacteria, viruses, spores, pollens, animal and plant debris)
(Han et al. 2015, 2016; Zhu et al. 2016). Especially, heavy metals (Cd, Cr, Cu, Ni,
Pb, and Zn), mainly derived from traffic emissions or coal combustion, have a high
distribution in fine and ultrafine metallic PM (Goix et al. 2014; Zhao et al. 2011; Sidi
et al. 2012; Sun et al. 2016). For example, PM2.5 has been shown to contain organic,
inorganic and biological components, such as aromatic hydrocarbons, heavy metal
particles and inorganic elements (Shi et al. 2015). The chemical composition (or
elemental composition), particle structure and surface charge are intrinsic proper-
ties of PM, which drive the interactions with biomolecules in the human body after
exposure to PM (Harrison 2020). Therefore, the combined toxic effects of PM with
various chemical compositions should be considered in environmental toxicological
research.
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Exposure Routes of Particulate Matter

Exposure to airborne PM is one of the most significant environmental risks people
face. The respiratory system is the major route of entry for airborne PM (Thompson
2018). In addition, ingestion anddermal absorption are recognized routes toPMexpo-
sure (Behroozy 2013). However, these routes of PM exposure will not be reviewed
further.

Fine and ultrafine PM with high pulmonary deposition efficiency can reach deep
inside the lung through the nose and bronchioles (Cheng 2003). It is well acknowl-
edged that the lungs, in particular pulmonary epithelial cells, represent a primary
biological target for injury arising from inhalation exposure to PM (Ulrich et al.
2002; Barkauskas et al. 2017). The deposition of PM in different parts of the human
respiratory system depends on particle size, shape, density, and individual breathing
patterns (mouth or nose breathing) (Behera et al. 2015; Manojkumar et al. 2019;
Martins et al. 2015; Madureira et al. 2020). Figure 10.1 shows the fractional deposi-
tion of inhaled PM in nasopharyngeal, tracheobronchial, and alveolar regions of the
human respiratory tract during nose breathing based on International Commission
on Radiological Protection (Sturm 2007; Haddrell et al. 2015). Usually, PM10 is
deposited in the nose, pharynx, larynx, trachea, and main bronchus (van Berlo et al.
2012), while PM2.5 and PM1 can enter the bronchioles and alveoli (van Berlo et al.
2012). It has been demonstrated that PM1, PM0.1–1, and their soluble components
can enter the blood circulation through the air-blood barrier and then interact with
other tissues and organs to cause damage to the body (Brook 2008; Tong et al. 2010).

Fig. 10.1 The deposition of different fractions of PM in different parts of the respiratory system,
based on the International Commission on Radiological Protection



10 Advances in the Toxicological Studies of Atmospheric … 231

Oxidative stress and inflammation induced by fine PM play an important role in its
toxicity (Araujo and Nel 2009).

In order to determine the exact deposition dose of PM in the airway, a multiple-
path-particle-deposition model (MPPD) and computational fluid dynamics (CFD)
model have been developed. These models have been applied for estimating PM
dose in the lower respiratory tract based on particle size-dependent deposition (Kelly
et al. 2001; Cassee et al. 2002; Anjilvel and Asgharian 1995; Longest and Holbrook
2012). The modeled results can be used to extrapolate toxicological effects from
animal tests in the risk estimation process (Anjilvel and Asgharian 1995; Longest
and Holbrook 2012). However, the elucidation of the mechanisms for clearance,
absorption or penetration of PM after migration into the lung alveolar region is still
challenging for humans and animals (Semmler et al. 2004).

The adverse effects on the human organism are influenced by the chemical compo-
sition of PM, the duration of exposure, and individual susceptibility. While most of
the smaller PM reaches the human lungs, the retention rate is highest for the fine
PM (Manigrasso et al. 2017). Moreover, incomplete combustion products and toxic
metals may be carried deep into the lungs with the fine PM, which significantly
contributes to adverse health impacts (Xiao et al. 2020; Schultz et al. 2017). High
deposition and low clearance of fine PM may lead to its accumulation in the alveoli,
enhancing the interaction with the pulmonary cells and other biological components
in the lung (Zhou et al. 2019). It has been documented that inhaled ultrafine PMwith a
high deposition efficiency can penetrate the alveolar epithelium into the bloodstream
and increase the possibility of toxic effects to the body (Kermanizadeh et al. 2015).

In the lung, soluble fractions of PM can dissolve in the epithelial lining fluid
and surfactants or biomolecules which may adsorb to the surface of insoluble PM
fractions (Thompson 2018). The harmful components of PM can be released into
the pulmonary surfactant and attached to the pulmonary epithelial cells (Ulrich et al.
2002; Müller et al. 1998). Finally, exposure of endothelial cells in the airways and
alveoli to the chemical components of PM results in a series of cytotoxic effects,
such as oxidative damage, inflammation, and even cell death (Duarte et al. 2012;
Ulrich et al. 2002).

Health Effects of Particulate Matter

In the past decades, the adverse health effects of airborne PM have been exten-
sively investigated in epidemiological, clinical and toxicological studies (Kim et al.
2015; Almetwally et al. 2020). Short-term and long-term exposures to PM2.5 have
been associated with mortality and morbidity caused by cardiovascular and chronic
cardiopulmonary diseases, including lung cancer (Donaldson and Seaton 2012; Pope
et al. 2002). Early, Pope and his colleagues obtained data from an ongoing prospec-
tive mortality study, collecting information about half a million people in 151 U.S.
metropolitan areas during 1982–1989. They found that death rates in the most
polluted areas with fine PM were 17% higher than in the least polluted areas due to
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Fig. 10.2 The impact of air pollution on human health

31% higher rate of death from heart and lung diseases (Pope et al. 1995). Recent
epidemiological studies in Taiwan, Sweden, Demark, and the U.S. have revealed the
adverse effects of PM2.5 on the central nervous system (CNS) (Jung et al. 2015; Ritz
et al. 2016; Oudin et al. 2016) and reproductive system (Mahalingaiah et al. 2016,
2018; Jurewicz et al. 2018). Experimental evidence has also shown direct effects of
PM on the lung receptors and cardiovascular system and/or indirect effects through
PM-mediated pulmonary oxidative stress and inflammatory responses (Brook et al.
2004). The potential pathophysiological effects of PM exposure are summarized in
Fig. 10.2.

Exposure to Particulate Matter and Respiratory System

Accumulating evidence has demonstrated a strong association between air pollution
and respiratory diseases, including chronic obstructive pulmonary disease (COPD),
asthma, bronchitis symptoms, decreased lung function, and lung cancer (Guan et al.
2016b ; Almetwally et al. 2020; Faustini et al. 2013;Mannucci et al. 2015). A nation-
wide time-series study indicated a significant short-term association between expo-
sure to PM and increased hospital admissions for pneumonia in Chinese adults (Tian
et al. 2019). In particular, the elderly and females were relativelymore sensitive to the
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outdoor air pollutants (PM10, SO2, andNO2), which caused an increase in emergency
room admissions for respiratory diseases in Beijing, China (Pan et al. 2007). In addi-
tion, short-term ambient PM exposure has been associated with asthma symptoms,
especially in asthmatic children and adults with allergic sensitization, suggesting
that PM exacerbates the severity of allergic asthma (Mann et al. 2010). Based on
the evidence regarding the association of PM2.5 and PM10 to lung cancer risk, PM in
outdoor air has been designated as a Group I carcinogen by the International Agency
for Research on Cancer (IARC) (Hamra et al. 2014).

Exposure to Particulate Matter and Cardiovascular System

Both acute and chronic exposure to PM air pollution is associated with increased
cardiovascular diseases, such as ischemic heart disease, heart failure and thrombotic
stroke (Hamanaka and Mutlu 2018). A recent study in China attributed 40.3% of
deaths to stroke and 26.8% of deaths to ischemic heart disease due to PM2.5 expo-
sure (Song et al. 2017). In addition, a study about the effects of PM exposure on
cardiorespiratory health in low-income and middle-income countries showed that a
10μg/m3 increase in same-day PM10 exposure was associated with a 0.27% increase
in cardiovascularmortality (Newell et al. 2017). Itwas found that PM in all sizes disar-
ranged the coagulative balance and short- and prolonged-time exposure to PMcaused
a dramatic hypercoagulable state (Signorelli et al. 2017). Furthermore, PM, espe-
cially PM2.5, was associated with increased atrial fibrillation (AF) onset within hours
following exposure in patients with cardioverter-defibrillators (Link et al. 2013).

Exposure to Particulate Matter and Nervous System

Several studies have reported an association between airborne PM2.5 exposure and
neurodevelopmental and neurodegenerative diseases (Costa et al. 2020, 2017; Buoli
et al. 2018). Long-term exposure to traffic-related PM impaired cognitive function
in the elderly, indicating that PM may contribute to the pathogenesis of Alzheimer’s
disease (AD) (Ranft et al. 2009). High concentrations of PM can lead to cognitive
decline, olfactory bulb dysfunction, hearing impairment, and depression in children,
adults and elderly people (Suades-González et al. 2015; Guxens and Sunyer 2012).
Compared with children living in the areas with clear air, young urbanites in Mexico
Citywith high air pollution levels exhibited systemic, brain and intrathecal inflamma-
tion, low cerebrospinal fluid Aβ42, breakdown of the blood–brain barrier, short-term
memory deficits, and Alzheimer’s and Parkinson’s disease hallmarks (Calderón-
Garcidueñas et al. 2015, 2016). A recent experimental study has reported that the
extract of diesel exhaust particles (DEPs) caused behavioral deficits and a significant
decrease in neurons in zebrafish, while DEPs induced progressive and nonselective
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loss of neurons alongside an increase in aggregation-prone neuronal protein (Barn-
hill et al. 2020). In addition, DEPs selectively damaged dopaminergic (DA) neurons
through the phagocytic activation of microglial nicotinamide adenine dinucleotide
phosphate (NADPH) oxidase (NOX2) and consequent oxidative stress (Block et al.
2004). Microglia, the resident innate immune cells in the brain, have been reported to
be a crucial factor responsible for cellular damage caused by air pollution (Brown and
Neher 2010). Activated microglia can release inflammatory cytokines, chemokines
and other inflammatory factors, leading to neurotoxicity and even neurodegenerative
diseases (Yang et al. 2018b). Inhaled components of urban PM can activate microglia
through both direct and indirect pathways (Jayaraj et al. 2017). Among them, the
microglial integrin receptor Mac1 and its downstream effector NOX2 play a critical
role in mediating reactive microgliosis-generated chronic neuroinflammation and
progressive neurodegeneration (Chen et al. 2016).

Exposure to Particulate Matter and Endocrine System

Epidemiological investigations and animal studies have established an association
between long-term exposure to PMand the risk of obesity and diabetesmellitus. Acti-
vation of the immune system, endoplasmic reticulum stress, hepatic lipid deposition,
and reduced gluconeogenesis are believed to be involved in the pathophysiology
of air pollution-mediated diabetes (Rao et al. 2015). Also, the available evidence
supports a prospective association between exposure to the main air pollutants PM2.5

andNO2 and an increased risk for type 2 diabetes (Balti et al. 2014). A national multi-
site-case-crossover analysis conducted in 121 cities in the U.S. revealed a significant
association between short-term exposure to PM2.5 and increased hospitalization risk
for diabetes (1.14% increase) (Zanobetti et al. 2014). However, no significant asso-
ciation was observed between the levels of glycated hemoglobin (HbA1c) and PM10

in children and adolescents with type 1 diabetes in Germany (Lanzinger et al. 2018;
Fleisch et al. 2014). Still, other studies have shown that exposure to high concentra-
tions of PM and other traffic-related pollutants may contribute to abnormal glycemia
with impaired glucose tolerance (IGT) in pregnancy (Lanzinger et al. 2018; Fleisch
et al. 2014) and changes in heart rate variability in individuals with diabetes or IGT
(Hampel et al. 2012). Another study showed that long-term exposure to ambient
PM2.5 induced impaired glucose tolerance, insulin resistance, inflammation, and
mitochondrial alteration in adipose tissue (Xu et al. 2011). Therefore, further studies
on the association between airborne PMand the endocrine system in diabetesmellitus
are needed to elucidate the underlying molecular mechanisms.
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Exposure to Particulate Matter and Reproductive System

In recent years, researchers have focused on the effects of PM2.5 exposure on human
reproductive health. Studies have shown that long-term exposure to PM2.5 can
increase the risk of low birth weight, preterm birth, and stillbirth (Li et al. 2019,
Yuan et al. 2019). Especially, exposure to PM2.5 during pregnancy is associated with
the risk of low birth weight in the context of a very high pollution level of PM2.5 (Wu
et al. 2018). A recent meta-analysis of exposure to PM and adverse birth outcomes
indicated that birth weight was negatively associated with a 10 μg/m3 increase in
PM10 and PM2.5 exposure during the entire pregnancy. In addition, a significantly
increased risk of preterm birth per 10 μg/m3 increase in PM10 and PM2.5 during
pregnancy was also observed (Lamichhane et al. 2015). Moreover, several Chinese
national cohort studies have demonstrated that an increase of 10μg/m3 in the concen-
tration of atmospheric pollutants such as PM10, PM2.5, and NO2 over the entire preg-
nancy is significantly associated with increased risk of preterm birth (Wang et al.
2018a; Li et al. 2018; Wang et al. 2018b). Furthermore, accumulating evidence indi-
cates that prenatal exposure to ambient air pollution is associated with an elevated
stillbirth risk. Every 10 μg/m3 increase of PM2.5 in each the entire pregnancy was
associated with an increased stillbirth rate (Zang et al. 2019; Smith et al. 2020; Yang
et al. 2018a). Consistent with the epidemiological and clinical observations, a series
of experimental studies have also reported that oxidative stress, DNA methylation,
alterations in the mitochondrial DNA (mtDNA) content, and endocrine disruption
play an important role in PM2.5-induced adverse effects in pregnant women and
fetuses (Liu et al. 2017; Yi et al. 2017). Transcriptomic analysis has identified that the
differentially expressed genes induced by PM2.5 exposure are mainly enriched in the
pathways of ovarian steroidogenesis, reactive oxygen species (ROS) generation, and
oxidative phosphorylation (Zhou et al. 2020). Several animal studies have shown that
various PM2.5 components can reach male rodents’ reproductive organs or tissues,
such as testis, epididymis and spermatogenic tubules (Liu et al. 2018, Yang et al.
2019). Moreover, PM2.5 exposure reduces sperm quality, including sperm malfor-
mation, concentration, vitality and morphology (Li et al. 2019). Exposure to PM2.5

can disturb the hormone levels in vivo, which is a potential threat to male fertility
(Radwan et al. 2016). Taken together, these findings suggest that PM2.5 can exert
various pathological effects on the reproductive system and embryo development
(Wang et al. 2021a) .

Potential Toxicity Mechanisms of Particulate Matter

Toxicological studies conducted in vitro and in vivo to date have collectively impli-
cated that PM-inducedROS impairs the cellular physiological/biochemical processes
by themechanisms of inducing oxidative stress and inflammation as well as genotox-
icity (Radwan et al. 2016). Consequently, the normal physiological functions and/or
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fates of target cells are altered and the tissues and organs are damaged (Radwan et al.
2016; Cho et al. 2018).

Oxidative Stress

Oxidative stress is caused by an imbalance between ROS production and the activity
of antioxidant substances (Limón-Pacheco andGonsebatt 2009). ROS play an impor-
tant role as secondarymessengers in various intracellular signaling cascades, but they
are also involved in pathological processes associatedwith excessive ROS generation
(Lu et al. 2018). The major types of ROS are superoxide anions (O2

−•), hydrogen
peroxide (H2O2), hydroxyl radicals (•OH), singlet oxygen, hydroperoxy radicals
(HO2), alkoxy radicals (RO•), peroxy radicals (ROO•) and ozone (O3) (Zuo et al.
2019). It has been demonstrated that various organic chemicals, metals, and envi-
ronmentally persistent free radicals (EPFRs) absorbed on PM2.5 can produce or
increase intracellular ROS (Torres-Ramos et al. 2011, Huang et al. 2014b, Gehling
and Dellinger 2013). Deng et al. (2014) found that PM2.5-triggered oxidative stress-
activatedmultiple cell death pathways in human lung epithelial A549 cells, including
apoptosis pathway as evidenced by increased pro-apoptotic protein Bax expression
levels and decreased in anti-apoptotic protein Bcl-2 expression. In PM2.5-treated
human bronchial epithelial cells (BEAS-2B), inhibition of AMP-activated protein
kinase (AMPK) activity plays an important role in decreasing cell viability and
increasing intracellular ROS and p-nuclear factor kappa B (NF-κB) levels (Dornhof
et al. 2017). Wei et al. (2016) found that PM2.5 exposure triggered ROS generation in
human umbilical vein cells (EA.hy926) in a time- and dose-dependentmanner.More-
over, PM2.5-induced oxidative stress significantly increased intercellular adhesion
molecule-1 (ICAM-1) and vascular adhesion molecule-1(VCAM-1) expression in
EA.hy926 cells through extracellular signal regulatory kinase (ERK)/ protein kinase
B (AKT)/NF-κB-dependent signaling pathway (Rui et al. 2016). The redox effects
of metal ions of PM2.5 on ROS generation and microglia activation were investigated
by Chen et al. (2020) who found that PM2.5 induced oxidative stress and microglial
activation, which was accompanied by increased glutaminase-containing extracel-
lular vesicle release in the olfactory bulb. Moreover, long-term exposure to airborne
PM2.5 significantly induced hepatic insulin resistance by Nrf2/Jun N-terminal kinase
(JNK)-mediated signaling pathway (Xu et al. 2017) and profoundly exacerbated
ovarian oxidative stress and inflammation in female C57BL/6 J mice through the
NF-κB/IL-6 signaling pathway (Zhou et al. 2020). Therefore, PM-induced oxidative
stress has been recognized as a key molecular mechanism of PM-mediated toxicity
(Deng et al. 2013b; Wei et al. 2021; Gehling and Dellinger 2013).

The enzymatic antioxidant defense is one of the major molecular mechanisms to
eliminate ROS production (Kouassi et al. 2010). The major antioxidant enzymes,
including superoxide dismutase (SOD), catalase, glutathione peroxidase (GPx), and
heme oxygenase-1 (HO-1) (Liu andMeng 2005) are induced to restore cellular redox
homeostasis in the presence of PM2.5-induced oxidative stress (Li et al. 2008). Many
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studies have demonstrated that nuclear factor erythroid-2-related factor 2 (Nrf2), a
transcription factor, is essential for protection against chemically induced oxidative
stress to restore cellular redox balance (Deng et al. 2013a, b; Chen et al. 2018). The
molecularmechanisms ofNrf2-mediated protection can be attributed to the induction
and enhanced expression of antioxidant and detoxification genes (Saha et al. 2020).
During oxidative stress, Nrf2 is activated following its detachment from Kelch-like
ECH-associated protein (Keap1) and then translocated to the nucleuswhere it binds to
the antioxidant response element (ARE) in the promoter region of target genes, such
as HO-1, NADPH: quinone oxidoreductase 1 (NQO-1), SOD and glutamate-cysteine
ligase catalytic subunit (GCLC), leading to their transcriptional induction (Ma 2013;
Bellezza et al. 2018; Tonelli et al. 2018). Recently, several studies have demonstrated
that Nrf2 is activated in vivo and in vitro after exposure to DEPs and PM (Lawal
2017; Rao et al. 2018; Harmon et al. 2018; Chen et al. 2018). These results indicate
that activation of Nrf2/ARE-dependent transcription is a key adaptive response in
cellular defense against PM2.5-induced oxidative stress (Deng et al. 2013a).

Immune Response and Inflammation

The adverse health effects of PM are closely related to immune system damage
mediated by the inflammatory response (Heo et al. 2015; Feng et al. 2016). Fine
PM can penetrate the lower respiratory tract and alveoli and directly stimulate alve-
olar macrophages (Feng et al. 2016; Montiel-Davalos et al. 2010). It is well known
that alveolar macrophages are the first line of defense in the lung and are essential in
clearing ambient PM from the lung surface and stimulating epithelial cells to produce
pro-inflammatory cytokines and chemokines (Ishii et al. 2005). In vitro, exposure
to PM has been shown to induce polarization of M1 macrophages and cause oxida-
tive damage, death and lysis of macrophages (Montiel-Davalos et al. 2010; Mitkus
et al. 2013; Borthwick et al. 2016). Research further confirmed that organic compo-
nents and metals (Mn, Ni, Mo and V) in PM extract from Los Angeles Basin trig-
gered ROS generation and reduced the phagocytosis and survival ability of alveolar
macrophages (Heo et al. 2015). Moreover, PM2.5 exposure significantly increased
the expression of tumor necrosis factor α (TNFα), interleukin-1 (IL-1), interleukin-6
(IL-6), interleukin-1β (IL-1β), granulocyte–macrophage colony-stimulating factor
(GM-CSF) in a dose-dependent manner (Feng et al. 2016; Zhao et al. 2016). In vivo,
acute and chronic PM2.5 exposure is involved in local and systemic inflammation. It
was found that PM2.5 significantly increased lung inflammation in a dose-dependent
manner in healthy mice (Wang et al. 2019; Wang et al. 2018c). The cell numbers,
protein and pro-inflammatory mediator (TNFα and IL-6) levels in bronchoalveolar
lavage fluid (BALF) were markedly increased. Meanwhile, histological analysis and
immunohistochemical staining of lung sections further revealed that PM2.5 exposure
caused lung injury and infiltration ofmacrophages and neutrophils (Wang et al. 2019;
Wang et al. 2018c). Also, PM2.5 exposure can increase the inflammatory response
in the brain (Cserbik et al. 2020), liver (Chen et al. 2021), heart (Yue et al. 2019),
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kidneys (Zare Sakhvidi et al. 2020), ovaries (Zhou et al. 2020) and testes (Yang
et al. 2019) as evidenced by increased expression of pro-inflammatory genes, NF-κB
pathway activation and infiltration of inflammatory cells (Chen et al. 2018; Xu et al.
2013; Xie et al. 2013; Ying et al. 2014).

In addition, PM2.5 exposuremay cause the alteration of the immune system,which
is linked to adverse health effects, including asthma (Guarnieri and Balmes 2014). It
was found that PM2.5 reduced the numbers of toll-like receptor 2 or 4 (TLR4orTLR2)
positive cells and increased the release of Th2-related cytokines IL-4, IL-5, IL-10 and
IL-13, in both BALF and blood ofmice, driving a Th2-biased immune response by an
inflammasome-associated mechanism (Ogino et al. 2014; Zhao et al. 2012). Further-
more, nucleotide-binding domain, leucine-rich repeat-containing domain receptors
(NLRs) and inflammatory bodies are considered to be involved in the inflammatory
response induced by PM (Lai et al. 2017; Zheng et al. 2018). Further, PM2.5 can acti-
vate NOD-, LRR- and pyrin domain-containing 3 (NLRP3) inflammasome through
cathepsin B release, ROS production, and potassium efflux, causing lung inflamma-
tion and pulmonary fibrosis (Lai et al. 2017; Zheng et al. 2018). TheP38-p53-ERK1/2
signaling pathway has also been identified to regulate alveolar type II cells exposed
to PM2.5 (Niu et al. 2013; Soberanes et al. 2009). Therefore, various signaling path-
ways may be involved in systemic inflammatory and immune responses induced by
PM2.5.

Genotoxicity and Mutagenicity

Oxidative stress is associated with excessive levels of ROS that attack biological
macromolecules (e.g., lipids, proteins, and DNA) inside cells, causing oxidative
damage, which leads to DNA breakage, induction of apoptosis, and ultimately,
carcinogenesis (Brigelius-Flohe 2009; Niki 2016). It has been shown that aqueous
suspensions of PM and water-soluble constituents from particles generate strand
breaks in DNA, which are mainly driven by ROS production due to the action of
transition metals (Dellinger et al. 2001; Sharma et al. 2007; Xu and Zhang 2004).
Several studies have demonstrated that air pollution particles generate oxidatively
damaged DNA by promoting a milieu of oxidative stress and inflammation (Møller
et al. 2014; Vattanasit et al. 2014; Corsini et al. 2013). The chemical composition of
PM is a decisive factor for its genotoxicity (Chuang et al. 2011; Bo et al. 2019; Yang
et al. 2017; Sese et al. 2018). Some studies have demonstrated that the extractable
organic compounds with mutagenic and cytotoxic properties contribute to various
mechanisms of toxicity. For example, PAHs in PM are considered the main carcino-
genic compounds associated with lung cancer (Chuang et al. 2011; Bo et al. 2019;
Yang et al. 2017; Sese et al. 2018). In addition, the water-soluble fraction containing
transition metals with redox potential also plays an important role in the initiation of
oxidative DNA damage and membrane lipid peroxidation (Valavanidis et al. 2008).
Extractable organic matter of PM2.5 from a highway site with high traffic intensity
generates high levels of DNA strand breaks in A549 cells (Bonetta et al. 2009). Thus,
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these findings are consistent with the knowledge that associations between chemical
composition and particle toxicity tend to be stronger for the fine and ultrafine PM
size fractions.

Oxidatively damaged DNA, strand breaks, and cytogenetic markers are often
used to assess PM-induced DNA damage (Valavanidis et al. 2008; Møller et al.
2014). The level of oxidative damage in DNA bases is an important general indicator
of intracellular oxidative stress, reflecting a specific mechanism of carcinogenesis
(Møller et al. 2014). Meanwhile, ROS can oxidize guanine in DNA and RNA to form
8-hydroxyguanine associated with gene damage and carcinogenesis (Floyd 1990;
Feig et al. 1994). The levels of the oxidized base 8-oxo-7,8-dihydro-guanine (8-
oxoGua) or the 8-oxo-7,8-dihydro-2′-deoxyguanosine (8-oxodGuo) are considered
as important biomarkers of PM-induced DNA oxidative damage in animal organs
(Møller et al. 2010), and consistently increased in the mononuclear blood cells and
urine of subjects exposed to ambient airborne PM (Demetriou et al. 2012). It has
been demonstrated that human exposure to each 10 μg/m3 PM2.5 could result in an
11% increase in the levels of 8-oxodGuo in lymphocyte DNA (Sørensen et al. 2003).

Current research has uncovered that PM2.5 mass, its organic and/or elemental
constituents, or the duration of exposure are associated with increased levels of
urinary or serum 8-oxodGuo in humans (Huang et al. 2012; Kim et al. 2004; Wei
et al. 2016;Tan et al. 2017).An earlier study has reported that children exposed to high
levels of a complex mixture of urban airborne PM in Mexico City presented higher
levels of 8-oxodGuo in nasal biopsies from the posterior inferior turbinate compared
to those of controls in a low-polluted coastal town (Calderón-Garcidueñas et al.
1999). Regarding cancer risk, there is an association between urinary 8-oxodGuo
excretion and lung cancer risk in humans (Loft et al. 2012) and in colon adenoma and
carcinoma patients (Obtulowicz et al. 2010). These observations are consistent with
an earlier report demonstrating thatDEPs exposure increases the levels of 8-oxodGuo
levels in the lung tumors of mice (Ichinose et al. 1997).

Epigenetic Modification

In addition to the genotoxic effect of PM, another important consequence of the expo-
sure is the induction of epigenetic changes. Accumulating evidence has revealed that
PM exposure can alter the epigenome, leading to dysregulation of gene expression
(de Oliveira et al. 2018; Sun et al. 2018; Kupsco et al. 2020; Xu et al. 2019). Based
on strong evidence from the epidemiological, clinical and experimental studies, PM-
induced epigenetic changes are associated with increased disease susceptibility and
progression (Jirtle andSkinner 2007). It has been shown that the globalDNAmethyla-
tion changes associated with PM exposure contribute to PM-induced cardiovascular,
pulmonary and neurodegenerative diseases as well as cancer development (Wang
et al. 2012; Bellavia et al. 2015; Baccarelli 2009; Feil and Fraga 2012; De Prins et al.
2013; Bakulski and Fallin 2014).
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DNAmethylation and gene expression variations after PM2.5 exposure are consid-
ered to be directly involved in its toxicity and pathological processes. Studies
comparing the PM-induced epigenetic changes in DNA methylation and hydrox-
ymethylation profiles in tissues of animal models, human tissues and human cells
would allow a better understanding of the applicability of such detailed information
obtained in an animal model (de Oliveira et al. 2018). Long interspersed nucleotide
element (LINE)-1, a transposable element in the human genome, has been used
as a surrogate assay for quantifying a total 5mC in the majority of the studies on
associations between ambient PM exposure and global DNAmethylation alterations
(Ding et al. 2016). A previous study has identified that DNA methylation of LINE
is decreased in blood samples after acute exposure to traffic PM (Baccarelli 2009).
Similarly, exposure to PM2.5 and PM10 was associatedwith changes inDNAmethyla-
tion in rat lung as evidenced by decreased methylation of LINE1 and inducible nitric
oxide synthase (iNOS) promoter, and increased promoter methylation of adenoma-
tous polyposis coli (APC) (Ding et al. 2016). On the other hand, global blood DNA
methylation in humans was associated with a hypomethylation effect of PM expo-
sure (Baccarelli 2009; Guo et al. 2014; Wei et al. 2016; Chen et al. 2016). Moreover,
DNA methylomic change occurred when bronchial epithelial BEAS-2B cells were
exposed to either low (1 μg/cm2) or high (30 μg/cm2) concentrations of PM2.5 for
24 h. Cells exposed to PM2.5 at a low concentration demonstrated a comparable, but
more attenuated change in gene expression compared to cells exposed to PM2.5 at a
high concentration. DNAmethylomic analysis further revealed that nearly half of the
differentially expressed genes were found to have DNA methylation changes, with
just a slightly greater trend toward overall hypomethylation across the genome. Inter-
estingly, single and repeated exposure to PM2.5 (1 μg/cm2) resulted in widespread
transcriptomic and DNA methylomic changes. Compared to the single exposure,
repeated exposure to PM2.5 caused a more notable degree of hypomethylation across
the genome (Huang et al. 2021). A recent study reported that acute exposure to PM
at high concentrations for only 24 h resulted in reduced global DNA methylation
and increased global DNA hydroxymethylation levels in the lungs of mice (Li et al.
2019). Notably, these alterations of DNAmethylation and DNA hydroxymethylation
in lungs were all reversed after the air purification for 120 h. In addition, the effects of
oxidative stress and DNA hydroxymethylation in neuronal pathology of PM2.5 were
investigated by Wei et al. (2016). They found that PM2.5 and its organic extracts
increased global DNA hydroxymethylation and gene-specific DNA hydroxymethy-
lation of neuronal genes and subsequently interfered with their mRNA expression in
human neuroblastoma cells (SH-SY5Y). Meanwhile, metal-rich PM1 exposure trig-
gered the methylation of mitochondrial transfer RNA phenylalanine (MT-TF) and
12S ribosomal RNA (MT-RNR1) DNA (Byun et al. 2013).

The assessment of the total levels of 5-methylcytosine (5mC) and 5-
hydroxymethylcytosine (5hmC) in DNA can be used to evaluate the effect of PM on
the epigenome (Bakulski and Fallin 2014). Sanchez-Guerra et al. (2015) found that
ambient PM10 exposure significantly increased the levels of 5hmC in human blood
samples over time, but not the levels of 5mC. However, significantly lower levels of
5-hmCwere observed in human bronchial epithelial cells (HBECs) exposed to DEPs
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at 5 mg/cm2 for 24 h (Somineni et al. 2016). Additionally, increased human expo-
sure to PM2.5 or PM10 has been associated with a decrease of 5hmC levels in buccal
cells (De Nys et al. 2018). PM2.5 exposure leads to an abnormal mRNA 5mC gain
and loss in the fibrotic lung tissues of mice (Han et al. 2020). Several genes (lcn2,
mmp9, chi3l1, adipoq, atp5j2, atp5l, atpif1, ndufb6, fgr, slc11a1 and tyrobp) related
to oxidative stress response, inflammatory responses and immune system processes
acted as 5mC upregulation factors.

RNA methylation, another epigenetic mechanism, is highly sensitive to airborne
environmental exposure, including air pollution (Li et al. 2019; Deng et al. 2018;
Kupsco et al. 2020). N6-methyladenosine (m6A) is the most abundant product of
RNAmethylation, with roles in modulating mRNA transcript processing and regula-
tion (Niu et al. 2013). A recent study showed that exposure to ambient black carbon
(BC), but not to PM2.5 or PM10, significantly increased the levels of global m6A in
RNA in human blood (Kupsco et al. 2020). Conversely, PM2.5 (62 μg/ml) exposure
decreased the level of globalm6Amethylation inA549 lung epithelial cells, however,
expression of m6A writers (METTL3 andWTAP), erasers (FTO and ALKBH5) and
readers (HNRPC)was significantly increased (Cayir et al. 2019). These experimental
results indicate variable m6A responses to environmental stressors, suggesting that
the dynamic and reversible chemical m6Amodification of RNAmay serve as a novel
epigenetic marker of profound biological disturbance (Niu et al. 2013).

Histone modifications associated with PM exposure have been studied in epige-
netic regulation of basic life processes in mammals (Vrijens et al. 2020; Wu et al.
2019; Li et al. 2020; Zhang et al. 2019; Cui et al. 2021). Histone modifications
regulate gene expression by influencing chromatin structure that can change gene
expression status (Zheng et al. 2017), allowing transcription factors to enter the
promoter site (Gilmour et al. 2003). The data obtained from a study that involved
Beijing truck drivers and their exposure to air pollution showed that global histone
H3 modifications were associated with traffic-derived PM10 exposures, but not with
PM2.5 or elemental components (Zheng et al. 2017). Circulating total histone H3
levels, trimethylated H3 lysine 4 and trimethylated H3 lysine 36 levels in maternal
cord blood were increased after gestational PM2.5 exposure, which suggested that
circulating histonesmaybe a risk factor in the development of air pollution-associated
disease later in life (Vrijens et al. 2020). In addition, some recent studies in mice
have implicated that PM2.5 exposure significantly decreases the levels of GATA
binding protein 4 (GATA4) and acetylated histone 3 lysine 9 (H3K9ac) in GATA4
promoter region in hearts, accompanied by downregulation of histone acetyltrans-
ferase (HAT)-p300 and upregulation of histone deacetylase-SIRT3, suggesting that
maternal exposure to PM2.5 may cause cardiac injury in children through histone
modifications regulating the transcription factor GATA4 (Wu et al. 2019; Li et al.
2020). It is important to note that DNA methyltransferase (DNMT), histone acetyl-
transferase (HAT), and histone deacetylase (HDAC) contribute to the epigenetic
changes induced by PM or its components (Wang et al. 2012). Notably, various
organic and inorganic components in PM can directly or indirectly alter histone
acetylation and transgene silencing. Especially, nickel and chromium significantly
reduced the acetylation of histonesH2A,H2B,H3 andH4 (Ke et al. 2006).Moreover,
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PM2.5 exposure significantly increased the protein levels of transcription activators
p300, histone acetyltransferases CBP, H3K9ac and the mRNA levels of GATA4
myocyte enhancer factor 2C (Mef2c) in the hearts of female mice (Wu et al. 2019).
These results indicate that PM2.5-induced histone acetylation modification may play
an important role in the programming of cardiac hypertrophy.

Conclusions and Perspectives

To sum up, ambient airborne PM pollution is associated with an increased risk of
adverse health effects worldwide. Inhaled fine PM in the airway can enter the blood
circulation through the blood-air barrier and reach other tissues and organs, resulting
in damage to the respiratory, cardiovascular, endocrine, reproductive and central
nervous system. Moreover, in vitro cell and in vivo animal studies have provided
fundamental insights into the mechanisms linking PM exposure and health effects.
Among them, oxidative stress, inflammation, genotoxicity and epigenotoxicity have
been considered as important molecular mechanisms of PM-induced adverse effects
in disease progression. However, the knowledge on the toxicity mechanisms of PM
is not comprehensive, and many problems still need to be addressed and solved.

Regarding the health effect studies of PM, it is necessary to focus on the temporal
and spatial distribution properties and physicochemical characteristics of PM and
analyze the toxicity of PMat different stages, locations, and exposure levels aswell as
the effects of PMwith varying physicochemical properties. It remains to be evaluated
whether PM only acts as a carrier or interacts with the toxic substances carried by it,
resulting in damage to human health. In addition, the interactions between different
components of PM and their combined effects with other air pollutants should be
investigated. Also, it would be important to assess the biological effects of lifetime
exposures to outdoor and indoor environmental pollutants: the level and extent of
exposure, aswell as the characteristics of PM, all play a significant role in the resulting
health effects and should be thoroughly investigated.

Currently, it is difficult to reach a conclusion about the toxic effects of the chem-
ical components of PM in different regions and seasons. Moreover, identifying the
“safe” threshold concentration of fine PM, below which no health effects occur, is
considered ambiguous. A recent study has demonstrated that even small changes
in the allowed limit of annual mean PM2.5 concentrations could significantly lower
mortality rates (Giannadaki et al. 2016). In the future, the risk assessment of long-
term exposure to airborne PM2.5 is required, especially for people living in relatively
populous areas. Current research has uncovered epigenetic changes associated with
PM-derived effects on human health. Epigenetic changes can be used as potential
biomarkers and therapeutic targets for disease induced by PM. To better address
the knowledge gaps, various innovative technologies and experimental and analyt-
ical methods are needed to explore the interactions between PM and biosystems.
Furthermore, a systematic and in-depth study of the pathological mechanisms of
PM and other air pollutants is not only conducive to the prevention and treatment
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of relevant patients but also beneficial for improving the life quality of the general
public.
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Chapter 11
Mechanisms of Action of Emerging
Contaminants: Pharmaceuticals
and Personal Care Products (PPCP)

Wei Shi and Haoyue Tan

Abstract Pharmaceuticals and personal care products (PPCPs) are emerging
contaminants present in the environment. The general population is inevitably
exposed to PPCPs in daily life. The PPCP family contains two types of chemicals:
pharmaceuticals and personal care products. Pharmaceuticals are used primarily to
prevent or treat human and animal diseases, whereas personal care products are used
to improve the quality of daily life and include products such as toothpaste, shampoo,
lotions, cosmetics, and hair colors. Due to the structural similarity to biologically
active compounds, PPCPs have raised public concerns regarding their possible effects
on human health and the environment. Over the past two decades, many studies
have found that PPCPs are endocrine-disrupting chemicals (EDCs) with profound
adverse effects on the endocrine system. Therefore, in this chapter, we discuss several
typical PPCPs, such as bisphenol A and its analogues, triclosan, triclocarban, and
phthalates, their adverse endocrine-disrupting activities and three typical endocrine
system-relatedmodes of action (MOAs) through interactionwith estrogen, androgen,
and thyroid receptors.

Introduction

Pharmaceuticals and personal care products (PPCPs) are emerging contaminants,
which include two major chemical classes (i) pharmaceuticals and (ii) personal care
products (PCPs). Pharmaceuticals are used primarily to prevent or treat human and
animal diseases, whereas PCPs are used to improve the quality of daily life and
include products such as toothpaste, shampoo, lotions, cosmetics, and hair colors
(Boxall et al. 2012). Different from other contaminants, the general population is
inevitably exposed to PPCPs in daily life. Althoughmany PPCPs (such as phthalates)
can be quickly metabolized in the human body, PPCPs have been detected in the
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natural environment across the world (Alejandro et al. 2009; Hirsch et al. 1999;
Kolpin et al. 2002). Additionally, pharmaceuticals, as well as several PCPs, are
biologically active compounds that are designed to interact with a target (such as a
specific receptor, enzyme, or biological process) in humans and animals to deliver the
therapeutic effect. If these targets are present in organisms in the natural environment,
exposure to some PPCPs might elicit harmful effects in those organisms. Therefore,
as pseudo-persistent contaminants (Monteiro and Boxall 2009), PPCPs have raised
public concerns regarding their possible effects onhumanhealth and the environment.
Over the past two decades, a substantial number of studies have been conducted to
determine the occurrence, fate, effects, and risks of PPCPs in the environment.

Many studies have found that PPCPs are biologically active in experimental
models, and epidemiological studies have linked PPCP exposure to several chronic
human diseases, such as cancer and infertility (Binder et al. 2018). Studies have
shown that many PPCPs are endocrine-disrupting chemicals (EDCs) with profound
health effects (Ma et al. 2019; Prins et al. 2019; Rochester 2013; Wazir and Mokbel
2019), and in vitro (Vandenberg 2014; Villar-Pazos et al. 2017) and in vivo (Jenkins
et al. 2011; Leung et al. 2017) experiments support this causal relationship between
PPCP exposure and the pathogenesis of diseases caused by endocrine system disrup-
tion. Therefore, in this chapter, we introduce several typical PPCPs and their adverse
effects, focusing on their mechanisms of action, mainly endocrine system-related
effects, which is the main mode of action (MOA) of PPCPs.

Personal Care Products

PCPs include numerous chemical compounds from different classes, such as phenols
and phthalates. Many studies have been conducted to identify the negative effects of
PCPs on human health and it has been shown that certain components of PCPs are
associated with severe diseases, mainly by disrupting the endocrine system. In the
next sections, the toxicological studies of several typical components of PCPs that
have been related to health effects via endocrine disruption are discussed.

Bisphenol A and Its Analogues

Bisphenol A (BPA) and its analogues are produced in high volumes all over the world
and are widely used as components of polycarbonate plastics and epoxy resins in
many consumer products, such as toys, food and beverage packaging (Rubin 2011).
It is worth noting that such uses were banned in France in 2015. Several studies
have shown that BPA and its analogues cause developmental, reproductive, and
neurodevelopmental toxicity in children and adults, mostly via endocrine disruption.
Since the estrogenic activity of BPA was reported in 1993 (Krishnan et al. 1993), a
considerable amount of research about endocrine-disrupting activities of BPA and
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its analogues has been conducted. BPA disrupts hormonal homeostasis in the human
body, for which molecular mechanisms and adverse outcomes have been established
and show a plausible causal link. The main molecular mechanisms of BPA that may
be related to adverse outcomes in human health are summarized below.

Endocrine-Related Mechanisms

Competitive binding to estrogen receptors (ERs) and agonistic and/or antagonistic
properties at the cellular level are the most important activities of BPA (Welshons
et al. 2006). BPA can exert a mix of agonist and antagonist activities on ERα, and
an agonist activity on ERβ (Chen et al. 2020; Kurosawa et al. 2002). Estrogen-
related receptors (ERRs), includingERRα, ERRβ, ERRγ, togetherwithERs compose
the estrogen signaling pathway. BPA was found to bind strongly to ERRγ in both
in vitro (Matsushima et al. 2007; Takayanagi et al. 2006; Takeda et al. 2009) and
in vivo (Tohmé et al. 2014) assays, potentially generating disrupting activities in
the estrogen signaling pathway. Additionally, BPA can bind to estrogen membrane
receptors such as G protein-coupled receptor 30 (GPR30) (Thomas and Dong 2006)
and form the ligand-receptor complexes to disrupt the estrogen signaling pathway
(Alonso-Magdalena et al. 2012; Watson et al. 2007). This kind of nongenomic estro-
genic action instead of activating/repressing traditional estrogen-responsive genes
can produce rapid responses at very low BPA concentrations in the range of 10 fM
to 10 nM (Wetherill et al. 2007; Zsarnovszky et al. 2005).

BPA can also exert antagonistic activity on androgen receptor (AR) (Chen et al.
2019;Molina-Molina et al. 2013;Wetherill et al. 2007), although the binding potency
to AR is relatively weaker than to ERs (Bonefeld-Jørgensen et al. 2007; Roy et al.
2004). Two analogues of BPA, 4,4’-sulfonylbis(2-methylphenol) (dBPS) and 4,4’-
thiodiphenol (THIO) were identified as androgen antagonists in vitro assays (Kolšek
et al. 2015). Aside from competitive binding, several studies have found that BPA
can also inhibit nuclear translocation of the AR and interfere with its function via
multiple mechanisms (Teng et al. 2013).

The thyroid hormone receptor (THR) is another nuclear receptor (NR) that has
been extensively studied because THRs are crucial in brain development. Low
levels of thyroid hormone (TH) are associated with impaired neurodevelopment
in the offspring (Ghassabian and Trasande 2018). BPA may bind to both THRα/β
subtypes directly, acting as an antagonist (Delfosse et al. 2014; Moriyama et al.
2002; Shigeyuki et al. 2005; Zoeller et al. 2005), suppressing the transcriptional
activities and gene expression of THRs (Gentilcore et al. 2013; Sheng et al. 2012),
and inducing adverse neuroendocrine regulations (Chen et al. 2014; Gore 2010;
Panagiotidou et al. 2014). Some studies also found that the antagonistic activities
of BPA towards THR subtypes are different. Namely, BPA acts as an antagonist on
THRβ, which mediates the negative feedback effect of TH on the pituitary gland.
However, BPA is less effective at antagonizing TH on THRα, which responds to
elevated thyroxine (T4) levels (Zoeller et al. 2005). Halogenated BPAs can also
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inhibit the transcriptional activities of THRs directly (Delfosse et al. 2014). More-
over, extensive experimental research documents that BPA can affect THR-mediated
signaling pathways indirectly. BPA did not only alter the transcriptional activities
involved in TH synthesis but also changed the activities of thyroid peroxidase in rat
thyroid-related in vitro assays (Wu et al. 2016). BPA as a non-competitive inhibitor
inhibited sodium/iodide symporter (NIS)-mediated iodide uptake in a concentration-
dependentmanner (Wu et al. 2016). BPAcan also repress TH sulfotransferase activity
(Butt and Stapleton 2013).Many in vivo experiments were performed to elucidate the
mechanisms of negative effects of BPA on THRs. Exposure of pregnant rats to BPA
caused an increase in total T4 in serum, whereas serum thyroid-stimulating hormone
(TSH) levels did not change significantly (Zoeller et al. 2005). BPA up-regulated the
expression of the TH-responsive gene RC3/neurogranin (Zoeller et al. 2005).

It has been found that, in addition to estrogen, androgen and thyroid receptors,BPA
can interact with many NRs, such as glucocorticoid receptor (GR) (Chen et al. 2020)
and pregnane X receptor (PXR) (Delfosse et al. 2014). Analogues of BPA, bisphenol
Z (BPZ) and bis[4-(2-hydroxyethoxy)phenyl] sulfone (BHEPS) were identified as
anti-glucocorticoids, and bisphenol F (BPF) was identified as a glucocorticoid-like
ligand in reporter gene assays (Kolšek et al. 2015). BPA can also bind to many
other receptors besides NR and result in non-transcriptional mechanisms (Diamanti-
Kandarakis et al. 2009), such as sex hormone-binding globulin (SHBG) and aryl
hydrocarbon receptor (AhR). For SHBG,BPAacts as a competitive binder to displace
the endogenous hormone ligands from the SHBG ligand-binding domain and further
increases the imbalance in the ratio of androgen to estrogen (Déchaud et al. 1999;
Takeuchi and Tsutsumi 2002). For AhR, BPA acts as an antagonist to decrease the
activity of AhR in vitro and as an agonist to upregulate the mRNA expression of
AhR in the brain in vivo (Bonefeld-Jørgensen et al. 2007; Nishizawa et al. 2005).
Additionally, BPA can also reduce aromatase activity in vitro (Bonefeld-Jørgensen
et al. 2007) and the synthesis of testosterone and estradiol in vivo (Akingbemi et al.
2004).

Endocrine-Related Adverse Outcomes of BPA

The growth and development of male genital organs are mainly determined by
endogenous androgens. As mentioned above, many molecular- and cellular-level
studies have found that BPA can be an antagonist to disrupt AR-mediated signaling
pathways. Many in vivo studies on rats elucidated the plausible causal relationship
between AR and developmental toxicity. Rats exposed to BPA exhibited a delay in
puberty onset, as well as testicular damage and spermatogenesis, which was affected
in most treated rats (Tan et al. 2003). It is worth noting that the concentrations
of testosterone in plasma did not change significantly in polecats (Nieminen et al.
2002) after exposure to BPA. The results suggest that BPA impacts on the AR and
the consequent adverse outcomes may be species-specific.

NRs are also crucial for the development of the nervous system, which has been
identified as another target for BPA. However, the adverse outcome of BPA exposure
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on the human brain is a relatively new issue and there are only a few relevant studies.
In vivo animal studies and epidemiological investigations have underlined the poten-
tial relationship between the exposure to BPA, possible receptors and neurobehav-
ioral outcomes in childhood and adults. For instance, the gene encoding aromatase
AroB is an estrogen receptor target gene that is expressed in the developing brain.
AroB can convert testosterone to estradiol (E2) to regulate numerous developmental
processes of the brain. Researchers have found that BPA can induce drastic overex-
pression of AroB in the brain and that induction is largely through ERs (Chung et al.
2011). Claire et al. (2017) found that BPA was positively associated with relation-
ship problems and hyperactivity-inattention. Perinatal exposure to BPA can affect
the corticosterone-regulated actions, resulting in the sex-differential neuroendocrine
stress and behavior in rodents (Panagiotidou et al. 2014; Poimenova et al. 2010;
Prasanth et al. 2010). Results show that children prenatally exposed to BPA are most
likely to be negatively impacted, especially regarding the neurobehavioral function
(Evans et al. 2014; Hong et al. 2013; Joe et al. 2011; Kim et al. 2013;Maserejian et al.
2012a, 2012b; Miodovnik et al. 2011; Perera et al. 2012; Philippat et al. 2017; Roen
et al. 2015). It is worth noting that the adverse outcomes in the brain and behavior are
sex-dependent. In other words, boys and girls may show different and even opposite
behaviors after exposure to BPA. For example, after being exposed to BPA during
gestation, boys had increased emotional reactivity and aggressive behavior, whereas
girls had decreased anxiety/depression and were less aggressive (Perera et al. 2012;
Roen et al. 2015).

Early-life exposures to BPA may also have a long-term adverse effect on respi-
ratory health. Recent evidence suggests that prenatal or early postnatal exposure to
BPA may be deleterious to the developing immune system, resulting in abnormal
respiratory impairments (Kwak et al. 2009). In animal studies (mice), prenatal expo-
sure to BPA has been associated with increased allergic sensitization and bronchial
inflammation (Nakajima et al. 2012). In human studies, prenatal exposure to BPA
was associated with increased odds of wheeze and asthma in children (Donohue et al.
2013; Gascon et al. 2015a; Ku et al. 2015; Spanier et al. 2012; Spanier et al. 2014).
Additionally, an in utero exposure study showed that many phenols, including BPA,
tended to be associated with altered respiratory health (Vernet et al. 2017).

Triclosan

Triclosan (TCS), a chlorophenol, is a broad-spectrum antibacterial agent which is
widely used in personal care products such as antibacterial soaps and toothpaste
(Fang et al. 2010; Witorsch and Thomas 2010). In many studies, TCS has been
found in human breast milk (Adolfsson-Erici et al. 2002; Allmyr et al. 2006; Toms
et al. 2011), blood (Allmyr et al. 2006, 2008), urine (Heffernan et al. 2015; Philippat
et al. 2013; Provencher et al. 2014; Yin et al. 2016), and amniotic fluid (Philippat
et al. 2013). In 2016, the U.S. Food and Drug Administration (FDA) banned the
antimicrobial TCS for use in soaps (Weatherly and Gosse 2017), although it is still
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widely used in toothpaste and mouthwash. Therefore, FDA has nominated TCS to
the National Toxicology Program (NTP) for toxicological evaluations and found that
it is associated with endocrine-disrupting effects (Fang et al. 2010).

Endocrine-Related Mechanisms

InER-responsive bioassays based onmammalian cells, TCS exhibited concentration-
dependent antagonist activity (Ahn et al. 2008). However, after exposure to TCS, the
ER-dependent growth of ovarian cancer cells induced cell proliferation and migra-
tion, suggesting that TCS is a xenoestrogen and has ER-related endocrine-disrupting
activity (Kim et al. 2014). In another in vitro study with zebrafish cell lines, TCS
showed no estrogenic activity (Serra et al. 2018), implying that the species differ-
ences play a role in responses to ER-mediated activity. Additionally, experiments
with rats showed that TCS greatly bioaccumulated in the placenta of pregnant rats,
up-regulated the transcriptional expression levels of E2 and inhibited the production
of circulating E2, posing the potential negative effects on rats and their offspring
(Feng et al. 2016).

TCS is predicted to be an AR antagonist as a competitive binder (inhibitory
concentration at 50% or IC50: 10 μM) by several in silico methods (Kenda et al.
2020). The binding affinity assays confirmed that TCS is a competitive binder for
AR (Gee et al. 2008). Many AR-responsive bioassays showed the anti-androgenic
effects of TCS with the IC50 in the range of 0.7–6.1 μM (Ahn et al. 2008; Chen
et al. 2007; Di Paolo et al. 2016; Gee et al. 2008; Kolšek et al. 2015). However,
in fish (stickleback) AR transactivation assays, the human anti-androgen TCS had
no effect (Lange et al. 2015). This phenomenon indicates the species differences in
responses to antiandrogens. Conversely, TCS showed AR agonistic activity in the
MDA-kb2 cell line (Christen et al. 2010). TCS also enhanced the dihydrotestosterone
(DHT)-dependent activation of AR, and the responsive gene expression reached
180% (Christen et al. 2010). This stimulatory action of the exogenous substrate on
the gene expression instead of acting through competitionwith the receptor’s primary
binding site may represent a novel mode of action of the endocrine activity (Chen
et al. 2008).

Considering the controversial results regarding the TCS-mediated AR disruption,
many animal experiments were conducted to elucidate the probable MOA of TCS
on AR. However, different in vivo studies with male rats have indicated that TCS
exposure can cause contradictory AR disrupting activities. In one study, TCS showed
anti-androgenic effects by decreasing testicular weight (Kumar et al. 2009), however,
in another study, TCS showed noAR disrupting activity in Hershberger assays which
suggested no change in the weight of the accessory sex organs (Farmer et al. 2018).
Moreover, it has been demonstrated that TCS can act as an EDC of AR indirectly.
TCS decreased the synthesis of DHT (natural androgen) in testicular tissue which
resulted in the reduction of sperm production in male rats (Kumar et al. 2009). The
decrease of steroidogenesis may be mediated by the decreased synthesis of serum
luteinizing hormone (LH) and follicle-stimulating hormone (FSH), thus involving the
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hypothalamus-pituitary-gonadal (HPG) axis and can result in an abnormal reproduc-
tive system. Furthermore, prostate cancer is a global health concern and is mainly
caused by the overexpression of the AR-mediated signaling pathways. TCS was
shown to act as a xenoandrogen in LNCaP human prostate cancer cells via AR
signaling pathway by mimicking the action of DHT, increasing the induction of cell
proliferation and migration (Kim et al. 2015), which suggested the risk of TCS to
prostate cancer progression.

Although previous in vitro assays based on zebrafish liver cell line showed that
TCS had no activity on THRs (Zhou et al. 2017), the chemical structural similarity
to THs, triiodothyronine (T3) and T4 suggests that TCS may have thyroid disrupting
properties and may further alter thyroid homeostasis. In fact, many studies claim
that TCS can be a direct antagonist for THRs with moderate potency (IC50: 3.61
μM) (Kenda et al. 2020). It is generally accepted that TCS disturbs the thyroid
system in different experimental organisms by acting through several pathways in
addition to binding to receptors, including altering TH synthesis, metabolism, and
transport. Studies that have investigated the effects of TCSonTHRs using in vitro and
kinetics experiments show that TCS may inhibit iodine uptake in a non-competitive
manner and inhibit the activity of thyroid peroxidase, resulting in the decrease of
TH synthesis (Wu et al. 2016). However, no significant changes were detected in
the expression of genes involved in TH synthesis (Wu et al. 2016). Many in vivo
studies have demonstrated the negative effects of TCS on thyroid homeostasis. After
treating with TCS, rats exhibited hypothyroidism which was mainly contributed to
the decreased activity of thyroid peroxidase in thyroid cells (Zhang et al. 2018). In
TCS-treated rats and mice, a significant reduction of T4 serum levels was observed
(Crofton et al. 2007; Fang et al. 2015; Farmer et al. 2018; Paul et al. 2010), which
implied that TCS may alter circulating concentrations of T4. Perinatal exposure of
rats to TCS resulted in decreased circulating T4 concentrations via up-regulation of
hepatic catabolism and elimination of T4 (Paul et al. 2012).

AhR is a transcriptional factor that activates gene expression in a ligand-dependent
manner. In the AhR-responsive bioassays, TCS exhibited weak agonistic activity
(Ahn et al. 2008). Additionally, TCS (0.1–10 μM) significantly enhanced the inter-
action with ryanodine (RyR1) and stimulated Ca2+ mobilization (Ahn et al. 2008).
Agonist activities of TCS on both receptors in the brain may contribute to the
alteration of neurodevelopment and neuroplasticity function (Juliette et al. 2004).

Endocrine-Related Adverse Outcomes of Triclosan

There is no available data regarding a large population study that would have estab-
lished a relationship between the developmental neurotoxicity of children and the
possible endocrine-disrupting properties of TCS.
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Triclocarban (TCC)

Due to the suspected EDC activity, triclocarban (TCC), a TCS analogue, is not
recognized as safe for long-term daily use. In 2016, the U.S. FDA also banned the
TCC from use in soap (Weatherly and Gosse 2017), but it is now still allowed in
some personal care products and as a disinfectant in the health care industry.

Endocrine-Related Molecular Mechanisms of TCC

Similar to TCS, TCC has the ability to amplify the transcriptional activity of endoge-
nous ligands. For example, TCC has been found to enhance estrogenic activity
following cellular co-exposure with endogenous estrogens (E2), and enhance the
hormone-dependent induction of ER-dependent gene expression (Ahn et al. 2008;
Tarnow et al. 2013; Yueh et al. 2012). But TCC shows little or moderate agonist
activity in reporter gene assays (Kenda et al. 2020), implying the weak competitive
binding potency. Moreover, TCC did not induce the proliferation of E2-dependent
MCF-7 cells (Tarnow et al. 2013), confirming that TCC cannot induce estrogenic
activity by itself. These in vitro results suggest that TCC is a potential indirect ER
agonist that interacts with the ligand-binding domains of ER. Many in vivo tests
have been done to further study the endocrine-disrupting activity of TCC on ER.
It has been demonstrated that TCC interacts with ERα and leads to the induction
of CYP1B1 in ovaries of female mice to further induce promoter activity in vivo
(Enright et al. 2017). Also some in vitro assays show that TCC can interact with
ERα and promote the induction of human CYP2B6 (Yueh et al. 2012). In aquatic
animals, TCC can interfere with ER-relevant signaling pathways and up-regulate
estrogen-sensitive vitellogenin (vtg) transcripts, as was demonstrated usingmale and
female fathead minnows (Zenobio et al. 2014). Co-exposure to exogenous estrogen
and TCC drastically enhanced the transcriptional expression of AroB in zebrafish
embryos (Chung et al. 2011), implying that the amplification of estrogenic activity
also happens in vivo. However, single exposure to TCC could only weakly stimulate
the expression of AroB (Chung et al. 2011). As mentioned above, aromatase AroB
can convert androgens to estrogens in the brain. The negative effects of TCC onAroB
by disrupting ER may potentially elevate the level of endogenous estrogens in the
developing brain and cause abnormal behavior or reproduction. Interestingly, in the
same study, TCC didn’t increase AroB transcription mediated by another hormon-
ally active pollutant, BPA, but suppressed it instead (Chung et al. 2011). The study
highlighted the potentially unforeseeable effects of chemical mixtures.

Many in vitro assays measuring AR activity showed that TCC and its analogues
enhanced AR-responsive gene expression, but exhibited little or no agonistic activity
(Ahn et al. 2008; Blake et al. 2010; Chen et al. 2008; Christen et al. 2010; Tarnow
et al. 2013). This enhancement of androgenic activity indicated a novel MOA similar
to the previously discussed estrogenic activity. For in-depth analysis, the OECD-
validated AR-EcoScreen cell line, which is more sensitive to androgens, was used
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to identify the MOA of TCC agonist AR with and without DHT (Kenda et al. 2020).
Results showed that TCC had no binding affinity for isolated AR, while it induced
AR-mediated transcription, which implied that complex interactions underlie TCC’s
androgenic activity. Additionally, the AR agonistic effects of DHT-combined TCC
were blocked by anti-androgen flutamide, which further confirmed the AR-mediated
mechanism of action (Christen et al. 2010). It should be noted that although TCC
amplified the action of DHT and testosterone in reporter gene assays, TCC itself did
not change the endogenous gene expression (Tarnow et al. 2013). The testosterone-
induced gene expression amplification effect of TCC was also apparent in in vivo
assays, where rats were co-exposed to testosterone and TCC and as a result, castrated
rats exhibited significantly increased sex accessory organs (Chen et al. 2008). Further-
more, TCC induced hyperplasia of intact male reproductive organs significantly
and potentiated androgen effects in prostate cancer cells via AR-dependent actions
(Duleba et al. 2011). However, TCC was found to downregulate the gene expression
of AR in male fathead minnows (Zenobio et al. 2014), suggesting species-specific
MOA. Still, although the studies using different species indicate differences in AR-
disrupting activity for TCC, animal experiments emphasize the existence of potential
developmental toxicity of TCS both in humans and wildlife.

In addition to androgenic and estrogenic activities, TCC can potentially affect
THRs to disrupt the endocrine system. TCC (1 μM) has been found to show antago-
nist activities on TR in reporter gene assays (Kenda et al. 2020). Furthermore, TCC
(1–5μM) has been found to have antagonistic activity on GR in reporter gene assays
(Kenda et al. 2020;Kolšek et al. 2015),while no agonist activitywas found (Yueh et al.
2012). However, TCC did not bind to isolated GR, which indicated that antagonistic
activity of GRwas not induced through the competitive binding to the ligand-binding
domain of GR. Additionally, TCC was shown to promote the activity of constitu-
tive androstane receptor (CAR) in the reporter screening assay and induce the up-
regulation of CAR-dependent UDP-glucuronosyltransferase (UGT1A) gene expres-
sion in mice liver (Yueh et al. 2012). Exposure of CAR, one of the nuclear xenobiotic
receptors, to TCCmay have the potential to alter normal xenobioticmetabolism. TCC
was shown to disrupt the regulon of the AhR and further co-stimulate the expres-
sion of AhR-dependent genes CYP1A1 and CYP1B1 by lowering the transcriptional
threshold for both genes in the presence of estrogens (Tarnow et al. 2013). Results
show that TCC may be involved in crosstalk between ER and AhR.

Phthalates

Phthalates are high-volume chemicals, extensively used as plasticizers, present in
many plastic products such as toys and food packaging (Hauser and Calafat 2005;
Koniecki et al. 2011). Among them, di-2-ethylhexyl phthalate (DEHP), diisononyl
phthalate (DiNP), butylbenzyl phthalate (BBzP), dibutyl phthalates (DBPs), and
diethyl phthalate (DEP) are the highest-produced phthalates (Miodovnik et al. 2014).
The widely used phthalates have been frequently detected in the environment and
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have become highly concerning organic pollutants (Gao and Wen 2016). One of the
reasons for serious health concerns is the fact that phthalates can cross the placental
barrier and transfer to the fetus during pregnancy (Ejaredar et al. 2015), potentially
inducing adverse outcomes to offspring. Recent studies have established a signif-
icant correlation between phthalates and reproduction abnormalities. According to
the Registration, Evaluation, Authorization & Restriction of Chemicals (REACH),
regulation of the European Union (EU), several phthalates linked to reproductive
effects should be prohibited from application in consumer products. As a result, the
Socio-Economic Analysis Committee of the European Chemicals Agency voted in
2017 to limit the use ofBBzP,DEHP,DBP, and diisobutyl phthalate (DiBP) according
to REACH (C&EN 2017a). Additionally, five phthalates, di-n-hexyl phthalate, di-
n-pentyl phthalate, dicyclohexyl phthalate, DiBP, and DiNP, are considered to be
harmful to male reproductive development. In 2017, the U.S. Consumer Product
Safety Commission (CPSC) decided to ban these five substances from toys and items
such as teething rings and pacifiers (C&EN 2017b). Furthermore, the U.S. Congress
has urged the reduction of phthalates in medical equipment (C&EN 2021). CPSC
has concluded that, aside frommale reproductive development, phthalates can impair
brain development. Therefore, in this section, we summarize endocrine-disrupting
activities of typical phthalates and the related MOAs associated with reproductive
and/or developmental toxicity in humans.

Endocrine-Related Molecular Mechanisms of Action of Phthalates

According to in vitro tests, four phthalates (DEP, DBP, BBP, DEHP and DiNP)
showed no estrogenic effect on ERα(Czernych et al. 2017) but strong anti-estrogenic
activity, with IC50 of 8.66 μM, 3.61 μM and 0.065 μM for BBP, DEHP and DINP,
respectively, was demonstrated (Czernych et al. 2017). Similar to ERα, the four
phthalates (DEP, DBP, BBP, DEHP and DiNP) show no significant effect on AR
(Czernych et al. 2017), while strong anti-androgenic activity, with IC50 of 5.30 μM,
2.87 μM and 0.068 μM for BBP, DEHP, and DINP, respectively, was established
(Czernych et al. 2017).

Endocrine-Related Adverse Outcomes of Phthalates

Hormone-disrupting activities were shown to be themost significant effects of phtha-
lates due to the potential of causing different adverse outcomes. Specifically, the
potential of phthalates to induce developmental and reproductive toxicity is one of
the most concerning issues. A report of the National Toxicology Program of the U.S.
Department of Health and Human Services reviewed the reproductive and develop-
mental effects of seven phthalates, DiNP (Kavlock et al. 2002a), di-isodecyl phthalate
(DiDP) (Kavlock et al. 2002b), di-n-octyl phthalate (DnOP) (Kavlock et al. 2002c),
DEHP (Kavlock et al. 2002d), di-n-butyl phthalate (DnBP) (Kavlock et al. 2002e), di-
n-hexyl phthalate (DnHP) (Kavlock et al. 2002f), and butyl benzyl phthalate (BBP)
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(Kavlock et al. 2002g). The expert group collected as many animal experiments as
available. The results showed that the assessed phthalates are endocrine-disrupting
compounds, which can seriously impact the development of animals. For example,
in rat and mouse experiments, upon oral administration of DBP to pregnant animals,
the fetal loss was the most significant effect, while increased fetal external, skeletal,
and visceral abnormalities were secondary (Kavlock et al. 2002e). Additionally, the
adverse effects of offspring included sexual differences. Female sexual develop-
ment was not affected, while the abnormalities in male sexual development included
hypospadias, epididymis and seminal vesicle hypoplasia andmissing or undescended
testes. Since the development of male sexual organs such as testes and seminal
vesicles are controlled by androgen, the anti-androgen activity of DBP may most
strongly affect prenatal males, compared to juveniles or adults. Also DEHP was
shown to induce anti-androgen effects and lead to male genital tract malformation in
rats (Christiansen et al. 2010; Moore et al. 2001). The effects of DEHP on the sexual
behavior of male rodents were also studied by assessing the anti-androgenic activity
and the results demonstrated that DEHP was considerably more toxic to the male
reproductive system than DBP (Andrade et al. 2006a; Dalsenter et al. 2006; Moore
et al. 2001).

Several phthalates with endocrine-disrupting activities have also been associated
with children’s neurodevelopment and behavior. Data from epidemiological studies
indicate that exposure to phthalates can lead to neurodevelopmental disorders in chil-
dren and increase the risk of autism, attention deficit and other diseases. The adverse
effects of phthalates such as DEHP, DBPs, DEP and BBzP on children have been
systematically reviewed (Ejaredar et al. 2015; Zhang et al. 2019). The results showed
that prenatal exposure to these phthalates would affect children’s behavior, atten-
tion, visual-spatial abilities, and social responsiveness. Additionally, gender-specific
adverse outcomes of neurodevelopment in children have been reported. Prenatal
exposure to phthalate metabolites, mono butyl phthalate (MBP) and mono-benzyl
phthalate (MBzP), was positively correlated with impaired behavior, interpersonal
relationships and emotional symptoms in male infants (Philippat et al. 2017). More-
over, the concentrations of metabolites such as DBP (Engel et al. 2010; Factor-Litvak
et al. 2014; Hyland et al. 2019), DEHP (Lien et al. 2015), DiBP (Kobrosly et al. 2014)
and BBzP (Factor-Litvak et al. 2014) have also been positively correlated with the
problematic behavior of boys. Although the results of neurobehavioral studies are not
always consistent (Braun et al. 2014; Gascon et al. 2015b; Hyland et al. 2019; Shin
et al. 2018), the differences do not affect the conclusion that phthalates and/or their
metabolites may cause impaired neurodevelopment. In vivo experiments have been
conducted to elucidate the relationship between phthalate exposure and neurode-
velopmental toxicity, and the results are generally consistent with the observations
from epidemiological studies (Gore et al. 2019), indicating sex-specific outcomes.
From in vitro tests, it is known that many phthalates have anti-androgenic activity
at the cellular level. Many in vivo tests also show that phthalates inhibit fetal testos-
terone production by disrupting the organization and function of the HPG axis which
results in sex-specific neurobehavioral outcomes (Engel et al. 2021; Gore et al. 2019;
Kougias et al. 2018). However, researchers have found that DEHP exposure disrupted
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the courtship behavior of adult male mice by inducing neural AR downregulation
in the nucleus and upstream chemosensory regions instead of causing traditional
anti-androgenic effects on HPG (Dombret et al. 2017). The study demonstrated that
the disruption of sexual behavior by DEHP can also occur via the effects on neural
mechanisms (such as neural AR expression). In addition to androgens (testosterone),
estrogens play an important role in brain development (Diotel et al. 2018). Phthalates
have been shown to interfere alsowith the estrogen signaling pathway by suppressing
the activity of aromatase, which can modulate estrogen synthesis and result in neuro-
toxicity (Andrade et al. 2006b; Diotel et al. 2018). Disruption of THR pathway is
another potential mechanism to explain the results of the epidemiological and in vivo
studies (Miodovnik et al. 2014) because THs are essential for brain development.
Lastly, there aremany potential non-endocrinemechanisms that have been associated
with phthalate exposure and could impair the neurodevelopment of children, such
as disruption of ion homeostasis, peroxisome proliferator-activated receptors activa-
tion, and lipid metabolism (Engel et al. 2021). However, the relevant mechanisms
are still unclear.

There are also concerns over the long-term adverse effects of phthalates on respi-
ratory health. Experimental evidence suggests that phthalates such as DEHP, DiNP,
DiDP, and BBzP or their monoester metabolites can penetrate the placental barrier
and may have allergenic properties and induce respiratory arrest (Bornehag and
Nanberg 2010; Kwak et al. 2009; Whyatt et al. 2014). Only a few epidemiolog-
ical studies have shown that metabolites of certain high-molecular-weight phtha-
lates, including BBzP, MBzP, DiNP, and DEHP can cause increased rates of asthma,
wheezing and respiratory infection (Gascon et al. 2015a; Smit et al. 2015; Whyatt
et al. 2014). However, no similar phenomenon was observed for the metabolites of
low-molecular-weight phthalates (Gascon et al. 2015a).

Pharmaceuticals

Most pharmaceuticals are designed to interact with a target (such as a specific
receptor, enzyme, or biological process) in humans and animals to deliver the
therapeutic effect.

Endocrine-Disrupting Activity

An increasing number of pharmaceuticals, including human and veterinary drugs,
are being detected in the environment (Pope et al. 2009; Williams 2005). In theory,
if pharmaceuticals are delivered to the environment, they will interact with wildlife.
Organisms that possess these specific targets of the drugs are likely to be affected by
the environmental pharmaceuticals and their elicited adverse effects (Ankley et al.
2007). Specifically, most medicines, designed to affect specific biological pathways,
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tend to induce endocrine-related bioactivities to organisms at environmentally rele-
vant concentrations. For example, one of the widely recognized consequences of
such environmental pharmaceutical actions is the feminization of male fish (World
Health Organization 2002). The feminization occurs due to exogenous chemicals
acting as endogenic estrogens that activate ERs. The chemicals that induce femi-
nization include synthetic drugs such as 17α-ethinylestradiol (EE2) (Gross-Sorokin
et al. 2006). EE2 is a synthetic steroid widely used in contraceptives and it is not
surprising that a compound that has a steroidal-like chemical structure can affect
fish populations. The phenomenon illustrates the general issue with pharmaceuti-
cals: many drugs are designed to target receptors with unique structures, but they
can affect non-target species because of interactions with their receptors with similar
properties. For example, 17β-trenbolone is an androgenic drug designed to be used in
livestock. However, steroidal-like structures of these chemicals are highly similar to
endogenous androgens of fish, resulting in an impact on the reproductive endocrine
system of fish in the water (Durhan et al. 2006). These examples illustrate that some
pharmaceuticals which target biological pathways that are conserved in most species
pose risks associated with endocrine disruption.

Faced with this issue, many studies have been conducted to support the devel-
opment of regulatory strategies for assessing drugs that potentially have endocrine-
disrupting activity. Pharmaceutical industries have also conducted epidemiological
studies to explore the outcomes of pharmaceutical exposures on workers involved
in the manufacture of pharmaceuticals (Binks 2003; Heron and Pickering 2003;
Sussman et al. 2016). Results showed that many drugs, especially steroids, have the
capacity to cause cumulative damage. These pharmaceuticals include cytotoxic anti-
cancer drugs and antibiotics which can mimic natural hormones in the human body.
Only by accessing thewealth of data from animal tests and clinical trials, it is possible
to fully evaluate the impacts of endocrine-disrupting activity of pharmaceuticals in
the environment and quantify the extent of the risk they pose to environmental and
human health (Brooks 2010; Huggett et al. 2003).

Antibiotic Resistance

Antibiotics are designed to be an effective weapon against pathogenic microorgan-
isms, but the emergence of antibiotic resistance poses a great threat to life. Therefore,
antibiotic resistance has become a global health concern (Brown and Wright 2016).
In 1998, the World Health Organization (WHO) identified the emergence of antimi-
crobial resistance as one of the serious concerns of health policies in the future. In
2012, experts have identified the top 20 key outstanding issues regarding the effects of
PPCPs on human and ecological health, and “antibiotic resistance” as one of the key
issues (Boxall et al. 2012). In 2016, to tackle the global rising threat of drug-resistant
bacteria, the U.S. Department of Health & Human Services, the U.K.’s Antimi-
crobial Resistance (AMR) Centre, Boston University and others formed a global
non-profit partnership dedicated to accelerating antibacterial research: “Combating
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Antibiotic-Resistant Bacteria Biopharmaceutical Accelerator” (CARB-X) (C&EN
2016, 2018). Many studies have found that antibacterial drugs in the environment
may potentially select for antimicrobial resistance genes (Byrne-Bailey et al. 2008;
Gaze et al. 2011; Knapp et al. 2010). There are three essential pathways by which
bacteria can increase their resistance (Petchiappan and Chatterji 2017). In brief, (i)
decreased influx or increased efflux of antibiotics. Bacteria can reduce the entry of
antibiotics into the cell and activate the export of antibiotics from the cell, lowering
the effectiveness of antibiotics. (ii) Modification of antibiotics. If antibiotics enter
the cell, the resistant bacteria can synthesize enzymes to degrade them or modify
their chemical structure so that they cannot bind to their target. (iii) Modification of
the antibiotic target. Bacteria can modify, protect, or mutate their cellular targets to
disrupt the binding process of antibiotics with targets. In addition to these pathways,
bacteria have acquired multiple mechanisms to survive but the exact pathways are
still unclear. Finally, new antibiotics targeting auxiliary pathways are necessary to
be designed. Many studies have found that metabolism-related and stress-associated
pathways may be ideal approaches in this regard (Petchiappan and Chatterji 2017),
but there is still a long way to go to construct effective antibiotics using these new
pathways as targets.

Summary

PPCPs have changed the way we live and they are ubiquitous in the environment.
Biological activities of most pharmaceuticals and several components of personal
care products are consciously designed, however, these biological activities of PPCPs
lead to unexpected challenges to humans andwildlife, some ofwhich arewell investi-
gated, while others are poorly understood. Endocrine disruption is one of the typical
toxicity mechanisms for both pharmaceuticals and components of personal care
products, while antibiotic resistance is a concerning issue with antibiotic drugs. This
chapter summarized the findings of these major mechanisms of toxicity associated
with PPCPs. Results show that PPCPs have profound effects on humans and wildlife,
which cannot be adequately characterized because of the diversity of chemical struc-
ture and diversity of biological activity. Currently, a large body of experimental and
epidemiological information is available on PPCPs in the environment. Only by fully
harnessing the available toxicity information about PPCPs the effects and risks of
PPCPs can be elucidated.
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Chapter 12
Mechanisms of Action of Emerging
Contaminants: Disinfection Byproducts

Ting Xu and Daqiang Yin

Abstract Although disinfection byproducts (DBPs) can be detected in surface
water, most of these emerging contaminants exist in the drinking water system,
which means their long-term risks to human health are much greater than to wildlife.
About 700 types of DBPs have gradually been identified and confirmed in drinking
water or reclaimed water, however, this is believed to be just the tip of the iceberg for
numerous unknown members of the family. Multiple experimental models including
cell lines, rodents, and zebrafish are employed in toxicological studies to uncover the
adverse effects induced by DBPs, but only a fraction of DBPs have been regulated
by the standards of public health authorities. Furthermore, current data indicates that
some unregulated DBPs which are not regulated or even discovered may pose more
severe threats than regulated ones. In general, studies concerning the toxicity and
health risks of DBPs need to provide more data for the assessment and regulation,
and more efforts are also required for understanding their underlying mechanisms.

Introduction

A number of disinfectants, such as chlorine, chloramine, chlorine dioxide, ozone
and ultraviolet radiation are applied to water supply systems. Chlorine is the
most widely-applied disinfectant at drinking water treatment plants (DWTPs)
due to its cost-effectiveness. Chlorination disinfection is a reliable and effi-
cient way to remove pathological bacteria and viruses in drinking water, but
it produces multiple carbonaceous disinfection byproducts (C-DBPs) primarily
including trihalomethanes (THMs) and haloacetic acids (HAAs). After THMs and
HAAs along with bromate and chlorite were identified as DBPs and reported in the
drinking water system, the regulation and control of the generation of DBPs have
been urgent topics in drinking water safety (Xie 2004). THMs and HAAs account for
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nearly 25% of all halogenated DBPs of which chloroform, bromodichloromethane,
dichloroacetic acid, and trichloroacetic acid have been classified as contaminants
possibly carcinogenic to humans (Group 2B) by the International Agency for
Research on Cancer (IARC 1999, 2004, 2014). To reduce the yields of C-DBPs,
chloramination disinfection was implemented. At the same time, because of the
introduction of excess nitrogen, various nitrogenous functional groups including
amino, cyano, and nitro groups are formed during the process and the amounts
of nitrogenous DBPs (N-DBPs) significantly increased. Ironically, some emerging
DBPs, thoughnot yet regulated, comparedwith the dominant chlorinatedC-DBPs,N-
DBPs are nowgenerally considered to possess higher risks to humanhealth (Muellner
et al. 2007), for example, N-nitrosodimethylamine (NDMA) and halonitromethanes
(HNMs). The legacy and emergingDBPs are associatedwith diseases such as bladder
and colon cancer, asthma, irritation of the eyes and mucous membrane, and repro-
ductive function. Thus, the health effects of DBPs cannot be ignored. This chapter
mainly introduces the environmental toxicology research and potential mechanism
of key DBPs, to provide a theoretical basis for the assessment and supervision of
DBPs toxicity and health risks.

Haloacetamides

One major group of compounds produced during the water disinfection process
are haloacetamides (HAcAms). Studies have shown that regardless of the disin-
fection type (chlorination or chloramination), the order of production of HAcAms
with different halogenation degrees by quantity was di-HAcAms» tri-HAcAms >
mono-HAcAms and the order of production of HAcAms with different types of
halogenation was Cl-HAcAms» Cl-Br-HAcAms > Br-HAcAms (Yang et al. 2014).
Overall, the concentration of HAcAms produced by chloramination was higher than
that produced by chlorination, even when the production of THMs was lower in
the case of chloramination (Chu et al. 2013). The different DBPs could potentially
induce different levels of toxicity and health outcomes, which require appropriate
toxicological methodologies for characterization.

Influenced by the pioneering works of Dr. Plewa’s team, the toxicological studies
of DBPs have adapted in vitro cellular tests (Kargalioglu et al. 2002; Plewa et al.
2002, 2004, 2008), which, compared with conventional animal experiments, have
the advantages of being high-throughput, having a relatively short test period and no
conflicts in animal ethics. The establishment of a mature system for cell lines saves
much laboriouswork in primary cells,which is beneficial to the further popularization
of the tests. The range of different cellular models employed in DBP toxicity testing
is broad, including, for example, Chinese hamster ovary (CHO) cells and human
embryonic kidney (HEK293) cells. The toxicological tests so far havemainly focused
on cytotoxicity and genotoxicity. Only a few in vivo studies have been conducted to
assess the developmental toxicity of HAcAms (Ding et al. 2020), but these are not
described in detail in this chapter.
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Cytotoxicity

Cytotoxicity tests can indicate the impacts of DBPs on cellular physiology including
cell proliferation, cell cycle, and cell death. The commonly used tests for cell prolifer-
ation include 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT
assay), 2,3-Bis-(2-methoxy-4-nitro-5-sulfophenyl)-2H-tetrazolium-5-carboxanilide
(XTT assay), 3-(4,5-dimethylthiazol-2-yl)-5-(3-carboxymethoxyphenyl)-2-(4-
sulfophenyl)-2H-tetrazolium (MTS assay) and 2-(2-methoxy-4-nitrophenyl)-3-
(4-nitrophenyl)-5-(2,4-disulfophenyl)-2H-tetrazolium (WST-8 assay). The latter
(WST-8) assay is gaining popularity due to its higher sensitivity compared to other
tetrazolium salts such asMTT, XTT orMTS and its solubility in the culture medium.
However, researchers should exercise caution when comparing the results of the
WST-8 assay to the results obtained with other tetrazolium salts as there may be
differences due to the varying levels of sensitivities of the dies.

Thirteen different HAcAms, which included chlorinated (Cl-), brominated (Br-
), and iodinated (I-) HAcAms, were tested for their effects on cell proliferation
using the CHO cell line AS52 (Plewa et al. 2008). The results showed that the
general order of cytotoxicity was I-HAcAms > Br-HAcAms > Cl-HAcAms, and
multihalogenated HAcAms had generally stronger toxic effects than monohalo-
genated HAcAms. The MTT assay conducted with normal rat kidney (NRK) 52E

cells demonstrated higher cytotoxicity of dichloroacetamide (DCAcAm) compared
with dichloromethane (DCM) (Yang et al. 2014). However, the LC50 values derived
using NRK cells (6390 mg/L for DCAcAm) were higher than obtained with CHO
cells (250 mg/L for DCAcAm) (Plewa et al. 2008), which highlights the issue that
attention should be paid to the influences caused by the choice of cell models. Other
studies using HepG-2 cells (a human liver cancer cell line) and CCD 841 CoN cells
(immortalized normal human colon epithelial cells) reported similar toxicity order
for HAcAms, though the LC50 values were distinctly higher than in the study using
CHO cells (Hong et al. 2018; Sayess et al. 2017).

Except for the proliferation, most cytological indicators now are commonly
detected using flow cytometry (FCM). With easily usable commercial kits, FCM
provides more rapid and sensitive detection than classical toxicological methods. It
also provides superior quantitative data, which increases the statistical quality of the
results. Apoptosis assay and cell cycle assay are two frequently applied tests. Apop-
tosis as programmed cell death can be distinguished from necrosis by Annexin V-PI
double staining. This approach was used to determine that the exposure to DCAcAm
significantly induced the apoptosis of NRK cells in a dose-dependent way (Yang
et al. 2014).

The cell cycle consists of the following phases: G1 (Gap 1), S (synthesis), and G2
(Gap 2), and M (mitosis). During the process, the DNA content in cells periodically
oscillates, which can be used for cell cycle measurement. Cell cycle analysis which
is widely applied in diagnosing tumors and assessing cellular damage has also been
used to assess the effects of DCAcAm and DCM in NRK cells (Yang et al. 2014).
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Fig. 12.1 Cell cycle analysis of NRK cells exposed to DCAcAm and DCM for 4 h (at the highest
DBP concentration of 5000 mg/L). G1, S and G2 indicate cell cycle phases. Sub-G1 peak expresses
apoptotic cells (reprinted from Yang et al. 2014, copyright © 2014 Elsevier B.V.)

When comparing the effects of the two DBPs, DCAcAm and DCM, G1 phase popu-
lation was increased byDCAcAm after 4-h exposure, accompanied by a concomitant
decrease of cell numbers in S phase and G2 phase (Fig. 12.1). However, DCM caused
no significant arrest in G1 phase (p ≥ 0.05). Therefore, DCAcAm was more potent
than DCM in inducing the cell cycle arrest in the G1 phase. Furthermore, it was also
found that sub-G1 phase arrest could be induced by DCAcAm in the highest concen-
tration. This was indicated by the increased number of apoptotic cells (Fig. 12.1b).
The results, thus, suggested that a high concentration (5000 mg/L) of DCAcAm, but
not DCM, induced apoptosis in NRK cells.

Genotoxicity

The results of the classical test methods of genotoxicity such as sister chromatid
exchange (SCE) assay and micronucleus assay have been correlated to cytotoxicity,
thus can provide also information about general cell health. In addition, single-cell
gel electrophoresis (SCGE), i.e., comet assay, is widely used to assess the damage
of genomic DNA (Rundell et al. 2003). The advantages of SCGE assay include
speed and small sample amounts, which suit well for high-throughput screening.
The indicator of the tail moment (tail length × DNA density) makes the method
better quantitative than other alternatives. Therefore, SCGE assay has become the
preferred option for the genotoxicity of DBPs.

Based on the SCGE assay and significance analysis of differences among
tail moments, the rank order of genotoxic potency for common HAcAms was
tribromoacetamide (TBAcAm) > diiodoacetamide (DIAcAm) ≈iodoacetamide
(IAcAm) > bromoacetamide (BAcAm) > dibromochloroacetamide (DBCAcAm)
> bromoiodoacetamide (BIAcAm) > bromodichloroacetamide (BDCAcAm) >
chloroiodoacetamide (CIAcAm)> bromochloroacetamide (BCAcAm)> dibromoac-
etamide (DBAcAm) > chloroacetamide (CAcAm) > trichloroacetamide (TCAcAm)
> > dichloroacetamide (DCAcAm) using CHO cell model (Plewa et al. 2008).
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According to this ranking there appears to be no clear pattern in the genotoxicity
order of HAcAms. In addition, DCAcAm did not exhibit acute genotoxicity in the
tested concentration range of 1.28 to 1280 mg/L. However, in another comparison
between DCAcAm and DCM using NRK cell model, the lowest genotoxic concen-
tration of DCAcAm for the induction of acute genomic DNA damage was 100 mg/L,
and DCAcAm was distinctly more genotoxic than DCM. The results were another
indication that the choice of cell models would possibly have a significant impact on
the test outcome.

Underlying Mechanisms

Mitochondria are the primary suppliers of energy (i.e., ATP) and reactive oxygen
species (ROS) in all eukaryotic cells, and thus their impairmentmay influence various
cellular events involving energy conversion, calcium homeostasis, and regulation
of cellular proliferation and apoptosis (Chen et al. 2019; Voet et al. 2006). The
principles of most cytotoxicity tests rely on the function or physiological condition
of mitochondria. For instance, the common tests of cellular proliferation are based
on the formation of a formazan dye by the dehydrogenases in mitochondria. Thus,
the DBPs which show significant cytotoxicity in the formazan-based assays have the
potential to disturb the mitochondria.

Oxidative stress is a universal toxicity mechanism for most pollutants and ROS
play an important role in this process. In a screening study of 50 DBPs, 98% of
DBPs activated the Nrf2-ARE mediated oxidative stress response. Nrf2 is a tran-
scription factor that is a major transactivator of cytoprotective genes in response
to oxidative stress and xenobiotic electrophiles. Nrf2 binds to ARE, an antioxidant
responsive element, to activate the protective pathway. Among the tested DBPs,
HAcAms were among the most potent chemicals, in particular di-HAcAms (Stalter
et al. 2016). In a study about the toxicity mechanisms of four I-HAcAms, conducted
with HepG2 cells, different mechanisms for the cytotoxicity of I-HAcAms species
(BIAcAm, CIAcAm, DIAcAm and IAcAm) were identified (Hong et al. 2018).
BIAcAm and CIAcAm induced apoptosis through a ROS-independent pathway,
while the combination of ROS and the mitochondrial pathway was attributed to
the apoptosis induced by DIAcAm and IAcAm, which was considered as the reason
for their higher potency compared to BIAcAm and CIAcAm. Similarly, DCAcAm
caused a continuous increase in ROS levels in HEK293 cells, along with the upreg-
ulated expressions of three caspase genes (caspase-3, -7, and -8) and the decrease in
the transcript of the Bcl-2 gene, which demonstrated the mitochondria-related mech-
anism of apoptosis induced by the exposure (Chen et al. 2019). The exposure of male
mice to mono-HAcAms decreased the activities of antioxidant enzymes including
catalase, superoxide dismutase, and glutathione peroxidase, but increased the level
of 8-hydroxy-2-deoxyguanosine, a marker for DNA adducts, in mice liver (Deng
et al. 2014). The study confirmed that the rank order of oxidative stress induction by
monoHAcAms (IAcAm > BAcAm > CAcAm, determined by the leaving tendency
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of the halogens) was consistent with the results from in vitro studies. Furthermore,
the metabolomic analysis showed that all mono-HAcAms influenced amino acid
metabolism, energy metabolism and lipid metabolism. IAcAm exposure has also
been shown to lead to thiol depletion and lipid peroxidation in porcine kidney epithe-
lial cell line LLC-PK1, while the mitigation of the effects by antioxidants indicated
the ROS-mediated action of IAcAm (Chen and Stevens 1991).

Energy metabolism is the foundation of all life activities, and its disturbance
would have profound effects, including the development of metabolic disorders and
cancer. Since ATP is the basic unit of energy storage and transfer, its levels are
commonly used to characterize the status of energy metabolism. For example, 24-h
exposure to DCAcAm was shown to cause a significant dose-dependent decrease
in the ATP content on HEK293 cells. This decrease was correlated with the down-
regulated expression of the ADP/ATP carrier SLC25A6 gene (Chen et al. 2019).
The combined transcriptomic and metabonomic analysis also found that TCAcAm
influenced the expression of genes encoding NADH dehydrogenase, cytochrome
c oxidase, and ATP synthase, which are all members of oxidative phosphoryla-
tion and mitochondrial respiratory chain, the primary source of ATP (Zhang et al.
2013). Though the authors did not highlight the glycolysis pathway, the increased
levels of pyruvate and lactate, two essential end products of glycolysis (Rogatzki
et al. 2015), implied that glycolysis was activated by the exposure. Glycolysis is an
important route of energy production, secondary to oxidative phosphorylation; hence
the activation of glycolysis can compensate for disrupted oxidative phosphorylation
and consequent ATP deficiency. However, iodinated HAcAms acted as inhibitors
of glycolysis because they inactivated the key enzyme glyceraldehyde-3-phosphate
dehydrogenase (GAPDH)by alkylating the cysteine residue inGAPDH(Schmidt and
Dringen 2009). Therefore, the influence of HAcAms on cellular energy metabolism
remains controversial.

The endoplasmic reticulum (ER) is another essential organelle that acts as the
transportation system of the eukaryotic cell and executes many important cellular
functions. For example, ER-mediated apoptosis is an additional apoptotic pathway
to mitochondria- and death receptor-dependent apoptotic pathways. ER signaling,
through ER stress proteins such as glucose-regulated proteins, was shown to be
involved in the apoptosis caused by IAcAm exposure in pig kidney epithelial cells
(LLC-PK1) (van de Water et al. 1999). IAcAm acted through ER-signaling because
of its alkylating properties. It is unclear if other HAcAms have a similar effect on
ER, thus this toxicity pathway remains to be studied with other DBPs.

N-nitrosodimethylamines

Chloramination can also promote the generation of N-nitrosamines (NAs), an
emerging class of non-halogenated N-DBPs. Among them, N-nitrosodimethylamine
(NDMA), a typical degradation product of NAs, has attracted increasing attention
due to its frequent occurrence and high toxicity (Krasner et al. 2013). There is a
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considerable amount of toxicity data available for NDMA compared to the other
non-halogenated N-DBPs, hence NDMA will be the focus of this section.

According to available literature, NDMA exists in various environmental media
and can be involved inmultiple exposure pathways, whichwould potentially increase
human health and ecological risks. NDMA has been detected in drinking water in
many countries, with most data available, for example, from Canada, the United
States, and China (Mitch et al. 2003; Zhao et al. 2008; Ma et al. 2012). In addition, it
has been reported that NDMAwas more abundant than other NAs in the atmosphere
(Farren et al. 2015) and swimming pools (Walse and Mitch 2008). NDMA can
enter the human body via direct intake of drinking water or via food and medicine
where it is formed unintentionally. Therefore, the body burdens of NDMA have
been concerning for a long time. In a recent study, NDMAwas detected in the blood
of Russian children at levels ranging from 100 to 900 ng/L (Zaitseva et al. 2018).
NDMA was also detected at the highest frequency among nine NAs in the urine of
the residents of two Chinese cities, and its average concentration was the second-
highest after N-nitrosodiethylamine (NDEA) (Zhao et al. 2019). NDMA is the most
concerning DBP in the family of NAs. Due to its established occurrence in the public
water system, NDMA was placed in the drinking water contaminant candidate list
(CCL 4) by the US EPA. The World Health Organization (WHO) set a guideline
value of 100 ng/L for NDMA in drinking water, while the California Department of
Public Health has lowered the allowed NDMA level to 10 ng/L.

Hepatotoxicity and Carcinogenicity

NDMA-associated health concerns have been known for longer than for most other
DBPs. Because of its unintentional production in the cured meat, fish, vegetables,
and during smoking (Herrmann et al. 2015; Tricker and Preussmann 1991), NDMA
was known for its hepatotoxicity and potential carcinogenicity before NAs were
regarded asDBPs.Hepatic necrosis fromexposure to a high dose ofNDMAcan cause
lethality, while there is no specific agent for the intoxication of NDMA. Intraperi-
toneal injection of NDMA caused cirrhosis-like symptoms in male Wistar rats,
including collagen fiber deposition, severe centrilobular necrosis, focal fatty changes,
bile duct proliferation, bridging necrosis and fibrosis surrounding the central veins
(George et al. 2001). The cumulative exposure to NDMA through diet is suspected
to be a cause of the high incidence of liver cancer in certain regions.

NDMA was labeled as Group 2A “Probably carcinogenic to humans (limited
evidence of carcinogenicity in humans)” by the International Agency for Research
on Cancer, and Group B2 “Probably carcinogenic to humans with little or no human
data” by the US EPA. Both classifications have taken into consideration the data
indicating NDMA carcinogenicity in lab animals. In addition, there exists some
human data that indicate the connection between NDMA exposure and cancer risk.
As mentioned above, the tumors induced by NDMA often occur in the liver, but
also the whole digestive and excretory system including the esophagus, stomach,
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kidney, and gut are the targets (White 2020). The epidemiological investigations have
revealed that exposure to NDMA in food is linked with a higher risk of colorectal
cancer, exclusively rectal carcinoma (Zhu et al. 2014). Also, the high incidence of
esophageal cancer in some regions of China was confirmed to correlate with long-
termdietary nitrosamines includingNDMA(Tricker andPreussmann1991).Besides,
the carcinogenicity of NDMA has been demonstrated in many in vivo toxicological
studies. For example, rats exposed to NDMAvia inhalation developed nasal, hepatic,
pulmonary and renal tumors (Klein et al. 1991; Pottegard et al. 2018) and mice
exposed via drinking water developed hepatic and renal tumors (Clapp and Toya
1970). The administration of NDMA to pregnant mice increased the frequency of
hepatic and pulmonary tumors in the offspring (Anderson et al. 1989). US EPA has
assigned an estimated specified cancer risk level (10–6) for NDMA in drinking water
at 0.7 ng/L, and WHO suggests that 0.1 μg/L of NDMA in drinking water would be
associated with 10–5 cancer risk.

Genotoxicity

NDMA has been demonstrated to be genotoxic in many in vivo and in vitro studies.
This is connected to the carcinogenic properties of NDMA in rodents and prob-
ably humans. A detailed summary concerning the genotoxicity of NDMA has
been prepared by the Agency for Toxic Substances and Disease Registry (ATSDR
1989). In in vitro tests, NDMA causes the increased frequencies of gene muta-
tions, DNA damage, and genetic material aberration in a wide variety of cell lines
and mammalian primary cells, including without metabolic activation, suggesting
the structural properties of NDMA cause mutagenicity. The genotoxicity for five
nitrosamine DBPs, N-nitrosopiperidine (NPIP), N-nitrosopyrrolidine (NPYR), N-
nitrosomorpholine (NMOR), N-nitrosodiphenylamine (NDPhA), and NDMA, in
drinking water, were analyzed and compared using Salmonella typhimurium strain
YG7108 andChinese hamster ovary (CHO) cells (Fujita andKamataki 2001;Wagner
et al. 2012). The descending rank order ofmutagenicitywasNDMA>NPIP>NMOR
> NDPhA > NPYR. Since NDPhA induced genotoxicity only at one concentration
and NPYR was not genotoxic, it was suggested that the generation and occurrence
of NDMA, NPIP and NMOR should be the focus of future studies. However, in
another study with HepG2 cells, NDMA exhibited genotoxic activity only at very
high concentrations as tested with micronucleus and comet assays (Valentin-Severin
et al. 2003). Similar results were also obtained for NDMA and NDEA using the
human lymphoblastoid TK6 cell line (Liviac et al. 2011).

Genotoxic effects of NDMA have also been established in in vivo studies
early on. For instance, the analysis of SCE was used as a predictive assay for
the carcinogenicity of NDMA and other four alkylating agents (Neft and Conner
1989). The study harvested multiple murine tissues including bone marrow, alve-
olar macrophages, regenerating and intact liver, and kidney. NDMA (0.03–0.27
mmol/kg) exposures significantly increased SCE in all tissues. Classic clastogenic
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effects including SCE, micronuclei, and chromosome aberrations were also found
in hepatocytes of F334 rats after in vivo exposure to hepatocarcinogens, whereas
the genotoxicity induced by NDMA was overall higher than in the case of known
mutagens carbon tetrachloride (CCl4) and 2-acetylaminofluorene (2-AAF) (Sawada
et al. 1991). However, in other studies, NDMA was regarded as a weak inducer of
micronuclei in many tissues, including bonemarrow and peripheral blood (Sato et al.
1992), but its effect was more significant in mouse testicular cells (Cliet et al. 1993).
In a recent study, 5 mg/kg NDMA treatment significantly increased the frequency
of micronuclei in bone marrow cells, and elevated DNA fragments in the liver and
kidney of rats (Adeleke and Adaramoye 2016). The contradictory results may be
caused, in part, by the methodological challenges involved in the application of
genotoxicity assays. For example, in marine mussel Mytilus edulis L., the DNA
damage responses to NDMA were much weaker than to H2O2, indicating that the
comet assay was possibly insensitive to NDMA (Wilson et al. 1998).

The epigenetic effects of NDMA have been studied for the past four decades,
mostly focusing on the measurements of abnormal methylation of bases in the
genome (Liteplo and Meek 2001). A rodent study showed that N7-methylguanine
(N7-meG) and O6-methylguanine (O6-meG) were the main DNA adducts formed
following the exposure to NDMA (Diaz Gomez et al. 1986), and a primate study
also highlighted the formation of O6-meG (Chhabra et al. 1995). Small amounts
of N3-methyladenine and O4-methylthymine were concurrently induced in animals
during the exposure to NDMA.

Reproductive and Developmental Toxicity

Reproductive anddevelopmental toxicity are essential criteria in chemical risk assess-
ment. The reproductive and developmental toxicity of NDMA was established by
the studies conducted around the 1980s. For example, NDMA was found to induce
reproductive and developmental toxicity in Holtzman rats, and the toxic effects of
NDMA were greater in pregnant than nonpregnant rats (Nishie 1983). When the
drinking water containing 0.1 mg NDMA/L was administrated to female, Swiss
CD-1 mice before and during pregnancy, the perinatal death of their offspring in
treated mice was significantly higher than in the controls (Anderson et al. 1978). In
another study, conducted with male rats, a single intraperitoneal injection of 30 or
60 mg NDMA/kg body weight induced testicular damage (necrosis or degeneration
of the seminiferous epithelium) (Hard and Butler 1970). The fact that tests of DNA
fragmentation for NDMA were more sensitive in germ cells than bone marrow cells
could also reflect its reproductive toxicity (Cliet et al. 1993).

In a comparative, transplacental study with mice exposed to two kinds of
nitrosamines (NDMA and NDEA), a single intraperitoneal injection of 37 mg
NDMA/kg body weight on day 16 or 19 of gestation resulted in the deaths of the
fetuses in all exposed dams; lethality was not significantly observed following the
administration of 7.4 mg NDMA/kg body weight (Anderson et al. 1989). NDEA
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had no effect when given on day 16 of gestation. In the previous study performed
by the authors, groups of 20 female mice were provided with drinking water
containing 0 or 0.1 mg NDMA/L for 75 days before mating and throughout preg-
nancy and lactation. The proportion of deaths was increased twofold (p < 0.05) in the
NDMA-exposed animals compared with controls (i.e., 20% and 9.9%, respectively)
(Anderson et al. 1978). The intraperitoneal injection of NDMA to pregnant mice
significantly increased the frequency of hepatic tumors in the (especially female)
offspring (Anderson et al. 1989). The fetal body weight was significantly (p < 0.05)
reduced after a single oral dose of 20 mg NDMA/kg body weight was administered
to pregnant rats on day 15 or 20 of gestation (Nishie 1983). In an aquatic model
zebrafish, NDMA exhibited the highest mortality rate (40% at 0.9 mg/L) in embryos
among several unregulated DBPs (in Portugal), and the morphological abnormalities
(max. 38% at 0.4 mg/L) caused by NDMA were prominent (Chaves et al. 2020).

Neurobehavioral Effects

The neural and behavioral effects of NDMA have been explored in a limited number
of studies using conventional rodent models, although the neurotoxicity of NAs has
been demonstrated (Konstantinou et al. 2018). Since neurodevelopment and behav-
ioral phenotypes modulated by neurodevelopment are highly susceptible to external
stimuli during animal early life stages (e.g., zebrafish larvae), this is a sensitive
endpoint for NDMA-induced toxicity which can provide valuable information in
addition to traditional developmental effects (e.g., teratogenesis and developmental
retardation) (Kienle et al. 2009; Powers et al. 2010). Therefore, studying the potential
effects of NDMA on the behavior of larvae of aquatic organisms is expected to be
beneficial for the risk assessment of NDMA.

Locomotion is the basic element for animal behavior which can provide infor-
mation about biochemical and physiological responses of animals to environmental
contaminants (Kane et al. 2004). Compared with certain other behavioral endpoints,
the locomotion can be quantified, thus has the advantage over those indicators which
can only provide qualitative or “yes/no” information. Additionally, the characteris-
tics of ontogenic origin, synchronous development, and optical transparency make
zebrafish larvae an excellent model for high-throughput locomotion tests. With the
recent rapid development of video-based movement tracking systems and matched
protocols, locomotion test based on zebrafish larvae has rapidly developed and gained
great success especially in environmental toxicology (Chen et al. 2011; Zhao et al.
2014). The protocol has also been adjusted for detecting earthworm locomotion (Xu
et al. 2020). To further improve the assessment of neurobehavioural effects of chemi-
cals, a detection system consisting of multiple behavioral tests in zebrafish larvae has
been proposed, which includes three kinds of endpoints, fundamental locomotion,
path angle, and two-fish interaction (Zhang et al. 2017). In addition to locomotion
assessment, the test of path angle indicates zebrafish responses to sensory stimuli
and the test of two-fish interaction (social activity) provides an aspect of cognition.
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Fig. 12.2 Locomotion alternation of zebrafish larvae under the light–dark stimulus upon low-dose
NDMA exposures. a, d: 5 dpf; b, e: 6 dpf; c, f: 7 dpf. Data are expressed as mean ± SEM (n =
8). The significant difference between the control group and the exposure groups is indicated by
the asterisks (*p < 0.05, **p < 0.01) (reprinted from Zhang et al. 2021, copyright © 2021 Elsevier
B.V.)

Following this idea, the behavioral effects of low-dose NDMA exposure on
zebrafish larvae have been studied (Zhang et al. 2021). The indicators including
locomotion (swim distance), path angel, and social activity were used and compared
to investigate the safety of low-dose (0, 0.1, 1, 10, 100μg/L) NDMA exposure to the
embryo-larval stage of zebrafish. The effects of NDMA were tested on neurobehav-
ioral changes in zebrafish larvae 5, 6, and 7 days post fertilization (dpf). Exposure
to different concentrations of NDMA caused hypoactivity and hyperactivity in loco-
motion during dark periods (Fig. 12.2). The swimming distance in four NDMA
exposure groups at 5 dpf had no significant differences compared to the control
group. In contrast, the swimming distance of 7 dpf larvae exposed to 1 μg/L NDMA
was longer than in the control group (p < 0.05), especially in the first dark periods.
100 μg/L NDMA exposure also caused locomotor hyperactivity compared with the
control group in the first two dark periods at 7 dpf. Interestingly, 10 μg/L NDMA
exposure caused locomotor hypoactivity in the last dark period both at 6 dpf and 7
dpf. In addition, the swimming activity was not considerably changed in any of the
NDMA exposure groups relative to the control group during the light periods. As the
system detected locomotion and path angle synchronously, the data of locomotion
was interpreted in light of the path angle. In the straight motion, larvae displayed a
distinct preference to turn right (+) rather than left (−) in both relative and absolute
path angle values. However, during the average and responsive turns, larvae did not
show a distinct preference in orientation. Nevertheless, the absolute value of average
turns of larvae in the 1 μg/L exposure group was significantly higher than in the
control group in the first dark period at 5 dpf and 6 dpf, but there was no significant
difference in the relative value. Moreover, the absolute value of average turns of
larvae in the 100 μg/L exposure group was significantly higher than in the control
group across all dark periods at 5 dpf, while being significantly different only in the
first dark period at 6 dpf and 7 dpf. However, the relative value showed significance
in the straight motion at 5 dpf and average turns at 5 dpf and 6 dpf during the first



288 T. Xu and D. Yin

dark period. On the contrary, the absolute value of the average turning in the 10μg/L
group was significantly lower than in the control group in the last dark period at 6
dpf, and a similar phenomenon also appeared in the relative value in the last two
dark periods at 6 dpf. The numbers of responsive turns had no significant differences
in any of the exposure groups. In the social activity test, 1 μg/L NDMA exposure
adversely impacted the interaction of the larvae by shortening the duration of contact
at 7 dpf, which was an opposite effect in comparison with the results of locomotion
and path angle tests. Meanwhile, the social activity of larvae exposed to 10 μg/L
of NDMA was moderately inhibited during the whole test. On the contrary, a slight
increase in the duration of contact between two fish was observed at 7 dpf in the 100
μg/L group, although it was not significantly different from the control. In general,
exposure to NDMA did not cause an obvious tendency for reduced social activity
with increased exposure concentrations.

By contrast, the tests for developmental toxicity, which are commonly utilized
for toxicity and risk assessment, have not shown a similar level of sensitivity as
the behavioral tests. The two high-dose groups (10 μg/L and 100 μg/L) of NDMA
exposure slightly inhibited the hatching process of zebrafish embryos at 72 hpf.
Furthermore, there were no significant differences in the survival rates in any of the
exposure groups compared with the control group regardless of the exposure time.
The survival rate was higher than 90% even in the group exposed to NDMA at the
maximum concentration (0.1 mg/L), which was higher than the 86% survival rate at
0.08mg/LNDMA reported previously (Chaves et al. 2020). The comparison demon-
strated that the behavioral test is expected to be a convenient method for screening
and assessing the toxicity of trace levels of DBPs in drinking water. Besides the
sensitivity of behavioral responses, the precise measurement of larval locomotion is
the reason for the superior performance of behavioral tests compared to the develop-
mental toxicity tests which use poorly quantifiable morphological phenotype as an
endpoint.

Underlying Mechanisms

The hepatotoxicity and carcinogenicity of NDMA are closely connected with its
liver metabolism. Because NDMA intake is often through the diet and metabolic
activation of NDMA occurs in the liver, hepatic damage is the most concerning
effect of NDMA, which is different from other types of DBPs. Via the cytochrome
P450 (CYP2E1)-dependent Phase I (oxidation) metabolism and a series of subse-
quent chemical transformations NDMA transforms to methyl diazonium, an alky-
lating agent. According to the theory of chemical carcinogenesis, alkylating agents
contribute to the induction of tumors. NDMA is the intermediate product in the
metabolism of methylamines, and this is the primary reason why methylamines are
carcinogenic (Smith et al. 1994).

Many toxicological outcomes, especially carcinogenicity of NAs, including
NDMA, can be attributed to the compounds’ alkylating properties (Tricker and
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Preussmann 1991). As mentioned before, regarding DNA alkylation by NDMA, the
proportionof the producedO6-meGwas the secondhighest afterN7-meG in alkylated
bases (Diaz Gomez et al. 1986), and the methyl group in O6-meG could efficiently
inactivate the alkyltransferase which is in charge of removing the adducts fromDNA
(Pegg et al. 1995). The attack at the O6 position of guanine is regarded as the primary
mechanism for a wide range of biological effects including cell death, mutation, and
cancer (Margison et al. 2002). In rat liver cells, only the alkylating agents which
give rise to substantial DNA O-alkylation induced persistent genotoxicity (Tates
et al. 1986). The accumulation of N7-meG, as well as O6-meG, were associated
with the hepatocarcinogenesis of NDMA (Souliotis et al. 2002). Besides, the simple
and symmetrical structure of NDMA and NDEA favor maintaining a common, high
metabolic activity among various animal tissues (Tricker and Preussmann 1991).
The above reasons possibly make NDMA more potent in metabolic activation than
most of its derivatives. The primary mechanism for the carcinogenicity of NDMA
has been proposed to be the transition of GC-AT as a result of O6-meG in the codon
12 of K-ras protooncogene (Belinsky et al. 1989). This mechanism has also been
demonstrated in nonmammalian vertebrates. Exposure of Japanese medaka (Oryzias
latipes) to NDMA induced hepatic tumors, while a point mutation at codon 16 of ras
was reported in addition to the mutation in the previously reported codon 12 (Liu
et al. 2003).

Oxidative stress as a universal toxicity mechanism is also involved in the adverse
effects of NAs, which mainly manifests as the loss of mitochondrial membrane
potential, lipid peroxidation, depletion in antioxidants, and ROS generation (Oliveira
et al. 2013). For the case of NDMA, upregulated expression of Bcl-2 and nuclear p53
in NDMA-exposed male Wistar rats indicated the adaptive mechanism for the ROS-
related apoptotic activity of NDMA (Adeleke and Adaramoye 2016). NDMA was
shown to induce a high ratio of apoptotic cells in polymorphonuclear neutrophils
(PMNs) via both death-receptor-mediated and mitochondrial apoptotic pathways
(Iwaniuk et al. 2019). Since PMNs naturally generate ROS and reactive nitrogen
species (RNS) including nitric oxide through enhancing the expression of inducible
nitric oxide synthase (iNOS), which possibly, in turn, promotes in vivo synthesis of
NDMA (Jabłoński et al. 2006; Dubey et al. 2016). Besides, oxidative stress has been
identified as a contributing factor to the carcinogenicity of NDMA. NDMA exposure
induced histopathological symptoms of developing hepatocarcinoma, along with
impacting the levels of mitochondrial ROS, lipid peroxidation, cytochrome C, and
iNOS expression (Ghosh et al. 2012). The toxicological effects of NDMA associated
with the induction of oxidative stress are believed to be related to the alkylating
properties of the compound (Ahotupa et al. 1987).

Other Typical DBPs

The definition of DBPs, in theory, includes any chemical species which exists in
the drinking water matrix and is influenced by different disinfectants. Thus, it can
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be estimated that DBPs include a large number of various compounds. However,
only a small fraction of DBPs have been identified and are regulated. Most of
them are halogenated methanes (primarily chlorinated and brominated THMs),
and the rests are chlorinated HAAs, NDMA, trichloroacetaldehyde, dichloro- and
dibromoacetonitriles, and some disinfection-related inorganic salts.

Trihalomethanes

THMs (except iodinated THMs) are not emerging DBPs; they were the first DBPs to
be identified in disinfected water (Landi et al. 2003). For example, trichloromethane
or chloroform (CHCl3) which has been regarded as a toxicant and carcinogen for a
long time, is themost prevalent compound amongDBPs and can contribute up to 85%
to total THMs (Monarca et al. 2004; Lodhi et al. 2017). In the guidelines of WHO
and China, the limits for four kinds of chlorinated and brominated THMs have been
set, but for European Union, the US, and Canada, the total level of all THMs is used
as an overall indicator for potentially harmful compounds in the disinfected water.
Therefore, THMs are so far the DBPs that attract the most concerns in regulation
and scientific research, although their adverse health effects have not still been fully
elucidated.

Studies have shown that exposure to THMs may lead to colon, bladder, and
rectal cancers, reproductive disorders, birth defects, and miscarriage (Hildesheim
et al. 1998; Villanueva et al. 2004; Wright et al. 2004). For example, one of the
major THMs, bromodichloromethane (BDCM) is found almost exclusively in the
disinfected drinking water, while only less than 1% of BDCM is naturally formed
by algae in the ocean. BDCM is believed to be a more potent acute toxicant than
CHCl3 based on the study where BDCM and CHCl3 were administered by gavage
to male Fischer 344 rats (Keegan et al. 1998). After studying the hepatic toxicity
and renal toxic effects in the rats, it was found that kidneys were more sensitive
target organs to BDCM than liver, which was consistent with previous epidemi-
ological studies regarding the relationship between the THMs in drinking water
and urinary tract cancer (Cantor et al. 1978). Both BDCM and CHCl3 are metab-
olized in the organism into similar transformation products, mainly free radicals
of phosgene and dichloromethyl. BDCM has been shown to have a greater poten-
tial for forming free radicals and binding to macromolecules than CHCl3 (Waller
and McKinney 1993). In addition, the difference in their toxicity is suggested to be
driven by the different formation rates of free radicals. Consumption of drinking
water containing BDCM possibly caused mortality and some clinical signs in CRL
SD rats, while the no-observed-adverse-effect level (NOAEL) value of BDCMwas at
50mg/Lwhichwas 5125–15,750 times of the human adult exposure level. This result
suggested that BDCM possesses a low risk to human reproduction and development
(Christian et al. 2002). Furthermore, in another study of joint toxicity of regulated
THMs (including DCM) and HAAs, the mixture did not induce significant toxi-
city in SD rats (Narotsky et al. 2015). However, among 300 chemicals identified in
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drinking water in the US, BDCM, along with other brominated methanes, including
bromoform, bromomethane, dibromomethane, bromochloromethane, and chlorodi-
bromomethane, showed dose-dependent mutagenic responses in S. typhimurium
TA100 assay (Simmon et al. 1978).

The existence of iodinated THMs mainly depends on the iodine substances in the
source water, and in most cases, they account for only a small proportion in total
THM residues (Cancho et al. 2000). During the chlorination, naturally occurring
iodine in water can be quickly oxidized to iodide (in the form of highly reactive
hypoiodous acid orHOI), which can be further oxidized to iodate (IO3

−) (Bichsel and
von Gunten 1999). However, in chloramination, HOI is not transformed to less toxic
IO3

−. This is the reason why chloramination disinfection leads to the accumulation
of I-DBPs (Krasner et al. 2006; Liu et al. 2019). As a class of emerging DBPs,
the toxicological studies concerning I-THMs are relatively few, but they are widely
believed to possess higher cytotoxic and genotoxic potentials than the chlorinated
and brominated analogs (Wagner and Plewa 2017).

Haloacetic Acids

HAAs are formed in drinking water during various disinfection processes, including
chlorination, chloramination, and ozonation, while slightly acidic source water and
high organic matter content contribute to the elevated amounts of HAAs. HAAs,
along with THMs, are used as indicators for harmful levels of DBPs in drinking
water, whereas chlorinated HAAs have been the focus of the health effect studies.

Two kinds of chlorinated HAAs, trichloroacetic acid (TCA) and dichloroacetic
acid (DCA), are ubiquitously found in disinfected drinking water up to 87.5–170
μg/L (Parvez et al. 2011). DCA or TCA in drinking water at a concentration of 5
g/L induced hepatocellular carcinomas in 81 and 32% of tested male B6C3Fl mice,
respectively (Herren-Freund et al. 1987). After a 90-day subchronic exposure, both
DCA and TCA produced substantial systemic organ toxicity to the liver and kidney.
Nevertheless, the doses used in these studies were much greater than those expected
to occur in the environment. Also, high doses of DCA and TCA have been associated
with teratogenicity and adverse effects in pregnant rats. For example, exposure to
DCA during the pregnancy resulted in teratogenic effects, particularly fetal heart
malformations, in Long-Evans rats (Epstein et al. 1992). Fetal death, weight loss and
deformities (cardiovascular and orbital deformities) were observed in the pregnant
Long-Evans rats exposed toTCA in the drinkingwater (Smith et al. 1989). In addition,
erythrocyte damage and intravascular hemolysis, spleen and kidneyweight increased
in the pregnant rats. The studies, although conducted with relatively high doses of
TCA, suggested that in case TCA is transported to and retained long-term in the
fetoplacental unit, and swallowed or skin-absorbed by the fetus, the exposure can
potentially lead to adverse effects to the fetus.

Brominated HAAs are also prevalent DBPs in drinking water usually accompa-
nied with chlorinated HAAs. A study with CD-1 mice indicated that the embryonic
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toxicity of dibromoacetic acid (DBA) and bromochloroacetic acid (BCA) may be
mediated in part by protein kinase C inhibition and apoptosis modulation (Ward
et al. 2000). Epidemiology studies are now underway to relate haloacid exposure
with compromised semen quality in men. Dibromoacetic acid (DBA), dichloroacetic
acid (DCA), and BCA have all been shown to delay spermiation in the testis. As
demonstrated in multiple rodent experiments, DBA can affect the male reproduc-
tive system through reduced sperm quality. For example, this effect was found after
administrating DBA at a dose of 2 mg/kg by gavage to rats (Kaydos et al. 2004;
Klinefelter et al. 2004) and a dose of 1 mg/kg by drinking water to rabbits (Veera-
machaneni et al. 2007). In vitro experiments with newly matured ovarian follicles of
Sprague–Dawley rats, exposed to DBA, showed decreased progesterone secretion
(Goldman andMurr 2002). The toxicological effects were caused by the disturbance
of mitochondrial cholesterol transport by steroidogenic acute regulatory protein,
along with a possible impact triggered by human chorionic gonadotropin added to
the rat preovulatory follicles to assess progesterone secretion. DBA exposure in the
drinking water (20–161 mg/kg/day) to adolescent male and female Fischer 344 rats
for 6 months produced neuromuscular toxicity including concentration-dependent
effects (limb weakness, mild gait abnormalities, hypotonia, sensorimotor depression
and decreased responses to a tail-pinch and click) and effects only at the highest
concentration of 161 mg/kg/day (decreased activity and chest clasping) (Moser et al.
2004). In neuropathological evaluation, the major symptom was the degeneration
of spinal cord nerve fibers and cellular vacuolization in spinal cord gray matter and
white matter tracts.

The concentrations of iodinated HAAs in drinking water are commonly lower
than other kinds of HAAs; for example, iodoacetic acid (IAA) has a maximum value
of 2.18 μg/L in Shanghai, China (Wei et al. 2013). Studies have shown that, at
these concentrations, IAA can induce significant toxicological consequences and
potentially pose risks to human health over lifetime exposure. IAA and iodoform
(IF), the tri-iodinated THM, exhibited cytotoxicity and genotoxicity to the primary
mouse embryonic fibroblast cells (NIH3T3 cell line) with LC50 = 2.77μMand 83.37
μM, respectively (Wei et al. 2013). Both compounds induced significantly increased
DNA damage as quantified using SCGE and γ-H2AX phosphorylation assay, while
IAA also promoted in vitromalignant transformations in NIH3T3 cells. After trans-
plantation into Balb/c nude mice, these IAA-transformed cells produced aggressive
fibrosarcomas. Toxicogenomic studies using nontransformed human small intestinal
epithelial cells (line FHs 74 Int) demonstrated that a set of mono-HAAs, including
IAA, modulated the expression of genes involved in DNA repair and cell cycle
progression even within 30 min exposure (Attene-Ramos et al. 2010). Plewa et al.
demonstrated that iodoacetic acid (IAA) was more mutagenic, genotoxic, and cyto-
toxic in S. typhimurium and mammalian cells than bromoacetic acid or chloroacetic
acid (Plewa et al. 2004). Compared with chlorinated and brominated HAAs, IAA
exerted stronger impacts on cell cycle regulation and apoptosis control.
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Aromatic DBPs

Almost 700 types of DBPs have gradually been identified and confirmed in drinking
water or reclaimed water by now, most of which are aliphatic DBPs (Yang and
Zhang 2016). Nevertheless, it is estimated that there are still numerous unknown
DBPs remaining to be identified, and among them, there is possibly a large number of
aromatic DBPs. The presence of benzene rings confers unique physical and chemical
characteristics on aromatic DBPs, which can cause different toxicological effects
compared to aliphatic DBPs (Liu and Zhang 2014). For example, the newly identified
halophenolic DBPs were significantly more toxic than classical THMs and HAAs
which are regulated by the US EPA.

Halogenated phenols and benzoquinones are earlier discovered aromatic DBPs,
with more potent toxicity than halohydroxybenzaldehydes and halohydroxybenzoic
acids (Zhang et al. 2020). Using T24 bladder cancer cells, four kinds of halobenzo-
quinones were tested and the results showed that halobenzoquinones triggered the
generation of intracellular ROS, genomic DNA damage, and protein carbonylation
(Du et al. 2013). High-throughput microarray analysis revealed that 4-h dibromoben-
zoquinone exposure (4.6 × 10–5 mol/L, 10% maximal inhibitory concentration) to
nontransformed human cells significantly impacted the inflammatory response path-
ways, possibly through ROS production (Prochazka et al. 2019). Before being iden-
tified as a new class of DBPs, halogenated phenols as legacy pollutants have been a
topic of toxicological studies for decades because of their occurrence in industrial,
agricultural, andmedicalwastewater. This newwave of research has focused on using
in vitro toxicological tests for elucidating the mechanisms of action of halogenated
phenols. For example, experiments with human extended pluripotent stem (EPS)
cells indicated that the phenolic halogenated DBPs possibly have specific effects on
human embryo development in the early stage of pregnancy (Liu et al. 2021).

Similar to aliphatic DBPs, the addition of nitrogenous groups or bromine/iodine
atoms will enhance the toxicity of aromatic DBPs (Liu et al. 2020). The functional
groups of phenyl DBPs determine their site of binding in antioxidant enzymes (e.g.,
catalase) and modulate the binding energy, which influences their toxic potency
(Zhang et al. 2020). Based on the results of in vitro and in vivo toxicity studies, it
can be concluded that nitrogenous phenyl DBPs are generally more toxic than non-
nitrogenous phenyl DBPs and the toxicity follows the order of halonitrophenols >
halophenylacetonitriles > halophenols > halohydroxybenzaldehydes > halohydrox-
ybenzoic acids (Zhang et al. 2018, 2020). In the comparison between iodinated
phenyl and iodinated aliphatic DBPs using HepG2 cells, overall, iodinated phenyl
DBPs exerted higher cytotoxicity with the exception that IAAwas themost cytotoxic
in this study (Hu et al. 2018b). 2,4,6-triiodophenol and 2,6-diiodo-4-nitrophenol also
exhibited relatively severe developmental toxicity on marine polychaete Platynereis
dumerilii (Yang and Zhang 2013).



294 T. Xu and D. Yin

Risk Assessment of DBPs

Thehealth risks of environmental pollutants, includingDBPs, encompass two factors:
hazards (i.e., the toxicity of the pollutants) and exposure (i.e., the concentration of
pollutants in the human body or environmental matrix). Compared with the concen-
tration of pollutantswhich can be precisely determined by various physical, chemical,
and biochemical means, much more uncertainty and variability are associated with
the toxicity testing, especially establishing dose–response (or effect) relationships of
pollutants. Some of the issues associated with the assessment of the potential risks
of DBPs include:

1. Since DBPs often do not exert acute effects on cell viability, which is the most
common endpoint in in vitro studies, it is challenging to establish the standard
measures of toxicity, such as EC50 or IC50. The difficulties in establishing the
full dose–response are caused by the need to use very high concentrations of
DBPs where their water-solubility is limited. To overcome this experimental
obstacle, EC50 or IC50 values are sometimes obtained by extrapolation which
is not a good practice in toxicology. Clearly, more sensitive toxicity endpoints
for the assessment of DBP toxicity are needed to enable the hazard evaluation
and categorization of the compounds.

2. Although for regulatory purposes experiments in rodent models are required,
in vitro cell models are useful for preliminary and rapid toxicity evaluation.
However, the test results from different cell models often vary significantly,
especially for a large and diverse group of chemicals such as DBPs. Thus, to
enable universal comparison andmaximum benefit of the obtained toxicity data,
decisions about suggested and most appropriate in vitro test systems for DBP
hazard assessment are necessary.

The most commonly used in vitro test system for cytotoxicity and genotoxicity
assessment of DBPs are the rodent-derived CHO cells (Plewa et al. 2002; Richardson
et al. 2007; Wagner and Plewa 2017). To date, almost all known DBPs have been
tested in this cell model. An indicator named cytotoxicity index (CTI), for the calibra-
tion and comparison of the toxicity potentials of various DBPs has been established
(Wagner and Plewa 2017). For a certain DBP, the CTI mathematically equals the
reciprocal of %C1/2, which was adopted in the original article of Plewa et al. (2002)
and close to the meaning of the median lethal concentration (LC50) or the half-
maximal inhibitory concentration (IC50). Here we used a more common concept
LC50 in the formula.

CTI = 1

LC50

The advantage of the indicator is that it allows the comparison of the cytotoxicities
of different DBPs. The larger CTI indicates the potential to induce more significant
cytotoxicity. Similarly, the genotoxicity of DBPs has been evaluated by calculating
the genotoxicity index (GTI), which equals the reciprocal of 50%DNA tail moment.
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However, both CTI and GTI are the functions of a single factor of toxicity. Since the
increasing demand for drinking water safety assessment requires the evaluation of
actual health risks ofDBPs,which take into account the environmental concentrations
of DBPs, an approach has been applied where the CTI or GTI values for individual
DBPs in the drinking water of a specific location are summarized:

CT I =
∑ DBP concentration (M)

LC50

Such calculation has been applied in the studies regarding the evaluation of
drinking water safety, especially in the Yangtze River Delta of China (Hu et al.
2018a; Wu et al. 2020).

In some studies, the sum of CTI and GTI was adopted to reflect the total potential
influences of DBPs on human health. This can be regarded as an effort expected to
improve the accuracy of risk evaluation by integrating the risks from cytotoxicity
and genotoxicity of DBPs, but the defects in the idea need to be indicated. First, the
basic form of the above formulas of CTI calculation is acceptable. It is similar to the
risk quotient (exposure/toxicity) used by the US EPA to assess the ecological risk
of pesticides (Backhaus and Faust 2012). Second, the strategy of simple summation
(“CTI+GTI”) is problematic because the connotations of the two indices have some
overlaps. The mechanisms of genotoxicity tests (e.g., DNA damage) will usually
lead to cell death, the primary reason for inducing the cytotoxicity. The summing
is not only unnecessary but can introduce new errors into the calculation. In the
ecological risk assessment based on in vivo invertebrate data, toxicity metrics for risk
calculation only includes lethality and does not integrate it with developmental or
reproductive toxicity. Therefore, cytotoxicity (LCx/ECx of cell proliferation) should
suffice for characterizing the risks. Third, LC50 (or %C1/2) has been applied in
many cases when calculating CTI values, however, it may not the most suitable even
when no extrapolation has been used in establishing the LC50. LC50/EC50 lies in
the middle section of the dose–response curve and does not reflect the low-level
toxicity (the beginning of the curve). Traditionally LC50/EC50 is not a recommended
threshold for chronic toxicity; the thresholds including EC10, EC20, or NOEC (no-
observable-effect concentration) are optimal. Considering that drinking water intake
constitutes lifetime exposure to the micropollutants in water, lower-level toxicity
thresholds (instead of LC50/EC50) should be applied both in chronic or acute toxicity
assessments.

Regarding the choice of suitable in vitro cell models for DBP testing, despite the
popularity ofCHOcells so far,modelswhichmore closely represent the in vivo targets
of DBPs such as kidney and bladder would be more suitable. The kidney is a primary
organ for removingwaste from the blood and excreting the waste in the form of urine.
It is also essential for the detoxification and the regulation of water and salt home-
ostasis, which establishes the plausible logical relationship between kidney damage
and the intake ofDBPs in drinkingwater.Human embryonic kidneyHEK293 cells are
well known for their application as vectors in transfection and have also been used
in functional, biochemical, and toxicological studies (Stepanenko and Dmitrenko
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2015). In addition, they are human-derived. Therefore, HEK293 cells are possibly a
good model for studying the adverse effects of DBPs on human health. For example,
in a comparative cytotoxicity study with HEK293 cells, 10 DBPs were included,
five iodo-THMs containing chlorodiiodomethane (CDIM), dichloroiodomethane
(DCIM), bromochloroiodomethane (BCIM), dibromoiodomethane (DBIM), and
bromodiiodomethane (BDIM), threeHAcAms containingCAcAms,DCAcAms, and
TCAcAms, and two haloacetaldehydes containing tribromoacetaldehyde (TBAL)
and trichloroacetaldehyde (TCAL) (Chen et al. 2019). The toxicity order according
to the EC10 values was TBAL > CDIM > CAM>DBIM≈DCIM > BCIM >DCAM
≈ TCAM > TCAL > BDIM. The results were different from these obtained with the
CHO cells (line AS52) in another study, which reported the order: BDIM > DBIM >
BCIM ≈ CDIM > DCIM (Richardson et al. 2008). However, although CHO cell is a
successful cell model in genetics, it is controversial to apply CHOmodels to identify
the human health risks of DBPs because they have basic metabolic processes that
differ from those of the cell lines from a human source, which can potentially affect
the results of toxicologic experiments using CHO cell. Therefore, in the study of the
relationship between DBP intake in drinking water and human health, CHO may be
gradually replaced by the cell model derived from human cells.

The risk assessment of DBPs can be presented in the form of an environmental
potential risk quotient (PRQ):

PRQ = PEC

EC10

where the PRQ is calculated as the predicted environmental concentration (PEC)
of each DBP divided by its corresponding EC10 value in the cell proliferation test.

According to the study concerning the concentrations of DBPs in drinking water
systems of the Yangtze River Delta, most of them ranged from the level of ng/L
to μg/L (Wang et al. 2015). After being divided by EC10 values obtained based
on the cell viability tests, the calculated PRQ of most DBPs ranged from 10−2 to
10−4, except for that of TBAL due to the lack of monitoring data (Table 12.1).
Obviously, the choice of toxicity indicator will influence the range of PRQ. NOEC
is theoretically the best parameter to use in PRQ calculation, however, there are
challenges primarily from the difficulties in acquiring the accurate NOEC values. In
the case of using ECx value in PRQ equation, it has been suggested that EC10 values
have certain advantages over other ECx values (Beasley et al. 2015). Considering that,
through drinking water, humans are exposed to low doses of DBP mixtures over a
long time, the EC10 is more suitable than an acute toxicity threshold like EC50.
The total risk of DBPs was further estimated using the sum of the PRQs (�PRQs).
The accuracy of �PRQs remains controversial because the modes of joint exposure
are too complex. In addition, summarizing individual PRQs does not necessarily
reflect accurately the effects of DBPs with different toxic mechanisms. However,
when mechanisms of DBP mixtures are unknown or unfit for standard models, the
addition is unavoidable. It can be expected that the large number of DBPs in the
mixture will possibly reduce the error derived from the addition.



12 Mechanisms of Action of Emerging Contaminants… 297

Table 12.1 The calculated predictive risk quotients (PRQs) of DBPs in drinking water systems,
reprinted from Chen et al. (2019), copyright © 2019 Elsevier B.V.

Conclusions

The toxicological studies regarding the chemical compounds now considered as
DBPs have historically proceeded in twophases.At the early stage, some compounds,
included currently amongDBPs,were of concernprimarily because theywere present
in food and medicines, or posed a threat in occupational settings. For toxicity assess-
ment, animal experiments were common at this stage and the focus was on the
mechanisms of single DBPs. Recently, the legacy pollutants have been identified
also as DBPs in drinking water and their toxicity has been assessed along with the
toxicity of emerging DBPs in many comparative toxicity studies. Recent studies are
focused on rapid and high-throughput cell-based analysis, generating large amounts
of dose–response data based on established toxicity endpoints, while large knowl-
edge gaps still remain regarding the mechanisms of action of emerging DBPs. There
is also an urgent need for assessment of the potential risks of co-exposures tomultiple
DBPs in drinking water and for the development of suitable methods for this anal-
ysis. From the perspective of risk assessment, future work is expected to focus on
developing and universal application of suitable in vitro tests for assessment of the
adverse effects of each group of DBPs considering their specificmechanism of action
and the biological target.
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Chapter 13
Adverse Outcome Pathway
Network-Based Chemical Risk
Assessment Using High-Throughput
Transcriptomics

Pu Xia, Pingping Wang, Wendi Fang, and Xiaowei Zhang

Abstract The lack of adequate toxicity data for the vast majority of chemicals in
the environment has spurred the development of high-throughput transcriptomics
(HTT) to support pathway-based screening of chemicals. The main challenge is how
to decipher molecular response into adverse effects from omics data. This chapter
describes an adverse outcome pathway (AOP) network-based approach for chem-
ical screening using HTT in a compendium of human cells. First, the methodology
for conducting HTT, concentration-dependent modeling analysis and AOP network
analysis is introduced. Two case studies are presented: (1) cross-species compar-
ison of transcriptomic dose–response of short-chain chlorinated paraffins and (2)
high-throughput transcriptomics screening of chemicals with various known modes
of action using human cells, which demonstrate the ability of HTT for chemical
screening, classification and tiered chemical risk assessment by HTT-based AOP
network profiles. In summary, the AOP network-based chemical screening provides
a rapid and efficient omics-based approach for ranking, clustering and assessment of
chemical hazards.

Introduction

Amajor challenge for chemical risk assessment is the lack of sufficient toxicological
information for thousands of chemicals. The numbers of registered chemicals are
approximately 140,000, 85,000 and 45,600 in Europe (ECHA 2016), USA (EPA
2016) and China (MEE 2013), respectively, while the majority of chemicals have
inadequate toxicity data. Toxicology in the twenty-first century has envisioned a
shift from traditional animal-based experiments to the mechanistic understanding of
biological pathways via high-throughput screening (HTS) (Collins et al. 2008; Dix
et al. 2007). In the last decade, in vitro bioassays (e.g., US EPA ToxCast and Tox21
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programs), were extensively applied to characterize the concentration responses of
>10,000 chemicals on hundreds of molecular targets (Richard et al. 2016). However,
in vitro bioassays are limited to the targeted biological endpoints within known toxi-
cological pathways, which cannot capture the molecular signals over comprehensive
biological space (Gaytán and Vulpe 2014; Huang et al. 2018; North and Vulpe 2010).

High-throughput transcriptomics (HTT) that canmeasure global gene expressions
in cellular systems is a transformative phase of HTS to allow large-scale screening
of chemicals (Dai 2018; Harrill et al. 2019; Mav et al. 2018; Zhang et al. 2018).
Concentration-dependent HTT is a powerful approach to characterize chemical
concentration-dependent responses of comprehensive biological pathways, which
can be used to derive transcriptional point-of-departure (PODT) as potency thresh-
olds and estimate putative molecular mechanisms (Farmahin et al. 2017; Thomas
et al. 2007, 2013). Our previous works have developed and applied HTT platforms
in both human cells and zebrafish embryos for the screening of environmental chemi-
cals (Fang et al. 2020;Wang et al. 2018, 2020a, b; Xia et al. 2017, 2020b; Zhang et al.
2018, 2020). US EPA ToxCast Phase III recently demonstrated the ability of HTT to
yield PODT aligned with previous ToxCast high-throughput in vitro screening assays
(Harrill et al. 2021; Ramaiahgari et al. 2019). However, omics has a longstanding
limitation in translating molecular perturbations into apical toxicity, which relies
heavily on expert-based interpretation (Herwig et al. 2016).

The adverse outcome pathway (AOP) framework uses amodular structure to orga-
nize existing knowledge concerning the linkage between a molecular-level pertur-
bation of a biological system and the adverse outcome(s) that the perturbation by
chemicals may cause (Doering et al. 2018). An AOP describes a consecutive chain of
key events (KEs) that link a molecular initiating event (MIE) to an adverse outcome
(AO) across different levels of biological organization (Ankley et al. 2010). Efforts
have been made to incorporate omics data into the description of KEs (Labib et al.
2015; Martens et al. 2018; Nymark et al. 2018). Genome annotations (e.g., Gene
Ontology or GO terms) can be manually curated and assigned to each KE in the
AOPs, and these gene-KE assignments can be used to link AOPs with omics data.
Current applications of using omics data to decipher AOP events have been limited
to only a few specific AOPs (Nymark et al. 2018). However, the application of
deciphering omics data in the context of the entire AOP knowledge base is scarce.

Assemblages of AOPs that share one or more KEs can be interconnected to
generate an AOP network (Knapen et al. 2018). AOP network can capture and extend
the diversity of biological perturbations that may occur in different species and target
organs (Villeneuve et al. 2018). For instance, multiple MIEs may contribute to the
same AO within an AOP network. Importantly, incorporation of concentration or
time-response data into the AOP network can help define the potency values of KEs
that can be ranked to identify KEs sequentially affected across dose and time, which
can quantitatively inform the most plausibly impacted pathways by particular chem-
icals (Pollesch et al. 2019; Song et al. 2020). To date, the use of the AOP network
for chemical screening is still in its infancy.

Here, an AOP network-based approach for chemical risk assessment using HTT
is proposed (Fig. 13.1). Briefly, concentration-dependent HTT was conducted to
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(a)

(b)

(c)

(d)

Fig. 13.1 Workflow for AOP network-based analysis of high-throughput transcriptomics (HTT)
data (NoteAOP, adverse outcome pathway; POD, point of departure; KE, key event;MIE,molecular
initiating event; AO, adverse outcome; KER, key event relationship)

profile the concentration–response of thousands of genes and pathways, followed
by deriving PODT values to estimate the transcriptional potency of chemicals. The
perturbed GO terms identified by HTT were matched to AOP KEs to visualize the
specific patterns of perturbed AOP network by chemicals, which can be used to
examine the KEs that were perturbed in a concentration-dependent manner as poten-
tial keymolecular mechanisms. Lastly, the AOP network profiles of chemicals can be
used for chemical classification/read-across. In the following part of this chapter, we
elaborate on the details of conducting, analyzing and applying AOP network-based
chemical risk assessment using high-throughput omics data.
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Pipeline for AOP-Network Chemical Risk Assessment
by HTT

HTT technologies can be categorized into three types by the breadth of genes
measured, including quantitative reverse transcription-polymerase chain reaction
(qRT-PCR) arrays for dozens of genes, e.g., ToxChip array (Crump et al. 2016; Xia
et al. 2020a; Zahaby et al. 2021), reduced transcriptomics using targetedRNA-Seq on
customized panels of hundreds or thousands of genes, e.g., L1000 (Subramanian et al.
2017), S1500+ (Mav et al. 2018) andwhole transcriptome analysis usingmicroarrays
or RNA-Seq (Yeakley et al. 2017). The reduced transcriptomics approach has been
proposed as a cost-effective proxy to whole transcriptome analysis, and it is based
on the principle that a small set of key genes can represent the expression of whole
gene networks (Bild et al. 2006; Dai 2018). Currently, reduced transcriptomics have
been primarily developed for testing chemicals on human cells (Xia et al. 2017) and
zebrafish embryos (Wang et al. 2018). The following sections describe the design,
experimental setup and analysis of reduced transcriptomics for chemical screening.

Design of Reduced Gene Panels

The reduced gene panel should includemaximal coverage of biological pathways and
toxicologically relevant genes (Mav et al. 2018; Zhang et al. 2018). To cover compre-
hensive biological pathways, a data-driven approach is employed by selecting genes
from biological pathway databases (e.g., GO and KEGG), followed by bioinfor-
matic network analysis to extract key genes that play central roles (e.g., biologically-
connected to a majority of genes in a pathway). To select toxicologically relevant
genes, a toxicological-driven approach is used by retrieving genes from existing toxi-
cology testing databases, such as the gene-based endpoints tested in ToxCast and the
genes associated with KEs in AOP Wiki. All the genes collected from data-driven
and toxicological-driven approaches are merged as a reduced gene panel, followed
by validation of the coverage of biological pathways (e.g., whether >95% pathways
were covered by at least three genes of the reduced gene panel). Furthermore, the
ability of the reduced gene panel to represent the whole transcriptomics profiles
should be evaluated by using exiting whole transcriptomics data (e.g., comparing the
performance for clustering different samples by using gene expressions of reduced
genes or whole genome genes). Finally, the panel of reduced genes is submitted
to the targeted RNA-Seq platform to design primers available for next-generation
sequencing. For instance, in the case of amplicon sequencing technology, thousands
of primers for the reduced genes can be synthesized, followed by mixing in one tube.
The mixed primers are optimized for multiplex PCR amplification and the following
transcriptomics sequencing (Li et al. 2015).
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Chemicals and Biologicals

Stock solutions of chemicals are prepared in vehicles (e.g. dimethyl sulfoxide
(DMSO), methanol or water) and stored at −80 °C until used. First, the cytotoxic
concentrations of chemicals need to be determined to ensure that the highest concen-
trations used for HTT testing do not induce secondary effects in cellular systems
(e.g., apoptosis and cytotoxicity). For human cells, cell viability assays are commonly
conducted on cells exposed to chemicals for 24 h. For zebrafish, embryonic toxicity
assays are conducted on zebrafish embryos exposed to chemicals for 120 h.

Concentration-Dependent HTT Experiment

HTT conducted in a broad concentration-dependent manner is necessary to charac-
terize comprehensive concentration–response of genes and pathways for quantitative
estimation of the potency values of chemicals (Fig. 13.1a) (Farmahin et al. 2017;
Thomas et al. 2007, 2013). Serial dilutions (e.g., 5x and 10x) of chemicals in six
to ten concentrations were used to expose cells/embryos for a short time (e.g., 6 h,
12 h or 24 h). After exposure, cells were collected for transcriptomics analysis using
RNA-Seq technology. Currently, a targeted RNA-Seq platform (e.g., amplicon-seq
technology) (Xia et al. 2017) is the primary approach for the HTT experiment. US
EPAhas been applyingTempo-Seq technology that can directlymeasure gene expres-
sion using cell lysis without RNA extraction (Bushel et al. 2018, 2020). Targeted
RNA-Seq has advantages in measuring mRNA expression with extremely low input
RNA, in pg or ng level, by hybridization and sequencing with highly specific detector
oligos. After sequencing, the read counts of each gene can be automatically gener-
ated during genome annotation and quality control (removing low-quality/expressed
genes). A list of expressed genes in amatrix format (each column represents a sample
and each row represents a gene) is used in further analysis.

Concentration–Response Modeling Analysis

Concentration–responsemodeling analysis is used to characterize the concentration–
response curves of genes to derive gene-level POD, followed by deriving pathway-
level POD and transcriptional potency of chemicals (Fig. 13.1b). To avoid confusion
with the AOP pathway, in this section, the pathways are referred to as molecular
pathways in the pathway databases (e.g., GO and KEGG). First, gene-level concen-
tration–response modeling is conducted to identify the trends of genes perturbed at
different toxicant concentrations. The concentration–response models of genes are
fitted into two types, including monotonic and non-monotonic models (Smetanová
et al. 2015). For the monotonic model, linear and non-linear curves are the two
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major graphs that represent the concentration–response relationships of genes. For
the non-monotonic model, gaussian and log-transformed curves are commonly used
for concentration–response modeling. Multiple tools can be used for concentration–
response modeling, including R language-based packages, e.g., drc (Ritz et al. 2015)
andDRomics (Larras et al. 2018) andbenchmarkdose software developedbyUSEPA
(Yang et al. 2007). The best-fitted concentration–response model is assigned to each
gene according to the pre-set criteria (e.g. the model that has the lowest Akaike’s
Information Criterion (AIC) value). Then the gene-level POD values are derived
from the best fitted concentration–response model by plotting toxicant concentra-
tion against the benchmark response (e.g., the mean value + 3 times the standard
derivation of vehicle controls of that gene; 1.5-fold changes).

Pathway-level POD values can be calculated by matching genes to pathways (GO
terms or KEGG pathways), which is important to translate gene-level changes to
higher biological level information of perturbed pathways. The criterium to define a
pathway as a potentially perturbed pathway is that the number of genes matched to
that pathway is at least three. The three-gene cut-off has been widely used because
three is theminimum number required to define themean value and SD for a pathway
(Thomas et al. 2007). The matched pathways can be ranked by pathway-level POD
values to identify potentially sensitive pathways perturbed by chemical exposure.
Moreover, the biological potency of chemicals can be estimated from the pathway-
based profiles, such as the concentrations against the top 20% perturbed pathways,
and the concentrations against the top number of perturbed pathways (Farmahin et al.
2017). The transcriptional potency of chemicals can relatively well distinguish their
low and high potency. However, the accuracy of transcriptional potency needs further
validation, for example, by using an in vivo experiment. In addition, the ability of
transcriptional potency to estimate the potency of apical endpoints is unclear. Some
studies have demonstrated the consistencybetween transcriptional potency and apical
potency by in vivo testing (e.g., liver transcriptomics vs liver histopathology in rats)
(Thomas et al. 2012). However, a limited number of studies have evaluated the ability
of in vitro omics-derived potency to predict in vivo-based potency. The in vitro
omics-derived potency value is usually lower than in vivo-based potency because
the molecular-level responses happen earlier and at lower concentrations than apical
effects. Whether there exists an uncertainty factor between in vitro omics-derived
potency and in vivo-based potency remains to be established.

AOP Network Analysis

AOP network analysis can integrate the above pathway-level information into a
systematic and topological framework. Briefly, the identified pathways (e.g., GO
terms) can be matched to KEs via GO-KE annotation database in AOP Wiki using
the R package AOP (Burgoon 2015). KEs that meet the concentration-dependent
ranks in a connected path in the AOP network indicate a potential key molecular
mechanism of that chemical (Fig. 13.1c). The concentration-dependent KEs may
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be present in an existing AOP, and may also indicate a putative AOP that was not
previously curated in AOP Wiki database. The identified putative AOP may support
the investigation of new potential AOPs, which need further evaluation and validation
such as using in vitro or in vivo bioassays.Moreover, rich network-based information
can be extracted, such as the central KEs that are connected to the largest number of
matched KEs, and the longest path in AOP network that has the largest number of
matched KEs. For instance, the longest path between an MIE and AO may suggest
the most detailed mechanistic description (Pollesch et al. 2019). Lastly, the weight
of edges and nodes in the AOP network can be assigned according to AOP Wiki
database. This is due to the fact that, during the development of AOPs, the KEs
or key event relationships (KERs) are based on sources with different weight-of-
evidence (e.g., in vivo or in vitro studies; validated or not). By assigning weight
values, the identified critical paths in AOP network can be grouped into different
levels of confidence.

The AOP network profiles of chemicals can be integrated into ToxPi for chemical
classification. ToxPi is an interactive graphical user interface developed by the US
EPA, which is a powerful tool for visual interpretation and transparent weight-of-
evidence analysis (Reif et al. 2013). The AOP network profiles can be deconstructed
into a matrix of all possible linear paths and each path can be scored by the mean
values of POD of matched KEs (if there are no matched KEs, the score of that path is
set as ‘NA’, i.e., ‘not available’). The scored AOP network profiles can be submitted
to ToxPi to generate a pie plot. If multiple cell lines are used for HTT testing, the
AOP network profiles from multiple cell lines can be used to generate an integrated
plot (Fig. 13.1d) (Grimm et al. 2016). The AOP network-based ToxPi profiles can be
used for clustering analysis. Chemicals clustered into the same group are assumed
to present similar molecular modes of action, which can be used to guide future
evaluations of the toxicity of these chemicals.

Examples of AOP Network-Based Chemical Screening

Cross-Species Comparison of Transcriptomic Dose–Response
of Short-Chain Chlorinated Paraffins

Short-chain chlorinated paraffins (SCCPs) have attracted ever-increasing attention
because of their toxicological potential in humans and wildlife at environmentally
relevant doses. However, limited information is available regarding mechanistic
differences across species in terms of the biological pathways that are impacted
by SCCP exposure. Here, a concentration-dependent reduced human transcriptome
(RHT) analysis approach was used to evaluate fifteen SCCPs in HepG2 cells and
compared with our previous results using a reduced zebrafish transcriptome (RZT)
analysis approach in zebrafish embryos (ZFE) (Xia et al. 2021). Generally, SCCPs
induced a broader suite of biological pathways in ZFE than HepG2, while all fifteen
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SCCPs were more potent in HepG2 compared to ZFE. Despite these general differ-
ences, the transcriptional potency of SCCPs in both model systems showed a signif-
icant linear relationship (p = 0.0017, r2 = 0.57). C10H14Cl8 was the most potent
SCCP, while C10H17Cl5 was the least potent in both ZFE and HepG2. An AOP
network-based analysis demonstrated model-specific responses, such as xenobiotic
metabolism that may be mediated by different nuclear receptor-mediated pathways
between HepG2 (e.g., activation of the constitutive androstane receptor or CAR and
the aryl hydrocarbon receptor or AhR) and ZFE (e.g., activation of the pregnane
X receptor or PXR) (Fig. 13.2a). Moreover, induced transcriptional changes in ZFE

MIE: Ac va on of AhR (RHT PODGO = 2.21 x 10-6 ppb)

Accumula on of triglyceride (RHT PODGO = 0.56 x 10-5 ppb)

Apoptosis (RHT PODGO = 1.16 x 10-5 ppb)

Topological sor ng

Extract

Increased fa y acid influx (RZT PODGO = 5.30 ppb)

a

Fig. 13.2 A demonstration of AOP networks of SCCPs covered by both reduced human transcrip-
tome (RHT) and reduced zebrafish transcriptome (RZT) analysis (Xia et al. 2021). a 2,3,4,5,6,7,8,9-
Octachlorodecane (C10H14Cl8) b 1,2,5,6,9,10-Hexachlorodecane (C10H16Cl6). Red, green and
white dots represent molecular initiating events (MIE), adverse outcomes (AO) and key events
(KE), respectively. Dots encircled with pink, light blue and orange represent AOP-associated events
matched by only RHT, only RZT, and both RHT and RZT, respectively. Edges in yellow represent
an extracted path starting from anMIE to an AO. AhR, aryl hydrocarbon receptor. nAChR, nicotinic
acetylcholine receptor
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b

Fig. 13.2 (continued)

associated with pathways andmolecular initiating events (e.g., activation of nicotinic
acetylcholine receptor or nAChR) suggest that SCCPs may disrupt neural develop-
ment processes (Fig. 13.2b). This study demonstrated that the cross-model compar-
ison of concentration-dependent transcriptomics represents a promising approach to
assess and prioritize SCCPs.
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High-Throughput Transcriptomics Screening of Chemicals
with Various Known Modes of Action Using Human Cells

The current application of HTT is limited due to the lack of systematic evaluation
of its performance for chemical screening. Concentration-dependent transcriptomics
of 32 chemicals with different modes of action (i.e. genotoxicity, endocrine disrup-
tion and metabolic activity) (Table 13.1) were conducted on HepG2 and MCF7
cells using RHT approach. The pathway-based profiles identified by RHT were
used to group chemicals generally consistent with their known modes of action.
Comparison of the RHT and ToxCast in vitro bioassay profiles demonstrated that
POD values of the pathways associated with DNA repair (i.e., GO:0000729 and
GO:0006287) had a significant linear correlation (p-value < 0.05). Furthermore, the
identified pathways were matched to KEs in an AOP network that arranged biolog-
ical pathways into topological structures, which showed that RHT and ToxCast indi-
cated different potentially perturbed KEs (DNA damage-associated events for RHT;
hormone disruption-associated events for ToxCast). For concentration-dependently
perturbed KEs, RHT and ToxCast both identified paths starting from MIE of AhR
for most chemicals (Fig. 13.3), while RHT specifically identified paths involved in
cellular stress processes, including suppression of constitutive androstane receptor,
activation of phosphatidylinositol-3 kinase (PI3K), an increase in insulin and activa-
tion of transcription factor NRF2 (nuclear factor erythroid-2-related factor 2). The
ToxPi clustering of AOP network-based profiles for chemicals tested in both HepG2
and MCF7 cells showed distinct groups of chemicals with different known modes
of action (genotoxic, endocrine disrupting and metabolic activity) (Fig. 13.4). This
study demonstrated that RHT can provide a novel approach for chemical screening
and classification, which can be complementary to in vitro bioassays.

Challenges and Perspectives

The emergent need for new approach methodologies (NAMs) has been proposed
to accelerate the pace of chemical risk assessment (Harrill et al. 2019; Kavlock
et al. 2018). NAMs aim to provide efficient large-scale information on chemical
hazards by HTS alternatives to animal testing approaches, including a battery of
high-throughput in vitro bioassays and computational models for prioritization and
screening of chemicals (EPA 2018). HTT performed in in vitro test systems is consid-
ered a novel type of NAM, but its application is still in its infancy. The validity of
omics-identified KEs to explain potential apical effects needs to be evaluated by
comparing them to traditional in vitro bioassays or in vivo assays. Besides, multiple
omics approaches (e.g., proteomics and metabolomics) are encouraged to investi-
gate the AOP network profiles of chemicals across broad biological levels, which
also requires the development of a system for biological analysis pipeline to inter-
pret the multiple-omics data. Moreover, omics analysis at different time points is
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TCDD 
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KSFZDCFbBPaB

BETSCTAOFPCTM

Fig. 13.3 Plotting of an AOP network-extracted pathway starting from MIE (AhR activation-
associated KE) to AO (apoptosis-associated KE) that was matched by both RHT and ToxCast
for 13 chemicals. Dots encircled with pink, light blue and orange represent AOP-associated events
matched by only RHT, only ToxCast and both by RHT and ToxCast, respectively. Red, green and
white dots representmolecular initiating events (MIE), adverse outcomes (AO) and key events (KE),
respectively. For an explanation of abbreviations see Table 13.1

needed to identify KEs that become perturbed early. The time-dependent results can
be combined with concentration-dependent omics data to obtain three-dimension
patterns of AOP network profiles. The AOP Wiki database is still being updated
and newly developed AOPs are being added, which will improve the quality of the
currently available AOP network.

Lastly, HTT is proposed to be incorporated into the tiered testing of chemi-
cals (Fig. 13.5). First, concentration-dependent HTT is used to profile the disrupted
biological pathways and transcriptional potency of a group of reference chemicals
with well-known toxicity information, which helps to establish a reference database.
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Fig. 13.4 ToxPi clustering plot of scores for AOP network-based profiles of chemicals tested by
high-throughput transcriptomics (HTT) in HepG2 and MCF7 cells. The sectors in yellow and red
colors represent the ToxPi scores of HTT pathway profiles in HepG2 and MCF7, respectively. For
an explanation of abbreviations of chemicals see Table 13.1

Then, the effects of emerging chemicals for which there is no toxicological data
are analyzed using HTT, and the results are compared to the HTT-based reference
database to prioritize chemicals with similar profiles to reference chemicals. The
prioritized chemicals are further evaluated by a set of in vitro bioassays that cover
multiple endpoints, including hepatotoxicity, immunotoxicity, developmental toxi-
city, mitochondrial toxicity, and developmental neurotoxicity as proposed by the US
EPA (Patlewicz et al. 2019). The chemicals that are validated to be able to induce
in vitro toxicity are submitted to risk assessment by evaluating themargin of exposure
(Buesen et al. 2017), which is finally applied to chemicalmanagement. In conclusion,
HTT can provide a novel approach for NAM-based chemical risk assessment.
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Reference chemicals

Concentra on-dependent HTT
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Emergent chemicals

Inquiry data
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Fig. 13.5 Tiered approach for HTT-based chemical risk assessment
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Chapter 14
Advances in In Silico Toxicity Assessment
of Nanomaterials and Emerging
Contaminants

Xuehua Li, Yang Huang, and Jingwen Chen

Abstract Risk assessment of engineered nanomaterials (ENMs) and other emerging
substances is essential to protect human health and the environment. Non-testing
approaches in hazard assessment are necessary, considering cost and time efficiency
to assess potential risks. This chapter reviewsdiverse in silico tools includingmachine
learning models and molecular simulations for predicting toxicological properties
or the adverse effects of nanomaterials and emerging contaminants during the last
decade. In silico approaches used as alternatives to animal models are helping to
address the ethical, economic, and time constraints of traditional toxicology while
also advancing mechanistic understanding. In the future, comprehensive databases
need to be built for substituting sparse literature data; co-exposure of nanomaterials
and chemicals should be considered in risk assessment.

Machine Learning (ML) in Computational Toxicology:
Unlocking and Empowering Toxicity Assessment

Artificial intelligence (AI) andmachine learning (ML) have greatly contributed to the
set of computational tools for enhancing and improving the simulation and modeling
processes in toxicology. ML has already been successfully applied to simulate the
biokinetics and interactions of nanomaterials and emerging contaminants in varying
environments. The most studied approaches for the assessment of nanomaterial- and
emerging contaminant-induced toxicity are structure-basedmathematicalmodels and
such as quantitative structure–activity relationship (QSAR) models. ML techniques
have been proven very helpful to gain an insight into features affecting toxicity,
predicting potential adverse effects as part of proactive risk analysis, and informing
safe design. ML models for predicting the toxicity of nanomaterials and emerging
contaminants are discussed below.
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ML Models in Computational Nanotoxicology

The list of consumer goods developed in the nano-field is constantly increasing. A
review of the 2021 version of the Nanotechnology Products Database (NPD) (https://
product.statnano.com, accessed: May 2021) revealed more than 9000 commercially
available nanomaterials distributed over 63 countries. A large number of nanopar-
ticles and the variety of their characteristics including sizes and coatings suggest
that the only rational approach that avoids testing of every single nanoparticle is to
find relationships between nanoparticle properties (i.e., physicochemical character-
istics) and their toxicity. Some computational tools such as QSAR are essential for
increasing throughput, reducing the burden of animal testing, providing details of
the toxicity mechanisms, and generating novel hypotheses for risk assessment.

While the potential health effects of ENMs in humans remain uncertain, evidence
links the exposure to nanoscale particulates from ambient and occupational sources
with increased susceptibility to lung infections, including pneumonia (Cho et al.
2010; JJ Li et al. 2010b). The main route of nanomaterial exposure is the inhalation
of aerosols created during industrial processes (Christensen et al. 2010). Lung inflam-
mation, the consequence of pulmonary deposition of pathogenic particles, can be seen
as a rational priority toxicity endpoint since a spectrum of adverse pulmonary effects
are to be anticipated (Cho et al. 2010; JJ Li et al. 2010b). In addition, inflammatory
effects in the lungs generated by particle deposition could drive effects in secondary
organs such as the blood vesselwall and the brain (JJ Li et al. 2010b;Mills et al. 2009).
The increased risks of pneumonia andmorbidity are also observed inwelders exposed
to fumes that are rich in metal oxide nanoparticles (MeONPs) (Andujar et al. 2014).
Up to 80% of the airborne particulates from welding operations are submicron-sized
particles (Dasch and D’Arcy 2008), and nano-scale particles (20–25 nm diameter)
composed of iron, manganese and chromium oxides have been clearly identified
within alveolar macrophages and in fibrous regions of the lung (Andujar et al. 2014).
Some MeONPs were found to induce strong immune responses via inflammasome
and Toll-like receptor activation in vitro (Li et al. 2014) and in vivo (Cho et al. 2010),
evidenced by the substantial release of pro-inflammatory cytokine (IL-1β).

From the perspective of nanosafety assessment, ML models have been developed
for predicting lung toxicity of nanomaterials and other nano-bio interactions (Table
14.1). Most of the published models were developed for a traditional toxicological
endpoint: cell death. As the toxicities of nanoparticles beyond merely killing cells
have beenunderlined recently, in silicomodels for predicting the interactions between
ENMs and immune systems as well as reproductive systems have been developed.

Mostmodels were developed for predicting cytotoxicity. For instance, Puzyn et al.
(2011) developed a nano-QSAR model to describe the cytotoxicity of 16 different
types ofMeONPs in Escherichia coli. using two quantum chemical descriptors (�H:
enthalpy of formation of a gaseous cation and LUMO: energy of the lowest unoccu-
piedmolecular orbital). Oh et al. (2016) established cellular toxicitymodels to predict
the toxicity of 17 quantum dots using surface properties, diameters of the quantum
dots, assay types and exposure times. Nano-QSARs were developed to predict the

https://product.statnano.com
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Table 14.1 Machine learning (ML) models for predicting the toxicity of nanomaterials

Nanomaterials Organism/cell Key descriptors Endpoint Reference

16 MeONPs E. coli �H, LUMO log(1/EC50) Puzyn et al.
2011

17 quantum dots Epithelial cells
Fibroblast cells

Shell, ligand,
surface
modifications,
diameter, assay
type and exposure
time

LC50 Oh et al. 2016

16 MeONPs E. coli �H, polarization
force

EC50 Mu et al. 2016

18 MeONPs E. coli;
HaCaT cells

�H
Oxygen percent

EC50 Basant and
Gupta 2017

17 MeONPs E. coli; HaCaT
cells

SMILES log(1/EC50) Toropova and
Toropov 2017

21 MeONPs A549 cells Particle size and
zeta potential

LC50 Toropova and
Toropov 2017

34 gold NPs A549 and HEK293
cells

Hydrophobic
potential

Cellular uptake WY Wang
et al. 2017a

20 MWCNTs human lung cells
(BEAS-2B,
16HBE14o-,
WI-38, and HBE)

Diameter, length,
surface area, and
dose

CV Trinh et al.
2018

30 MeONPs THP-1 cells Electronegativity,
zeta potential, and
cation charge

Inflammatory
potential

Huang et al.
2020

250 data points for
carbon nanotubes,
graphene, Ag and
TiO2

Rats, mice Surface ligand,
size, NP type and
exposure pathway

Reproductive
toxicity

Ban et al. 2018

NoteMWCNTsmultiwalled carbon nanotubes; CV: cell viability%; EC50: concentration for 50%of
maximal effect; LC50: median lethal concentration; MeONPs: metal oxide nanoparticles; LUMO:
lowest unoccupied molecular orbital; �H: enthalpy of formation of a gaseous cation

cytotoxicity of 20 different types of multiwalled carbon nanotubes (MWCNTs) to
human lung cells (Trinh et al. 2018). The model showed potential for use in the esti-
mation of human lung cell viability after exposure to MWCNTs with the following
properties: diameter, 12–4 nm; length, 0.19–20.25 μm; surface area, 11.3–380.0
m2/g; and dose, 0–200 ppm.

Researches sought to develop intelligent strategies combining testing methods
with non-testing predictive modeling to investigate the relationships between the
structures and lung toxicity of nanomaterials (Cui et al. 2019; Gernand and Casman
2014). A study combining experimental and computational methods has been
performed to estimate acute lung toxicity and develop predictivemodels forMeONPs
(Cao et al. 2020). Nano-QSAR models were established for predicting the median
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lethal concentration (LC50) ofMeONPs to human lung adenocarcinoma (A549) cells
by considering the influence of particle size and zeta potential on the cytotoxicity.
Themodels showed the toxicmechanism responsible for the cytotoxicity ofMeONPs
to A549 cells is related to reactive oxygen species release.

Recently, the interactions between ENMs and other systems (e.g., reproductive
and immune systems) have been predicted in silico since nanoparticles have exhib-
ited subtle effects at sub-lethal concentrations. To evaluate the reproductive toxicity
of nanomaterials, the reported data from animal experiments were extracted for
meta-analysis to identify the priority factors from highly heterogeneous data (Ban
et al. 2018). Random forest (RF) classification models were built with an excellent
classification accuracy based on hierarchical clustering with high vote rates (greater
than 95%) and small error rates (less than 4%). Nano-QSAR models were also built
for predicting the lung inflammatory potential of MeONPs (Huang et al. 2020).
A comprehensive dataset of 30 MeONPs was built to screen a pro-inflammatory
cytokine (IL-1β) release in a macrophage-like myeloid cell line THP-1 and validated
in mouse lungs. Predictive models were developed for inflammatory potential with
predictive accuracy exceeding 90%. Electronegativity, ζ-potential, and cation charge
were identified as three key properties responsible for the inflammatory effects of
MeONPs.

Although ML models can be used to predict nano-bio interactions, such a predic-
tion is now hindered by the paucity of suitable nanodescriptors with applicable
nanostructure annotation methods. Recently, inspired by face recognition tech-
nology, Yan et al. (2020) predicted nano-bio interactions through convolutional
neural network analysis of nanostructure images, nanostructure featureswere directly
learned from nanoparticle images without complicated nanodescriptor calculations.
The constructed convolutional neural network models were successfully used to
predict physicochemical properties, such as logarithms of the partition coefficient
(logP) and zeta potential, and biological activities, such as cellular uptake and protein
adsorption, of 147 unique nanoparticles, including 123 gold nanoparticles, 12 plat-
inum nanoparticles and 12 palladium nanoparticles. This approach enables an effi-
cient end-to-end deep learning modality suitable for the design of next-generation
nanomaterials.

The predictive models for nanotoxicology can be used as alternative methods to
animal models which helps to address the ethical, economic, and time constraints
of traditional toxicology while also advancing mechanistic understanding. However,
since the majority of the in silico studies are based on in vitro data. More efforts are
needed for predicting in vivo toxicity. The development of nano-specific features is
gainingmomentumas classicQSARshave proven inadequate for predicting nanotox-
icity.Comprehensive databases need to be built for substituting sparse, heterogeneous
literature data.
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ML Models for Predicting the Toxicity of Emerging
Contaminants

In recent years, emerging contaminants (e.g., personal care and cleaning products,
pesticides and their metabolites, pharmaceuticals, lifestyle products, food additives,
industrial products and wastes) have become a problem to the environment. The
cumulative use of a range of chemical substances in industrial activities, agricul-
ture, and health care services has led to their recent appearance in soils, surface,
and groundwater resources, with unpredictable consequences for these ecosystems
(Gomes et al. 2017). There is limited data regarding the toxicity of emerging contam-
inants and their potential for bioaccumulation in biota. There are data available only
for some representatives of the main groups of chemical substances, and for a limited
number of species, making the risk assessment of emerging contaminants difficult.
Therefore, it is necessary to develop computational models for screening the poten-
tial toxicity of emerging contaminants. Predictive models for screening potential
endocrine-disrupting compounds (EDCs) and toxicity of drugs are discussed in this
section.

EDCs, a major group of emerging contaminants, are compounds such as
organochlorinated pesticides and industrial chemicals, plastics and plasticizers, fuels,
and many other chemicals in the environment or are in widespread use that can inter-
rupt the endocrine system (Diamanti-Kandarakis et al. 2009). Results from animal
models, human clinical observations, and epidemiological studies indicated that
EDCs are a significant concern to public health. There is growing interest in the
possible health threat posed by EDCs (Diamanti-Kandarakis et al. 2009; Flint et al.
2012; Lyche et al. 2009). To alleviate this concern, computational models have been
developed for screening potential EDCs (Table 14.2). QSARmodels are widely used
to predict the binding activity of chemicals to the estrogen, androgen, and thyroid
receptors. Some most recent studies are discussed below.

Collaborative Estrogen Receptor Activity Prediction Project (CERAPP)
combined multiple models developed in collaboration with 17 groups in the United
States and Europe to predict estrogen receptor (ER) activity of a common set of
32,464 chemical structures (Mansouri et al. 2016). QSAR models and docking
approaches were employed, mostly using a common training set of 1,677 chem-
ical structures provided by the U.S. EPA, to build a total of 40 categorical and 8
continuous models for binding, agonist, and antagonist ER activity. All predictions
were evaluated on a set of 7,522 chemicals curated from public databases including
the US FDA’s estrogenic activity database (EADB) (Shen et al. 2013) and the litera-
ture. To overcome the limitations of single models, consensus models were built by
weighting individual models using the scores based on their evaluated accuracies.
This project demonstrated the possibility to screen large libraries of chemicals using
a consensus modeling of different in silico approaches.

In 2020, the Collaborative Modeling Project for Androgen Receptor Activity
(CoMPARA), which follows the steps of the CERAPP was developed (Mansouri
et al. 2020). TTheCoMPARA screened 55,450 chemicals. Computational toxicology
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Table 14.2 Machine learning (ML) models for predicting the binding activity of EDCs

Endpoint Method Data points in
modeling

Reference

Estrogen receptor SVM, DT, NB, kNN 333 Chen et al. 2014

Ensembled method 1677 Mansouri et al. 2016

DNN, SVM 1677 Chierici et al. 2018

SVM, LDA, CART 440 Zhang et al. 2017

Estrogen receptor α RF 3308 Ng et al. 2015

SVM 31 Hou et al. 2018

Estrogen receptor β RF 2492 Sakkiah et al. 2017

Estrogen receptor α & β NB, DT, RF, SVM,
DNN

969 ~ 7351 Russo et al. 2018

Androgen receptor kNN, RF, NB 1689 Grisoni et al. 2019

ANN, SVM, DT 1689 Manganelli et al. 2019

DNN, RF 7665 Idakwo et al. 2019

MLR 14 Yang et al. 2016

Thyroid hormone
receptor

MLR 18 F Li et al. 2010a

Thyroid hormone
sulfotransferase

MLR 22 Jin et al. 2019

Thyroid hormone
transporter

MLR 20 Yang et al. 2017

Androgen receptor kNN, RF, ANN, SVM,
etc

1662 Mansouri et al. 2020

Peroxisome
proliferator-activated
receptor γ (PPARγ)

Ridge regression, lasso
regression, PLS
regression, SVM, and
RF

420 Wang et al. 2021

Note SVM: support vector machine, DT: decision tree, NB: Naive Bayes, KNN: k nearest neighbor,
DNN: deep neural network, LDA: linear discriminant analysis, CART: classification and regression
tree, RF: random forest, ANN: artificial neural network, MLR: multiple linear regression

scientists from25 international groups contributed 91 predictivemodels for androgen
receptor binding, agonist, and antagonist activity predictions. CoMPARApredictions
were combined into consensus models that provided an averaged predictive accuracy
of approximately 80% for the evaluation set. The developed models were evaluated
using the data curated from different sources. After the CERAPP, which established
the framework for such international collaborations, the CoMPARA was a more
global collaboration with more participants and screened a larger set of chemicals.
The success of these two projects and the eagerness of the participants for more
collaborations have prompted the organization of new consortiums to model new
endpoints with readily available high-quality data.
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Recently, QSAR models were built to enable efficient screening of chemicals
with peroxisome proliferator-activated receptor γ (PPARγ) binding activity, which is
important for evaluating chemicalswith potential endocrine-disrupting effects (Wang
et al. 2021). Structure−activity landscapes of the training compoundswere described
by network-like similarity graphs (NSGs). Based on the NSGs, local discontinuity
scores were calculated and found to be positively correlated with the cross-validation
absolute prediction errors of the models using the different training sets, descriptors,
and algorithms. The curated data sets and developed regression models could be
useful for evaluating PPARγ-involved adverse effects of emerging contaminants.

Drugs are also a large group of emerging contaminants. Predicting drug-induced
liver injury (DILI) is a challenge for drug developers and regulators. Despite many
efforts to eliminate hepatotoxic drugs before they are tested in humans, hepatotoxic
drugs often escape preclinical toxicity testing and are not identified as hepatotoxic
until in a later stage of drug development and sometimes even after the approval. The
US FDA’s Liver Toxicity Knowledge Base (https://www.fda.gov/science-research/
bioinformatics-tools/liver-toxicity-knowledge-base-ltkb) evaluated >1000 drugs for
their likelihood of causing DILI in humans, of which >700 drugs were classified into
three categories (most concern, less concern, and no concern). Based on this largest
set of drugs, DILI predictionmodelswere developed using a pattern recognition algo-
rithm Decision Forest (Hong et al. 2017). In addition to 2-class prediction models,
3-class prediction models were also developed to further differentiate drugs with less
concern from the ones with the most concern. The results suggested that the 3-class
model presents a better option than the binary model (which most publications are
focused on) for drug safety evaluation.

Peng et al. (2019) developed a computational systems toxicology approach to
investigate the molecular mechanisms of DILI. In total 1478 DILI compounds were
collected, together with 1067 known targets for 896 DILI compounds. Then, 173
new potential targets of these compounds were predicted by bSDTNBI (balanced
substructure-drug-target network-based inference) method. After network analysis,
145 genes were found to be associated with hepatotoxicity and upregulated in the
liver. DILI-Score was further proposed to assess the hepatotoxic severity of a given
compound.

Because of the nature of the bioassays, the activity data are typically strongly
imbalanced, with a small number of active compounds contrasting with a very large
number of inactive compounds. Strategies need to be developed to efficiently build
robustQSARmodels from imbalanced data sets.Moreover, traditionalQSARmodels
only predict a single endpoint at a time, namely, single-label models, which are insuf-
ficient for a comprehensive viewof characteristics of various emerging contaminants.
In silico models for the prediction of emerging contaminants with multiple targets
need to be built in the future.

https://www.fda.gov/science-research/bioinformatics-tools/liver-toxicity-knowledge-base-ltkb
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Quantum Chemical Calculation and Molecular Dynamics
Simulation of Nano-Bio Interactions

The unprecedented advances in the synthesis and characterization of nanomaterials
have opened a new era for nanoscience. Various novel nanomaterials with unique
physicochemical properties are now being developed and extensively studied for
potential applications in the fields of biomedicine (nanomedicine).Despite the advan-
tages, the toxicity of nanomaterials (nanotoxicity) has also become the focus of the
scientific community. The biological effects of nanomaterials are usually originated
from the nano-bio interface interactions. Hence, an in-depth understanding of the
nano-bio interface interactions is essential for revealing the molecular mechanisms
underlying the biological effects of nanomaterials. The knowledge will be crucial for
providing directions for the future functional design of nanomedicines/nanodevices.
Benefitting from the rapid growth of molecular modeling theories and computer
technologies, theoretical modeling has gradually become an economical and reliable
method for elucidating the complex nano-bio interfaces (Ding and Ma 2015; Zhou
2014; Zhou et al. 2020). Theoretical studies can provide quantitative and compre-
hensive insight into the underlying mechanisms of the interactions at the nano-bio
interface (Luan and Cheng 2020; Tsutsumi and Yoshioka 2011). Here we introduce
the twomostwidely used theoretical approaches (quantummechanical and force field
methods) and review some of the recent advances in the simulations research on the
nano-bio interface, with an emphasis on the molecular level understanding of the
interface interactions between several types of typical nanomaterials and biological
molecules blocks, including proteins/peptides, cell membranes, and nucleic acids.

Quantum Chemical Calculations and Molecular Dynamics
Simulations

There are two major theoretical approaches involved in the molecular modeling of
the nano-bio interface, i.e., quantum mechanical methods and force field methods.
The basis of quantum mechanical approaches is to solve the Schrödinger equation
which represents the quantum states of particles as wavefunctions. However, to date,
it remains a challenge to solve the Schrödinger equation for atoms/molecules with
more than one electron, due to many factors, including the extremely complicated
“many-body problem” in mathematics and the description of electron spin (Leach
and Leach 2001). A series of approximate methods have been thus developed for the
solution of this equation, such as the Hartree–Fock (HF) based approach (Roothaan
1951) and density functional theory (DFT) (Koch andHolthausen 2001; Kohn 1999).
HF equations treat the wavefunction of multiple electrons as a Slater determinant
composed of a set of single-electron wavefunctions. The fundamental principle of
DFT method is the relationship between electronic density and electronic energy.
Therefore, this theory calculates the overall electronic density distribution to avoid
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the complete solution for the many-body system. Since the ab initio HF method for
large systems is quite expensive in terms of computing resources, there emerged
semi-empirical methods, in which the solution of the HF equations is simplified and
speeded up by approximating or omitting some of the integrals and/or certain terms
in the Hamiltonian function (Leach and Leach 2001).

Although quantum mechanical methods provide a high modeling accuracy and
allow the calculations of electronic properties, their applications are currently limited
to relatively small systems even if the semi-empirical methods are adopted, mainly
because numerous electrons must be taken into account (Leach and Leach 2001).
Indeed, many of the issues at the nano-bio interface that need to be addressed by
means of molecular modeling are too large/complicated to be tackled by quantum
mechanical approaches. Force field methods, also known as molecular mechanics,
ignore the electronic motions and lay their foundation on the Born–Oppenheimer
approximation, which relies on the nuclear positions to describe the energy of
systems (the so-called potential energy) (Leach and Leach 2001). A mathemat-
ical form of the potential function with empirically fitted parameters is called force
field, and it usually includes contributions from representative processes, e.g., bond
stretching, angle bending, single bond rotation and non-bonded interactions (Mayo
et al. 1990;Wang et al. 2004).Moreover, a key feature of force fields is transferability,
which enables a set of potential parameters to be transferable from relatively small
molecules to other much larger systems (Leach and Leach 2001). Thereby, the force
fields can be developed and validated by the conformational energies and other prop-
erties calculated by quantum mechanical methods on small molecules. For instance,
many of the force fields for proteins and peptides are parameterized according to the
potential energies and atomic charges that have been quantummechanically obtained
with small peptides. Compared with quantum mechanics, the molecular mechanical
approach is less complicated and requires much lower computing resources. This
method is thus able to deal with systems containing a large number of atoms. In
particular, molecular mechanics are quite frequently employed to provide molec-
ular insights into the bio-response of nanomaterials, including how the nanoparticles
interact with biomolecules and the resulting effect on their biological functions. This
knowledge is extremely important not only for assessing the toxicological risk but
also for evaluating the potential treatment efficacy of trial nanomedicines (Selvaraj
et al. 2018; Zhou 2014; Zhou et al. 2020).

Molecular dynamics (MD) simulation, among the most popular molecular
mechanical approaches, iswidely employed to investigate the properties/behaviors of
nano-bio interfaces under dynamic conditions according to Newton’s laws of motion
(Gupta et al. 2020; Lei et al. 2020; Zhou 2014). The resulting motion of a system is
called a trajectory, specifying the time evaluation of the positions and velocities of
particles. The classical all-atom MD simulations entirely retained the atomic char-
acter compared with the methods using coarse-grained force fields. All-atom MD
simulations up to hundreds of nanoseconds are becoming less and less expensive due
to the development of high-performance computers (Perilla et al. 2015; Salomon-
Ferrer et al. 2013). In many cases today, it is an ideal and reliable choice for theoret-
ically investigating the nano-bio interactions. Extensive studies with such methods
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have been performed and these have provided acceptable results for understanding
the interactions between nanoparticles and biomolecules (proteins, membranes and
nucleotides) at the atomic/molecular level (Liu et al. 2016; Nash et al. 2017; Yang
et al. 2012). For instance, Yang et al. (2012) studied the binding of aromatic residue
analogs to a single-walled carbon nanotube (CNT) using DFT calculations and MD
methods based on different force fields. The binding energies and the distances
between the aromatic residues and CNT calculated by the two theoretical methods
were comparable. Liu et al. (2016) performed MD simulations to explore the inter-
actions of twenty alpha-amino acids with a spherical TiO2 nanoparticle. The results
showed that, compared with non-charged amino acids, the charged residues more
favorably adsorbed onto the TiO2 surface, in good consistency with previous exper-
imental findings. Additionally, Gu et al. (2015) used MD simulations to reveal the
mechanism underlying the adsorption of blood proteins onto the graphene surface.
They found that besides the aromatic rings, the basic residues also contributed to the
formation of protein-graphene corona complexes.

Simulation of the Nano-Protein Interface Interactions

Proteins are important structural and functional units in cellular activities. The inter-
face interactions between nanomaterials and proteins can trigger various biological
outcomes,which can be either beneficial, such as therapeutic effects in nanomedicine,
or harmful, causing nanotoxicity. For instance, carbon-based nanomaterials, e.g.,
graphene and graphene oxide (GO), have been studied for their potential use in
treating various protein conformational diseases (PCDs). The aggregation and accu-
mulation of intrinsically disordered proteins or peptides (IDPs) is a crucial patholog-
ical process of various PCDs. For example, β-amyloid (Aβ) and α-synuclein (α-Syn)
peptides are the pathological hallmark of Alzheimer’s disease (AD) and Parkinson’s
disease (PD), respectively. Therefore, inhibiting the aggregation of IDPs is a feasible
prevention and treatment strategy for PCDs. Yang et al. (2015) showed, using MD
simulations for the first time, that graphene can inhibit the aggregation ofAβ peptides,
and can penetrate and extract peptides from the mature fibrils. These theoretical
predictions were verified by using a series of experimental assays. The calculation
results further showed that the inhibition of the peptide aggregationwas caused by the
exceptionally strong interactions between graphene and Aβ peptides in the disper-
sion. In addition, the strongπ–π stacking interactions between the aromatic residues
of Aβ peptides and the graphene surface further enhance the interface interactions.
Going a step further, He et al. (2019) investigated the influence of surface inhomo-
geneity of GO (e.g., different degrees of oxidation) on the assembly of Aβ peptides
using MD simulations. They found that the nonuniform GO sheet more strongly
induced the dissociation of peptide assembly than its uniform counterpart. Kim et al.
employed a combination of MD simulations and an experimental approach to inves-
tigate the role of graphene quantum dots (GQDs) in destructing the mature α-syn
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fibrils (Mehra et al. 2019). Their simulation results demonstrated that the adsorp-
tion of GQDs to α-syn fibril was initiated by the electrostatic interactions, while the
dissociation of mature fibril was caused by the hydrophobic interactions between
GQDs and the hydrophobic residues in α-syn peptides.

Metallofullerenol Gd@C82(OH)22 is regarded as a potential anti-tumor nanodrug
in treating pancreatic adenocarcinoma (Kang et al. 2012) and breast cancer (Meng
et al. 2012). Zhao and coworkers showed that Gd@C82(OH)22 not only suppresses
the expression ofmatrixmetalloproteinases (MMPs, specifically,MMP-2 andMMP-
9) but also reduces their activity. However, deciphering the inhibition specificity of
Gd@C82(OH)22 toMMPs and the underlyingmechanismswas a big challenge. Zhou
and coworkers used large-scale MD simulations to provide mechanistic insight into
the issue (Kang et al. 2012). They found that, driven by the nonspecific electro-
static, hydrophobic, and specific hydrogen-bonding interactions, Gd@C82(OH)22 is
specifically bound to the ligand-specificity loop S1′ of MMP-9 rather than the well-
known zinc catalytic site, thereby inhibiting its activity. Based on the reported surface
recognition mechanisms, they moved one step further and theoretically designed a
series of Gd@C82(OH)22 derivatives by substituting its surface hydroxyl groups
with new groups (e.g., –PO4

2−, –CH2CO2
−, –CO2

−, –NH3
+, or –CONH2) aiming

to strengthen the binding affinity for MMP-9 (Chen et al. 2018). They found that
Gd@C82(OH)21(PO4)2− bound more strongly to MMP-9 than Gd@C82(OH)22, due
to the enhanced specific electrostatic interactions of –PO4

2− with basic residues at
the binding sites. Besides, Ma et al. (2020) showed that negatively charged gold
nanoclusters (AuNC) triggered protective effects in the cell model for Parkinson’s
disease by up-regulating the proteasome activity (20S proteasome which is a large
protein complex with proteolytic activity). MD simulations revealed that negatively
charged AuNC facilitated the opening of the central gate of proteasome for substrate
access to the internal active site. These works shed light on the development of
potential nanodrugs by tailoring the nano-protein interface interactions.

On the other hand, the protein conformational changes on the surface of nano-
materials have also been extensively simulated, because this may provide a theo-
retical prediction about the potential nanotoxicity of nanomaterials at the molecular
level. In such cases, small model proteins (e.g., alpha-helical Villin HP35, β-sheet
WW domain and SH3 domain) are usually adopted owing to their fast folding and
unfolding dynamics.Multiple studies demonstrated that nanomaterials like graphene
and its derivatives (Gu et al. 2019a, b; Li et al. 2019; Luan et al. 2015), MoS2 (Gu
et al. 2016), C2N (Li et al. 2017), and certain platinum (Pt) nanocrystal surface (Liu
et al. 2019) can destabilize the native structure of these proteins at different extent.
It should be noted that the interface interactions between proteins and nanomate-
rials are very complicated and can be strongly influenced by multiple factors such as
nanomaterial elemental composition, functional groups, defects, and interface water.
For instance, Gu et al. (2019a, b) and Li et al. (2019) demonstrated that defects that
appeared on the surface of graphene can reinforce its protein denaturation capacity.
During the unfolding process, the protein can be tightly anchored to the defect edges
by the strong electrostatic interactions between the basic residues of the protein and
natively charged carboxyl groups on the defective sites of graphene. At the same
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time, other parts of the protein attached to the graphene surface with aromatic and
hydrophobic core residues of the protein via strong π–π stacking and hydrophobic
interactions and accelerated the protein unfolding. Interestingly, Liu et al. (2019)
found that the distinct water behavior on the surface of two Pt crystals (Pt(100) and
Pt(111)) caused their different protein denaturation capabilities.Within thefirst solva-
tion shell (FSS) of the Pt(100) crystal surface, water molecules formed a compact and
stable monolayer via a highly uniform rhombic hydrogen-bond network. This water
monolayer constituted a new interface in contact with protein which was favorable
for the adsorption of acidic residues (Glu and Asp) and thus acted as a protective
film that prevented the hydrophobic core residues from directly contacting with the
metal surface. In comparison, the water hydrogen-bond network in the FSS of the
Pt(111) crystal surface was sparse and distributed between many defects, making it
easier to penetrate by various residues, particularly by those containing a planar side
chain, e.g., Phe, Trp or Arg, due to their direct strong dispersion interactions, which
eventually resulted in the subsequent protein unfolding.

Additionally, it has been shown that the competitive binding of nanomaterials to
various proteins may disrupt the function of the target protein. For instance, Tian
et al. (2017), using a combined computational and experimental approach, showed
that GO nanosheets entered the gap of actin filaments and caused significant distor-
tion of the actin cytoskeleton. Ma et al. (2018) showed that Gd@C82(OH)22 can
competitively bind to the substrate recognition sites of the cytochrome P450 enzyme
CYP2C8. Gu et al. (2018) theoretically predicted that a MoS2 nanoflake can stably
bind to ubiquitous potassium (K+) channel, which may block the K+ ion influx. The
simulations were verified experimentally.

Simulation of the Nano-Membrane Interface Interactions

MD simulation studies on how nanoparticles interact with lipid membranes often
offer a crucial basis for developing biomedical applications of nanomaterials (e.g., for
antibacterial treatment, targeted drug delivery and bio-imaging), because the nano-
membrane interactions are related to the cytotoxicity and cellular uptake of nanoma-
terials (Nel et al. 2009; Yang and Ma 2010). For example, Zhou and coworkers (Tu
et al. 2013) studied the potential antibacterial activities of graphene via all-atomMD
simulations and validated the results experimentally. They found that the nanosheets
extracted a considerable number of phospholipid molecules from the membranes of
E. coli, mainly as a result of the strong dispersion interactions of graphene and lipids.
As a result, the bacterial viability was reduced. This extraction mechanism provided
novel insights into the graphene’s cytotoxicity and antibacterial activity, which can
inspire strategies to manage the toxic effects of graphene-based nanomaterials (Duan
et al. 2015; Zhou and Gao 2014). Specifically, subsequent investigations showed that
both the adsorption of proteins (Chong et al. 2015; Duan et al. 2015) and polarized
charge distribution (Tang et al. 2020) help to mitigate the cytotoxicity of graphene-
based nanomaterials by reducing their ability to cause physical destruction to cell
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membranes. In addition, based on the understanding that adverse nano-membrane
interactions can lead to the formation of pores in cell membranes (Duan et al. 2017),
a novel method was theoretically proposed to monitor the particle–membrane inter-
actions in real-time by detecting the increased ion currents through the induced holes
(Luan et al. 2017). MD simulations, sometimes together with experimental valida-
tions, have also been carried out to assess possible destructive effects on membrane
bilayers for other two-dimensional (2D) nanomaterials (e.g., BN [Li et al. 2018; Xie
et al. 2021], C2N [Liu et al. 2018; Zhang et al. 2019], black phosphorus [Ma et al.
2021] and graphyne [Gu et al. 2017a]). Some distinctive findings were revealed,
including the temperature-dependent membrane extraction effect of BN and the
robust compatibility of C2N with lipid membrane (Liu et al. 2018; Zhang et al.
2019). Gao and coworkers (Li et al. 2013) investigated the interactions of graphene
and few-layer graphene sheets with cell membranes using combinedMD simulations
and experimental techniques. Different from other studies, they suggested that the
penetration of graphene into cell membrane is initiated at corners or asperities of the
sheets, thus avoiding a high energy barrier for the translocation of graphene through
cell membranes. In addition to simulation investigations on 2D nanomaterials, there
are also extensive MD studies exploring the nano-membrane interactions involving
other nanomaterials, such as fullerene (Qiao et al. 2007), carbon nanotubes (Shen
et al. 2020), Au nanoparticles (Gupta and Rai 2017) and silica nanospheres (Delle
Piane et al. 2018). Hydrophobicity (Tu et al. 2013), surface charge (Tang et al. 2020),
shape and size (Gupta and Rai 2017; Gupta et al. 2020) of nanomaterials are the most
crucial factors that can effectively regulate the membrane permeability or compati-
bility, which might serve as fundamental guidance for either reducing the toxic effect
or enhancing the therapeutic effects of related nanomedicines.

Simulation on the Nano-Nucleic Acids Interface Interactions

Nucleic acids, including DNA and RNA, serve as the primary information-carrying
molecules in cells with an especially important function in directing the biosyn-
thesis of proteins. Nanomaterials of certain sizes or with specific surface coatings
can translocate through the cell membrane and directly interact with nucleic acids,
which may cause adverse effects to the cell (Singh et al. 2009). By sorbing nucleic
acids, nanomaterials can act as nanocarriers (Demirer et al. 2019). Therefore, inves-
tigations on the nano-nucleic acids interactions by computational modeling are of
great importance for understanding the underlying molecular mechanisms of biolog-
ical effects of nanomaterials as well as for developing applications for nanomaterials
in DNA technology.

Double-stranded deoxyribonucleic acid (dsDNA) is considered the most stable
DNA form based on the classical Watson–Crick model, which is often used to detect
its interaction with nanomaterials. Zhou and coworkers (Gu et al. 2017b) studied the
binding of dsDNA to a 2D carbon nitride nanomaterial, C2N. They found that dsDNA
bound to the C2N monolayer by orienting the axis of dsDNA in a perpendicular
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direction to the C2N monolayer, regardless of the initial configurations. The two
interfacial nucleotide bases located at the terminal position of dsDNA induced partial
π–π stacking interactions with the C2N surface, which stabilized the vertical binding
mode. Moreover, the migration of dsDNA on the C2N surface was restricted after the
binding,with the dsDNAmaintaining an upright position. This restricted bindingwas
dominantly mediated by the high free energy barriers of nucleic bases moving on the
C2N surface. The same research group also found that the interfacial watermodulated
the interface interactions between dsDNA and different Pd crystal surfaces (Pd(100)
and Pd(111)). Interestingly, dsDNA displayed “flat” conformation on the Pd(111)
surface, whereas on Pd(100) surface the dsDNA exhibited “upright” conformation,
positioning vertically or slightly tilted on the nanosheet, suggesting a stronger binding
affinity of dsDNA to Pd(111) than to Pd(100). This can be attributed to the different
densities and arrangements of water molecules in the FSS of the two Pd surfaces. In
the FSS of Pd(100), the formed water hydrogen-bond network is compact and can
resist the embedding of the nucleic acid bases. However, the water hydrogen-bond
network in the FSS of Pd(111) is less compact, which allows direct penetration of
nucleic acid bases to the surface metal atoms, thereby showing stronger binding.
These theoretical predictions were subsequently validated by gel electrophoresis
experiments.

Simulation of Interactions Between Nanomaterials
and Organic Pollutants

Investigating the interactions between nanomaterials and organic pollutants is impor-
tant for understanding the environmental fate of the two (emerging) pollutant classes
and evaluating their environmental risks. Traditional experimental andmodern simu-
lation methods can be used for examining these interactions. Simulations with DFT
or MD methods can not only serve as an alternative to the experimental methods but
also provide more details at the atomic level than experiments. In addition, QSARs
have been used for predicting the interactions between nanomaterials and organic
pollutants. Herein, we introduce some examples of simulations and predictions of
the interactions between carbon nanomaterials and organic pollutants.

Wang et al. (2017a, b) computed adsorption energies for 38 organic compounds
onto graphene in both gaseous and aqueous phases using the DFT method. Based
on the results, two polyparameter linear free energy relationships (pp-LFERs) were
established for predicting the adsorption energies of organic compounds towards
graphene, and the contributions of different interactions to the overall adsorptionwere
estimated based on the pp-LFERs models. The results indicated that the dispersion
and electrostatic interactions played dominant roles in the gaseous adsorption to
graphene, and the dispersion and hydrophobic interactions had significant influences
on the aqueous adsorption of organic compounds to graphene.Besides, the adsorption
energies on single-walled carbon nanotubes (SWNTs) with different curvatures and
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electronic properties showed that the curvature had a more significant influence
on adsorption. Graphene was shown to have a stronger adsorption capability than
SWNTs.

In order to investigate the influence of functional groups on adsorption, Wang
et al. (2018) simulated the adsorption of 43 aromatic compounds onto graphene and
graphene oxides with different functional groups (hydroxyl, epoxy and carbonyl)
via MD method. It was demonstrated that graphene exhibits stronger adsorption
capability than graphene oxides. The hydroxyl and carbonyl groups for graphene
oxides can form hydrogen bonds with the organic compounds. Moreover, two theo-
retical linear solvation energy relationship (TLSER) models were established for
predicting the adsorption equilibrium coefficients onto graphene and graphene oxide
nanosheets.

These prediction models are only applicable to the adsorption onto carbon nano-
materials. There is still a research gap in predicting the adsorption of organic
compounds for many other types of nanomaterials. Besides, many factors, e.g.,
ions in the solution, the functional groups or surface defects of nanomaterials, can
also influence the adsorption. Novel models which take these different factors into
account need to be established for predicting the adsorption of various environmental
pollutants onto nanomaterials multi-dimensionally in the future.

Conclusions and Implications

We have briefly introduced the two most commonly used theoretical approaches
(quantum mechanical methods and force field methods) and reviewed some of
the recent advances in the simulation works on the interface interactions of nano-
materials (e.g., carbon-based nanomaterials, metallofullerenol Gd@C82(OH)22 and
its derivatives, MoS2 nanosheets, or noble metals Pt and Pd nanocrystal surfaces)
with various biological building blocks (e.g., proteins, membranes, or nucleic acid)
and organic pollutants. These theoretical simulations on nano-bio interface inter-
actions either successfully predicted/designed a specific biological function(s) of
nanomaterials or explained the molecular mechanisms underlying a specific biolog-
ical effect of nanomaterials. On the other hand, these works also informed that a
variety of physicochemical variables of nanomaterials including elemental composi-
tion, shape, size, surface charge distribution, functional group, defect, and interface
water can have a crucial influence on the nano-bio interactions. Still, a comprehen-
sive understanding of the role of these variables in modulating the nano-bio inter-
actions remains at its early stage and warrants further theoretical and experimental
endeavors. Overall, future work will be of great significance for de novo design of
nanomedicines/nanodevices with better biocompatibility.
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Perspectives

In this chapter, we have briefly introduced computational toxicology for studying
nanomaterials and emerging contaminants and reviewed some of the recent advances
in computational models developed for predicting toxicological properties or the
adverse effects of nanomaterials and emerging contaminants. The applied models
have shed light on the factors which are responsible for toxic interactions of emerging
contaminants, including nanomaterials, with cells. In silico approaches used as alter-
natives to animal models are helping to address the ethical, economic, and time
constraints of traditional toxicologywhile also advancingmechanistic understanding.
However, there are still many challenges in predictive toxicology.

In Silico Studies for Predicting in Vivo Toxicity

As chemical risk assessment has continued to evolve in response to the shifting toxi-
city testing paradigm and the introduction of new regulations, the use of mammalian
test animals for in vivo experiments in toxicology has faced criticism. In vivo studies
generally providemore comprehensive and human-relevant data than in vitro studies,
however, they are costly and time-consuming especially when a large number of
substances need to be evaluated. There is clearly not enough time or resources to
perform traditional animal studies on the high number of nanomaterials and emerging
contaminants.Cost-effective in vitro approaches have significant potential for prelim-
inary toxicity screening. One of the general limitations of in vitro test systems is that
they are restricted to one or a few different cell types and, thus, cannot represent the
biological responses in the whole organism. Furthermore, these systems are usually
derived from cancer cell lines which can result in different outcomes when compared
to in vivo tests. Ultimately, the goal of the predictive approach would be to develop
a series of toxicity assays that can limit the demand for in vivo studies, both from a
cost as well as an animal use perspective. However, currently very few approaches
for using in vitro data to predict in vivo effects exist. Prioritization schemes that limit
unnecessary in vivo testing are urgently needed. The complexity and the hetero-
geneity of available in vivo data on potential risks of nanomaterials and emerging
contaminants, in addition to the interdependency of relevant influential attributes,
makes it challenging to develop a generalization of their toxicity behavior. The
lack of systematic approaches to investigate these risks further adds uncertainties
and variability to the body of literature and limits the generalizability of existing
studies. Rigorous approaches for assembling published evidence on in vivo toxicity
of nanomaterials and emerging contaminants need to be developed and undiscovered
relationships that were not targeted in the original publications need to be unraveled.
Quantitative in vitro to in vivo extrapolation methods have the potential to fill this
gap. They hold the promise of delivering urgently needed prioritizations for toxicity
testing.
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Nano-Specific Features for Predicting Nano-Toxicity

Some studies have included nano-specific descriptors in their final model, while
others have included theoretically calculated descriptors as input variables, either
separately or in combination with physicochemical characteristics. It is worth noting
that the new nanomaterial-relevant revisions of the Annexes of the European Union’s
chemical legislation require that, quoting Clausen and Hansen (Clausen and Hansen
2018), “Thou shalt not usemolecular structural similarities alone as a justification for
grouping different nanoforms”. This decree signifies the importance of incorporating
nano-specific features in a model.

Databases Facilitation and Multisource Data Extraction

A lot of data has been published regarding the potentially harmful effects of a wide
range of nanomaterials and emerging contaminants. However, it is difficult to collect
and compare the data acquired by independent laboratories because of differences
in experimental parameters and techniques. Especially for nanomaterials, differ-
ences in nanomaterial dispersion techniques, cytotoxicity assays, cell lines, and the
ENM properties themselves could affect the results of toxicity assessments. To over-
come this obstacle, standard protocols have been proposed. For instance, a standard
protocol for the preparation and characterization of ENMs was developed by Deloid
et al. (2017) to ensure consistent and reliable results in in vitro toxicity experi-
ments of the same ENMs at different times and/or laboratories. These protocols can
be applied in the future to minimize the variation in replicated experiments and to
enable comparisons with other laboratories using the same protocol.

Co-exposure of Nanomaterials and Chemicals

MostENMsare highly reactive, even those conventionally considered to be inert (e.g.,
TiO2 andAunanoparticles). Environmental transformation can remarkably alter their
physicochemical properties, and consequently, their fate, transport and biological
effects. Understanding how the properties of ENMs may change once released into
the environment is urgently needed to better assess their toxic effects in the envi-
ronment. It is encouraged that future environmental health and safety (EHS) studies
focus on the types ofmaterials that will more likely be found in the environment (e.g.,
nanocomposite and debris) and take into account the chemical and biological trans-
formations of ENMs. Besides, nanoparticles interacting with proteins, membranes,
cells, DNA and organelles establish a series of nanoparticle/biological interfaces
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that depend on colloidal forces as well as dynamic bio-physiochemical interac-
tions. These interactions lead to the formation of protein coronas, particle wrap-
ping, intracellular uptake and biocatalytic processes that could have biocompatible
or adverse outcomes. On the other hand, biomolecules may induce phase transforma-
tions, free energy releases, restructuring and dissolution at the nanomaterial surface.
Probing these various interfaces allows the development of predictive relationships
between structure and activity that are determined by nanomaterial properties such
as size, shape, surface chemistry, roughness and surface coatings. This knowledge is
important from the perspective of the safe use of nanomaterials.
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Chapter 15
Environmental Risk Assessment
of Emerging Contaminants—The Case
of Nanomaterials

Anders Baun and Khara Grieger

Abstract Risk assessment is a powerful tool to help evaluate potential environ-
mental and health risks of novel materials. However, traditional risk assessment
frameworks and methods often face significant challenges when evaluating novel
materials due to uncertainties and data gaps. Engineered nanomaterials is one
prominent example of new, advanced materials whereby scientists, researchers and
decision-makers are still discussing best practices to modify and update risk assess-
ment frameworks after nearly two decades of research. This chapter focuses on how
early warning signs within the environmental risk assessment development process
for nanomaterialswere addressedwith a focus on characterizing uncertainty.We shed
light on howenvironmental risk assessment of nanomaterials transitioned froma state
of “known unknowns” to data-driven inputs to conducting risk assessments. We also
discuss ecotoxicological testing considerations, and in particular how methodolog-
ical and technical challenges were addressed. Finally, we provide recommendations
on how best to transfer identified best practices and knowledge to other emerging
technologies and advanced materials.

Introduction—Environmental Risk Assessment
of Nanomaterials and the Role of Uncertainty

The development of new materials, their widespread use in society and eventually
their end-of-lifemanagement raises potential concerns over their environmental risks
and safety (Hansen et al. 2013a). Key questions often include “Is this material an
emerging contaminant?” and “Will this material pose new, hitherto unknown, risks
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to the environment and society?” These questions have proven to, in fact, be very
complex to answer since multiple factors influence the environmental distribution,
fate, effects, and ultimately the risks posed by any material. When we are dealing
with novel materials, however, the complexity increases compared to conventional or
well-known materials, as the scientific uncertainty can often be difficult to quantify
and decision-makers are subsequently left to make choices that are not necessarily
supported by scientific evidence.

While this opens up a whole range of theoretical and practical questions and
considerations on how best to deal with novel materials, the introduction of engi-
neered nanomaterials in consumer products and industrial applications provides a
recent example of the development and application of a group of novel materials that
has proved challenging to assess and formulate risk-based decisions. This chapter
will therefore focus on the case of nanomaterials, and illustrates how early warning
signs were addressed to move the field of nano-environmental fate and effects from
a state of “known unknowns” to data-driven input to risk assessments. While this
chapter will relate to nanomaterial risk assessment, it does not aim to evaluate the
frameworks or tools to evaluate risks of nanomaterials nor the underlying or asso-
ciated regulations. We conclude the chapter with several reflections on the field of
nanomaterial risk assessment and provide recommendations on how best to transfer
the acquired knowledge to other emerging technologies and advanced materials.

First, it is important to highlight that (quantitative) risk assessments are performed
in order to evaluate risks and to support decision-making, rather than primarily
serving as an academic exercise. Ideally, risk assessment should fully rely on
scientific evidence (e.g., causal relationships between exposure and effect, such as
dose–response assessments). However, this seldom occurs for novel environmental
contaminants that have greater degrees of uncertainty, and therefore, more research
is often needed to complete risk assessments and make decisions regarding the risks.
This means that decision-making based on and/or assisted by risk assessments will
often take place in the face of uncertainty, and the evaluation of uncertainty plays
(or should play) a major role in any risk appraisal. This is widely acknowledged
in the current regulatory practice and uncertainty analysis is for example an inte-
grated part of the chemical safety assessment procedures issued by the European
Chemicals Agency (ECHA 2012). Uncertainty is, however, a very dynamic param-
eter (or set of parameters), and only through time can the environmental risks of
novel materials be more fully understood. The use and development of engineered
nanoparticles in a variety of consumer products and other applications is no exception
to this; although scientific knowledge has advanced and expanded significantly since
the first early warning signs of adverse effects of nanoparticles on environmental
organisms (Oberdörster 2004), significant uncertainty persists in understanding their
environmental risks even after nearly two decades of research (Grieger et al. 2019).

Manydifferent risk assessment frameworks and tools for nanomaterials exist today
(Grieger et al. 2012; Hristozov et al. 2012; Oomen et al. 2018; Franken et al. 2020;
Sorensen et al. 2019), and though they are different in their scope, applicability and
resulting outcomes, they generally follow the traditional “risk assessment paradigm”,
i.e., that risk is a function of exposure and effects. Therefore, most procedures within
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these nano-risk assessment frameworks and tools begin with information gathering
and material characterization steps and then advance to effects (or “dose–response”)
assessment and exposure assessment. The outcome of these last two steps, which is
most often scenario-based, is then aggregated into a final risk characterization step,
which essentially concludes with the identification of risk or that no risk is expected
(and/or more information may be needed). As mentioned above, this outcome of
the risk assessment procedure is accompanied (or should be accompanied) by an
uncertainty analysis that informs decision-makers of identified data gaps, limitations,
and/or uncertainties relevant for the conclusion reached.

In 2007, the European Commission’s Scientific Committee on Emerging and
Newly Identified Health Risks (SCENIHR) highlighted the following as main areas
of uncertainty for identification of environmental risks of nanomaterials: environ-
mental fate, behavior, and mobility; degradation, persistency, and bioaccumulation;
and adverse effects to a variety of organisms (SCENIHR 2007). In other words, all
steps of the environmental risk assessment framework of nanomaterials were consid-
ered to have serious data gaps and high degrees of uncertainty. Further data gaps were
identified that centered around testing methods, equipment for testing and analyses,
and the most appropriate metrics for expressing test results.

In addition to the SCENIHR 2007 report, Grieger et al. (2009) analyzed and char-
acterized the types, levels, and nature of different uncertainties within the field of
environmental risks of nanomaterials in a systematic characterization of the “known
unknowns” of nanomaterial safety. This analysis was conducted by applying the
Walker and Harremoës framework (Walker et al. 2003) to 31 peer-reviewed scien-
tific papers and reports published between 2004 and 2008 on potential environmental,
health, and safety (EHS) risks of nanomaterials. Overall, this work provided valu-
able insight on the data gaps and uncertainties as identified by scientific experts,
governmental agencies, regulatory bodies, and national/international organizations
in the early phase of nanomaterial risk identification. In the analysis that mapped
the main areas of uncertainty and data gaps according to the reviewed papers and
reports, Grieger et al. (2009) found that testing considerations, characterization of
nanomaterials, effects assessment, and exposure assessment all were associated with
significant uncertainty (Fig. 15.1). These findings were further supported by other
reviews of the EHS data of nanomaterials with regards to uncertainty and knowledge
gaps of the environmental risks of nanomaterials (e.g., Maynard 2006; USEPA 2007;
DEFRA 2007; OECD 2007, Baun et al. 2008). The Grieger et al. (2009) analysis
showed that within the general locations of nanomaterial characterization, effects
assessment, exposure assessment, testing considerations, and other areas (Fig. 15.1),
a number of sub-locations of uncertainty stood out in terms of their frequency of
being mentioned in the reviewed materials. The most frequently cited sub-locations
of uncertainty across all sub-locations were: (1) lack of reference materials and stan-
dardization, (2) characterizing the environmental fate and behavior of nanomaterials,
and (3) determining environmental effects and/or ecotoxicity.

In addition to mapping the main areas of uncertainty related to nanomaterial
environmental risk assessment, Grieger et al. (2009) also analyzed the level and
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Fig. 15.1 Illustrationof the relative distributionof the levels of uncertainty related to environmental,
health and safety risks of nanomaterials among the five risk assessment areas where uncertainty
was most predominant (redrawn from Grieger et al. 2009)

nature of these uncertainties. In accordance with the Walker and Harremoës frame-
work, the level of uncertainty ranges from “ignorance” (i.e., unknown-unknowns) to
“deterministic knowledge” (i.e., no uncertainty)—neither of which applies to nano-
material risk assessment. Between these two extremes, other levels of uncertainty
include “recognized ignorance” (i.e., known-unknowns), “scenario uncertainty” (i.e.,
known outcomes, unknown probabilities), and “statistical uncertainty” (i.e., known
outcomes, known probabilities). While recognized ignorance is self-explanatory but
impossible to quantify, the two other levels deserve a bit of explanation. In brief,
scenario uncertainty relates to, e.g., scientific experiments where the outcomes are
known (or can be expected) but dependent on a specific scenario, and therefore
probabilities of the outcomes are unknown. In contrast to this, statistical uncertainty
describes the uncertainty normally addressed in scientific studies, in that the possible
outcomes, e.g., of an experiment, are known and the probabilities of these outcomes
are also known or can be quantified using statistical models. While statistical uncer-
tainty can be reduced by increased experimentation, scenario uncertainty can be
reduced bymore empirical research.Understanding and describing the level of uncer-
tainty is therefore useful when evaluating whether more empirical research may help
reduce uncertainties, while conducting more research can move the level of uncer-
tainty from scenario uncertainty towards statistical uncertainty—acommon approach
for scientists modeling and quantifying uncertainty. In their analysis, Grieger et al.
(2009) found that the level of uncertainty across all locations was between scenario
uncertainty and recognized ignorance (Fig. 15.1). This showed that the general level
of knowledge in 2006–2009 was at a relatively early stage of development. Finally,
the nature of uncertainty was evaluated to bemainly epistemic, indicating that further
research could be expected to reduce most of the uncertainties within the field.

Leveraging these key findings on the uncertainties of nano-EHS risks, the
following sections take a closer look at how knowledge and data were acquired in
the field of nanomaterial environmental risk assessment, including aspects of nano-
effects and exposure assessments, since 2009. Using the Walker and Harremoës
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framework and the Grieger et al. (2009) application of their framework, we see
that the scientific community made advancements that moved from “scenario uncer-
tainty” towards “statistical uncertainty” in the reduction of nano-risk assessment
uncertainties, particularly in ecotoxicity testing. Testing considerations will there-
fore be given a specific emphasis in the following sections, as this was the area
of uncertainty that was most frequently cited in the systematic review of “known
unknowns” of nano-EHS risks in Grieger et al. (2009). It should also be mentioned
that since risk is a function of exposure and effects, it is equally important to reflect
on the fate, effect, and exposure assessment when discussing risks of novel materials.
These topics are, however, not included in this chapter, although a number of reviews
have been published in these fields including Peijnenburg et al. (2015), Baun et al.
(2017), and Nowack (2017).

We also note that in the following sections on ecotoxicity testing of nanomate-
rials and implications for nano-environmental risk assessment, the terms “relevance”
and “reliability” are used often. These terms have specific meanings when used
in a regulatory context (Box 15.1). Taken together, relevance and reliability form
the cornerstones in defining test results as being deemed “adequate for regulatory
purposes”. Further, only data that are adequate for regulatory purposes can be used in
risk assessment by regulatory bodies, and therefore new/updated methods for nano-
materials must be both reliable and relevant to have an impact on risk assessments
(OECD 2005).

Box 15.1 The Organisation for Economic Co-operation and Development
(OECD) definitions of regulatory reliability and relevance (OECD 2005)

“Reliability is defined as the extent of reproducibility of results from a test within and
among laboratories over time, when performed using the same standardised protocol.
The relevance of a test method describes the relationship between the test and the
effect in the target species, and whether the test method is meaningful and useful for
a defined purpose, with the limitations identified. In brief, it is the extent to which
the test method correctly measures or predicts the (biological) effect of interest, as
appropriate.”

Ecotoxicity Testing of Nanomaterials—Developments
and Implications for Risk Assessment

The number of studies regarding the ecotoxicological effects of nanomaterials has
increased rapidly since the first paper was published in this field in 2004 (Oberdörster
2004). For example, in the project ENRHES (Engineered Nanoparticles—Review of
Health and Environmental Safety), a comprehensive literature study revealed that 89
nano-ecotoxicity studies had been published from 2004 to 2009 (Stone et al. 2010a).
Five years later, the NanoE-Tox database included 1,518 nano-ecotoxicity studies in
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2015 (Juganson et al. 2015), and only six years after that in 2021, a search in literature
databases resulted in more than 6,000 hits, e.g., 6,156 papers listed inWeb of Science
(search term “nano*” AND “ecotox”; May 2021). These findings correspond to a
69-fold increase in nano-ecotoxicity papers over an 11-year time span.

Although the number of scientific papers has increased quite dramatically over
the past 10–15 years, the regulatory adequacy of the performed studies has been
questioned by several authors (Hartmann et al. 2017; Hjorth et al. 2017). This is a
critical aspect when evaluating the performed nano-ecotoxicity studies in the peer-
reviewed literature, especially for decision-making purposes. Several authors have
also expressed concerns about the regulatory adequacy of nano-ecotoxicity tests even
if the tests were carried out in accordance with the existing OECD test guidelines
(OECDTGs). In fact, the questions regarding the need for adapting theOECDTGs, or
to provide test-specific guidance, have been raisedmultiple times since the early days
of nanotoxicology. In response to the concerns raised, OECD launched a Working
Party for Manufactured Nanomaterials in 2006. The work of this international coop-
eration culminated in 2020 with the publication of the OECD Guidance Document
317 on aquatic and sediment toxicological testing of nanomaterials (OECD 2020;
Petersen et al. 2021). In the context of improving the regulatory adequacy of ecotoxi-
city tests for nanomaterials, this work is highly relevant and urgently needed (Hjorth
et al. 2017; Hansen et al. 2017). The guidance is targeted at improving the reli-
ability and relevance of test results obtained in experiments following the OECD
TGs, e.g., for fulfilling information requirements in REACH (Nielsen et al. 2021). In
addition, the OECD317 guidance is expected to improve the general quality of scien-
tific studies by providing urgently needed recommendations for “best principles” for
ecotoxicity studies of nanomaterials (Hon et al. 2019).

While it is beyond the scope of this chapter to give a full account of all the consid-
erations that have shaped the current guidance document for nanomaterial aquatic
toxicity testing, we will provide a glimpse into the numerous testing considerations
that have arisen during the past 15 years in the following sections. In particular, we
elaborate on the need for nanomaterial characterization for exposure assessment,
nanoparticle-specific testing considerations, the search for nano-specific effects, and
finally the regulatory use of ecotoxicological data generated in standardized tests of
nanomaterials.

Nanomaterial Characterization in Exposure Assessment

The physical and chemical (termed “physicochemical”) characterization of nano-
materials before, during and after testing has been a major focus in improving the
reliability of ecotoxicity test results. This is because the physicochemical parame-
ters of nanomaterials (e.g., size, size distribution, shape, and charge) are considered
to play critical roles in not only understanding potential exposures to, e.g., ecolog-
ical organisms, but also how these exposures impact effects, and therefore risks.
Since 2010, the field of nanomaterial characterization has significantly improved,
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but the number of relevant physicochemical characterization parameters and the
importance of each one is still a topic debated in the scientific literature. It is never-
theless clear that in order to ensure proper, scientifically justified results from nano-
ecotoxicity tests, exposure needs to be appropriately characterized, which relies on
the characterization of nanomaterials across a range of physicochemical parameters.
For regular, bulk-scale chemicals, the results of ecotoxicity tests are often evalu-
ated using dose (concentration)-response curves, where the concentrations of the
chemicals and therefore exposures are known. However, for nanomaterials, other
physicochemical parameters than mass-based concentrations may be more relevant
to describe exposures and risks, such as nanomaterial size, size distribution, shape,
charge, zeta potential, or dissolution rate (Drasler et al. 2017).

As an example, particle size determination has been of high priority in many
studies due to the expectation that the biological effects of nanomaterials may be
related to particle size and numbers of particles. In the media used for ecotoxi-
city testing, it is not trivial to determine the particle size distributions – a process
most often performed by dynamic light scattering (DLS), which provides indirect
measures of hydrodynamic diameters based on scattered light. The potential release
of metal ions from some nanomaterials (e.g., Ag, CuO, and ZnO) is also a topic that
has received a lot of attention over the past decade since the metal ions in many cases
have been found to account for most of the toxicity observed (Notter et al. 2014).
Therefore today, it is required that dissolution is accounted for in ecotoxicity tests
involving metal-based nanomaterials (OECD 2020). Further, and similar to all trans-
formation processes taking place during testing, it is the dissolution kinetics related
to aquatic media that need to be documented rather than the dissolution constant.
In fact, several studies have shown that the quantification of dissolution kinetics,
as well as nanomaterial losses before, during and after incubation, was crucial for
determining the actual exposure concentrations of nanomaterials in ecotoxicity tests
(Sørensen and Baun 2015; Sekine et al. 2015; Cupi et al. 2015).

Throughout the development of the nano-ecotoxicology field, a number of physic-
ochemical parameters have been suggested to be of importance for characterizing
nanomaterials during testing (Stone et al. 2010b). Even today there is no full scientific
understanding of which parameters govern the ecotoxicity of nanomaterials (Hjorth
et al. 2017; Bondarenko et al. 2016; Hund-Rinke et al. 2015, 2016; Drasler et al.
2017). Asmentioned before, the recentOECDGuidanceDocumentNo. 317 provides
recommendations for regulatory-oriented testing, while from a scientific standpoint,
the current recommendation is that as much characterization data as possible should
be reported for ecotoxicity tests of nanomaterials. Hjorth et al. (2017) phrased this
as: “a move from the traditional focus on controlling exposure, (as recommended) in
TGs applied to dissolved chemicals, toward a focus on describing exposure through
a range of different techniques (Wickson et al. 2014; Sørensen et al. 2016)”.

Finally, it should be emphasized that most published studies on nano-
ecotoxicology have focused on nanoparticle characterization in the stages before
ecotoxicity testing. However, it has been increasingly recognized and deemed essen-
tial to quantify the actual exposure during testing to increase both the scientific
value and the regulatory adequacy of nano-ecotoxicological studies (Hartmann et al.



356 A. Baun and K. Grieger

2017). The lack of nanoparticle characterization during testing may be problematic
for the interpretation of individual test results as well as for comparing studies, even
if the same nanomaterials were tested using the same test method. In other words,
it can be difficult to draw general conclusions even from test results using standard
methods without full nanomaterial characterization. This, in turn, poses challenges
for the development of validated in silicomethods for predicting the ecotoxicological
potential of nanomaterials based on physicochemical material properties.

Challenges in Nanomaterial Effect Assessments—Particles
Are Not Dissolved Chemicals

Overall, standardized ecotoxicological tests have been challenged by the fact that
nanomaterials do not behave like dissolved chemicals in aqueous suspensions. For
example, it may be very problematic tomaintain stable suspensions during the testing
period, and even with extensive characterization, new and unexpected phenomena
may be encountered as described in the previous section.

To illustrate these challenges, we will take a closer look at the algal growth rate
inhibition test. This test is one of the three mandatory ecotoxicological tests to be
carried out for classification, labeling, and risk assessment purposes for chemicals
and nanomaterials in the European Union (EU). The procedure for the algal test is
described inOECDTG201 (OECD2011), aswell as in the somewhat stricter standard
of the International Organization for Standardization (ISO 2012). When nanomate-
rials are tested in algal growth rate inhibition tests, the nanomaterials may scatter
light and therefore decrease the amount of light reaching the algal cells, thereby
inhibiting or reducing the growth rate (i.e., “shading”), rather than contributing to or
leading to any ecotoxicological effect on the algal cells. Shading has, in fact, been
identified as a potential confounding factor of algal testing of nanomaterials since
the very first publications in the area (Hund-Rinke and Simon 2006) and continues
today (Hjorth et al. 2017; Nguyen et al. 2020). Although practical solutions exist to
determine whether shading occurs (Fig. 15.2), it is still an open question as to what
degree it influences the outcome of standard testing. Shading caused by nanomate-
rials in algal tests is a prominent example of a nano-specific influence that could be
interpreted as an effect, but may also be a result of how tests are performed. There-
fore, extrapolation of such effects from the algal growth rate inhibition tests to other
organisms or the ecosystem will often not be valid due to this confounding effect of
shading (Skjolding et al. 2016; Hjorth et al. 2017).

Further, the potential shading effects of nanomaterials have often been mentioned
as a possible cause of the effects observed in algal toxicity tests (Handy et al.
2012; Petersen et al. 2015; Sørensen et al. 2016). A number of scientific studies
on disclosing shading effects of nanomaterials have been conducted, predominantly
by separating algal cells from the nanomaterial suspension (Fig. 15.2) to eliminate
any direct toxicity, and illuminating the algae through the nanomaterial suspension
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Fig. 15.2 Illustration of a testing setup for algal toxicity tests (a) and two setups to distinguish
between physical and chemical effects of nanomaterials (b and c). In b, shading effects may be
investigated using a double-vial setup, where algal cells are contained in the smaller inner-vial,
surrounded by the nanoparticle suspension in the larger outer-vial. In c, the so-called “sandwich”
setup reveals whether physical shading occurs in the algal test. Here one 6-well plate is filled
with algal suspension without nanomaterials (c1) and another plate (c2) is filled with nanomaterial
suspension without algae added. Plate c2 is placed on top of c1 and the combined “sandwich”
setup is illuminated from above. For both modified setups (b and c), a decline in growth rate will
be caused by physical shading caused by the tested nanomaterial (Modified from Sørensen et al.
2015). In addition to measuring growth rate (or biomass) in algal tests, changes in the algal pigment
composition have also been a direct measure to quantify the effects of nanomaterial shading (Hjorth
et al. 2016). This approach relies on the ability of algae to rapidly adapt their pigment composition
in response to changing light conditions and therefore serves as an effective endpoint to quantify
shading effects of nanomaterials (Hjorth et al. 2016)

(a so-called “sandwich” test) to determine if growth rate inhibition occurs as a result
of nanomaterials obstructing the light available to the algae (Aruoja et al. 2009;
Hartmann et al. 2010; Hund-Rinke and Simon 2006; van Hoecke et al. 2009). These
studies have generally rejected this type of indirect shading as a cause of growth inhi-
bition. In contrast, Sørensen et al. (2016) identified substantial growth rate inhibition
when separating algae and platinum nanoparticles (PtNPs) in a double-vial setup.

Both the “sandwich” and separation setup shown in Fig. 15.2 aim to quantify
whether shading from nanomaterials in suspension contributes to growth reduction.
However, shading from nanomaterials attached directly to the algae (sometimes
referred to as “cellular shading”) is not considered by these approaches. Cellular
shading may be highly important, as several studies have demonstrated nanomaterial
attachment to algal cells (Aruoja et al. 2009; van Hoecke et al. 2009, Hartmann et al.
2013; Sørensen et al. 2016; Pang et al. 2020; Abdolahpur Monikh 2021). In general,
it is believed that algal cells can overcome temporary shading and that this may not
cause population effects due to growth rate reductions. Adhesion of nanomaterials to
algal cells can however result in permanent shading but can also cause other physical
effects like the limitation of nutrient availability.

The issues mentioned above for the algal test illustrate how each of the standard-
ized ecotoxicity tests used for risk assessment purposes faces specific challenges
when applied to particle suspensions rather than the dissolved chemicals that they
were developed for (Skjolding et al. 2016). The standardized tests with fish and
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crustaceans are both challenged by keeping nanomaterial suspensions stable during
incubation but also by a particle-specific change in exposure pathway by active or
passive intake, either through ingestion or attachment on gills. This is fundamentally
different from the exposure through molecular diffusion that is dominating in tests
of dissolved chemicals.

As described above, it is not an easy task to document that the exposure to nanoma-
terials is controlled during an experiment. This is further complicated by the presence
of organisms since their presence and interaction with nanomaterial suspension will
interfere with the characterization techniques. For example, using DLS to determine
the “in situ” size distribution of the suspension at the end of an algal test is hampered
by the fact that samples extracted do not only contain algae but also that the algae
have excreted exudates during incubation. Figure 15.3 shows two examples of the
changes that mono-dispersed suspensions of gold and titanium dioxide nanoparticles
undergo during 48 h of testing in a standardized algal toxicity test (from Hartmann
et al. 2013). It is evident that the size distribution of particles in the medium is
affected, but also that significant interaction with organisms also takes place.

The presence of exudates will not only influence the nanoparticle characterization
(Fig. 15.3) but may also affect the toxicity of the nanomaterials. Exudates as well as
naturally occurring organic matter (NOM) may form a coating on the nanomaterial
surface. This is often referred to as an eco-corona. The influence of NOM on the
ecotoxicity of nanomaterials has been a topic of many ecotoxicity studies (e.g.,
Arvidsson et al. 2020), while fewer studies have focused on eco-coronas composed
of organism exudates (Docter et al. 2015; Nasser and Lynch 2016). Knowledge in
this area is developing and shows that biomolecule coronas are established rapidly
(Hjorth et al. 2017). This type of interaction is likely to occur for all nanomaterials
but perhaps to different degrees depending on the composition and surface properties
of nanoparticles. This aspect is of high importance for environmental risk assessment
since the occurrence of pristine nanomaterials, once released into the environment,
is unlikely.

In a recent meta-analysis of the influence of NOM on the aquatic ecotoxicity
of nanomaterials, Arvidsson et al. (2020) examined 66 studies of metal and metal
oxide nanomaterials. It was found that 84% of these studies showed a reduction in
nanomaterial ecotoxicity in the presence of NOM. No strong correlation between the
50% effective, inhibitory or lethal concentrations (XC50 values) and concentrations
ofNOMoccurred, but it was found that the toxicity decreased 1–10 timeswhenNOM
was present during testing (Arvidsson et al. 2020). This led the authors to suggest that
XC50 values from experiments without NOM present may be used in environmental
risk assessments of nanomaterials as reasonably conservative estimates of XC50

values with NOM present.
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Fig. 15.3 Transmission electronmicroscopy (TEM) images of algal cells exposed to 1.9 mg/L gold
nanoparticles (upper panel) and 35 mg/L titanium dioxide nanoparticles (lower panel). Scale bars
are 2 µm. In the upper panel, TEM images were taken at the start of the test (a) and after 24 h
of testing (b). Insert shows, a: individual gold nanoparticles (scale bar is 40 nm), b: attached gold
nanoparticles at the edge of an algal cell (scale bar is 300 nm). In the lower panels, TEM images
were taken after 24 h (a’) and after 48 h (b’) of testing. Modified from Hartmann et al. (2013)

Nanomaterial-Specific Effects and Modes of Action

While the discipline of nanoecotoxicology has developed significantly during the
past decade, the exact toxic mechanisms or modes of action of nanomaterials remain
unclear. This may be influenced by the technical challenges in testing, as discussed
briefly above and as outlined by Skjolding et al. (2016) who highlighted that several
factors must be accounted for to disclose whether a “nano-specific effect” occurs. As
shown in Fig. 15.4, the different responses and potential confounding factors depend
on the intrinsic and extrinsic properties of the nanomaterials. The response types
relate to the dissolution in aqueous media, intake and discrete localization within the
test organisms, as well as physical effects on test organisms (Fig. 15.4). As illustrated
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Fig. 15.4 Responses that occur concomitantly in ecotoxicity tests of nanomaterials which influence
or dominate the outcome of the tests: Effects related to the dissolved fraction (top left), effects of
internalization and translocation of nanomaterials due to their small size (top right), physical effects
of the nanoparticles (bottom right), and the nanoparticle effects via a proposedmode of action related
to, e.g., the generation of reactive oxygen species (bottom left). Based on Skjolding et al. (2016)

for the algal test above, the test setup may not allow for a differentiation of response
type and since these occur simultaneously and (very) dynamically, it is often difficult
to disclose an actual mode of action (Hjorth et al. 2017).

A multitude of studies has searched for modes of action or toxic mechanisms
across a range of nanomaterials. For example, Lynch et al. (2014) summarized the
possible mechanisms as follows:

• Dissolution, whereby the observed effects are caused by toxic ions;
• Nanomaterial surface effects, which lead to effects on the conformation of

biomolecules;
• Nanomaterial structure effects, such as photochemical and redox properties

resulting from bandgap or crystalline forms of nanomaterials;
• Nanomaterials as vectors, whereby nanomaterials may act as vectors to transport

other toxic chemicals to sensitive targets (e.g., Trojan horse effects).

As mentioned above, metals and metal oxide nanomaterials (e.g., CuO, ZnO or
Ag) are prone to dissolution. Further, many studies have focused on the role of the
nanomaterial versus the released ions in explaining nano-ecotoxicity. For metals and
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Table 15.1 Overview of use of standardized test methods in nanomaterial risk assessment

Use of testing data Aim of testing

Classification Environmental protection

Risk assessment step Hazard identification
Hazard ranking

Hazard assessment

Focus in relation to regulatory use Reliability Relevance

Experimental focus Controlled experiments Environmental realism

Results evaluation Concentration–response
curves

Assessment factors
Species sensitivity
distributions

Outcome - values LC50, EC50, NOEC PNEC

Nature of outcome Relative Absolute

metal oxide nanomaterials, the ability to generate reactive oxygen species (ROS, such
as superoxide, hydroxyl radicals, and hydrogen peroxide) and induce oxidative stress
is still the only distinct modes of action documented for nanomaterials in aquatic
organisms (Ivask et al. 2014; Juganson et al. 2015; von Moos and Slaveykova 2014).
However, even if this mode of action is suspected, it may be technically difficult to
prove in tests, since the formation of extra- or intracellular ROS can trigger a cascade
of cellular events (von Moos and Slaveykova 2014). Therefore, care has to be taken
before conclusions can be drawn, even on this known mechanism of toxicity.

Finally, it is important to underline that while the ecotoxicity tests used for risk
assessment do not allow an assessment of the mechanism causing the toxicity, this
is in alignment with current regulatory approaches for the hazard assessment of
conventional chemicals. The understanding of the potential mode of action of nano-
materials in environmental organisms is a question of high scientific relevance. This
may in turn influence the design and endpoints of ecotoxicity testing for regulatory
purposes, as shown by the recommendations of the 2020 OECD guidance document
for aquatic toxicity testing of manufactured nanomaterials (OECD 2020). All this is
tightly linked to the use and role of ecotoxicity data in risk assessment (Table 15.1)
as will be further described in the following section.

Use of Ecotoxicity Data in Nanomaterial Risk Assessment

In risk assessment of “regular” (i.e., conventional) chemicals, ecotoxicity data are
used in two distinct ways: 1) for “classification” purposes, i.e., to classify, label
and determine the toxicity (T) criterion in a PBT assessment (PBT – persistence,
bioaccumulation, toxicity), and 2) for “protection” purposes, i.e., the derivation of
predicted no-effect concentrations (PNECs). Table 15.1 lists a number of differences
in the purpose of ecotoxicity testing for these two uses of the data generated, also
applicable to risk assessment of nanomaterials.
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This approach is in agreement with the classical distinction in ecotoxicology
between “anticipatory laboratory ecotoxicity testing” aimed at hazard identification
and “assessment testing” aimed at environmental impact evaluation (Calow 1997;
Hjorth 2016). As such, ecotoxicity testing using guidelines should support regulatory
hazard ranking and labeling, whereas field testing should ideally inform decisions on
environmental quality standards aimed at protecting the environment. For this reason,
guideline tests focus on controlled experiments and inter-laboratory transferability
(i.e., regulatory reliability), whereas environmental realism plays a much stronger
role in the validity of field-scale tests.

In reality, for nanomaterials as well as for conventional chemicals, test results
generated by following guideline recommendations for classification purposes as
shown in Table 15.1 will also form the basis for evaluations of environmental protec-
tion. This has been termed as a “double use” of the data from guideline testing (Hjorth
et al. 2017). The measures for regulatory adequacy, like relevance and reliability,
will favor studies carried out according to internationally agreed-upon guidelines
and standards (Hartmann et al. 2017). Therefore, there is a very strong focus on tests
using the core set of organisms (i.e., fish, crustaceans, algae). The dataset generated
with the original aim of ranking and classifying chemicals (i.e., a relative outcome)
will then often be the only dataset available, and will therefore be used for defining
environmental protection goals, i.e., an absolute outcome (Table 15.1).

For conventional chemicals, a precedent for this “double use” of ecotoxicity data
has been established over the last 30 years. The use of the same test results at different
stages in the risk assessment procedure relies on cut-off values and extrapolation
methods that have been agreed upon by regulatory authorities and stakeholders, often
following advice from expert groups (Syberg and Hansen 2015). For nanomaterials,
the double use of guideline testing data for both purposes, as shown in Table 15.1,
remains to be critically evaluated, though the appropriateness of extrapolation from
guideline test data for PNEC determination has been questioned by several authors
(Lützhøft et al. 2015; Baun et al. 2009). This critique has been made on the basis of
the fundamental difference between dissolved chemicals and particles with regard
to their behavior and effects in laboratory studies, compared to real-world behaviors
and effects that may occur in complex environmental matrices.

The current procedures for establishing protective values have been transferred
directly from dissolved chemicals to nanomaterials, relying mainly on so-called
assessment factors, and in some cases, species sensitivity distributions (SSD). Both
methods rely on the use of extrapolation approaches from laboratory studies to
the protection of ecosystem functions. These approaches are founded on the basic
toxicological notion that a higher concentration will lead to greater effects. Thus,
monotonous concentration–response curves and stable suspensions during testing are
inherent requirements for the ecotoxicity data to bevalid for risk assessment purposes.
As described above, this prerequisite is often severely challenged when nanomate-
rials are tested in standardized tests. In concentration–response experiments, changes
in nanoparticle behavior may furthermore be nanoparticle concentration-dependent
(e.g., stronger aggregation at high concentrations of nanoparticles) and this may alter
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the bioavailability of the particles and not necessarily result in monotonous concen-
tration–response curves. For PNEC estimations by the assessment factor approach,
this may be a problem for the validity of the extrapolation from standardized tests,
since actual environmental effects may occur at lower concentrations than those used
in the standardized tests, although this remains to be systematically investigated.

The other approach for PNEC determination, i.e., using SSDs, has only been used
to a limited extent for nanomaterials (Sørensen et al. 2020). This field of applica-
tion has significantly increased since the first nano-SSD was developed in 2013 by
Gottschalk et al. (2013). For example, Chen et al. (2018) constructed SSDs consid-
ering nanomaterial structural characteristics, such as coating, size, shape, and exper-
imental conditions for Ag, CeO2, CuO, TiO2 and ZnO nanoparticles. To account
for the differences in the relevance and reliability of ecotoxicological data across
studies, Semenzin et al. (2015) developed a nano-species sensitivity weighted distri-
bution (n-SSWD). This approach was compared to a conventional SSD model as
well as to a probabilistic SDD model for nanomaterials by Sørensen et al. (2020). In
this model comparison, only studies regarding two reference materials, NM-300 K
(silver) and NM-105 (titanium dioxide), were included and all data were evaluated
by the nano-specific “nanoCRED” reliability criteria (Hartmann et al. 2016). While
it was found that the conventional SSD generally yielded the most conservative but
least precise output, the estimated hazardous concentrations for 5% of species (HC5

values) of all models were within a narrow concentration range (Sørensen et al.
2020). Interestingly, the majority of studies were evaluated as being reliable from
the regulatory perspective, although it was found that the degree of nano-specific
characterization varied greatly (Sørensen et al. 2020). Generally, this study showed
that for a large, well-curated data set, the output relevant for PNEC estimation was
not very sensitive towards the choice of SSDmodel, but also that regulatory adequacy
was improved by taking nano-specific considerations into account. This is important
for the further development of nanomaterial risk assessment approaches, since PNEC
values generated from SSD were not as dependent on extrapolation factors as PNEC
values estimated by the assessment factor approach.

Overall, this section emphasizes that nanoecotoxicology tests serve different
purposes, and different tests are needed to fulfill different regulatory needs in regard
to risk assessment (Table 15.1). For hazard identification purposes, an ideal testwould
allow for controlled exposure conditions which, in combination with thorough nano-
material characterization, would allow for reliable and reproducible benchmarking.
For hazard assessment purposes, testing should ideally be carried out at environmen-
tally realistic concentrations and under realistic conditions (Table 15.1). This type of
testing will inherently be challenged in the current definition of regulatory reliability,
but their relevance for the regulatory question at hand will be higher than that for
the currently used approaches. For this, new tests/test designs and ecotoxicological
endpoints are most likely needed, and extrapolation methods should be scrutinized
in a systematic way (Lützhøft et al. 2015; Hjorth 2016; Aitken et al. 2011; Palmqvist
et al. 2015; Syberg and Hansen 2015). Lastly, it is important to underline that the data
with little regulatory relevance should not be confused with “bad or flawed data”.
This is because scientific studies without a regulatory focus or regulatory compliance
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have a very high value in themselves and are still needed to further develop the field
of nanoecotoxicology (Hjorth et al. 2016; Wickson et al. 2014).

Reflections from Nanomaterial Toxicity Testing
and Perspectives for Risk Assessment of Emerging
Contaminants

In the preceding sections, someof the fundamental uncertainties related to performing
risk assessment on novelmaterials have been described and exemplified by reviewing
the development of regulatory-relevant ecotoxicity testing for nanomaterials over
the past 15 years. Through this reflection, it becomes clear that the knowledge base
has expanded significantly over this time period, and for several areas, the level of
uncertainty has moved from “recognized ignorance” to “scenario uncertainty” to
“statistical uncertainty”. More than 15 years later, the fields of nano-EHS and risk
assessment have expanded significantly, with thousands of peer-reviewed articles
published on the topic of nano-ecotoxicity alone, and therefore a thorough review of
papers and reports on nano-EHS knowledge would require a substantial undertaking,
that may benefit from new advancements in data mining and automatic text analysis.

Also, through a reflection of the field of nano-ecotoxicology, it has become clear
that it takes time and dedicated research efforts to reach a level where specific testing
guidance can be given regarding relevant and reliable data generation for risk assess-
ment of novel materials. In the case of ecotoxicity of nanomaterials, work in this field
was initiated by the OECD in 2007 and ultimately finalized 13 years later through the
publication of the previously-mentioned guidance document (OECD 2020). While
this may seem like a long time period to develop this guidance, it is in fact faster
than what has been observed previously for other emerging contaminants (Syberg
and Hansen 2015). During this time, the production and application of nanomaterials
have also increased significantly (Hansen et al. 2020), and the reliance on risk assess-
ment for decision-making for nanomaterials has faced numerous challenges. This is
partly due to the complexities and uncertainties described in this chapter but also
due to underlying challenges for risk assessment frameworks for decision making
(Grieger et al. 2009, 2019).

For novel materials and emerging environmental contaminants, this opens the
question whether we must wait another 13 years to assess each new case, or whether
we have learned from the case of nanomaterials, that a more proactive approach
to risk assessment can be implemented. It is important to reflect on what we have
learned from the nano-risk analysis that could be applicable to other fields that also
are characterized by having sparse data and having a level of uncertainty that ranges
between “recognized ignorance” and “scenario uncertainty.”

Grieger et al. (2019) provided a perspective on this issue and concluded that the
preceding 15 years of experience with nanomaterial risk analysis should be used to
address potential risk issues of other emerging technologies or contaminants since
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the pace of innovation is surpassing the pace of risk identification and quantification.
The authors suggested a number of best practices that may be applicable to other
emerging and disruptive technologies (e.g., synthetic biology, 3-D printing, climate
engineering technologies) (Box 15.2, Grieger et al. 2019).

Box 15.2 Five best practices for risk analysis of emerging technologies
based on experiences from nanomaterial risk analysis (summary based
on Grieger et al. 2019)

1. Promote Research Tailored for Regulatory Decision-Making
Nano-risk research has largely been directed towards understanding the science rather
than meeting decision-making and regulatory needs. While it is possible to link evolving
nano-safety data to decision and policy-relevant needs using “bottom-up” strategies, the
initiation of strategic, purposeful regulatory-relevant science programs (i.e., using
“top-down” strategies) at the start of major risk-based efforts for emerging technologies
could help target research more effectively towards regulatory decision-making

2. Set Realistic Time, Cost, and Complexity Estimates to Develop Risk Analysis
Similar to nano-risk analysis, the process of identifying risks, adapting or developing
assessment protocols and procedures, and testing, validating, and harmonizing risk
assessment methods for other emerging technologies are also likely be complex,
time-consuming, and expensive. This may especially be the case if this process is based
on the traditional approach of relying on experimental evidence and knowledge-based
assessments for risk evaluations. It may help prepare and align stakeholder expectations
early on to have realistic estimates of the time, costs, and degrees of complexities
involved to derive concrete conclusions regarding risks. These estimates may help
prepare industry, policymakers, and other decision-makers prioritize research efforts and
funding programs directed at near-term methods, policy or decision-making while the
underlying safety science is developed

3. Develop Proactive Strategies to Deal with Uncertainties in Risk Analysis and
Decision-Making
Scientific uncertainty has been one of the main obstacles in nanomaterial risk analysis. In
general, standard approaches to handle uncertainties in risk assessment may not be
well-suited for emerging technologies that are often characterized by having deep and
extensive uncertainties in terms of potential risk pathways and consequences. Rather, risk
assessment efforts for nanomaterials and other emerging technologies may benefit from
including or being complemented by separate uncertainty assessments that identify and
describe different scientific uncertainties and communicate how they may impact overall
risk assessments and evaluations. Dynamic risk evaluation and management processes
may be useful for dealing with emerging technological risks, as they allow for adaptive
responses to quickly evolving scenarios or in light of new information. Adaptive and
responsible risk governance frameworks that specifically account for uncertainty in risk
evaluations, incorporate diverse stakeholder perspectives, and include procedural
robustness may also be useful to proactively deal with uncertainty in risk analysis and
decision-support

(continued)
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(continued)

4. Develop Mechanisms to Share Risk Data while Protecting Privacy,
Confidentiality, and Proprietary Information
Concrete conclusions regarding the potential risks of nanomaterials have been hampered
by challenges related to how nano-risk data have been managed and harmonized, along
with issues of privacy, confidentiality, and intellectual property. Having more
harmonized, multi-scale, and decision-directed approaches may help avoid some
challenges related to data harmonization and integration. Future risk assessment and
management efforts could rely on robust communication mechanisms between
researchers and, with appropriate funding, integrate risk research efforts with respect to
curation functionality, infrastructure, and communication processes at multiple levels of
granularity from the onset

5. Critically Evaluate and Select Robust, Fit-For-Purpose Tools for Risk Analysis
While pursuing and deriving risk assessment for nanomaterials and other emerging
technologies is clearly worthwhile in many cases (e.g., following “traditional science”
processes), it may also be lengthy and time-consuming, and there may be other risk
evaluation approaches that could be more applicable for a given decision. A process that
critically evaluates diverse evaluation frameworks and approaches followed by a
transparent selection process for an emerging technology could be beneficial early-on to
ensure that the most fit-for-purpose risk analysis framework is selected for utilization,
further exploration, or to ultimately produce outcomes that meet decision-makers’ needs

While the perspectives and best practices put forward by Grieger et al. (2019)
target a more general level for evaluating risks of other new or novel technologies,
other articles have identified “early” risk indicators for nanomaterials (Subramanian
et al. 2016; Arvidsson et al. 2018). In fact, as early as in 2008, Hansen et al. (2008)
analyzed the introduction of nanomaterials and associated risks according to the
“Late lessons for Early Warnings” presented by the European Environment Agency
in 2001 (EEA 2001) and updated in 2013 (Hansen et al. 2013a). The same year,
five early warning signs for harmful properties of nanomaterials were suggested by
Hansen et al. (2013b), including novelty, persistency, bioaccumulation, the potential
for being readily dispersed in the environment, and potential for causing irreversible
action (e.g., toxicity). Hansen et al. (2013b) assessed these early warning signs using
a set of fivewell-known nanomaterials, butmore importantly for the field of emerging
risk areas, they also discussed how these warning signs could be used by stakeholders
in an effort to develop safe(r) nanomaterials and to communicate what is risk and
uncertainties from a precautionary angle. The authors suggested that regulators could
directly use the five early warning signs for precautionary action, ranging from a ban
to the implementation of risk research. Also later in 2013, the early warning signs
were incorporated into the hazard and exposure ranking tool, NanoRiskCat, which
was aimed to support companies and regulators in their first-tier risk assessment
and communication process regarding the known hazard and exposure potentials
of consumer products containing nanomaterials (Hansen 2013c). The NanoRiskCat
tool has been applied to all the 5,157 products claimed to contain nanomaterials in
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the NanoDataBase (nanodb.dk, visited 4 June 2021), and it also formed the basis for
the suggestion for a new regulatory framework for nanomaterials called ReactNow
(Hansen 2017).

The example given above illustrates that there are indeed many key findings
and best practices we have learned from the field of nanomaterial risk assessment
that may be transferred to other emerging risk issues. It should also be recognized
that uncertainty and incomplete understanding will continue to be inherent parts of
any risk analysis of novel chemicals, materials, or technologies. The nanomaterial
risk analysis field has also shown that there are ways to deal with these issues, and
decision-support can be provided even under high (and different) levels of uncertainty
by drawing on past experiences, rather than to (continue to) expect and/or wait for
full scientific evidence.
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