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NITG Chain: A Scalable, Private and
Permissioned Blockchain with Proof
of Reputation Consensus Method

Alok Jaiswal, Sheetal Chandel, Ajit Muzumdar, Chirag Modi, Madhu G. M.,
and C. Vyjayanthi

1 Introduction

Blockchain technology has grown for various IT applications. It can be defined as
the append only distributed database that is practically immutable, maintained by
decentralized P2P network using consensus method, cryptography and back refer-
encing blocks to order and validate the transactions [1]. In contrast to traditional
databases, blockchain offers data immutability, data transparency, user anonymity,
trust among the untrusted entities, decentralization etc. Bitcoin [2] is the first popular
implementation of blockchain for financial application. Since then, other blockchains
such as Ethereum, various Hyperledger project solutions, IOTA, Ripple, R3. Corda,
Hashgraph etc. have been popularized. Blockchain is explored in various markets
such as B2C, B2B, online trading, auctioning, energy, e-KYC etc. In addition, it is
evolved by integrating smart contracts as business logic. As per the deployment and
access scope, there are mainly three types of blockchains viz; public, private and
consortium. Public blockchains are open to all nodes for read and write. The widely
used public blockchains are Bitcoin and Ethereum. The public blockchains are more
secure and fully decentralized as the transaction validation and confirmation is done
by a large number of nodes in the network. However, scalability and blockchain
forks are major issue [3]. In private blockchain, a node requires a permission to take
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part in the blockchain network. Here, a write permission is given to the authorized
nodes only, whereas read permission may be public or restricted. Here, data security
and trust are dependent on the credibility of the authorized nodes. In consortium
blockchain, the data write operation is performed by a pre-selected set of nodes from
multiple organizations, while read permission may be public or restricted. As like a
private blockchain, the data security and trust are dependent on the credibility of the
selected nodes.

Although blockchain has high potential in various applications, it faces the prob-
lem of scalability due to the underlying computationally expensive consensus meth-
ods such as Poof of Work (PoW), Proof of Stake (PoS) etc. [4]. With the increasing
number of nodes, the transaction throughput is decreasing as a large number of nodes
are involved in transaction validation and confirmation. Although these consensus
methods help in improving the trust among the untrusted entities in the blockchain
network, they pose the scalability issue. In literature, researchers have proposed on-
chain and off-chain solutions [5, 6] to address the scalability issue in blockchain.
However, still there is a room for further improving the scalability and security of
the blockchain.

In this paper, we design NITG Chain (NITGoa Chain) with the improved scala-
bility and security. It is a private and permissioned blockchain which can be more
suitable for business to business applications such as trading, asset management
etc. Here, a node needs a permission from the existing nodes to participate in the
blockchain network. It applies Proof of Reputation (PoR) consensus method for
appending the block in NITG Chain. Here, the block mining is performed by only
the dedicated nodes (authorized nodes) which have high reputation and selected
by each organization. A block created by any authorized node is verified by other
authority nodes along with underlying transactions, and that block is appended to
NITG Chain after receiving and verifying the confirmation from 2/3 of authority
nodes. The selection of authority node for block creation is done based on its liveli-
ness and reputation. Thus, NITG Chain achieves fairness among the nodes for block
creation. In addition, it ensures reliability, security from blockchain fork and afford-
able throughput and scalability. The functional and performance validation of NITG
Chain is done using a testbed at NIT Goa by applying different size of transactions
and blocks. From the experimental results, it is observed that NITG Chain achieves
throughput 712 tps on average, while generating a block of transaction at an interval
of 10 s.

In following, Sect. 2 discusses background on blockchain followed by the existing
solutions to improve the scalability of blockchain. A detailed discussion of the NITG
Chain is given in Sect. 3, while the experimental results and analysis of the NITG
Chain is given in Sect. 4. Section5 concludes our work with references at the end.
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2 Background and Related Work

Acommonworkflowof blockchain in peer to peer network is depicted in Fig. 1. Here,
a transaction initiator broadcasts a transaction into peer to peer network of blockchain
after digitally signing it. After receiving a number of transactions, each node starts
creating a block of transactions by applying Proof of Work (PoW) [2]. A node which
is successful of mining a block broadcasts that block in peer to peer network for the
validation. After receiving the confirmation from a majority of nodes (51% nodes),
each node updates their copy of the blockchain by appending that block.

In contracts to distributed database, blockchain establishes the trust among the
nodes through consensus. However, scalability and fault tolerance of blockchains
depend on underlying consensus method. A summary of the existing consensus
methods is given in Table1.

To address the scalability problem in blockchain, different solutions such as on-
chain and off-chain including side chain and child-chain have been reported. On-
chain solutions attempt to increase the block size, reduce the transaction size or
sharding to improve the scalability. Big block and Bitcoin Unlimited [18] are the
examples of the increased block size. Here, more number of transactions can be
confirmed in a single run of the blockchain update. However, the block propagation
speed decreases, which may result into blockchain forking. In Bitcoin’s Segregated
Witness (Segwit) [19], the signatures and transactions are separated. The witness
data structure stores the signatures. This helps to address the problem of transaction
malleability. Here, the size of transactions is reduced to increase the throughput. As
like in the distributed databases, sharding in blockchain attempts to group nodes into
different shards, and thus, allowing parallel processing of the transactions. Elastico
[20], OmniLedger [21], RapidChain [22], Zilliqa [23], Harmony [24] and Monox-
ide [25] are applying the blockchain sharding. However, sharding causes the data
integrity issue, if an attacker can have control over shards.

Fig. 1 A common workflow of blockchain [7]



4 A. Jaiswal et al.

Table 1 Summary of the existing consensus methods

Consensus Applicable
blockchain/DLT

Node identity Block
mining

Scalability Fault tolerance

PoW [2] Bitcoin Permissionless R Low 50%

PoS [8] Ethereum Permissionless D Medium 3f + 1

PBFT [9] Hyperledger Permissioned R Medium 3f + 1

DPoS [10] Bitshares Permissioned D High 3f + 1 to 2f + 1

FBA [11] Ripple and Stellar Permissioned D High 5f + 1 to 3f + 1

PoAu [12] None Permissioned D High 3f + 1

PoET [13] Intel’s Sawtooth Permissionless R High 2c + 1

PoAc [14] None Permissionless R Low 50%

PoB [15] None Permissionless R Low 50%

PoC [16] Zcash Permissionless R Low 50%

PoR [17] None Permissioned D High 3f + 1

R Random, D Deterministic, c number of nodes, f Byzantine faults

In off-chain solutions, the transaction processing is performed outside the chain
for the frequent transactions. Typical solutions under this category are payment chan-
nels [26, 27], side chain [28] and Child chain [6]. Bitcoin’s Lightning network [26]
and Ethereum’s Raiden network [27] have adopted the payment channel (off-chain)
to process frequent transactions, and thus, reducing the number of transactions to be
processed at main chain. This helps to improve the throughput and reduce the trans-
action fees. However, it may affect the ecosystem due to the reduced transaction fees
and profit to miners. The goal of side chain is to transfer the cryptocurrencies among
different blockchains. For example, the exchange of cryptocurrencies among differ-
ent blockchains. The typical example of side chain is Pegged Sidechain [28]. Child
chain follows the parent-child structure, inwhich transaction processing is performed
at child chain, while parent chain maintains the record of the confirmed transactions.
Plasma [6] follows the parent-child structure for transaction processing and record
maintenance. A summary of the existing solutions to improve blockchain scalabil-
ity is given in Table2. As per our observation, there is a need of re-investigating
or extending the existing consensus methods (on-chain solutions) to improve the
throughput, scalability and security in blockchain.

3 NITG Chain: Proposed Blockchain Framework

3.1 Objective and Design Goals

The main objective is to design a scalable and secured private blockchain with the
improved throughput for business to business applications. The proposed framework
should achieve higher throughput in context of different size of transactions and
block.
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Table 2 Summary of the existing solutions to blockchain scalability

Category Solutions Advantages Limitations

On-Chain Increasing the block
size [5, 18]

Improved throughput Blockchain forking

Reducing the
transaction size [19]

Improved throughput Causes fungibility

Sharding [20–25] Parallel processing 1% attack

Off-Chain Payment channel
[26, 27]

Reduced transaction fee and
waiting time

Can affect the token
ecosystems

Side chain [28] Allows to exchange
cryptocurrencies among
different chains

Difficult to control different
cryptocurrencies due to their
price differences

Child chain [6] Parent-child chain structure
to improve the throughput

Complexity increases for
parent-child verification

3.2 Design of the NITG Chain Framework

The design of NITG Chain is given in Fig. 2. Here, the created transactions are trans-
mitted to all the peers (i.e. connected nodes to the transaction initiator) in peer-to-peer
network. Further, these peers transmit such transactions to their peers and thus, all the
created transactions are propagated in whole network for verification. Each node in
P2P network has a list of all the verified transactions which are created in a particular
time. The verification of transactions helps to remove any malicious transaction. In
NITG Chain, only authorized nodes verify and validate the transactions. At a time,
only one authorized node creates a block of such verified transactions and checks
for other live authority nodes to make an active list. The active list of the authorized
nodes is sorted as per their reputation score calculated over the period of time and
appended to the block. The generated block by an authorized node is signed using the
elliptic curve cryptography based digital signature algorithm. This generated block
is broadcasted in the network for the verification. Block verification is performed by
each authorized node in order to introduce valid block in the network. Upon verifica-
tion, each authorized node broadcasts the signed confirmation transaction containing
the block’s hash value. Then, this block is added to blockchain by each node after
receiving the confirmation from 2/3 of authority nodes. For the next block creation,
the next authorized node is selected from the active list. Thus, all the authorized
nodes have a fair chance of mining the block. In general, NITG Chain performs new
node insertion, transaction flow, transaction verification, creating an active list of
the authorized nodes, block creation, verification, and confirmation, time synchro-
nization and API service. In following, a detailed discussion on these activities is
given.



6 A. Jaiswal et al.

Fig. 2 Design of the NITG Chain framework

3.2.1 New Node Insertion in Network

When a new node wishes to participate in NITG chain, it broadcasts its public key
to all the peers. A new node insertion in NITG chain is performed through 5-way
handshaking and mutual authentication. A new node first sends a request to the
existing node for adding it to the existing node’s peer list, as shown in Fig. 3. In
response, the existing node adds this node to its peer list and returns a node ID.
Further, this new node sends a request for getting the existing node’s peer list. The
existing node sends its peer list to the new node. New node adds the returned peers
to its peer list. Finally, a new node becomes a part of the network. For a new node
insertion, following messages are involved.

1. N → P: na //Request to add in peer list
2. P → N : (na, nb, ID)EkP //Return Node ID (Existing node adds this new node

to its peer list and returns a node ID)
3. N → P: (na, nb)EkN //Request for peer list (New node sends request for the

existing node’s peer list)
4. P → N : (na, nb, PL)EkP //Returns peer list
5. N → P: (nb, PL)EkN //Add peers to peer list (New node adds the returned peers

to its peer list and acknowledges the same)

Here,N is a new node and P is the existing peer node. na and nb are nonces of new
node and peer node respectively. EkN and EkP are the private keys of new node and
peer node respectively for signing the messages using elliptic curve cryptography.
After 5-way handshaking process, all the peers add mapping of new node ID to its
public key to their local cache. All further communication with this new node uses
this public key.
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3.2.2 Transaction Flow and Verification

The transactions created by the users are transmitted to all the nodes in the net-
work. For this, we are applying Breadth First Search (BFS), where a node creates a
transaction, it is transmitted to all its peers. Further, those peer nodes transmit that
transaction to their peers as maintained in their peer list and so on. At the end, all
nodes in the network receive the created transaction. Like this, each node in the net-
work has a list of all the transactions created during time interval t. However, there
may be malicious nodes which can spread the forged transactions into the network.
To prevent this, the propagated transactions are verified before packaging them into
the block. In NITG Chain, authorized nodes verify the transaction by checking its
attributes, digital signature of sender, balance and size of the data field. Such verified
transactions are collected as valid transactions for block creation.

3.2.3 Active List of the Authorized and Reputed Nodes

Each authorized node maintains a list of authorized nodes along with their reputation
score calculated during time interval T. To know whether the authorized nodes are
active or not, the current authorized node sends a ping request message to all other
authorized nodes, as shown in Fig. 4. If it gets reply from a list of authority node,
it adds that node to the active list. At the end, all the available authority nodes are
identified for next block creations, as shown in Fig. 5. Consider, one of the authorized
nodes is not available or crashed to send a reply. In this case, a crashed node will
not be added to the active list of the authorized node. Thus, the next authorized and
reputed node (potential miner) waits for a fixed time slice (2 s) and then it creates

Fig. 3 New node insertion process in NITG Chain
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Fig. 4 Checking liveliness of the authorized nodes in NITG Chain

the block itself. This helps to achieve the reliability of the network and fast creation
of block. For each of the authority nodes which have not participated in creating
the recent m blocks, the reputation score is calculated based on their liveliness and
participation in creating the recent blocks. Thus, reputation score of each node is
determined as the number of times a node has generated valid blocks with respect to
a chance given to that node for block creation. For this, an authorized node traverse
the blockchain. Like this, all the authority nodes maintain a list of the other authority
nodes and their reputation score and keeps updating it.

3.2.4 Block Creation, Verification and Confirmation

An authorized node verifies the transactions and collects them as valid transactions
during the time t, as discussed earlier. It then creates a block (please refer Fig. 6) with
the active list of the authorized nodes with their reputation score, as discussed earlier.
Here, all the authority nodes are sorted and added to the active list of the authority
nodes. This active list along with the reputation score of each node is appended in the
current block so that the next authority node (potential node to create the next block)
can be found from the current active list. This helps to secure the reputation score.
Therefore, the active list determines the next miner automatically. If an immediate
node crashes, the next potential miner waits for a fixed time slice (2 s) and then it
creates the block itself and thus, making the network reliable, more decentralized
and solving the problem of monopoly attack. It then signs the block using its private
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Fig. 5 Creating an active list of the authorized and reputed nodes in NITG Chain

key and appends signature to the block. Finally, the created block is broadcasted for
the verification.

Block verification is done by each authority node in order to introduce valid block
in the network. Here, each authority node checks the presence of the block creator
in the authority list. If present, then the signature of that node is verified. If the
creator node is an authority node, the signature of each transaction using the signer’s
public key is verified. Then, each authority node creates a confirmation transaction

Fig. 6 Block format in NITG Chain
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containing the hash value of the created block and signs it using its private key. Such
transaction is broadcasted into the network as a confirmation of the block.

Block confirmation is done by authority nodes in the network in order to append
the created block to their copy of the chain. Each node waits for the confirmation
from 2/3 of the authority nodes. If confirmation from 2/3 of the authority nodes are
received, the confirmation transaction’s fields viz; signature and hash of the block
are verified. If signature and block hash is valid for the confirmation transaction from
2/3 of authority nodes, that block is appended to the node’s chain. Thus, to add a
block in NITG Chain, a confirmation from at least 2/3 of authority nodes is required.
This helps to reduce the verification cost as each node in the network do not require
to verify the block.

3.2.5 Time Synchronized Block Generation

After each fixed duration, a new block is created automatically and added to the
chain. This new block contains all the transactions which are committed in particular
time t. In NITG Chain, we have kept a time slice of 10 s for the next block generation
and to append it to the chain.

3.2.6 API Service to Interact with NITG Chain

Many low storage devices like IOT sensors, mobile phones, etc. are unable to interact
with the blockchain due to their storage and computing limit. We have developed
an API service through which such devices can interact with the NITG Chain. To
build an API, we have used Express.js and Node.js. The network communication is
enabled through protocols like HTTPS/HTTP.

4 Experimental Results and Analysis

4.1 Experimental Setup

For the functional validation of the NITG Chain, a small-scale testbed is created
at NIT Goa by setting up three servers as shown in Fig. 7. We have considered
three validator nodes such as VM1.1, VM2.1 and VM3.1 as authority nodes. The
functionalities of NITG Chain are written in Python.

For the experimental evaluation of the proposed NITG Chain, the peer itself is
considered as CA to generate its own public key. Here, transaction certificates are not
provided with the assumption that all the nodes are having the valid keys. In future,
the role of CA can be implemented for the real time deployment. Each node generates
a preloaded transaction (please refer Fig. 8). In Fig. 8, “vk” is the public key of the
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Fig. 7 Experimental setup for functional and performance validation of NITG Chain

Fig. 8 Pre-loaded transaction on each node
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sender, “sig” is the signature of the transaction signed by a sender, “form account”
is the id of the sender and “to account” is the receiver’s id. The transactions are
automatically generated using a script running on all the nodes. For the performance
evaluation, NITG Chain is evaluated in terms of throughput on different size of
transactions and blocks.

4.2 Results and Analysis

During performance evaluation, the transactions are automatically generated by all
the nodes and the authority nodes have followed the defined consensus rules to create
the block in the time interval of 10 s.We have applied different size of the transactions
with different payload sizes (1–4096 bytes) and evaluated the throughput of NITG
Chain. Figure9 shows the transaction throughput of NITG Chain with varying size
of the payload. From the results, it is observed that the NITG Chain confirms more
than 690 transactions per second, if the transaction payload size is up to 1000 bytes.

In addition, a range of blocks with varying number of transactions are applied to
NITGChain to test its performance. Suchblocks are sent in the networkby a randomly
selected node. The performance results of NITGChain in the context of different size
of the blocks are shown in Fig. 10. It is observed that NITG Chain has throughput
more than 545 transactions per second, while adding up to 500 transactions per block.

Although performance results of NITG Chain are derived in a limited resource
environment, these results are more encouraging to use NITG Chain in large scale
network as it requires less computation for performing the transactions. As per our
observation, NITG Chain addresses the problems of blockchain forks and scalability
at an affordable level. In NITGChain, a block created by an authority node is verified
by other authority nodes and it requires confirmation from at least 2/3 of other
authority nodes to append it in blockchain. There is no chance of having another

Fig. 9 Throughput of NITG Chain with different payload size (in bytes)



NITG Chain: A Scalable, Private and Permissioned Blockchain … 13

Fig. 10 Throughput of NITG Chain with different size of block

Table 3 Comparison of NITG Chain with the existing well-known blockchains

Platform/type Consensus
method

Smart
contract
support

Anonymity Average
throughput
(tps)

Block
generation
interval

Bitcoin
[2]/Permissionless

PoW No Yes 3.5 10min

Ethereum
[8]/Permissionless or
Permisioned

PoS/PoW Yes No 15 20–30s

Zcash
[16]/Pemissionless

PoW No Yes 23 1.25min

Ripple
[29]/Pemissionless

RPCSA No No 1300 3.84 s

Hyperledger
[9]/Permisioned

BFT Yes No 3500 Customizable

Litecoin
[30]/Permissionless

PoW No No 56 2.5min

NITG
Chain/Permissioned

PoR Under
develop-
ment

Yes 712 10s

confirmed block in the network at same time as each authority node signs only one
block at a time, and thus, it addresses the problem of blockchain forks. It assumes that
at least 2/3 of reputed authority nodes behave honestly. Table3 shows a comparison
of NITG Chain with the existing well-known blockchains.
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5 Conclusions

Blockchain has high potential in future IT based domains. In this paper, we have
designed and implemented NITG Chain, a scalable, private and permissioned
blockchain for business to business applications. It applies a proof of reputation
consensus, in which the liveliness of authority nodes and their reputation are con-
sidered to select an authority node for block creation. In addition, each authority
node gets a fair chance of mining the block. This helps to achieve the reliability
of the network. The verification of block, underlying transactions and confirmation
transaction from 2/3 of authority nodes helps to address the problem of blockchain
fork as well as scalability. From the experimental results, it is observed that NITG
Chain has throughput 712 tps on average, while applying different size of payload
and blocks. The experimental results are very encouraging to use NITG Chain for
large scale business to business applications, in which the authority node can be
selected from each of the participating organizations. In future, NITG Chain will be
further investigated to support the smart contracts and to offer on-chain data privacy.
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Safeguarding GeoLocation for Social
Media with Local Differential Privacy
and L-Diversity

Jhanvi Uday and Mohona Ghosh

1 Introduction

The major evolution of the last decade is the usage of social media. The platform is
used by almost half of the world [1]. These platforms have a humongous amount of
data. Social Media is an essential driver in various fields such as industry, entertain-
ment, research, crisis management and politics, for acquiring and spreading knowl-
edge. The data content is posts, friends list, images, videos and Geolocation. The
Geolocation coordinates of a place can be fetched bywho-is, thereby security remains
a major concern. Even if the query does not log the information of Geolocation, the
server has the information. So, to provide additional privacy, Differential Privacy
comes into the picture.

1.1 Differential Privacy and Its Types

Differential privacy (DP) is a model of cyber security which focuses on sharing
aggregate data about users collected over time, without sharing the personally iden-
tifiable information of the user. It will let you learn the pattern present there in users’
population without getting insights about individual the users’ identity. Implementa-
tion of differential privacy is generally done by injecting noise to the data set to make
it less exact [2]. Making it imprecise will not only provide security to an individual
user, but also guarantee better utility of a data set.

There are two types of DP, i.e., Local Differential Privacy (Local DP) and Global
Differential Privacy (Global DP) as shown in Fig. 1. The only difference between
both of them is the place where noise is being added.
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Fig. 1 Illustration of Global DP and Local DP [3]

1.2 Anonymity Techniques

Database security comes hand in handwith privacy preservation. It ismainly achieved
by security management, database encryption and access control [4]. To some extent,
these stepswill safeguard the database’s protection, for example, the direct disclosure
of confidential information such as identification card numbers, home addresses,
health information and so on but they are unable to avoid such indirect access to the
data using federation logic. So, for these reasons, data anonymity is a crucial part
to achieve privacy preservation. Thereby, most famous anonymity techniques, i.e.,
K-anonymity and l-diversity come into picture.

K-anonymity is a useful paradigm for preserving privacy when publishing data
that can be applied in a variety of ways [5]. The basic idea is to transform any portion
of the original data, such as by generalisation, compression, or other means, and
then ensure that the transformed data cannot be combined with other data to reveal
any personal privacy information. Local generalisation is common among them due
to its low knowledge loss [5]. When the same set of quasi sensitive features of k
different users are clubbed together, it is said to be k − 1 anonymity, e.g.,: if zip,
age, nationality which are quasi sensitive features of 4 different users are same, so it
is 4 − 1 = 3-anonymity as shown in Fig. 2. Applying K-anonymity to the sanitised
data is not sufficient enough as data is still prone to few attacks, namely—Linkage
attacks, Homogeneity attack and Background Knowledge attack [5]. So, applying
l-diverse technique to these data sets can bring immunity from these attacks.
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Fig. 2 3-diverse social networking data

l-diversity is a mechanism for publishing data about people while keeping the
amount of confidential information about them to a minimum [6]. With the same
set of quasi sensitive features (zip code, age, nationality), having different sensitive
features (means diversion in sensitive column) is called l-diversion, for example, 3
different values of sensitive information, i.e., Bakery, Cyber Cafe and Hospital (as
shown in Fig. 2), so, it is 3-diversion. l-diversified data is already l-anonymous.

Contribution: The contributions are as follows:

1. We have compared Local DP and Global DP in terms of the amount of noise
added to make sanitised data into perturbed data.

2. We have shown that Local DP is better than Global DP in terms of security but
the amount of noise added is more. To countermeasure the extra noise, we have
curtailed a very small portion of data which is a feasible trade off.

3. Use of K-anonymity and l-diversity is also shown which makes the data more
secure and provides better utility.

4. Every experimental calculation is done on Gowalla data set which is a real-world
geolocation data set of social media

5. Experiments are proven with the help of parameters like Hellinger Distance,
Privacy Score andMondrian Partitions. For spot categories, theHellinger distance
reduced from 324 to 299 ensuring better utility of the data. For latitude and
longitude its increasing, ensuring data is more exposed, thus indicating resistance
to Background knowledge attack and Homogeneity Attack.

The paper structure is as follows. In Sect. 2, i.e., Preliminaries, we introduce few
basic terms which will be used throughout the paper. In Sect. 3, i.e., Motivation, we
focus on the reason we have worked on this subject. In Sect. 4, i.e., Related work,
we present the work done by other researchers in this field. In Sect. 5, i.e., The
Proposed technique, we provide the details about the implementation of Local DP
for collection of data and l-diversity for anonymizing the sensitive location on the
Geolocation data. In Sect. 6, i.e., Results, we present privacy scores calculated and
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graphical plots which that applying l-diversity on Differential private data is better
than applying l-diversity on Sanitised data. In Sect. 7, we provide the conclusion and
future scope of the paper.

2 Preliminaries

In this section, we will introduce few important notations and terms which will be
used in the entire work.

• Differential Privacy: The definition Differential Privacy states that a randomised
algorithm F gives ε-differential privacy if for all data sets D0 and D1 differing on
at most a single row and for any output S ⊆ Range(F) [7, 8]

Pr [F(D0) ⊆ S] ≤ e" × Pr [F(D1) ⊆ S] (1)

The definition is ameasure of the amount of privacy queryF can afford. If algorithm
F satisfies the above inequality, it is said to achieve ε-differential privacy protection.
Here ε is the measure of privacy loss, which generally a researcher can change to
manage the trade off between accuracy and privacy. The major task of Differential
Privacy is to maintain the balance between maximising accuracy (more data utility
can be a measure for accuracy) and privacy loss (notation ε, value minimum 0.01
should be chosen). This trade off between ε and accuracy can be maintained by
differentially private algorithms. This flexibility is the major property here. When
we take ε = 0, it leads to full privacy but no utility, but for higher values of ε, it
gives low privacy but good utility. Applying Local DP to the data set adds more
noise in comparison to Global DP because noise is added at individual level [9].

• Epsilon ε: It is a measure of privacy loss in Differential Privacy. This parameter
helps to maintain the trade off between accuracy and utility of the data. In [10] ε is
taken as 1 and in [11] it is in range of 0.005–15, and in most of the cases, it ranges
from 0.1 to 1 and we have considered 0.1 for our experiment. We have taken 0.1
because the lesser the epsilon, the lesser the privacy loss, thereby better privacy is
provided.

• Sensitivity: Sensitivity tells us how much noise is added. If we have a query
function f: D → Rd , where data is input and output of function is d-dimensional
real vector, so for any adjacent data set

� f = maxD,D′ ‖ f (D) − f (D′)‖1 (2)

where f is the sensitivity of the function and � f denotes the maximum value of
change of output results.‖ f(D)–f(D′) ‖ is 1-order norm distance between adjacent
data.

• Noise Scale: The scale of noise with which our data set will be calibrated is known
as scale. The noise scale will be calibrated to
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scale = � f/ε (3)

• Quasi Sensitive Feature: Groups of attributes that can be combined with external
data to uniquely reidentify an individual. Ex: Zip code, age and nationality with
reference to Fig. 2.

• Sensitive Feature: Attributes which we do not want to expose are known as
Sensitive features, for example, salary, disease, spot travelled, etc.

3 Motivation

In Global DP, noise is added to the output of the database [3]. The noise is introduced
just one time, at the end of the operation, until it is sharedwith the third party. The data
curator or the central aggregator contributes noise to the performance of a database
query. Thereby, a trustworthy database curator is needed, as the database has all
the access to real sanitised data. In addition, the global model collects all data in one
location. It raises the possibility of catastrophic failure such as if the aggregator is
compromised and all of the data is leaked.

Unlike Global DP, in Local Differential Privacy (Local DP), noise is added to the
device level only [3]. Individuals may add noise to data at the device level only. The
user does not have to trust the data curator or database owner to properly use his
or her data. The total noise, however, is much greater because each user must add
noise to their own data. To get better results large data sets are used. It is one of the
main reasons we have focussed on Local DP for privacy.

In addition to this, we showcase two attacks which is by not resistant using K-
anonymous data. The attacks are homogeneity attack and background knowledge
attack.

3.1 Homogeneity Attack

Alice and Bob are neighbours. Bob paid a visit to a place. Alice has seen Bob near a
food court and she wants to know the exact shop Bob visited that day. Alice discovers
the 3-anonymous table of the visitor record of a food court. She knows that one of
the records in this table contains Bob’s information. Since Alice is Bob’s neighbour,
she knows the age (38) and pin code (13051) of Bob (as seen in Fig. 3). Therefore,
Alice knows that Bob paid visit to a Bakery Shop. Such kind of an attack is known
as homogeneity attack.

Learning 1: K-anonymous table make groups that can expose information due to
lack of diversity in sensitive attribute [6].
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Fig. 3 3-anonymous social networking data

3.2 Background Knowledge Attack

An attacker can use background knowledge to know sensitive information. Alice has
a friend Eve who has visited the same food court as Bob and whose record is present
in Fig. 3. Alice has knowledge of Age (44) and zip code (1485) of Eve. Additionally,
Alice knows that Eve’s work is related to computers. Thereby, it is confirmed that
Eve works in Cyber Cafe (as seen in Fig. 3). Such kind of an attack is known as the
background knowledge attack.

Learning 2 : K-anonymity is not immune to background knowledge attacks [6].

4 Related Work

We have very extensive literature related to location privacy preserving mechanism
(LPPM). LPPM generally uses perturbation methods such as Cell merging, Loca-
tion precision reduction, Spatial cloaking and Anonymity [12]. Most widely used
anonymity techniques are K-anonymity [13–15], l-diversity [6] and t-closeness [16].
Sweeney [17] worked on K-anonymity and proposed it as a way of communicat-
ing plain text data without revealing personal or sensitive information about people.
The idea behind K-anonymity is to leverage the concept of bucketization to produce
k groups of data (equivalence classes) such that there are at least k-1 tuples with
the same quasi-identifier values for each tuple. Sweeney’s work sparked a slew of
strategies targeted at improving performance and avoiding inferential attacks, such
as [18–20]. Various schemes of basic l-diversity is proposed such as [18, 19, 21, 22]
to tackle the inferential attacks. For applying these two techniques, algorithms such
as Mondrian [23], Incognito [24], UArgus [25], Datafly [26], etc., are available, but
the most widely used and more effective is the Mondrian Algorithm [23].
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There are some models which are based on Differential privacy (DP). DP uses
the noise addition method to provide privacy. Functional Mechanism (FM) is one
of them in which privacy is protected by an objective function of ε-differential pri-
vacy disturbance optimization problem. The combination of MCMC (Markov Chain
Monte Carlo) and privacy preserving mining algorithm (Diff-FPM), also provides
high availability of data and high privacy at the same time [10]. The algorithm imple-
mented in DiffP-C4.5 andDiffGen blends differential privacy with decision trees and
other data structures to maintain a balance between the privacy of data and avail-
ability [27]. A tree model which is built on multilevel location information for high
value and low density of location data also maintains differential privacy and utility
of the Geolocation data [10]. In most of the work, Global DP is used. Global DP is
widely used because it adds less noise to the data set which makes data less noisy and
of better utility. The problem with Global DP is that they require a trusted curator to
calculate noise and then it is sent to the third party users.

In most of the works listed above, individual privacy preservation method is
used, which means either differential privacy is used or anonymity technique is
used. Incorporating differential privacy with the anonymity algorithm technique is
merely used to preserve privacy. If used, firstly anonymity is induced and then the
anonymized data is made differential private. This model has the limitation that the
adversary can crack the accurate inferences about sensitive information of the user
[9]. This occurs most often when the data contains established associations, or when
the published data set reveals at least one previously unknown association between a
sensitive value and the values of other attributes. Secondly, there are no comparison
of implementation of noise addition to Global DP and Local DP on the Geolocation
data to preserve privacy and most of the work carried out is with the Global DP only.

In our work, we investigate the effectiveness of implementing Local DP on geolo-
cation data which has not been evaluated so far. It is also one of the techniques used
to implement noise in [9]. It has an advantage over all the existing techniques that
we need not trust the curator or data aggregator to implement noise. People involved
in the study themselves add noise to their data before sending it to the curator. This
is the reason also that Local DP adds more noise to the database and our work is the
first one to implement this on the location data set.

Definition 1 (Local Differential Privacy) An algorithm π satisfies ε—local differ-
ential privacy, where ε ≥ 0, if and only if for any input u and v, we have

∀y ∈ Range(π) : Pr [π(u) = y] ≤ e ∈ Pr [π(v′) = y], (4)

where Range π denotes the set of all possible outputs of the algorithm π.
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5 Proposed Technique

5.1 Our Contribution

We have mainly focussed on two research gaps here which are mentioned in the
above sections. Firstly, we have compared the noise addition of Local DP and Global
DP techniques on data sets, which can quantify the amount of noise added. We have
also shown the effectiveness of Local DP in comparison to Global DP. Secondly, we
have implemented Local Differential Privacywhichwill add noise individually to the
Geolocation data set. This noise is Laplacian noise. The perturbed data is collected
and then anonymity techniques, i.e., K-anonymity and l-diversity are applied to the
data sets to preserve the privacy of sensitive location involved.

This technique is followed because applying only Local DP will add the noise to
the data sets, but in a probabilistic sense, they were close enough [9]. The closeness
of data set does not make the data immune to linkage and background attacks. The
adversary can track the pattern or sensitive location based on the correlation of
closeness of data set. So, to make data sets immune to these attacks, anonymity,
diversity through generalisation method is implemented.

Our contribution iswell illustrated by the diagrambelow. The data generators have
their data in the device itself. They have full control over the device’s data.Nowbefore
collecting,We have implemented Local DP on the data so as to ensure that noisy data
travels through the network and the same is getting stored. There is no leakage of
Sanitised data from the device in the experiments. After the implementation of noise,
we apply K-anonymity and l-diversity to the data to make the data utility higher. In
this, we have used Mondrian Partitions and Generalisation to have a better utility,
Then we are storing the data in the database, where there is no need for a trusted
curator. When a third party queries, the perturbed data is fetched without any delay.

5.2 Data Set

The data set which we have considered is Gowalla data set. It is a location-based
social networking website where users share their locations by checking-in. We
have considered 2724891 rows with 12 features namely id, created at, Longitude,
Latitude, photos count, check ins count, users count, radius meters, highlights count,
items count, max items count, spot categories, where we have worked on latitude,
longitude and spot categories only. The latitude and longitude is a quasi sensitive
feature for us, whereas spot categories are sensitive features.
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Fig. 4 Implementation of Local DP and anonymity

5.3 Execution

With reference to Fig. 4, We have firstly implemented Local DP in order to collect
perturbed data set from the users. For Experiment purpose, We have taken 1,00,000
rows for all 12 features and then divided the data set into 7 parts. Since, there was 7
categories of the spot, we have divided the data into 7 parts. Then we have calculated
noise scale for all the parts of the data individually, and noise is calibrated to the
data set. Lastly, it is merged for further anonymity operation. Refer Sect. 2, for the
parameters used for noise generation (Fig. 5).

After getting Perturbed data set, we need to introduce 3-anonymity and 3-diversity
to our data set so as the data would not expose the sensitive pattern. We have chosen
3-anonymity and 3-diversity because it is the minimum k and l we can choose, in
order to prevent definite database linkages. Choosing 2-anonymity or 2-diversity is
not a safe option because there is either or situation for every row. If there would have
been 2-anonymity, the attacker could say that either the person paid visit to a exact
spot or not. We have used Mondrian Algorithm for our experiment. It divides the
original data into smaller and smaller classes using a greedy search algorithm. The
algorithm assumes that all attributes have been translated to numerical or categorical
values and that the ‘span’ of a given attribute ‘Xi’ can be measured. After spanning,
according to the span, we can put values to the generalised anonymous group. But, it
may happen that for a k-anonymous group, all the sensitive features are same. Then,

Fig. 5 Steps to generate noise



26 J. Uday and M. Ghosh

for diversifying only sensitive feature, the l-diversity is applied to this K-anonymous
data set to make it immune to attacks.

6 Experiment Design and Results

The experiment was executed in python language 3.5 on jupyter notebook 6.1.4, for
which the system configuration was 8 GBRAM, 2.3GHz Intel Core i5-2410M, Hard
drive capacity is 500GB, 5,400 rpm and having Windows 10 Home OS.

After implementing the Local DP and Global DP on a part of Gowalla data set,
we have shown the noise addition in the below Table1.

In recent times, the focus is shifted from Global DP to Local DP. With the table
shown above, we have compared for noise injection when Global DP and Local
DP is implemented on complete data. We found that Global DP adds less noise in
comparison toLocalDP.So, to keep the noise level almost equal toGlobalDifferential
Privacy when Local DP implemented, We have cut down the data part and used
99.91% of the data only. Implementation of Local DP on 99.91% of the data is the
first smallest perturbed data set in comparison to 100% perturbed data (a, b) when
Global DP is implemented. So, we can say that by keeping approximately same
noise, a little less data (0.09% less), we are providing better utility in comparison to
Global DP because Local DP eliminates the need for a data curator and the gathering
of precise private data. Since, the noise is implemented at device level only, there is
all perturbed data in the hands of curator. The curator also does not have the clue of
private and sanitised data of the user. This is the major advantage over Global DP
because Global DP have access to sanitised data. For sanitised data handling, they
need a trusted curator.

So, Local DP on 99.91% of data have better utility and better privacy than Global
DP on 100% of data.

For illustrating the result of implementing Local DP for data privacy and then
anonymity algorithm to tackle background knowledge attack and linkage attack, we
have considered 5000 rows of the data set having feature Latitude, Longitude and
spot categories. Since the data is noisy and not accurate, there can be no comparison
with already exposed data in the market. When no comparison can be done, no more
exposure of data will take place if differential privacy is in place, thus preventing the
mentioned attacks. Also, a few utility metric which help us to prove the experiment.

6.1 Hellinger Distance

In Hellinger Distance, each feature value in the original data set is compared to the
perturbed version of that value in the corresponding position in some cases [28].
A probabilistic analogue of the Euclidean distance is the Hellinger distance. As a
metric, its symmetry is an important feature. When you require a distance function
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Table 2 Hellinger distance comparison with sanitised data

S. no Feature of comparison (a) (b)

1 Latitude 60.81 85.43

2 Longitude 147.62 167.88

3 Spot categories 324.52 299

Note (a)—Hellinger distance between Sanitised and 3-div implemented data; (b)—Hellinger dis-
tance between Sanitised and 3-div + Local DP implemented data

with specific features to make your proof plausible, these mathematical properties
come in handy. In practise, one could find that one metric offers nicer or better results
for a certain activity than another, for example, the table below shows the Hellinger
distance between sanitised data when only 3-div is implemented and when Local DP
and 3-div are implemented on data set.

Table2 says, that the Hellinger distance between sanitised spot category and (c)’s
spot category is less than (b)’s spot category, which says that similarity with sanitised
data is more with (c) rather than (b), which ensures better utility. However, latitude
and longitude of (c) has higher Hellinger distance which shows it is more exposed
towards anonymity, which ensures lesser utility. Lesser utility means it will very less
likely to be compared with sanitised data, and thereby lesser prone to attacks.

6.2 Privacy Score

The privacy score is a metric that says about the amount of privacy the technique is
providing. For calculating privacy score, we have pipe lined Standard Scalar, PCA
and Logistic Regression to be implemented on a data set as a metric. The meta
parameters for PCA is 2, and for logistic regression, the solver is taken as ‘lbfgs’.
We have taken 5000 rows of each sanitised data and 3-diverse implemented data and
calculated the privacy score.

Privacy score is the amount of privacy provided with this technique. The privacy
score of 3-diversify implemented on sanitised data is 4.79% and the privacy score of
Local DP along with 3-diversity implemented data is 5.27%. Both the privacy score
obtained is not appreciable, but in comparison to 3-diverse data, the privacy score
of Local DP and 3-diverse data is better.

6.3 Mondrian Partitions

Mondrian Algorithm uses Partition and Aggregation for anonymity.
It generates number of partitions for a data set to pool all the data into certain

group to anonymise the quasi sensitive identifier first, that number of partition is
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Table 3 Number of partitions by mondrian

S.no Dataset type 3-anonymity partitions 3-diversity partitions

1 Sanitised dataset 32333 32301

2 Noisy data set 32768 32701

Fig. 6 Plot of latitude and longitude for sanitised and noisy data

used as a utility metric. The partition is done on the basis of similarity of quasi
sensitive identifier of data set. For the analysis, we have used 1,00,000 rows and
all the columns of each sanitised and noisy data set. We have shown more number
of partitions, which means better anonymity is done. For noisy data set (Local DP
implemented on Sanitised data set), it is apparent that 32701 partitions are done
which is greater than sanitised data when 3-anonymity and 3-diversity is applied.

The above figure shows that for Sanitised data set, the major spot categories
are confined to a very small area, whereas for noisy data set, the spot category is
expanded. Expanding the sensitive identifier like spot category ensures that better
anonymity is introduced and it is less likely to be exposed. In addition to better
anonymity, better privacy is also there as it is collected by Local DP.

So with the proposed technique, we are providing better utility and privacy score.
Themore number of partition to spot categories as shown in Table3, more anonymity
is provided to latitude and longitude as shown in Fig. 6, our approach provides a
solution to background knowledge attack and linkage attacks.

7 Conclusion and Future Work

After the comparison of noisy and sanitised data on the different metric, we find that
the above discussed solution is providing better utility and privacy. Local DP proves
to be a better approach as it does not compromise on the privacy of the data. There
is no need for trusted curator, and even in the network, the noisy data travels.
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Since the above technique is a solution to background knowledge attacks and
linkage attacks only, we must work on techniques which provide solution to more
recent attacks also. We must focus on techniques which provide better utility and
privacy overall. We can also work on the amalgamation of 2–3 anonymity concepts
and apply it on the data to see the results.

We can also work in the direction of personalised differential privacy, where each
individual’s privacy and the privacy of users who are involved in the study is taken
care of.

8 Appendices

1. The data set link is: https://www.yongliu.org/datasets/
2. Drive link: https://drive.google.com/file/d/0BzpKyxX1dqTYRTFVYTd1UG81ZXc/

view
3. The Mondrian Algorithm: https://github.com/qiyuangong/Mondrian
4. K-anonymity and l-diversity: https://github.com/Nuclearstar/K-anonymity
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Detection of False Data Injection
Cyber-Attack in Smart Grid
by Convolutional Neural Network-Based
Deep Learning Technique

Anupam Khan

1 Introduction

Electric Power Grid is composed of the major components like generation, transmis-
sion, and distribution system. It is evolving to smart grid with the aid of Industrial
Internet of Things (IIoT) [1] technologies. The smart entities are connected to the grid
via advanced Information and communication technology (ICT) [2] infrastructures,
thus improving the grid performance and reliability. At the same time, these ICT
systems bring the vulnerability of cyber-attack. Though the Operational Technology
(OT) network is recommended to be in “air-gap” from Information Technology (IT),
the trend shows the contrary [3]. This exposes the smart power grid to both external
and internal threats [4, 5].

The attacks on smart grid might be classified into several types, the most common
of them is FDIA. In this case, the attacker targets to compromise state estimates
(SE), which disrupts the distribution process, resulting in financial loss, and even
devastating outcomes. A Covert Cyber-attack is a sophisticated attack. The systems
inputs are changed as well as system outputs; thus the influence of the attacker is
disguised [6]. Energy theft is also a kind of attack in smart grid system done by
consumers/non-consumers by modifying/bypassing the smart meter or tapping the
line [7].Moreover, aDoS (Denial-of-Service) attack can hamper smart grid operation
[8].

Very recently, ten Indian Power Sector organizations across India came under
RedEcho cyber-attack [9] by Chinese attackers, which caused power outage in
Mumbai in October 2020 [10]. Just before that Lazarus group from North Korea
attacked Kudan Kulam Nuclear Power Plant [11] in September 2019. So it is of
utmost urgency to enact defense mechanisms.
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1.1 Problem Statement

The control system of a Smart Power Grid does critically depend on the State Esti-
mation (SE) values, which are calculated from the measurement values obtained
from the smart meters installed throughout the power grid. These smart meters bring
vulnerability to the system through the internet connection, making the system at
risk of cyber-attacks, such as FDIA. Adversaries launch these attacks to compromise
rawmeasurement or state estimates. Conventionally, these attacks are detected using
a threshold-based detection system. However, these legacy systems can easily be
fooled if the attacker has some knowledge of the topology. These types of attacks are
often called stealthyFDI attack. So,weneed a robust algorithm that can overcome this
shortcoming of the legacy threshold-based detection system and be also able to detect
stealthy FDI attack. The problem statement is to create such an algorithm/system.

1.2 Solution Proposed

The control system of a Smart Power Grid does critically depend on the State Esti-
mation (SE) values, which are calculated from the measurement values obtained
from the smart meters installed throughout the power grid. These smart meters bring
vulnerability to the system through the internet connection, making the system at
risk of cyber-attacks, such as FDIA. Adversaries launch these attacks to compromise
rawmeasurement or state estimates. Conventionally, these attacks are detected using
threshold-baseddetection system.However, these legacy systems can easily be fooled
if the attacker has some knowledge of the topology. These types of attacks are often
called stealthy FDI attack. So, we need a robust algorithm that can overcome this
shortcoming of the legacy threshold-based detection system and be also able to detect
stealthy FDI attack. The problem statement is to create such an algorithm/system.

1.3 Contributions

ACNN-basedDeepLearningmodel is preparedwhich provides the best performance
for detectionofFDIA.Tuningofmodel configurations andhyper-parameters are done
to provide the best performance. The effectiveness of the model is tested on a dataset
which is related to IEEE 14 bus. In addition to that some other ML and DL-based
models are configured such as SVM, ANN, and LightGBM and their performance
is tested on same dataset. As the results are compared, CNN-based Deep Learning
model performs better than these other models.
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1.4 Outline of Paper

This paper starts with an introduction, which containing the problem statement,
proposed solution in brief, and authors contribution. In part II, similar works for
detection of FDI attack are briefly discussed. Part III contains a detailed discussion
of the problem domain. The overview of ML and DL techniques used are briefly
described in Part IV. The experiments performed are discussed in part V, and their
results are presented in Part VI. Part VII concludes the paper with brief discussion
on future scope of work. The references are mentioned at the end of the paper.

2 Related Works

False Data Injection attack in Power Grid was first analyzed by Liu et al. [12]. In
continuation of that Rahman et el. [13] studied FDIA against nonlinear SE in smart
grid.

To deal with FDIA, threshold-based statistical approaches were proposed initially
[14]. Those methods were unable to handle stealthy FDI attacks.

Machine learning-based systems were started being used to tackle the shortcom-
ings. Esmalifalak et al. [15] devised twoMLmodels performing FDIAdetection.One
was based on Gaussian semi-supervised ML, and the other was based on deviation
analysis algorithm. Wang et al. [16] devised a method of detecting FDIA in large-
scale smart grid. They used a Margin Setting Algorithm (MSA) for processing of
large amount domain-specific smart grid data. A method proposed by Chakhchoukh
et al. [17] consisted of FDIA detection based on density ratio estimation (DRE). It
doesn’t need attack model or supervision.

Deep learning-based models are also used for detection of FDIA as those methods
became popular in other fields. Wang et al. [18] used Stacked Auto-Encoders as
feature extractor followed by logistic regression as predictor.

Deep Learning-based model is also used for prediction purpose. Ashrafuzzaman
et al. [19] proposed a ANN algorithm to detect stealthy FDIA. Niu et al. [20] worked
on dynamic FDIA and proposed a Long Short Term Memory (LSTM) model. Wang
et al. [21] worked on locational detection of FDIA using Deep Learning tech.

As mentioned from the review literature, there is hardly any method to detect
stealthy FDI attack on measurement data using CNN-based Deep learning tech-
niques. Sample Heading (Third Level). Only two levels of headings should be
numbered. Lower level headings remain unnumbered; they are formatted as
run-in headings.
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3 Problem Domain Discussion

A power system is comprised of generation, transmission, and distribution system.
A smart power grid is controlled by centralized control and monitoring system.
Throughout the power grid, smart meters are deployed to obtain the measurements
regarding the grid-likeReal andReactive Power, Current value of Transmission lines;
real and reactive power injection, voltage magnitude to the bus, the phase angles as
recorded by Phase Measurement Units (PMU). These measurements are used for
calculating the State Estimation (SE) of the system. These SE values are utilized for
centralized monitoring and control of smart grid system.

The deduction of state estimation values can be done from themeasurement values
as per the following:

Z = HX + e (1)

Here

Z: Measurement vector.

H: Jacobian Matrix.

It consists of the system configuration.

e.g., Network topology.

e: the measurement error.
An attacker can take control of a measuring equipment and send erroneous data.

Attacker may also intrude in the data transmission network and perform man-in-the-
middle attack for providing erroneous measurement values (Fig. 1).

Thus, by changing the measurement, the state estimation value is changed. This
change does not change the residue values, so by performing the residual test, the
attack detection is not feasible.

Linear state estimation is obtained from the equation below

x
∧ = (HTWH)

−1
HTWz (2)

Here

H: Jacobian Matrix.

W: Covariance Matrix.

z: Measurement values.
Now, if we set z_a = z + Hc, where c is some changes, we get
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Fig. 1 FDIA in a smart grid

x̂a =
(
HTWH

)−1
HTW (z + Hc)

= (
HTWH

)−1
HTWz + (

HTWH
)−1

HTWHc

= x̂ + c (3)

Thus, we get new state estimation value as the original estimated value plus some
changes. This is how the False Data Injection Attack works. If an attacker knows
the impedances of a cart, i.e., a closed loop of the transmission line, a FDIA can be
initiated by him. The changes are comparedwith a threshold value (δ) for detection of
the attack in conventional detection system.However, attackers having the knowledge
of system topology can attack the systemwhere the change (c) value is lesser than the
threshold (δ). This type of FDIA is stealthy FDIA and detection based on threshold
is incapable of detecting it.

4 Overview of Techniques Used

Different DL and ML-based techniques applied in solving FDIA detection problem
are discussed as follows:
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Fig. 2 Support Vector
Machine

4.1 Support Vector Machine

SVM is a ML algorithm which is used for classification and regression purpose [22,
23]. SVM works by creating decision boundary aka hyperplane between classes.
During training, the SVM selects the hyperplane with maximum margin. Margin
is the distance between the support vectors, i.e., the nearest data points of the
hyperplane. SVM uses a function called kernel which transfers the input to greater
dimension where it can be separated. The SVM operation is shown in Fig. 2.

Once trained, SVM categorizes any unknown input to one category based on the
hyperplane.

4.2 Light Gradient Boosting Machine

LightGBM, a gradient boosting framework, based on tree structures, was proposed
by Microsoft [24, 25]. LightGBM grows tree vertically, i.e., leaf-wise unlike level-
wise growth of similar methods. It selects the leaf having maximum delta loss for
growing (Figs. 3 and 4).

Since its inception a couple of years back, it became highly popular among the
researchers aswell asMLpractitioners due to its speed, and performance. LightGBM
is very effective in dealing with large dataset, and needs less amount of memory.
Though in case of small dataset, it is likely to over-fit.
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Fig. 3 Leaf wise tree
growth of LightGBM

Fig. 4 Artificial neural
network

4.3 Artificial Neural Network (ANN)

ANN is very basic approximation of human nervous system [26]. There are a number
of neurons placed in distinct layers. Single or multiple hidden layers are placed
between an input and an output layers. Each neuron is interconnected to every
neighboring layers’ neuron through weights.

First, an ANN is required to be trained with training dataset, containing inputs
and outputs.

During the training phase, the weights are updated. There are two steps. First, the
Feedforward, where the output is calculated from the input using the weights. Then
the error is calculated based on difference of calculated output from actual value.
Second is Backpropagation. In this step, weights are updated based on the gradient
of the error. The two stages are run for a number of iterations or until the error is
reduced below a curtained predetermined value.
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Fig. 5 A convolution neural network model

4.4 Convolutional Neural Network (CNN)

CNN[27, 28] ismajorly used for images. InCNN, the spatial information surrounding
an image is captured which is very important for finding pattern in images (Fig. 5).

The layers forming a CNN are Convolution, Pooling, and Fully Connected layer.
Convolution layer comprises a no. of Kernels whose weights are updated during
training of CNN [29]. Convolution Kernels are followed by Rectified Linear Unit
(ReLU), and they produce the feature map of the input image [30]. Max-pooling
operation takes the maximum of all the pixel values over a window size, and it is
useful to reduce the computation requirement of the model. The feature map thus
obtained after a number of convolution-relu-maxpool layers is flattened and input to
fully connected layer for obtaining output [31]. Based on this basic structure of CNN,
a number of Deep Learning models are built by researchers, e.g., ResNet, DenseNet,
and ResNext.

5 Proposed Approach and Experiments Done

5.1 Data

The data used for this work is related to IEEE 14 bus (transmission) [32]. It is shown
in the (Fig. 6):

This system has 11 loads and 5 generators. There are 14 bus and 17 transmission
lines in the system. The dataset used in this experiment is obtained is “Power System
Attack Datasets” from “Mississippi State University and Oak Ridge National Labo-
ratory” [33]. The dataset contains 78,377 sets of measurement data. Each dataset
contains 128 feature, and one label mentioning Attack or Normal. First some statis-
tical data analysis on dataset is done. A boxplot analysis shows the outlier present in
the data as shown in Fig. 7.

And from the histogram image, the distribution of the dataset is obtained as shown
in Fig. 8.

As checked, the dataset contains outliers and data those are of bad values. Those
data are discarded from the dataset before actual training is started. The final dataset
contains 72,073 rows of measurement data.
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Fig. 6 IEEE 14 bus

Fig. 7 Boxplot of FDIA dataset

This dataset is split into three sets—training, validation, and test sets. The training
dataset contains 64% data, validation set contains 16% data, and the test set contains
20%of data. Themodels are trainedwith the test set and their performance is checked
against the validation test. The models are changed by doing hyper-parameter tuning
so that the performance metrics against the validation set is optimized. Finally, the
performance of the model is checked against the previously unseen test data.

5.2 Models Configuration and Hyper-Parameters

The algorithm of the experiment can be formed as shown in Fig. 9. A no. of SVM
configuration using different kernel types, e.g., rbf, polynomial and sigmoid kernels,
as well as different c values (regularization parameters) and different gamma values
are created, trained with the training data and tested against the test data. Similarly,
a no. of LightGBMmodels are created by varying the parameters like boosting type,
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Fig. 8 Histogram of the FDIA dataset

no. of leaves, and learning rate; those are trained and tested against the data. For both
these algorithms, the model with the best performance is kept.

ANN models are configured by varying the no. of hidden layers. A no. of ANN
configurations using 4, 8, and 12 no. of hidden layers are checked.

As per performance, the ANN with 12 no. of hidden dense layers is selected.
ReLU activation is applied for the hidden layers. For output layer, sigmoid activation
function is used. Four no. of dropout layers are used in between the hidden layers
to train the model well against the sparse data. For optimization, SGD optimizer is
used.

For detection of FDIA, a no. of CNNmodels is created. Themodels are configured
with varying no of convolution layers, different activation and optimization function,
and tuned with different learning rate, and convolution layers with different no. of
parameters.

For the optimum performance CNN model, the configuration started with a
sequential layer, followed by four no. of one-dimensional convolution layers and
ended with a dense layer. For the convolution layers, ReLU activation is employed.
Final dense layer, which is included for flattening, gets sigmoid activation. A learning
rate reducingmechanism is introduced onmonitoring the validation loss. Adam opti-
mizer is used, a batch size of 128 is taken, and the training is done over 200 epochs
(Figs. 10 and 11).
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Fig. 9 Algorithm for
detection of FDIA

Using this model, we can prepare a system for detection of FDIA. The block
diagram is given in Fig. 12.

6 Results

As the models are trained, the loss and accuracy versus the epochs for ANN and
CNN model are shown in Figs. 13 and 14.

Results regarding testing of models are obtained in form of confusion matrix.
Performance of algorithms is obtained against test data by several metrics such as
accuracy, sensitivity, recall, F1 score, and specificity [34]. Results for all the models
are given in Table 1.

The comparison of performance in terms of the parameter can be visualized in
the chart as per Fig. 15:
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Fig. 10 Configuration of ANN algorithm

Fig. 11 Convolutional
neural network (CNN)

7 Conclusion and Future Scope of Work

In smart grid, false data injection attack might be very critical and this cyber-attack
can create disaster that is not detected and handled timely. The ML and DL methods
are described and tested, and the CNN-based model is found to perform well in
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Fig. 12 CNN-based FDIA
detection system

Fig. 13 Loss, Accuracy
versus epoch: ANN

Fig. 14 Loss, accuracy
versus epoch: CNN
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Table 1 Performance of models for detection of FDIA

Performance table

Metrics|Model SVM ANN LightGBM CNN

Accuracy (%) 76 81 91 92

Precision (%) 32 56 80 82

Recall (%) 67 71 88 89

Specificity (%) 77 84 92 93

F1 Score 43 63 84 85

0 20 40 60 80 100

Accuracy (%)

Precision (%)

Recall (%)

Specificity (%)

F1 Score

Comparison of Performance

CNN LightGBM ANN SVM

Fig. 15 Comparison of ML and DL models in terms of Performance matrices

detection of the FDIA. The next step of this is to implement this algorithm in real
system; before that it is needed to be checked in real dataset as this is checked only
against simulated data based on IEEE 14 bus system. The Latest Deep Learning
methods based on transfer learning might also be tried to improve its performance
when tested against real-world data. Once done, it is likely to resolve a very critical
infrastructure problem.
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Democratic Aftermarket for Domain
Names
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1 Introduction

With the development of Blockchain Technology, we observe that the world is con-
siderably shifting toward decentralization. The users demand actual control over
their data and information. Therefore, efforts are being taken to eliminate the bro-
kers/mediators and the centralized entities present in different use cases. The Sec-
ondary Market of Domain Names is one of such areas that demands decentralization
for precluding the idea of a broker system. The rapid increase in the growth of
Internet users has attributed to an exponential growth in the ownership of domain
names. Domainers belonging to different categories have recognized the importance
of unique and appealing domain names, engendering a competitive secondary mar-
ketplace for domain names. This provides an incentive for the proposed model to
focus on the rapidly growing secondary market of domain names along with the
entities involved and implement a Blockchain-based system over this legacy system
to permit the potential sellers who own a domain and their respective buyers to com-
municate directly without the need of a broker as a mediator. The overall objective
lies in making the system more reliable, transparent, independent, and reducing the
commission rates, thus providing a smooth service to the domain buyers/sellers.

In the present-day market of Domain Names, the middlemen are responsible for
providing the services for buying and selling these domain names. The middlemen
act as the centralized entities that play the role of trading the ownership of domain
names and the monetary worth associated with it between the buyers and sellers.
Consequently, the buyers are given access to the domain name they pay for, while
the sellers settle downwith the agreed price. Themain concern here is that the brokers
charge a commission rate for the service they provide to both these parties. In this
paper, we propose a novel decentralized service for domain buyers and sellers using
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Fig. 1 Moving from centralized to a decentralized system

Blockchain technology. In the proposed system, the brokers are eliminated, allowing
the buyers and sellers to communicate directly. This system provides transparency
as well as reduced commission rates, thus giving benefits to both parties.

The main aim is to provide the decentralized service based on Blockchain Tech-
nology, as depicted in Fig. 1. This recommended system is safer as compared to the
centralized domain name market, and avoids various attacks caused due to the bro-
ker’s existence like phishing attacks, click-baits, masquerade attacks, overpricing,
etc. If economically feasible, this proposed service can supplant other domain escrow
services that the domain name registrars provide. The scope for applying this service
is not circumscribed only to companies or organizations but can be broadened to
almost everyone on the Internet.

The major contributions of our work are as follows:

• We eliminate the unfairness involved in the present domain aftermarket to develop
a competitive and fairmarket of domain selling and buying through aDecentralized
Ethereum application.

• We present the detailed system architecture in the form of algorithms, sequence,
and entity diagrams.

• We discuss the economic feasibility and the reduction of commissions through the
proposed approach.

2 Background

In this section, we discuss the background of how domain transfer takes place with
a centralized entity involved. This will create a clear image to understand where and
what entities should be replaced to transform into a decentralized model. The promi-
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nent members who are actively participating in the centralized model of Domain
Name Transfer are as follows [1]:

• Registry/Domain Name Registry: It maintains a database of the domain names
and corresponding registrant details. It also enables third-party entities to get
administrative control on a domain name.

• Registrar/Domain Name Registrar: It is the agency responsible for managing
the reservation of domain names.

• Registrant: This entity holds a registered domain name.
• Buyer:Refers to the person or party that is willing to buy a domain name presently
owned by someone else.

• Seller: Refers to the person or party that owns a particular domain name and is
interested in selling it to someone else.

• Domain Broker Service: Concerned with the service of transferring the domain
ownership between two interested parties. They act as mediators and charge com-
mission rates for the service they provide.

Having discussed the above main terms, the domain transfer from one registrant to
another occurs in the following manner.

Initially, the domain name owner, i.e. seller, requests a change of registrant by
contacting the present registrar. This registrar will request for owner’s confirmation
via some secured means like email verification. Once the verification process has
been done, the owner initiates the transfer of the domain name to the registrar. The
registrar contains the updated list of all the domain names that are available for selling.
Meanwhile, the broker negotiates the price for selling that particular domain name
with the owner and finds an appropriate buyer. Once both the parties have settled
down with the negotiated price for buying and selling, the funds are transferred,
and the domain ownership is handed over to the buyer. Here, the broker adds extra
commission charges for its service, thus causing the buyer to pay more and the seller
to earn less.

The current approachof the centralizedmodel contains flaws related to the veracity
between the parties involved. There may arise issues such as the broker denying fund
transfer to the seller even though the buyer has made the payment and the seller
has already transferred the ownership of the domain name. Another issue may be
that the buyer has successfully transferred the money to the broker. In contrast, the
seller has not yet completed the ownership transfer of the domain name, allowing
the broker to scam with the money received from the buyer. Moreover, due to the
non-transparency in the model, there is a high possibility of overpricing from the
broker’s side tomaximize their profits. Thus, the buyer has to pay higher price money
than required. In the use case that is being considered, trust needs to be established
between the buyer and seller where the transaction will take place through digital
currency, which the smart contract will govern. This eliminates the involvement of
any centralized fiat currency.
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2.1 Accessing Registry Data

The registrant data (information shared at the registration) is stored with the registrar
and shared with the registry. Till May 2018, one could find the contact information
(name, email address, contact number, postal address) associated with a domain
name using WHOIS [2] protocol service [3]. However, this service has now been
modified to bring it in line with the General Data Protection Regulation (GDPR) [4]
policies (enforced in May 2018). So, at its present state, WHOIS does not provide
the contact details of the registrants (postal address, email address, contact number);
hence, we cannot use WHOIS for our verification process.

Nevertheless, WHOIS has now been accompanied with another service, namely
Registration Data Access Protocol (RDAP) [5] which provides many features over
the previous WHOIS protocol. RDAP provides differentiated access, meaning one
can query RDAP service either anonymously or with some authentication.

2.2 Blockchain

Blockchain is a popular distributed database of records such that the records are stored
in the form of blocks, and each block is connected to the previous block by storing
its block hash. Thus, it is a chain-like linked structure formed of immutable blocks.
Depending on the different architectures of the Blockchain Network, the degree of
decentralization may vary; this is primarily due to the conspicuous trade-offs that
will arise due to the various characteristics of Blockchain [6].

2.3 Smart Contract

Smart contracts are code stored on the blockchain which serves as a type of agree-
ment, and contain business logic. It gets executedwhen certain pre-written conditions
are met. Smart contracts eliminate the risk of any fraudulent activity from the par-
ticipants [7].

2.4 Auction

The definition of an auction is a public sale of the property to the highest bidder. The
ultimate goal of an auction sale is to obtain the best financial returns for the property
owner and allow free and fair competition among bidders. The most common types
of auctions are (i) Increasing price auction (English auction), (ii) Sealed-bid auction,
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(iii) Decreasing price auction (Dutch auction), and (iv) Second-price auction. This
paper uses English auction in its implementation [8].

According to a study, the following features of a deal help one determine if auction
is the right choice to go with—

• Buyer Profile: The number of potential buyers should be large and familiar.
• Process Setter’s Profile:An auction is quicker than a negotiation making it a finer
mechanism when the speed is critical.

• Contextual Factors: Auction should always be preferred in cases where trans-
parency and secrecy are significant factors to consider.

3 Related Work

Although there have been many pioneers for establishing aftermarket deals, all are
centralized. Many domain registrars, e.g. GoDaddy, provide their domain broker ser-
vice. But this comes at a fee for hiring a personal Agent (“Domain Buy Agent”, as
GoDaddy calls it). The “Broker Service Fee”, as mentioned, there is around >8000
INR, and this cost has been doubled in the last 6 months. Once users buy their ser-
vice, the negotiation with the current registrant of a domain (who may or may not be
interested in selling) proceeds. If the negotiation is finalized, the buyer will have to
pay the final settled price for the domain plus any commission charged by the Service
Provider. GoDaddy’s commission for the same is 20% of the settled price [9].

Apart from the registrar’s provided domain broker services, there have been
attempts to provide the aftermarket through escrow methods. “Escrow.com” [10]
is one such example. Sedo.com [11] is another popular online web platform that pro-
vides services like domain acquisition and auctions for aftermarket domain selling.

To the best of our knowledge, there has not been any attempt in the literature
to make the domain name aftermarket decentralized. On the other hand, this is not
the case with Blockchain-based domain names. These domain names are established
and managed on the Blockchain itself and use the DNS running on the Blockchain
network. For example, theEthereumNamingService (ENS) is one of theBlockchain-
based domain names which allows managing and transferring the ownership on the
network itself (EthereumBlockchain Network). Since ENS exists on Blockchain, the
execution of an aftermarket is achieved natively and easily. But when we talk about
domain names that exist on the existing DNS architecture, the execution requires
some engineering workaround and no existing solutions exist.
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4 System Architecture

In the concerned use case, the end goal is to bring trust between the buyers and
sellers for the transactions in digital currency, governed by smart contracts, without
any need for centralized fiat currency.

The implementation will include a web interface where sellers can list the domain
for selling. While making an initial request for listing a domain for sale, the seller
has to set a base price for auction on the platform. Then, interested buyers can put
on their bids on the domains which they want to buy. A separate smart contract will
wholly govern the auction process. During bidding, the visitors will have to transfer
the bid amount to the contract address. The amount paid by the auctionwinner will be
transferred to the seller’s account after the ownership transfer of the domain. Another
smart contract will govern all the data related to the listing of the domains.

4.1 Valuation of Domain Name via Auction

Association française pour le nommage Internet en coopération (AFNIC), an associ-
ation that operates on French country code top-level domains (ccTLD), has suggested
in one of their Issue Paper [12] that the value of a domain name is determined chiefly
by factors like search engine rankings, the meaning of the name, public perception,
keyword competition, and traffic analysis (and many more). Unfortunately, these
factors cannot be formulated easily (at least they have not been formulated to date).
Moreover, an individual/organization may prioritize these factors differently (based
on their opinion), making the valuation even more difficult. Hence in our opinion, a
bidding platform is the most suitable way to determine the value associated with a
domain name. We have decided on an English auction type for the scenario at hand
to keep the bidding process intuitive to the bidders. Furthermore, the bidding will be
public (i.e. all the bidding made will be publicly visible as the bidding continues).

4.2 Choosing the Suitable Blockchain

Due to the considerable increase in the adoption of Blockchain in various use cases, it
has taken different forms comprising different characteristics. Therefore, according
to the use case, one must understand the different characteristics and decide on a
suitable Blockchain platform. We are now surrounded by hundreds of Blockchains
that differ in various characteristics. For example, they can be public or private,
permissioned or permissionless, with or without Turing-complete smart contracts.
So, there is “No one fit design to all” Blockchain platform [13]. After analyzing
the use-case requirement, we needed Turing-complete smart contracts to smoothly
govern the auction process and enable buyer-seller to use the application without
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permission. This narrows down our search for choosing a suitable public Blockchain
networkwithTuring-complete smart contracts. “Ethereum” and “EOS” come into the
mind with these characteristics. After performing a detailed survey plus considering
the wide adoption and community support in EthereumNetwork, we proceeded with
our work by choosing the Ethereum Blockchain [14].

4.3 Components

The entire architecture consists of four major components: (i) The registry of domain
names accessible viaRegistrationDataAccess Protocol (RDAP) [5], (ii) A server that
indexesBlockchain data into information presentable to the user, (iii) TheBlockchain
network and its underlying database (ledger), and (iv) The smart contract where all
the logic for auction and fund management resides.

The server (dApp-backend) and the domain names registry interact on the tradi-
tional client-server request model to fetch the ownership information. Another task
of the dApp server is to present meaningful information fetched from the Blockchain
ledger. The logic for handling the auction process and fund management is realized
into a smart contract deployed on the blockchain network, which can never be tam-
pered with once deployed. The record of all the events such as the listing of a domain,
starting auction for a particular domain, bids made to a particular auction, ending
of the auction and lastly, the transfer of funds is handled through the Blockchain
network, which gets saved into the underlying database of Blockchain (Fig. 2).

Fig. 2 System architecture—components
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4.4 Implementation

This section discusses the step-by-step process that will take place to execute the
use case. The activity for domain buying and selling takes place in the following
sequence.

4.4.1 Domain Ownership and Email Verification

Initially, the users who are willing to sell their domain names need to fill out a
form that verifies the ownership of this domain. Then, email verification can be
performed using the One Time Password (OTP) approach. If the verification process
is successful, we authorize this user to list their domain for the auction process. As
an experimental setup of the architecture and to access the registry of authorized
domain owners, the service of RDAP API can be mimicked to match the details
while verifying the ownership of domain names.

4.4.2 Domain Listing for Auction

Once the final confirmation is made from the seller’s side for domain selling, a
Blockchain transaction will be initiated via MetaMask [15] to broadcast it on the
Blockchain network. Here, the seller also associates a minimum bidding value for
their domain name as the starting price for the auction process, as highlighted in
Fig. 3.

4.4.3 Auction Bidding

After the seller’s list is updated, the buyers can view themon a standardweb interface.
As shown in Fig. 4, the buyer may show interest in a particular type of domain
name and want to buy it. If interested, they may select the “bid” option to initiate a
Blockchain transaction creation by MetaMask.

4.4.4 Ending Auction

The sellers have the authority to end the auctions concerning their respective domain
names. Once the auction has been ended, the buyers cannot bid for that particular
domain name. MetaMask will report an error and restrain the buyer from initiating
a transaction. Moreover, once the auction process has terminated, the highest bidder
must transfer the bid amount to the smart contract address in a fixed time window.
If he/she fails to do so, the auction is discarded; otherwise, the seller is supposed to
transfer the ownership of the domain name. After successfully verifying the domain
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Fig. 3 Sequence diagram of listing a domain
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Fig. 4 Sequence diagram of bidding

ownership transfer through the dApp server, the fund settlement is initiated by the
smart contract and funds are released to the seller.

5 Smart Contracts

In this paper’s concerned use case, two Smart contracts will be deployed, i.e. Domain
Market and Domain Auction. The Domain Market smart contract will keep track
of all the domains available for sale on the blockchain platform and provide the
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necessary transaction functions like submitting the new domain for sale and checking
the auction’s status. Also, an instance of a domain auction smart contract is created
and will be associated with each domain available for sale. See Code Listing 1. The
domain auction contract will govern the basic auction activities like bidding in the
auction, ending the auction, and receiving funds from the highest bidder.

1 struct Domain {
2 uint id;
3 address payable owner;
4 string domainName;
5 string contactEmail;
6 uint basePrince;
7 bool ownerVerified;
8 bool succesfullySold;
9 DomainAuction auction;

10 }

Listing 1 Structure of a Domain

6 Evaluation

6.1 Improvements over Current Market Scenario

Various advancements are brought by the Blockchain-based service that replaces
the current Broker Services offered by various entities. The main objective has been
to replace the costly, fraudulent, semi-transparent practices involved in the latter.
The brokers’ prominent participation in the legacy DNS causes a high probability
for unfairness to occur. The Blockchain-based approach eliminates these brokers,
therefore assuring no scope for fraud. Moreover, the Blockchain-based model is a
decentralized system. It makes sure that the brokers do not gain a monopoly over
the system and withdraw an unreasonable amount of money from either party. Since
smart contracts are the coded programs implemented in the Blockchain system, this
encourages trustful ownership transfer between buyers and sellers. Once any trans-
action has been settled between a particular buyer and seller, the details concerned
with the ownership status remain unchanged and permanent in the system.

6.2 Fees Involved in a Transfer

Wedesigned and deployed the smart contracts on theRopsten Testnet [16] to estimate
the fees incurred in a typical domain name transfer. A domain listing operation used
691,760 gas units and constituted the charges on the seller’s end. The cost of listing
operation varies for different lengths of domain names because we store the domain
names on the Blockchain. Similarly, a long domain name (say 64 characters long)
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Table 1 Cost Involved in different operations at gas price of 30 Gwei

Operation Gas units used Fee in ETH

Listing a domain 691760 0.0207528

Bidding 48775 0.00146325

Ending an auction 53508 0.00160524

will require 692,528 gas units for the same operation. Similarly, a bidding operation
constitutes the major transaction charges from the buyer’s end. Single bidding on any
domain name took 48,775 gas units on average. Moreover, an explicit termination
of auction consumes 53,508 gas units. Table1 shows the cost discussed above for
different operations.

6.3 Reducing the Network Transaction Fee

To make the proposed work more novel, we performed a detailed analysis of the
Layer-2 Blockchain solutions based on the Ethereum blockchain. Plasma solutions
helped reduce the transaction cost and provide faster transaction speed [17]. We used
the Polygon (previously known as Matic) network, an adapted version of Plasma,
to perform a detailed comparison in reducing the network transaction fee compared
to Ethereum Network. Tables2 and 3 show the gas used (in ETH) on Ethereum and
Polygon Network for seller and buyer, respectively.

Table 2 Seller’s fee on ethereum and polygon network

L* Seller@ETH Seller@Polygon

27 0.02235768 0.002235768

28 0.02235804 0.002235804

508 0.0332298 0.00332298

Table 3 Buyer’s fee on ethereum and polygon network

L* Buyer@ETH Buyer@Polygon

27 0.00146326 0.000146326

28 0.00146326 0.000146326

508 0.00146326 0.000146326

*Length of the domain name added with the email address of the owner, in characters
*The Cost is estimated at Average Gas Price of 30 Gwei on Ethereum Network and 3 Gwei on
Polygon Network
*All costs are indicated in terms of Ethereum (ETH) cryptocurrency
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6.4 Limitations of the Architecture

Most public Blockchains today suffer from the lack of scalability, and hence any
solution built using a public Blockchain network will also get a hit on the scalability
side. Though the Ethereum platform currently uses the Proof-of-Work consensus
mechanism, which offers 15 TPS, it will soon make a complete shift to the Proof-of-
Stake consensus mechanism, which will drastically boost the TPS to a few thousand.
Another central point that should be noted is that the ownership information of
legacy domain names resides on off-chain databases, and Blockchain solutions have
the limitation of not being able to access off-chain data directly. Bridging this gap
gives the architecture a hybrid design which makes such a solution not full proof
as a Blockchain network. Despite this, the proposed design offers significant trust,
transparency, and no hassle of negotiation over the legacy aftermarket platforms to
handle the auction process and funds.

7 Future Work

There ismuch scope for improvement concerning off-chain data fetching. Integrating
solutions that allow accessing off-chain data more securely and seamlessly will be
an ongoing task as improvement in this aspect of Blockchain technology emerges.
The weakest part of the proposed architecture is the dApp server, which also fetches
domain ownership information. Though the architecture achieves the secure man-
agement of funds, it fails to handle cases of breached dApp server, which poses a
security threat. This security threat can be handled by allowing the affected party to
raise a dispute in scenarios of unfair settlement. It can be achieved using a multi-
signature Smart contract design for the Domain Auction. This smart contract will
enable the affected party to raise a dispute in a given time frame so that the inaccurate
fund settlements do not occur in case of a dApp server breach. The dispute settle-
ment process will again leverage the Blockchain network of independent validators,
which will aid the ownership conflict resolution. This model further requires work
and analysis for its practicality.

Also, there has been the advent of Blockchain managed domain names. There-
fore, the platform can be extended to include those domain names to make it more
inclusive. Furthermore, the support of Blockchain-managed domain names will be
much more secure and seamless than the auction of legacy domain names as the
complete information will be available on-chain, thus reducing the risks of accessing
off-chain data.
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Defect Analysis of Faulty Regions
in Photovoltaic Panels Using Deep
Learning Method

S. Prabhakaran, R. Annie Uthra, and J. Preetha Roselyn

1 Introduction

The statistics from the International Energy Agency (IEA) indicates that the total
global Photovoltaic capacity (PV) is expected to reach 740 GW by 2022 [5]. As
per the statistics collected by International Energy Agency, Solar power has been
considered as the latest energy resource that grows exponentially year after year.
When it comes to the overall global capacity, Photovoltaics (PV) stands third in the
renewable energy sector [1]. The potential that lies behind solar power generation
systems is enormous and it is considered as the most clean, eco-friendly, safe and
reliable renewable resource ever utilized [2]. The classification of solar power gener-
ation systems is purely based on whether they are a part of the power generating
system [4]. All Photovoltaic systems are categorized as either grid connected or
self-sustained systems [4].

Solar panels need direct exposure to sunlight and operates only in open environ-
ment thus leading to exposure of extreme natural conditions like heat, cold, snow
and fog [13]. Such exposures lead to damage of solar panels which proportionately
stops the production of solar power or leads to poor output efficiency of the panel
[3]. The solar panel has to be properly maintained at regular intervals so as to achieve
higher output efficiency during conversion of solar power into electricity. The protec-
tive glass layer of the panel and the sensitive layers that lie between the protective
surface have to be preserved and conserved for efficient functioning of the solar
power generating systems [3, 8].
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Table 1 Defects versus nature of severity on solar panels

Defects/faults in solar panels Nature and severity of damage done by defects

Broken Damaged solar panels during manufacturing or maintenance or
excessive usage

Cracks, micro-cracks Solar panels damaged during manufacturing, transport,
installation or exposure to extreme weather conditions

Dust/Snow Accumulated over a period of time due to improper or poor
maintenance

Bird droppings Impurities on the panels as a result of droppings from birds

Hotspot Occurs in a PV module as a result of failure in solar cells, disjoint
soldering, partial shading, and discrepancy in parallel strings that
are connected together

Ground faults Exhibits an inadvertent low electric resistance path between the
ground and any current carrying capacitors (CCCs)

Arc faults Occurs as a Result of degraded connections in junction boxes,
improper crimping, cracked PV modules and out of date firmware

Defects introduced during the manufacturing of solar panels have to be detected
and repaired adequately [1]. The size and shape of these defects vary accordingly.
Defects in solar panels such as cracks, hairline-cracks, dust, dirt and scratches are
bound to occur during the manufacturing as well as deployment of solar panels
[2]. Detection of the above-mentioned defects plays a crucial part in the effective
functioning of the panel [15]. Innovativemethods have been discovered and deployed
to replacemanual inspection of panelswith latest automated technologies that detects
these defects effectively and efficiently [2, 10]. The PVmodule defects thus identified
promises extended lifetime of PVmodules as well as increased productivity in terms
of power generation [5, 9]. The various defects in PV systems are summarized in the
Table 1.

Of the below-mentioned defects electrical, soldering, ground fault and line-to-
line defects are not areas of concern in this paper. The defects under the scanner
are defects that can be identified through images and techniques employed on those
images. Broken panels, Cracks, Micro-cracks (Hairline), Dust/Snow, Bird droppings
and Hotspot defects can be identified from images of solar panels taken from high-
definition CCD cameras or aerial drones. The figures given above illustrates the
various types of defects that occur externally on solar panels (Fig. 1).

Deep learning, Convolutional Neural networks (CNN), Multilayer Neural
Networks (MNN), MMPT algorithms and Near-Infrared (NIR) systems are some of
the prominentmethods that are discussed in the forthcoming chapter for identification
of the above-mentioned defects.
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Fig. 1 Solar panels with defects—a Broken panel, b Cracked panel, c Panel with snow, d Panel
with bird droppings, e Panel with dust, f Panel with hotspots

2 Related Work and Contributions

Some methods for the fault diagnosis of photovoltaic (PV) systems have been
proposed. Rodriguez et al. [1] presented an inspection system called as Cell Doctor
that employs ultra-modern techniques that discovers and categorizes defects in photo-
voltaic cells. Theproposeddiagnosis and therapeutic process helps in defect isolation.
The automated process can be incorporated as part of the manufacturing process.
A robotic arm moves the solar cells to an Electroluminescence workspace which
captures the images of the panels and provides the necessary diagnostics. A combi-
nation of techniques are deployed that constitutes Principal Component Analysis,
Random forest classifier, Gabor filters in tandem with various image pre-processing
methods helps in identification of various defects in the PV system. A dataset of
monocrystalline PV module images was used as test data. The diagnosis by Cell
doctor proved to be effective and achieved an accuracy and recall of 90% for detection
of cracks, area defects and interruptions. Fu et al. [2] proposed amachine vision-based
detection scheme for multi-crystalline PV modules that can detect multi-crossed
cracks. The periodic noise is handled effectively by an improved filtering mech-
anism which simultaneously retains the coherence of the crack signal. The crack
features are extracted using a special mesh-shaped kernel filter that exhibits convo-
lutional properties. The features are extracted at low contrast and in the habitation
of a heterogenous background. The missing information from the mid portion of
the cracks is reconstructed using the above method that relies on the orientation of
mask patterns. While compared with existing mechanisms, numerical results have
proved that the proposed framework is found to be extremely robust and has higher
efficiency in terms of detection of cracks.

Haba et al. [3] proposed aMachine learning framework that identifies the possible
deterioration of functioning of photovoltaic panels. Two key factors are considered
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while developing and validating the model. Data collected from the control system
of the solar panels and data obtained from weather predictions were used for vali-
dation of the model. The model focusses on experimental results obtained when the
solar panels are covered with snow. However, the model may be extended to other
parameters such as dust, cracks and hotspots in the near future. Hwang et al. [4]
proposed a novel framework that uses a combination of ART2 Neural network and
Multilayer Neural Network for detecting the faults in the panels used in solar street
lights. The open-circuit voltage is given as an input for the above hybrid network
which helps in detecting the faults in the solar panels deployed as part of the street
light. The prediction of faults using this novel method reduces the maintenance cost
of the solar powered street light model. Experimental results on real time data have
verified the performance of the system and proved its efficiency.

Li et al. [5] designed a pattern recognition model for identifying defects that is
based on deep learning. The images are obtained with the aid of unmanned aerial
vehicles (UAV). The classification of various defects in PV module is performed by
Convolutional Neural networks. The various deep features of the images that are
obtained aerially are extracted by CNN. When large scale PV farms are taken into
consideration, the proposed deep learning model improves the quality of inspection
and assessment of solar panels extensively. The proposed framework works more
efficiently when compared with existing models. Kim et al. [6] developed an algo-
rithm which detects defective solar cells using computer vision and captured out the
meaningful outcome by analysing the result of the experiment. The use of UAV and
the thermal camera can reduce the cost and improve the efficiency of maintenance
by minimizing human labour. The defective solar cells in large solar farms can be
easily detected by mapping the small and high-resolution thermal images taken from
the autonomous drone flying with GPS.

Lee [7] put forward a real-time framework that involved UAVs, thermal camera
and high resolution RGB camera for detecting faults in solar panels. The UAV is
equipped with the thermal camera that captures the faulty areas of the panel. The
high resolution RGB camera records the position of the PV modules and the array.
The features detected using the thermal camera helps in identifying the failure of
the photo voltaic cells. The suggested framework was tested in a solar plant to
establish the practical applicability of the model. Tsanakas et al. [11] proposed a
novel technique that involved thermal image processing and canny edge detector tools
for diagnosis of hotspots. Thermal images of photo voltaic modules obtained during
infrared thermal imaging were taken as input and the proposed hybrid technique is
applied to it. The innovative hybrid approach yielded better results with detection of
hotspot formations in defective solar cells. PengXu et al. [12] suggested a framework
based on electroluminescence (EL) technology and image processing for detecting
hairline cracks in PV modules. Forward bias voltage is applied to the PV modules.
In the next step enormous quantity of non-equilibrium carriers is inserted into PV
modules from the diffusion region which emits photons. These photons are captured
by high-definition CCD cameras and an image is thus formed. The brightness of
the captured image is proportional to minority carrier diffusion length and current
density. If the minority carrier diffusion length is relatively low, there may be defects,



Defect Analysis of Faulty Regions … 67

which results in a relatively dark image. On analysing the EL image, it was found
that hairline cracks are identified with better accuracy.

3 Preliminaries

3.1 Convolutional Neural Network

Convolutional Neural Networks has the ability to perform feature extraction. This
ability is not available with normal neural networks or neural networks that are recur-
rent in nature. The CNN architecture has two distinct functionalities namely feature
extraction and classification. Feature extraction deals with obtaining the relevant
distinct section of the input and apply various levels of convolution which ultimately
helps in reducing the size of the source input drastically. While reduction of size
naturally involves losing the resolution of the images, convolution makes sure that
the depth of the image is increased to such an extent that it makes it more accurate
for the Neural network to classify the input image based on the training provided.
The various key terminologies are discussed in brief as given below:

Convolution Layer: It refers to the application of numerous filters to the input
solar panel images which ultimately results in the activation. The filter is applied
repeatedly on the input solar panel images. The application of the filter results in a
collection of activation maps referred as a feature map. The detected feature detects
the defects in the solar which is indicated by the location and strengths of the feature
map. The output of the convolution layer is an activation which happens as a result
of the application of the kernel to the solar panel source image.

FeatureMap: When the same kernel is applied repeatedly to the input solar panel
image, a feature map is generated. Feature maps are used to identify the key areas of
the input image. The size of the feature map can be computed as follows:

Md = [Is − Ks] + 1 (1)

where,

Md—Dimension of the Feature Map.

Is—Size of the Input Pixel.

Ks—Size of the Kernel/Filter.
The architecture of a convolutional neural network for detecting defects in a faulty

solar panel is provided (Fig. 2):
Stride: It controls the number of right shifts that should be applied for moving the

filter over the actual image. By default, the stride for any filter is set to 1. The stride
value has to be kept to a bare minimum so as to reduce loss of critical information.
Stride is denoted by S. Thus, Eq. (1) can be rewritten as follows:
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Fig. 2 CNN Architecture for feature extraction and Classification of PV module defects

Md =
[
I s − Ks

S

]
+ 1 (2)

For a 5 × 5 input matrix and a 3 × 3 kernel, when stride is set to 1, the dimension
of the feature map will be a 3 × 3 matrix. For a stride value of 2, the dimension of
the feature map will be a 2 × 2 matrix.

Padding: In order to match dimensions of the input image and the generated
feature maps, padding is used. Padding adds zeros or ones on all sides of the matrix
of the input image. Padding is denoted by P. After padding, Eq. (2) can be rewritten
as follows:

Md =
[
I s − Ks + 2P

S

]
+ 1 (3)

Re-Lu: It stands for Rectified Linear activation Unit. Neural networks use this
function to introduce non-linearity which forwards the output if positive or else will
discard it with a zero value. The activation function is derived as follows:

b = max(0, a) (4)

Since the activation function does not involve heavy computation, the model takes
relatively less time to train itself.
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4 DenseNet Architecture for Defect Detection in Solar
Panels

DenseNet is an extended version of ResNet that helps in feature extraction and image
classification. There are a few basic differences betweenDenseNet andResNetwhich
makes it more powerful and efficient. In ResNet, the shallow layers are merged
with the deeper layers by additive property whereas in DenseNet it is replaced by
concatenation. The difference between CNN, ResNet and DenseNet is tabulated as
follows (Table 2):

The uniqueness of DenseNet is that every layer is interconnected. Feature maps of
shallow layers are given as input for deeper layers of the network. Inside DenseNet,
the feature maps from previous layers are concatenated with those of subsequent
layers. Once the network is trained, the final prediction is made on the inputs from
all activation maps available from the entire network (Fig. 3).

Even though the dimensions of the feature maps within the block are similar, the
filters that are used within the blocks are unique. Batch normalization is handled by
transition layers. Down-sampling between blocks are achieved using batch normal-
ization. Growth rate refers to the increase in output channels in comparison with

Table 2 Comparative study of CNN, RESNET AND DENSENET

Type of network Input Output G(x) Building block
of F(x)

No of connections
for L layers

Connection
between layers

CNN x F(x) Convolution +
Relu

L Direct

ResNet x F(x) + x BatchNorm +
Convolution +
Relu

L Additive (+)

DenseNet x [F(x), x] BatchNorm +
Convolution +
Relu + Dropout
(Optional)

L (L + 1)/2 Concatenation
(·)

Fig. 3 A single unit of Dense Block within DenseNet
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the total count of input channels. Growth rate is controlled by convolution block
channels.

Batch Normalization

It refers to the process bywhich deep neural networks are addedwith additional layers
tomake it faster and reliable. The inputs from the previous layer are normalized by the
new layer. Normalization occurs for batches of input and hence the nameBatchNorm.
The training epochs required for training are decreased through batch normalization
which in turn stabilizes the learning process of the deep neural network. BatchNorm
plays a vital role in CNN, ResNet and DenseNet.

DenseNet Architecture

DenseNet is a classic network where the composite functions are used to insert the
output of earlier layers as an input into deeper layers. As the name itself implies
the composite operation has 4 different functions associated with it. Each operation
has a convolution layer, a pooling layer, batchNorm and a ReL unit. As mentioned
earlier, there are L(L + 1)/2 direct connections in a DenseNet. Here L denotes the
total count of layers in the DenseNet architecture (Fig. 4 and Table 3).

Some of the versions of DenseNet that are commonly used are DenseNet-121,
DenseNet-160, DenseNet-201. The number of layers in the network is represented
by the number associated with each DenseNet. The number of layers is computed as
follows:

DL = CL PL + (TL1 + TL2 + · · · + TLn) ∗ BL (6)

where,

Fig. 4 DenseNet architecture for detect defection in solar panels



Defect Analysis of Faulty Regions … 71

Table 3 Procedure for DenseNet

Procedure DenseNet

Input: Solar panel with Defects, Training Set T and Testing Set T´

Step 1: Performs 2-Dimensional Convolution with 64 kernels with a stride of 2

Step 2: Output of 2-D Convolution given as input to Dense block

Step 3: Each Dense block Consists of 3 × 3 Convolution, BatchNorm, ReL Unit and transition
layer. Concatenate the Skip connections within the Dense block

Step 4: Output of Step 3 is provided as input to 3 × 3 convolution

Step 5: Output of Convolution is provided as input to pooling which is turn is connected to the
next Desne block

Step 6: Repeat steps 3, 4 and 5 till dense blocks are exhausted

Step 7: Perform global average pooling before flattening the output into a 1-Dimensional array

Output: Type of defect in Solar panel is predicted with high accuracy

DL—No of layers.

CL—Convolution layer.

PL—Pooling layers.

TL1, TL2,…, TLn—Transition layers.

ConvL—Convolution Layers.

BL—No of Dense Blocks.

DenseNet-121 refers to a network that has five convolution and 5 pooling layers,
three transition layers, one classification layer and 2 dense blocks. The total number
of layers can be computed using Eq. (6).

The vanishing gradient problem is effectively handled by DenseNet. In addition,
DenseNet provides certain additional features that helps in reuse of feature maps and
also brings down the count of parameters drastically. The results achieved in this
paper are computed using a variant of DenseNet architecture. Results have proved
that the network trains with lesser datasets more effectively and the prediction of the
defects in solar panels are more accurate when compared with previous versions of
deep learning algorithms.

5 Experimental Results and Analysis

Experimental results are computed using TensorFlow on Windows 10 platform.
TensorFlow is an open-source tool, that helps developers to build machine learning
based applications. Python is used as the front-end for TensorFlow. The DenseNet
architecture is initially provided with a learning rate of 0.0001 (denoted by λ).
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Dataset

The PV module dataset constitutes 500 samples of 192 × 192 pixel images taken
from a residential complex using high resolution cameras. Distortion issues that
occur while capturing images are eliminated. The dataset is a diverse collection of
photovoltaic module images that has various defects associated with it. The defects
taken into consideration affects the performance of photovoltaic modules and are
extrinsic in nature. Table 5 labels the dataset in accordance with the defect associated
with it (Table 4).

In this paper dust and bird dropping defects are our area of concern. The proposed
architecture detects these defects with high accuracy when compared to existing
systems.

Qualitative Analysis

Ground Truth: The results of the model are checked again the real-world scenarios
in terms of accuracy. It is carried out in the premises through physical inspections
where the solar cells are located. The following table delineates the ground truth of
solar panels with dust and bird droppings.

Once the test data were used to perform the classification, the predictions are
evaluated on the basis of a confusion matrix. Four crucial parameters are used to
calculate the performance of the DenseNet classification as given in Table 6.

Experimental results must ensure the fact that maximization of true positive
and true negative values and minimization of false positive and false negative
values. Based on these four values it is possible to calculate the performance of
the classification by the network.

There are five important parameters as given below:
Accuracy: It is defined as the ratio between observations that are correctly

predicted and the total number of observations. It is calculated using the formula
given below:

Accuracy = T P + T N

T P + FP + FN + T N
(7)

Table 4 Defect-wise classification of datasets

Module type No defects Faded Broken Cracked Droppings Dust Hotspots

Monocrystalline 78 84 80 93 50 65 50

Table 5 Ground truth for
identification of defective
panels

Defects in panels Ground truth

No defects (Normal) 93.52

Panel with bird droppings 93.52

Dusty panel 93.52
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Table 6 Classification
parameters for confusion
matrix

Predicted classification

Actual classification Yes No

Yes True positive False negative

No False positive True negative

Precision: It is defined as the ratio between positive observations that are correctly
predicted and total number of positive observations predicted. It is calculated using
the formula given below:

Precision = T P

T P + FP
(8)

Recall (Sensitivity): It is defined as the ratio between positive observations thar
are correctly predicted and total observations. It is calculated using the formula given
below:

Recall = T P

T P + FN
(9)

F1 score: It is defined as the weighted average of precision and recall. All false
values are considered for calculating the score. When the distribution if classes is
uneven, this parameter is more appropriate when compared to accuracy.

F1 = 2 ∗ (Recall ∗ Precision)

(Recall + Precision)
(10)

Specificity: It is an ML metric that identifies the quantity of negative results that
are identified correctly. It is also referred to as false positive rate

Speci f ici t y = T N

T N + FP
(11)

The performance of the DenseNet model is evaluated with the help of these
metrics. ADeep learning algorithmwas implemented on real time data to evaluate the
efficiency of the fault detection system for solar panels. The results of the application
of DenseNet architecture on normal and defective solar panel are shown in Figs. 5,

Fig. 5 Solar Panels without
defects—a Input, b Ground
truth, c Predicted output, d
Predicted accuracy
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Fig. 6 Solar panels with
dust defects—a Input, b
Ground truth, c Predicted
output, d Predicted accuracy

Fig. 7 Solar panels with
bird droppings—a Input, b
Ground truth, c Predicted
output, d Predicted accuracy

Table 7 Observed parametric values for performance evaluation of defects

Type of defect Number of predictions

No of samples observed TP TN FP FN

No defects (Normal) 78 65 11 1 1

Panel with bird droppings 50 44 3 1 2

Dusty panel 65 57 5 1 2

6 and 7. The results compare the ground truth of the panels with their predicted
accuracy.

From the results of the experiment, the following numerical results are derived.
A total of 193 samples are classified. The following table denotes the distribution of
predicted true and false values obtained from the confusion matrix (Table 7).

The values provided in table are used to calculate the performance of the classifi-
cation made by DenseNet. These values prove that the DenseNet provides accurate
prediction when compared to the ground truth (Table 8).

The prediction accuracy of DenseNet stands at 0.9744 for panels without defects,
0.94 for panels with bird droppings and 0.9538 for dusty panels. On observing the
above numerical results, DenseNet achieves an average approximate prediction accu-
racy of 95.6 which is comparably high than the ground truth value. Precision denotes

Table 8 Performance evaluation of defective and non-defective solar panels

Type of defects/parameters Accuracy Precision Recall F1 Specificity

No defects (Normal) 0.9744 0.9848 0.9848 0.9848 0.9167

Panel with bird droppings 0.94 0.9778 0.9565 0.967 0.75

Dusty panel 0.9538 0.9828 0.9661 0.9744 0.8333
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the low positives of the predictions made by the proposed model. The average preci-
sion stands at 98.18% which is highly desirable. Recall, F1 and specificity values
demonstrate that DenseNet provides better predictions with relatively lower training
datasets. Thus, it is evident that DenseNet is more accurate in prediction of fault in
solar panels than existing deep learning models.

Performance of DenseNet Deep Learning Model

In aDeepneural networkwhen the entire dataset is passed forward andbackwardonce
completely, it indicates that one epoch is completed. Larger datasets are segregated
into smaller epoch batches since the model cannot accommodate larger datasets at
one instance. It is advisable to choose optimal number of epochs during training and
testing.

The accuracy and loss incurred in the training and testing the DenseNet model
are represented graphically. Experiment_X_1 denotes the training data and Experi-
ment_X_2 denotes the testing data. Figures 8 and 9 graphically represents the training
and validation accuracy between training and testing data. It can be observed that
there is a minimal difference is the curves between training accuracy and validation
accuracy. This indicates that the model does not overfit or underfit.

Figures 10 and11graphically represents the training andvalidation losses between
training and testing data. It can be observed that there is a minimal difference is
the curves between training loss and validation loss. This indicates that the model
performs optimally with minimum training and testing errors. Thus, DenseNet is

Fig. 8 Training Accuracy
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Fig. 9 Validation Accuracy

Fig. 10 Training Loss
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Fig. 11 Validation Loss

considered as one of the best deep learning model which can provide the best fit with
minimum number of datasets used for training and validation.

6 Conclusion

The most significant and reliable source of clean energy is derived from Solar cells.
Undeterred production of solar energyneeds periodic detection of defects andmainte-
nance of photovoltaic modules. This paper presents a novel extension of CNN called
DenseNet for detection of defects in solar panels. DenseNet is evaluated against a
real-time dataset of Photovoltaic modules from a residential complex. The archi-
tecture is equipped with 2D convolutions and Dense blocks that eventually helps
in lossless feature extraction. The size and complexity of the network is drastically
reduced while being more efficient in terms of prediction.

Tensorflow computations have shown enormous improvement in terms of predic-
tion accuracy, recall and precision. Experimental results on limited datasets have
proved the prediction of the DensNet model to be more accurate and robust and
using the extended deep learning approach. The accuracy can still be tweaked by
increasing the training dataset provided to the model. Adopting the DenseNet archi-
tecture it has been proved that it is more efficient than CNN and ResNet-50. In future
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the model can be extended to accommodate all possible detection of defects thus
expanding the scope of the current proposal.
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Multimodal Biometric Authentication
Using Watermarking Technique

C. Vensila and A. Boyed Wesley

1 Introduction

Abiometric system is a biometric identitymanagement system that is used to authen-
ticate typical individuals. Biometric devices are now used in a variety of applications,
including banks, homes, mobile phones, government protection areas, and so on.
Biometric recognition systems (BIS) measure and verify biological characteristics
of individuals (such as fingers, feet, hands, teeth, irises, faces, voices, gaits, retinas,
ears, signatures veins, typing styles, DNA [1] and odours). Individual feature values
are extracted and stored in a biometric database or biometric models for biometric
identification. This database or models are used to classify individuals for checking
[2].

Unimodal and multimodal BIS are two forms of BIS. Just one biometric charac-
teristic of the human identification is used in a unimodal BIS [3]. Unimodal BIS has
some disadvantages, including a maximum rate of spoofing, uniqueness, maximum
error rate, noise and non-universality. Multi-modal BIS are now recommended to
address the shortcomings of Uni-modal BIS, as they increase accuracy and popula-
tion coverage. This method combines more features from each biometric to produce
improved authentication results [4].

Face and iris biometrics, as well as face and fingerprint biometrics, are used
in multimodal biometric systems. Spoofing attacks are more difficult to detect in
multimodal systems [5]. The most important reason behind the multi-modal BS is
to increase the recognition rate [6]. As opposed to unimodal systems, multimodal
systems have minimum error rates and maximum accuracy [7]. As a result, multi-
modal systems have been used in amore biometric applications, including theDepart-
ment of Homeland Security’s US-VISIT, e-commerce, the FBI’s Next Generation
Identification (NGI), passports, the Indian government’sUID law enforcement, smart
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cards, and visa etc,. Since the device stores numerous biometric modalities of every
user, multimodal systems have a higher requirement for integrity and privacy.

In multimodal biometric systems, watermarking techniques have been used to
authenticate and secure biometric data, as well as improve recognition accuracy.
Watermarking is a method of safely inserting data in an image by concealing data in
the spatial or transform domains. By modifying coefficients of a frequency domain
image created using a transform such as the Discrete Wavelet Transform (DWT), or
the Discrete Cosine Transform (DCT) data is embedded in the transform domain.
In comparison to transform domain counterparts, spatial domain methods [8] can
conceal data in host images imperceptibly, but they lack vigorousness and are suscep-
tible to frequency attacks (Median, filtering, JPEG compression, blurring, JPEG
compression etc.).

Transform domain approaches are resistant against frequency-based attacks
because the distortions generated by thewatermarks in the transform coefficients will
outspread over every pixels in the spatial domain making alterations low noticeable.
Watermarking of biometric images using a fusion of wavelet and Least Significant
Bits (LSB) dependent watermarking approaches was suggested by Vatsa et al. [9].
Recently, watermarking strategies have been combined with evolutionary compu-
tation [10]. However, most of these approaches need the real image for watermark
extraction, or the extracted watermark is of poor quality if the watermarked image
is subjected to image processing attacks. In the suggested watermarking approach,
Particle Swarm Optimization (PSO) is utilized to determine the optimal DCT coeffi-
cients block wise in an individual’s face and finger vein image, where demographic
data and the fingerprint image can be included. The extraction of Watermark does
not necessitate use of the original image. The PSO goal feature is constructed as a
combination of invisibility and robustness features, ensuring that the watermarked
image has a good quality and that the watermark can be recovered even when the
image is subjected to image processing problems. The findings of proposed method
were compared to those of [11–18] in the experimental section. Higher values of
numerous standard metrics illustrate the usefulness of the suggested methodology in
keeping good watermarked image standard while preserving the feature set of real
face, finger vein and fingerprint to be employed in multimodal biometric identifica-
tion. The remainder of the article is organized as follows: Related works is explained
in part 2, PSO is explained in part 3, a proposed methodology is presented in part 4,
experimental data is discussed in part 5, and the article is concluded in Sect. 6.

2 Related Works

Kumar et al. [19] used PSO to develop an adaptive compound system of several
biometrics to achieve the best execution performance for the essential level of safety.
They have experimented with various biometric combinations (speech, face), (hand
geometry, fingerprint) and (palmprint, iris). In comparison to the decision-level
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method, the experimental results demonstrated that the proposed score-level tech-
nique created relatively steady performance and required fewer iterations to produce
superior performance.

Anzar and Sathidevi [20] suggested a PSO integration weight optimization
approach based on d-prime statistics for determining the best weight factors for
interrelated traits. In the score level fusion, voice biometrics and fingerprint were
used. By calculating the ideal integration weight utilizing stochastic optimization
approaches and Leave-One-Out Cross Validation procedures, the suggested method
has lowered the False Acceptance Rate (FAR) under varied noise situations.

To safeguard biometric data, Zebbiche et al. [21] suggested a wavelet digital
watermarking technique. They employed fingerprint images to conceal fingerprint
minutiae points, ensuring that both hidden data and the host image were kept safe.
Zebbiche et al. [22] proposed awatermarking-based technique to preserve fingerprint
images by placing a watermark within the area of ridges acquired behind processing.

By masking biometric data in several images, Jain and Uludag [23] suggested an
amplitude modulation based watermarking technique. Dong and Tan [24] proposed
a watermarking strategy for protecting iris templates in iris identification systems by
inserting them as a watermark in the cover image.

3 Particle Swarm Optimization

Particle Swarm Optimization is a computational technique to problem solving that
attempts to generate a candidate solution in terms of a consistency metric iteratively.
A PSO algorithm manages a swarm of particles, each of which represents a potential
result. The fitness function measures the fitness values of all particles in order to
optimize them, as well as the velocities that guide particle movement. Here Particle
Swam Optimization is used to find best DCT coefficient block wise to be used for
watermark embedding.

In the solution space, each particle keeps upwith its coordinates, which are related
to best result (fitness) of particles thus far, known as personal best, or prbest. Global
best or glbest is the another best value that the PSO keeps up it in the particle’s
vicinity. The basic idea behind PSO is to iteratively accelerate every particle about
its prbest and glbest positions, using a disorderly weighted acceleration wa at every
time point. At time step, let xyz(s) represent the location of particle i in depth z = 1,
…, nx, in the search space. The following formula is used to calculate the location
and acceleration of particle in the adjacent time step s + 1,

xyz(s + 1) = xyz(s) + vyz(s + 1) (1)

vyz(s + 1) = wa × vyz(s) + a1r1z(s)[prbest y − xyz(s) + a2r2z(t)[glbest − xyz(s)]
(2)
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where, vyz (s) is the acceleration of particle y in depth z = 1,…,nx at time step s.
xyz (s) is the location of particle y in depth z at time step s, a1 and a2 are positive
dispatch constants used to scale the beneficence of intellectual and social components
respectively. r1z (s), r2z(t) ~ U (0,1) are uniformly sampled random numbers in the
range [0,1]. The personal best location prbesty related with particle y is the best
location the particle has look in on because the first time step and glbest is the global
best location at time step s. When a suitable result is identified or the highest number
of iterations has been achieved, the process ends.

4 Proposed Technique

High performance protection systems are multi-model BS. This article introduces a
new watermarking technique for the purpose of improve protection. The motivation
for the proposed approach is to provide high security inmultimodal biometric system
and improve the performance. The proposed algorithm aims to watermark a uncol-
ored face image and a uncolored finger vein image with a uncoloured fingerprint
image and some demographic data. The suggested technique make sure-

1. The invisibility of the watermark in the watermarked image
2. Robustness, in the sense that the watermarked image would be of good quality

even if it were subjected to image processing attack.
3. At the receiver’s end, the retrieved fingerprint, as well as watermarked face and

finger vein images, are accurately identified, allowing for effective multimodal
biometric authentication.

The phases of thewatermarkingmethodology at the end of sender and the retrieval
of image at the end of receiver are shown in Fig. 1. The steps are described in detail
in the subsections that follow.

4.1 Image Enhancement

For image enhancement and sharpening, a High-Pass Filter (HPF) is used. When
high-pitched are attenuated, the graphic quality of a picture suffers considerably
and these filters emphasize fine information in the picture. Improving the image’s
high-frequency components, however improves the quality of image.
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Fig. 1 Proposed Architecture of Multimodal Biometric Authentication

4.2 Extraction of Feature

This section extracts enhanced image features. Face and finger vein extraction is
done using Empirical mode decomposition (EMD) feature value retrieval approach.
Finger feature extraction is done using the Minutiae method.
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4.3 Embedding of Watermark

Step 1: Reading images.

Take the secret demographic data and the face image F(i × j), finger vein image V(k
× l), and watermark fingerprint image P(x × y).

Step 2: Watermark array generation.

The most important bit planes of an image contain the image’s visual information.
To get a order of bits Wm, take out four MSBs from every pixel in P and combine
them. Append the demographic data to W by converting it to a binary bit sequence.
The bits in Wm can be permuted for protection, and this watermark sequence of bits
Wm is supposed to represent F and V. Length of Wm is denoted by len(Wm).

Step 3: Fusion.

The Fusion method joins the feature extracted values, combining two or more sepa-
rate entities into new full entities. Feature level fusion (FLF) contains more biometric
feature information. This FLF is used until amatch is found, and it includes biometric
information such as a person’s face, veins, and fingerprint. Until matching, this
FLF is performed, and it incorporates biometric data such as face, finger vein,
and finger print. The feature level fusion is faster than the fusion of score level
in terms of response time. The extracted features are concatenated by FLF. Function
set concatenation increases the dimensionality of the fused feature vector. In the FLF,
the following steps are followed.

• Feature vector Normalization
• Feature vector Fusion

Feature vector Normalization.

Face, finger vein, andfingerprint feature vectors are incompatible because of diversity
in its own dimension and distribution. The feature vector is normalized to solve this
problem.

Feature vector fusion.

The final fused vector is created by concatenating the feature vectors from the face,
finger vein, and fingerprint. In Eq. (3), the Fusion vector is shown.

Fvector = [FA1, FA2, . . . .FAnFV 1, FV 2, . . . .FV nFPR1, FPR2, . . . ..FPRn

(3)

where FA1, FA2, …. FAn, FV1, FV2, …. FVn, and FPR1, FPR2, …. FPRn are the
normalized vectors of the face, finger vein, and fingerprint, respectively. Every person
are identified using these fused vectors, which are saved in a database.

Step 4: Compute forward DCT.
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Split the fused image into M × M sized blocks. Calculate the DCT for each image
block, which is a signal decomposition technique that transfers images from the
structural domain to the frequency domain. Let b be the overall blocks number.
Compute the overall concealed watermark bits in every block using the formula
n = len(W )

b .

Step 5: Applying PSO.

In order to achieve the optimum coefficients position for every block, some parame-
ters for the PSO function must be set. The overall iterations can be adjusted to meet
the appropriate degree of precision. Every particle in the swarm has a capacity of
n since the number of coefficients required as the result in each DCT transformed
block equals n. As a result, the starting population is formed by disorderly selecting
n coefficients from all of the medium frequency coefficients in the block. The PSO
module’s goal function is then set to ensure that the worth and vigorousness of
watermarked image are acceptable.

The Structural Similarity Index (SSIM), which is a generalized structure of
the Universal Image Quality Index (UQI) is used to determine the worth of the
watermarked image represent in Eq. (4).

SSI M(u, v) = (2u
∧

v
∧ + a1)(2σuv + a2)

(u
∧2 + v

∧2 + 1)(σ 2
u + σ 2

v + a2)
(3)

where u and v are respective windows of identical size of the real and steganography
images and u

∧

and v
∧

are the respectivemedian of u and v, σu
2 and σv

2 are the respective
dissimilarity of u and v, σuv is the discriminant of u and v, a1 and a2 are proper
constants. The Human Visual System (HVS) is considered when calculating the
consistency index. Normalized Correlation (NC) is used to compare the original and
retrieved watermarks and represents the vigorousness of the watermarked image. It
is described as:

NC =
∑

j wmjw
′
mj

∑
j w

2
mj

(4)

where, Wm act as the inserted watermark and W
′
m act as the retrieved watermark.

The NC value can range from 0 to 1. If the NC value is nearer to one, the recovered
watermark is more accurate. The NC value is evaluated after the watermarked block
has been subjected to various attacks. Hence the goal function for PSO is determined
as:

G.F =
(
1 − SSI M

(
b, b

′))
+ β(1 − NC) (6)
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where, β is a weighting constant and b and b′ are respective blocks in cover and
watermarked images.

Step 6: Embedding of Watermark.

By quantizing the excellent coefficients (evaluated with PSO) in every block, the
n bits from the watermark pattern P are sequentially inserted. The n bits from the
watermark pattern P are consecutively inserted by quantizing the good coefficients
(computed with PSO) in every block. Dc is the DCT coefficient’s value and md be
the modulus, the remainder re and the quotient Qo respectively are given by Eq. (7)

Qo = |Dc|
md

and re = |Dc|mod md (7)

To insert the binary data of the watermark pattern, the primary value Dc of the
coefficient is altered to D

′
c as follows:

If the watermark bit in the present input is set to:

r ′
e = md

4

Dcmin = Qo × md + r
′
e

Dcmax = (Qo + 1) × md + r
′
e

If the watermark bit in the present input is set to 1:

r ′
e = 3 × md

4

Dcmin = (Qo − 1) × md + r
′
e

Dcmax = Qo × md + r
′
e

Let Dcmin and Dcmax be of the identical sign as Dc. Now modify Dc to Dc′

D′
c =

{
Dcmin, i f (|Dcmin − Dc| ≤ |Dcmax − Dc|)
Dcmax , i f (|Dcmin − Dc| > Dcmax − Dc|)

}

(8)

Step 7: Calculate the inverse DCT block by block.

After all of the watermark bits have been embedded, the watermarked image is
created by applying inverse DCT to each image block separately.
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4.4 Watermark Extraction

The reverse process can be used to extract the secret watermark fingerprint image as
well as demographic data. The locations found out with PSO during the embedding
phase are used in this process, and the modulus md is serves as the extraction key.
The watermark pattern is retrieved by using the key in Eq. (9). Initially calculate the
forward block by block DCT of the watermarked face and finger vein image. For
every block, retrieve the coefficients based on the key. For every such coefficientDc,
let the retrieved watermark bit be Wm as:

Wm =
{
1, i f (|Dc|modmd ≥ md

2
0, i f (|Dc|modmd < md

2

}

(9)

The reverse permutation transformation is applied after all the bits are merged.
The fingerprint image and demographic data are created after the watermark pattern
has been obtained.

5 Experimental Results

The suggested watermarking methodology was reviewed and compared to some of
the most recent multimodal biometric authentication techniques [11, 12, 15], some
of the most recent DCT based watermarking techniques [13, 14, 16] and some of
the most recent hybrid watermarking techniques [17, 18]. The test fingerprint image
dataset [25], test face images from CVL face images database [26] and test finger
vein image from SDUMLA-HMT finger vein image database [27] were used in the
tests. The findings are tabulated for four quality face images of size 516 × 516 and
finger vein image as illustrate in Figs. 2a–d and 3e–h Using the suggested method,
all of these images were utilized to conceal smaller fingerprint images of size 100 ×
100, as illustrated in Fig. 4i–k, along with demographic data. The input face image
and finger vein image are separated into 8 × 8 blocks, and PSO is applied to each
block to obtain the best DCT coefficients.

Fig. 2 Host Face images. a F11 b F12 c F13 d F14
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Fig. 3 Host Finger Vein images e V21 f V22 g V23 h V24

Fig. 4 Watermark fingerprints i I31 j I32 k I33 l I34

Depending on the amount of watermark data that needs to be hidden, every block
of a cover image is used to conceal 8–10 bits of the input watermark bit pattern. The
value of md is set to 15 and the value of β is set to 0.5. The number of particles (ns)
and the number of iterations are set to 115 and 100 respectively, in the PSO module.
The value of the a1 and a2 constants in Eq. (2) are taken around about 2. The
objective quantitative measurements used to analyze real and watermarked images
are Structural Similarity Index (SSIM) and Peak Signal Noise Ratio (PSNR) (Eq. 4).
The real and extracted watermarks are also compared using Normalized Correlation
(NC) as indicated by Eq. 5. Table 1 shows the SSIM and PSNR values for cover and
watermarked images for each approach. The proposed strategy clearly outperforms
existing techniques due to the effectual goal function used by the PSO module and
the effectual coefficient quantization carry out in the watermark embedding step.
The PSNR and SSIM values for cover and watermarked images along with NC
values for real and retrieved watermarks are listed in Table 2 for the suggested
technique. These data are tabulated after the watermarked image has been subjected
to different image processing attacks. The value of md in the embedding approach is
set so that the watermarked face, finger vein image, and retrieved fingerprint image
are of acceptable quality and preserve their individual features, allowing accurate
verification (as specified by the NC values in Table 2).
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Table 1 The quality indicator’s values PSNR and SSIM were calculated by embedding the finger-
print images I31, I32, I33 and I34 in the matching host face images F11, F12, F13, F14 and Finger Vein
images V21, V21, V23, V24 together with demographic data

Orginal
image

Metrics [11] [12] [13] [14] [15] [16] [17] [18] Proposed

F11 and
V31

PSNR 38.90 37.52 31.98 37.12 40.12 40.35 34.53 40.95 40.90

SSIM 0.928 0.932 0.918 0.923 0.935 0.939 0.928 0.938 0.956

F12 and
V32

PSNR 39.40 38.72 32.95 37.66 40.92 40.94 32.86 40.94 40.98

SSIM 0.939 0.940 0.911 0.932 0.957 0.960 0.925 0.956 0.965

F13 and
V33

PSNR 37.55 36.80 31.69 36.14 39.87 39.91 31.56 39.85 39.95

SSIM 0.920 0.905 0.895 0.917 0.939 0.942 0.898 0.941 0.946

F14 and
V34

PSNR 39.20 39.31 33.88 38.02 41.31 41.32 35.63 41.35 41.39

SSIM 0.941 0.939 0.925 0.922 0.959 0.962 0.937 0.959 0.966

Table 2 II. The quality
indicator’s values SSIM, NC
and PSNR obtained after
inserting the watermark I31 in
the face image F11 and finger
vein image V21 and exposing
it to several image prcessing
attacks

Attack SSIM NC PSNR

Unattacked 0.9560 1.0000 41.01

Sharpen 0.8489 0.4210 32.92

Sharpen edges 0.9478 0.9756 39.99

Diffuse glow 0.8598 0.8447 35.05

Median filter 0.8521 0.4288 36.10

Unsharp mask 0.9533 0.9999 41.02

Blur 0.9290 0.9493 40.04

Salt & Pepper Noise 0.8173 0.8193 27.99

6 Conclusion

This article presents a multimodal biometric image watermarking strategy based on
Particle Swarm Optimization (PSO) for concealing a fingerprint image as well as
certain demographic data in the related face and finger vein images. The method-
ology was developed with the aim of enhancing recognition accuracy, minimizing
bandwidth consumption and maintaining biometric data security and authentication.
PSO chosen DCT coefficients of the face and finger Vein images were utilized to
conceal fingerprint image and binarization of demographic data using the proposed
approach. The performance of suggested technique was examined and compared to
several previous multimodal biometric watermarking and DCT-based approaches.
The improved values of quality metrics such as Structural Similarity Index (SSIM),
Normalized Correlation (NC) and Peak signal noise ratio (PSNR) demonstrate the
suggested technique is effective in preserving invisibility and acceptable water-
marked image standard even when the amount of concealed data is large, as well as
the experimental utility of biometric images.
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Image Deblurring for CCTV Captured
Images of Fast Moving Vehicles

Sahil Nande, Saail Ganesh, Santosh Krishnan, and Kalyani Pampattiwar

1 Introduction

Identification of vehicle owners and traffic control has become a significant problem
in every country. Sometimes it becomes difficult to spot vehicle owners who violate
traffic rules and drive too fast. Therefore, it is impossible to catch and punish people
because the traffic personnel will not be ready to retrieve vehicle numbers from the
moving vehicle because of its speed. License plate recognition is the most common
technique for the vehicle identification process. Recognizing information from a
digital image is efficient and reduces the work needed to be done by humans.

There is a need for an Image Deblur algorithm that can easily remove different
blurs and give us a sharp noise-free image. A speed camera in the region of Durham
in the United Kingdom caught over 100,000 vehicles overspeeding, and the cameras
could not recognize over 25% of the drivers due to high speeds or camera shakes.

Capturing images of high-speed vehicles is an exigent task. Currently, speed
cameras can take pictures with a delay of 50 ms. This delay causes blurry plates
where we cannot determine the characters on these license plates, due to which most
of the criminals are released.

2 Related Work

Image processing is an essential field for researching to get accurate information
from the images using computer vision. We have considered various approaches to
take a blurred image from different sources to get a good result in this approach.
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Fig. 1 Classification of
datasets

W. Yao and S. Rahardja proposed another system called dynamic threshold [1]
for keyframe detection. In this real-time keyframe [2], the selection is made using a
Dynamic threshold.

Chengtao Cai, An Liu, and Baolu Zhang proposed using a wiener filter [3] for
deblurring the image.They analyzed the spectrumof theFourier transform to estimate
the purpose spread function of the blurred image and restore the image. The limitation
in this approach is that the quality of the image was degraded after applying the filter.

Suphongsa Khetkeeree and Sompong Liangrocapart proposed a system called
the Lucy Richardson [4] algorithm. The number of iterations was optimized to run
the algorithm faster than the Wiener filter [3]. This system supported the modified
Tikhonov regularization. The drawback of this approach is that only out-of-focus
blur is considered, and the rest of all blurs are ignored.

3 Dataset

Our process begins with acquiring a large-scale dataset consisting of deblurred
images and their blurred counterparts. A series of short-exposure frames are averaged
from high-speed cameras such as a GoPro for generating motion-blurred images. We
have a total of 3000 images for our Deblurring software [5]. For our dataset on license
plate detection, we have images of cars with license plates. For the Recognition of
characters from a license plate, we have images of different letters and characters
(Fig. 1).

4 Proposed System Architecture

Our approach is divided into four sub-modules. The Key Frame Detection module
provides its output to Image Deblurring, and the Image Deblurring module provides
its output to the License plate Detection and Character Recognition module.
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4.1 Key Frame Detection

The first module we use is Key Frame Detection. Katna automates the Key Frame
extraction procedure and provides us with the most accurate frames from the video.

These frames given by the Katna module provide us with a compact summary of
the video content. The frames are then selected based on their differences in LUV
color spaces. It applies Brightness Score Filtering for the extracted frames. On the
extracted frames, we use Entropy/Contrast Score Filtering. Using Image Histogram,
we use K-Means Clustering of frames, and we select the best frames from the cluster
based on the variance of Laplacian. The image gets repudiated if the variance falls
below a certain threshold. It gives us a selected frame that contains a license plate.

4.2 Image Deblurring

We create a module that takes input as a blurry image downsampled from the input
images at different sizes and produces corresponding sharp images.We approach this
architecture by using a coarse-to-fine [6] strategy. We would be using U-NETS with
RESNET Encoders. U-NETS encodes and decodes the images by upsampling and
downsampling. Different levels of information are combined by using skip connec-
tions between feature maps. Each Resblock [6] contains two convolutional layers
with the same kernel size. Decoder ResBlocks are similar to Encoder ResBlocks, but
we increase the spatial and feature size while decoding (Figs. 2 and 3).

As we downsample the image and then upsample the image, we get a U-
shaped structure. This provides us with the output on the expanding part of the
diagram. Successive convolutions improve the detail when we double the dimen-
sions. The original image is also added to the final ResBlocks with skips to allow
final computations.

Fig. 2 Image Deblurring
Architecture
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Fig. 3 Structure of U-NETS

We have restricted the image size to be of dimensions 256 * 256. The ResBlocks
are separated into different groups, each group having a different feature size. We
use Rectified Linear Unit(ReLU) as an activation function for all layers.

4.3 License Plate Detection

Our approach for License Plate Detection begins with preprocessing of the dataset.
Our dataset consists of images that contain license plates and also have annotated
coordinates of the license plates. These are the bounding boxes that we will use to
train our model. They contain the coordinates of license plates for the given image.
We would be using a YOLOv4 object detection model with weights we trained for
License plate detection.

An object detector such as YOLOv4 takes an image as an input and compresses
the features down through a CNN backbone [7]. We use our YOLOv4 model with
the base of CSPDarknet53. The DenseNet separates the feature map of the base
layer through a dense block and sends it on to the next stage. Object Detection then
combines features formed in the backbone of Darknet53 to prepare for the detection
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Fig. 4 License Plate Detection Architecture

step. This is called Feature Aggregation [7] and is done at the YOLOv4 neck. We
use a PANet [8] for feature aggregation.

YOLOv4 also allows data augmentation without adding inference time in produc-
tion. These techniques improve the accuracy and proportion of the training set to
show the model to scenarios that might have otherwise been unseen. YOLOv4 is an
anchor-based detection model [7]. Each anchor box calculates which bounding bo
x has the very best overlap divided by non-overlap, named Intersection-Over-Union
(IOU). YOLOv4 uses DropBlock Regulation [7] as an activation function (Fig. 4).

4.4 License Plate Characters Recognition

There is a two-step process for the recognition of characters from the license plate.We
convert the RGB colorspace of the image to GRAY color space. As the image is now
in GRAY color space, we can use the Thresholding technique to convert it to a binary
image. We use Otsu’s Binarization [9] with Binary Thresholding for calculating the
threshold. We find the binary image using this threshold. After generating a binary
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image, we erode the boundaries away from the foreground objects and dilate the
necessary regions. It would detect a change in image color and mark it as a contour.
After finding all the contours, we construct a complete hierarchy of nested contours
[9].

Character Recognition is done using a neural network model that reads images
and inputs characters from the image. We train our model using AdamOptimizer [9].
We use Rectified Linear Unit (ReLU) as an activation function for all layers.

5 Implementation

Our Experiments are conducted on a PC with Intel i5 CPU and AMD Ryzen
4000 series. We have trained our model on Google Colaboratory with a hardware
accelerator with 16 GB NVIDIA Tesla P100 GPU.

5.1 Key Frame Detection

For keyframe detection, we have implemented three different modules. To check the
models’ accuracy, we run a recorded video to see the results on threshold selection,
local maxima, and Katna (Fig. 5).

As the above results are considered, it shows that the Katna modules give an
accurate keyframe above all the other modules than the other two. Katna chooses a
frame that gives the critical information within the image with a bit of blur. Katna

Fig. 5 Key Frame Detection using various methods
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Fig. 6 Wiener Filter Algorithm (LEFT) and Lucy Richardson Algorithm (RIGHT)

frames provide us with the foremost accurate and compact summary of the video
content. Further, we use the architecture suggested in Sect. 4.1.

5.2 Image Deblurring

We tried to implement three different algorithms for the image deblurring part:
Wiener filter [3], Lucy Richardson, and a Deep Learning algorithm using RESNETs
(Fig. 6).

From the above results, we can conclude that our algorithm using RESNET gives
the best results than the Wiener filter [3] and Lucy Richardson [4] algorithm. The
Wiener filter calculates values of parameters by performing mathematical operations
on Matrix. Lucy Richardson is better than the Wiener Filter in terms of runtime but
is not accurate as to our neural network. The last model we would be using is U-
NETS with RESNET Encoders. RESNETs is a CNNArchitecture that is made up of
residual blocks with skip connections. We would be using the architecture suggested
in 4.2.

5.3 License Plate Detection

We design four different models for evaluating and testing which model is the best
out of them. The first model we designed is using OpenCV. In the second model,
we detect vehicles using a Histogram of Gradients with Linear SVM [10]. We group
pixels into smaller cells. We compute all the gradient directions and group them
into orientation bins. As HOG feature [10] extraction is time-consuming, we use the
sliding window technique to check subregions of a frame for the license plate. The
third model we used was a VGG16 model. We use a sequential model so that all
the layers are arranged in a sequence. After following the VGG16 architecture, we
flatten all the layers and send the data to Dense layers. We use a ReLU activation
function for the same. The last model we have evaluated is the YOLOv4 architecture
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Fig. 7 License plate detection (L-R): OpenCV, SVM-HOG, VGG16, YOLOv4

Fig. 8 License plate recognition

model. The first model detects the image with the use of masking. YOLOv4 works
better than VGG16 and can detect license plates with higher accuracy than others
(Fig. 7).

5.4 License Plate Recognition

We use three different models for the evaluation of Character recognition from the
license plate. We first try to recognize characters by matching the characters to the
dataset. We find the nearest match for the character. Our third model is a CNN
architecture [9], where the dataset is queued for training in our recognition model.
Further, we follow the architecture suggested in Sect. 4.4 (Figs. 8 and 9).

6 Results

See Fig. 9 and Tables 1 and 2.

Fig. 9 SSIM and PSNR value plotting
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Table 1 Image deblurring Sr. no Methods used Values

SSIM PSNR

1 Wiener filter 0.73 17.06

2 Lucy richardson 0.77 21.02

3 Blind image deconvolution [11] 0.80 26.76

4 Using RESNET(Our Model) 0.86 31.98

Table 2 License plate
detection

Sr. no Method used Accuracy (%)

1 SVM with HOG features [12] 84.45

2 VGG16 88.71

3 YOLOv4 91.06

7 Conclusion

Different approaches were discussed and implemented in this project to get the best
possible results for license plate detection. We implemented a Katna module that
selects the best frame out of a video captured from a speed camera. The deblurring is
done with a RESNET model train and tested to give the finest non-blurry image out
of a distorted blur image. Our License Plate Detector trained on YOLOv4 crops the
exact plate from an image. Thus, we have created a state-of-art project for license
plate detection and recognition,which can be implemented on traffic lights and places
where overspeeding is prohibited.
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Detecting Stegomalware: Malicious
Image Steganography and Its Intrusion
in Windows

Vinita Verma , Sunil K. Muttoo , and V. B. Singh

1 Introduction

Steganography, a technique to hide data within digital media, has primarily been used
to communicate secret data, embed watermarks for copyright protection, etc. This
practice, however, has trended into hiding the malware within digital media to evade
detection. Such malware is known as stegomalware. Specifically, the popularity of
seemingly innocuous digital images shows a high potential for the malicious use of
image steganography. Images across the internet, social media, email attachments,
or resources in the applications can be exploited to hide malicious code, config-
uration data, or URL to retrieve the code or other components from an external
server [1]. Such images though stay undetected by intrusion detection systems or
static analysis that typically lack analyzing the steganography in images and thus
anything suspicious within images. Static analysis analyzes opcodes, control flow
graphs, n-grams, etc., within the code without executing it. However, it fails to iden-
tify malicious components other than the code such as images and is thwarted by
code obfuscation. Dynamic analysis unaffected by obfuscation executes the code to
trace malign actions. This analysis is, however, un-scalable for large-scale detection
being time- and resource-intensive. Alternatively, signature-based detection fails to
detect unknown samples which contain new malicious patterns or signatures for
every attack. These factors lead malware developers to a more secure obfusca-
tion technique, a lucrative method of steganography, specifically image for hosting
malware.

The malicious role of steganography is discussed in the McAfee 2017 report
[2]. The years 2011–2017 witnessed steganographic threats [3]. According to the
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Criminal Use of Information Hiding (CUING) [4], which is an initiative launched in
cooperationwith Europol’s EuropeanCybercrimeCentre, stegomalwarewith respect
to the malware discovered between 2011 and 2016 hiked from 12% to 24%. A survey
of node capture attack inwireless sensor networks [36] and an optimization technique
[37] is presented to escalate its attacking efficiency.

The literature has discussed some methods to detect malicious image steganog-
raphy. A method was proposed to find a URL [5] hidden in LSBs for all kinds of
images. However, only the LSB hiding technique was considered. Anomalous data
appended to GIF images [6] was detected based on locating the end of the file. DCT-
based techniques [7], smart threshold, and anomaly correctionwere proposed against
cyberattacks that exploit images and video streams, applicable for JPEG images and
H.264 I-Frames. It resulted in 80% protection against cyberattacks with 25.74 dB
PSNR for an aggressive attack configuration. Data gathering or kernel tracing-based
[8] stegomalware detection was proposed. Its future scope, however, aims at a more
programmatic approach for tracing execution patterns for stegomalware or specific
covert channels. A study was performed on favicons [9], the icons associated with
webpages or websites, using state-of-the-art steganalysis and features exploiting
flat areas in them. It detected Vawtrak malware’s steganography in favicons though
steganalysis was not found the same as in natural images. It is discussed an image
security technique using cryptography and steganography [38].

Manyworks have been discussed related to stegomalware for Android OS relative
to Windows. Stegomalware for smartphones [10] was demonstrated via an app with
malicious executable components within its assets. However, preliminary results of
detection were not conclusive but revealed a considerable amount of data hidden in
the app assets.AmaliciousAndroid applicationwas hidden inside JPEG/PNG images
[11] followed by storing the images in resources of another application to show the
ease of trivial hiding methods in evading anti-malware. Our work differs from this
approach in a way that the authors [11] indeed created malware by hiding malicious
applications inside images while our work has used a real-world dataset of malicious
images which are not just limited to containing an application but URLs, deviations
from standard image format, statements comprising malicious function, etc. More-
over, no suchwork has been demonstrated for theWindows platform to the best of our
knowledge. Steganography was used as one of the threat models [12] to implement
a malign Android app to pose attacks. As follows in observation, the image chunks
failing to meet file format specification are ignored by the picture viewer, thereby
used to insert malicious codes. A method to detect obfuscated malware components
within smartphone apps [13] was considered for stegomalware detection. It analyzes
behavioral differences between the original app and the modified version with faults
injected. However, the method uses a dynamic approach.

It has, therefore, been observed a lack of effective methods when it comes to
locating malicious data within images. Also, relatively no such work has been found
in the literature that studies or demonstrates stegomalware in Windows applications.
However, this paper has addressed both issues. The remainder of the paper is struc-
tured as follows. Section 2 reviews related work. Section 3 describes the JPEG file
format. Section 4 provides a methodology for the proposed tool and Sect. 5 discusses
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the experiment. The results are analyzed in Sect. 6. Section 7 examines the detection
of stegomalware within Windows applications by available antiviruses. Section 8
concludes the paper.

2 Related Work

The first machine learning-based method to detect malicious JPEG images [14] used
ten features derived from the JPEG file structure. It resulted in an FPR of 0.004,
TPR of 0.951, and AUC of 99.7%. However, this method contains no mechanism
to give information on the hidden malicious content or its location within images.
Moreover, no analysis has been performed for the images with non-malicious data
hidden which could also impact the file structure. Steganalysis based on an Artificial
Immune System (AIS) [15] was proposed to detect JPEG images modified with
specific steganography tools. Using haar wavelet, horizontal coefficients attained the
best steganogram detection rate of 94.33% while vertical and diagonal coefficients
reached an average detection rate of 85.71%. Different image entropies-based [16]
a method was proposed to detect stegobot, a social network security threat that uses
images on social networks to spread the malware. It attained almost 80% accuracy
for the images embedded using different JPEG hiding techniques. The method needs
further computations for the network-level defense of botnetswith scalability an issue
in the social networks. A framework identifying malicious JPEG images [17] over
social networking sites consisted of three phases: (a) use of available steganalysis
methods to find steganography artifacts (b) extraction of embedded data to identify
file header (c) uploading that data to VirusTotal [18] to confirm the results. The
method, however, has not used any real-world datasets and the hidden data may
not necessarily be an application with a header part, failing the detection. Fridrich
et al. [19] presented an overview of feature-based steganalysis for JPEG images and
its implications for the future design of stegosystems. A method was proposed to
distinguish legitimate JPEG operations [20] like compression from malicious ones.
However, ‘malicious’ in the context of the work does not refer to an image containing
malicious data, but rather an unauthentic and manipulated image.

Many steganographic threats have been observed in the wild. In July 2013, a back-
door [21] was found that compromised a site. It contained PHP functions within the
JPEG header to read the header part and execute the content. Saumil Shah [22] at the
2015 Black Hat conference introduced the term ‘stegosploit’ referring to an image-
based exploit. The exploits are embedded into JPG and PNG images with HTML and
JavaScript code, producing an HTML+ image polyglot which seems an innocuous
image but triggered in the victim’s browser. Facebook Messenger [23] was reported
in November 2016 for using JPEG images to spread Locky ransomware while in
August 2017 [24], JPEG images spread the SyncCrypt ransomware. In December
2018, Trend Micro [25] reported the use of memes (JPEG) on Twitter to communi-
cate with the malware. A LokiBot malware [26] was noted in August 2019 for an
up-gradation hiding its source code in images. In December 2019, a cybersecurity
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company reported the use of JPEG of Taylor Swift [27] to hide MyKings crypto
mining botnet.

Given the rising cyber threats via JPEG images, a comprehensive detectionmethod
is needed. The existing works on JPEG images have not exactly focused on revealing
the hiddenmalicious data but rather finding artifacts left behind by the hiding tools or
on feature-based detectionwhich lacks this functionality to reveal the hidden content.
This paper though alongside classification attempts to locate malicious content in
JPEG images and produce that data as the output.

3 JPEG Format

JPEG stands for Joint Photographic Experts Group, named after a committee that
created the JPEG standard in 1992. This file format is used by image capturing
devices such as digital cameras and to store and transmit photographic images on
the web. It is a widely used image format primarily due to its lossy compression
ability. JPEG images have a file extension of .jpg/.jpeg. A JPEG image consists of a
sequence of segments where each segment begins with a two-byte indicator called
a marker. Every marker starts with the 0xFF byte (hexadecimal notation) followed
by another byte that indicates a kind of data the respective segment holds. The
markers are followed by the two bytes indicating the size of the segment-specific
data that follows including two bytes for itself. Few segments though don’t contain
any payload and consist of just two marker bytes. A JPEG image starts with 0xFFD8
marker bytes (SOI_Start of Image), followed by the application-specific 0xFFEn
markers (APPn) holding metadata where n= 0... F. The 0xFFDAmarker (SOS_Start
of Scan) contains the compressed image data where restart markers 0xFFD0 through
0xFFD7 inserted at regular intervals separate independent chunks of the data to
allow parallel decoding. The 0xFFD9 or EOI marker denotes the end of the image.
Table 1 provides JPEG-specific markers with their corresponding bytes and descrip-
tion.

4 Tool Proposed

We have created a tool in python (a python script) to detect malicious JPEG images.
The tool is provided an input—a JPEG image. It reads the image, scanning and
locating specific marker bytes and interpreting the data in respective segments to
find any malicious content or deviation from the JPEG format. Based on this, it
classifies the image into malicious or non-malicious. Besides classification, the tool
contains the functionality of revealing the malign data found within the image along
with its location as part of the output. Concerning the detection of stegomalware
with respect to images, this functionality to the best of our knowledge has not been
found in the available literature. It would enhance insight into the kind of malicious
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Table 1 JPEG image markers

Marker Bytes Data Description

SOI 0xFF 0xD8 None Start of image

APPn 0xFF 0xEn, n = 0... F Variable size Application specific

COM 0xFF 0xFE Variable size Comment

SOF0 0xFF 0xC0 Variable size Start of frame (Baseline JPEG)

SOF2 0xFF 0xC2 Variable size Start of frame (Progressive JPEG)

DHT 0xFF 0xC4 Variable size Define huffman table(s)

DQT 0xFF 0xDB Variable size Define quantization table(s)

RSTn 0xFF 0xDn, n = 0... 7 None Restart

DRI 0xFF 0xDD 4 bytes Define restart interval

SOS 0xFF 0xDA Variable size Start of scan

EOI 0xFF 0xD9 None End of image

content hidden within images. The proposed tool flags an image as malicious under
either of the following scenarios and non-malicious in case none of the scenarios are
detected, as also illustrated in a flowchart presented in Fig. 1.

a. The tool reads and checks the starting two bytes in an input JPEG image. If the
image is not found starting with the 0xFFD8 bytes (SOI marker), the image is
reported as malicious for deviating from the JPEG format. It is uncommon and
suspicious for an image to start with any other bytes than the SOI marker.

b. The tool locates application-specific markers by their corresponding bytes and
scans themetadata that follows to find anymalicious content. The corresponding
ASCII code of the bytes comprising the metadata is obtained which is searched
for some suspicious keywords or strings such as ‘script’, ‘eval’, and ‘iframe’
using a string finding function. The ‘script’ keyword has been used to locate
a <script> tag which specifies a JavaScript file to load. Another keyword, a
JavaScript function ‘eval’ has been searched for which is used to evaluate or
execute the arguments passed to it. The argument can be any expression or one
or more JavaScript statements. The ‘iframe’ stands for Inline Frame. Locating
this tag identifies a suspicious action of embedding another document within the
current HTML document. If either of the strings is found, the image is flagged
as malicious.

c. The tool locates 0xFFFE bytes and searches in the respective comment segment
for the suspicious strings in the same way it does for the metadata. The image
is predicted as malicious upon finding either of the strings.

d. The tool searches for the bytes 0xFFD9 indicating the end of the image. If the
image is found missing these bytes (EOI marker), the image raises suspicion
for not following the standard JPEG format, thereby predicted as malicious.

e. The tool on locating the EOI marker, if finds any anomalous data appended to
the end of the image, i.e., finding any data after the 0xFFD9 bytes, flags the
image as malicious. The maliciousness of such data is identified using the same
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Fig. 1 Working of tool proposed

strings as used for the metadata and comment. Such trailing data is usually hard
to notice for it comprises a few bytes causing a negligible change in the file size.

In cases (b), (c), and (e) as mentioned above that involve locating the hidden
malign data, the tool outputs/produces the found malicious content along with its
location.

5 Experiment

We have collected three types of JPEG images for the experiment: malicious, benign
images hiding no data, and stego images that contain non-malicious data hidden.
Though malicious images hiding malign content are also stego images, the ones
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hiding non-malicious data have been referred to as the stego images in the context
of this paper. Therefore, stego images can be categorized into benign images for
they are harmless, not containing any malware. The purpose behind using stego
images is to evaluate the effectiveness of our tool in classifying the images hiding
malicious and non-malicious data. Many existing works have focused on finding
steganography artifacts [9, 15, 17, 19] produced by specific algorithms. However,
the presence of steganography may indicate malware but it is not sufficient enough
to reach conclusions since images can use steganography for legitimate purposes as
well such as copyright protection. Thus, we want to ensure that the tool proposed
doesn’t just rely on steganography artifacts but rather inspects the content of the
hidden data for detection.

We have collected about 5,893 JPEG images, containing 2,620 malicious, 3,185
benign, and 88 stego images.Malicious images have been collected from themalware
repositories [28, 29].Wehave analyzedVirusTotal reports for everymalicious sample
to ensure their maliciousness. The size of malicious images ranges from 22 bytes to
1,358 KB. Besides, 3,185 benign images have been collected from multiple sources
[29–32]. These images range from 1 KB to 13,154 KB in size. Also, we have used
about 40 stego images collected from our previous work [33] which used steganog-
raphy, hiding non-malicious data in JPEG images with improved capacity and imper-
ceptibility. The paper [33] aimed to protect sensitive data in PCs via hiding such data
within image resources present on the systems from anymalicious attempt of stealing
or tampering with data. The stego images collected consist of eight images each with
different embedding rates of 0.2, 0.4, 0.6, 0.8, and 1.0, and vary in size from 32
to 76 KB. These stego images depict spatial domain steganography. Therefore, to
extend the evaluation, about 48 JPEG stego images have been further generated that
hide non-malicious data in the transform domain. For this, we have used the F5
steganography algorithm [34], running it via Java from the command line. The size
of these images lies between 5 and 175 KB. In total, 88 (40+ 48) stego images have
been collected. All the benign and stego images have been analyzed using Virus-
Total to verify if the files are clean. After collecting the samples, we have run the
proposed tool, the python script, via command prompt in Windows for each of the
5,893 images, providing file name as the input.

6 Results

The tool proposed has analyzed every input JPEG image into malicious and non-
malicious as per the procedure mentioned in Sect. 4. The stego images have been
named S1, S2, and so on for convenience. Being harmless as containing non-
malicious data, the stego images have been included in the dataset of benign images
to produce a collective result. Running the tool on 2,620 malicious and 3,273 (3,185
+ 88) benign images, we have observed and noted the results for every image.
Summarizing the results, the precision, a ratio of correctly classified positive (mali-
cious) samples to the total samples predicted as positive, obtained is 0.99. On other
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Table 2 Comparative analysis of our technique with state-of-the-art techniques

Techniques Detection rate (%) Output the malign data found within images

Entropy-based [16] ~80 ✗

AIS [15] 94.33 ✗

MalJPEG [14] 94.8 ✗

Proposed tool 96.16 ✓

hand, recall (sensitivity) which is a ratio of correctly classified positive samples to
the total positive ones, attained is 0.91. Considering both precision and recall, the F-
measure of 95.50% has been obtained and an accuracy of 96.16% using our method.
Other important measures that evaluate the classification performance are the False
Negative Rate and the False Positive Rate. FNR is defined as a ratio of the positive
samples misclassified as negative (benign) to the total positive ones. FPR is a ratio of
negative samples misclassified as positive to the total negative ones. The lower the
FNR and the FPR, the higher is the performance. The tool has resulted in an FNR
of 0.08 and FPR of 0.001 which are fairly low. Indeed, all the stego images have
been predicted as non-malicious, indicating the effectiveness of the proposed tool
in distinguishing the images hiding malicious and non-malicious data. This can be
attributed to the use of certain strings by the tool for locating malicious data within
images. On the other hand, misclassification of malicious samples can be attributed
to the presence of malware in the locations not covered by the tool such as LSBs.
However, such cases are less likely since JPEG uses a lossy compression technique
which can disrupt the data hidden in LSBs. The easy and more likely JPEG hiding
methods consist of embedding the data in the header, comments, or at the end of
the image file. Therefore, we have focused on finding the suspicious data at these
locations in JPEG images.

A comparison of our result with that of state-of-the-art techniques [14–16] is
presented in Table 2. Unlike our technique, the works [14–16] have used feature-
based analysis for the detection of JPEG images. The table shows that our tool
has relatively obtained a better detection rate with the functionality to output the
malicious content found within images.

Other than the classification results, the distribution of threats in malicious images
used in this paper has been explored as shown in Fig. 2. The figure shows that the
majority of malicious images, i.e., around 94% contain suspicious data appended
to the end of the image file. About 3% of images contained malware in the header
comprising the metadata while the ones with malicious comment segments have
been found with 0.04% distribution. The images found not following the standard
JPEG format in terms of SOI and EOI markers, account for around 1 and 2% of the
distribution, respectively.

Another observation being illustrated in Fig. 3 is regarding the presence of suspi-
cious strings within the malicious images used. The samples have been found
containing the HTML code for malicious purposes. The figure shows that about
53% of images contain the script tag enabling malicious JavaScript and PHP files
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Fig. 2 Distribution of threats in malicious JPEG images
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Fig. 3 Presence of suspicious strings within malicious JPEG images

and 38% comprise an iframe tag with hidden visibility while 6% contained both
the tags. About 3% of images contained the JavaScript eval function for executing
malicious string arguments. It could end up running malicious code on the targeted
machine. An instance of the output for malicious and stego images is depicted via a
screenshot provided in Fig. 4.

7 Stegomalware in Windows Applications

The applications have been found one of the convenient mechanisms for stegoma-
lware to intrude into the systems. We have demonstrated the hiding of malicious
JPEG images within Windows applications to evaluate the detection rate of several
commercially available anti-malware scanners toward the stegomalware inWindows
applications. Specifically, we have selected Windows operating system since to the
best of our knowledge, there doesn’t exist any such work or demonstration for the
Windows platform relative to Android [10–13]. Concerning the hiding of malware in
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Fig. 4 Screenshot representing an instance of the output of the tool proposed

apps using steganography, this is the first work highlighting this issue in Windows.
Moreover, Windows has a large user base which makes it a potential target for
malware attacks than others. To demonstrate, ten most frequently used Windows
applications have been used. On the other hand, ten images have been randomly
selected from the dataset of malicious images used in this paper. To enable hiding,
a tool called Resource Tuner [35] has been used that allows editing the resources in
Windows applications. We have used the ten images randomly, one each for each
application, embedding and replacing the image resources within the applications
used. The apps after hiding the images were scanned via VirusTotal. We intend to
assess whether the applications containing stegomalware are detected by the anti-
malware scanners. Figure 5 presents the number of anti-malware engines used by
VirusTotal which detected these Windows applications containing malicious images
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Fig. 5 Detection of Windows applications containing stegomalware

hidden. The figure shows that on average only 3 or 4 antiviruses out of over 70 scan-
ners used by VirusTotal were able to detect such applications. This indicates the role
of malicious image steganography in Windows applications to evade detection. This
highlights a need for more effective Windows malware detectors since thwarting
malware attacks on Windows is a formidable challenge.

8 Conclusion

This paper has proposed an effective tool to detectmalicious JPEG images.Analyzing
three types of JPEG images: malicious, benign, and the stego ones hiding non-
malicious data, a low FNR and FPR with a better detection rate relative to state-
of-the-art techniques have been attained for the 5,893 images. Indeed, the tool has
classified the stego images as non-malicious, indicating the effectiveness of the tool
in classifying the images hiding malicious and non-malicious data. Unlike existing
works that have focused on finding steganography artifacts or used feature-based
analysis which lacks revealing the hidden data, the proposed tool has attempted to
locate malign data within images using certain keywords and produce that data as
the output. This functionality has been found missing in the existing literature where
hidden malicious data is not accessible for analysis. The proposed tool thus can be
integrated with existing tools to enhance detection.Moreover, malicious images have
been demonstratively hidden inWindows applications showing the role of steganog-
raphy in apps to evade several antivirus scanners, indicating a need for more effec-
tive Windows malware detectors. Also, the scope of our algorithm can be extended
in the future for other image formats, requiring the algorithm is modified/adapted
accordingly to read format-specific data.
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A Review on Data Integrity Verification
Schemes Based on TPA and Blockchain
for Secure Cloud Data Storage

S. Sudersan, V. S. Abhijith, M. Thangavel, and P. Varalakshmi

1 Introduction

Nowadays the demand for cloud-based methodologies that offer storage facilities is
increasing rapidly. In addition, as information exchange has increased a lot due to
the move to a complete virtual platform in every sector and domain everyone has
made their way to store the data in the cloud for better access, collaboration, and
reliability. However, the verification of the integrity of data in cloud storage has been
challenging. In the real-world scenario the encryption algorithm, the signatures, and
other mechanisms and policies ensure data privacy. But when data has moved to a
remote server (i.e.) cloud storage, it is being tedious to maintain and manage them.
So verification of the data and its integrity in a cloud-based system or storage has very
high importance. Blockchain offers unique characteristics of resistance from tamper,
a noncentralized approach, maintaining very high consistency and stability, and the
ability to trace every transaction. The increase in the peer-to-peer (P2P) working on
cloud storage leads to a large amount of exhaustion of the data available. Blockchain
technology is decentralized, transparent, and immutable storage and a record that
proves it has not been tampered [31, 35, 39]. The mechanism of agreeability or
consensus ensures the state of the complete system in the blockchain. SmartContracts
are business logic or the processing logic in the Blockchain-based framework and
execute the necessary conditions and instructions given based on the conditions.
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Billions of users across the world store data in the cloud. However the integrity of
data stored in the cloud is not guaranteed, it by nature assumed that the CSP shall
not compromise on integrity, that is not, however, the case always. Several solutions
emerged to ensure data integrity, one such solution is to introduce a blockchain. In
this survey, we have highlighted various methods for data integrity verifications with
andwithout Blockchain and the issues that plague them and highlighted the problems
associated with Third-Party Auditors (TPAs). Several solutions to the data integrity
problem have been analyzed, their pros and cons weighed. In our survey, we have
also tried to find how the inclusion of blockchain can produce a much more efficient,
secure, and viable solution.

2 Issues and Challenges

Many reasons stand as an issue or the cause of compromising the integrity in data
storage. The errors include those that are intentional or unintentional. Errors in
transfer including modifications can happen during the transfer of data from one
device to another. Viruses, malware, and other vulnerabilities of the cyber world
could also be an indirect chance of compromising data integrity [26]. Some other
issues may include system failures and human errors. In some or for some rare
chances may include the compromising of the data in the intention of providing
more value to the premium consumers in the expectation of higher profit. This may
happen in the case of private clouds that intend to provide better security with a pay
increase. Thus with the increase in demand for the independent, remote access of
data and services and the incorporation of the CSPs in gaining a high revenue with
the help of the available resources and services being offered and shared over to a
large community the demand for cloud storage and services has raised to a greater
extent [23]. However, all these demands show a greater need and brighter side of the
technology, there is still some inherent weakness called trust. A CSP can never be
trusted always because of the higher chances of being motivated towards malicious
events and activities. As an example, a CSP in the case of storage could analyze
the usage of data in the storage and may gradually try to delete unnecessary files
or information that the user has not made access to for a certain amount of time.
Since there is a large spread of the data being stored and the data is scattered across
multiple servers in a widespread geographical area the user is unable to inspect every
data link visually especially when the size of the data is very large. Thus as a main
area of concern, unauthorized physical access could be one of the major issues being
faced specifically in the area of storage.
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3 State of the Art

Several solutions have been proposed to solve the problem of data integrity, both
involving and excluding blockchain technology.

3.1 Challenges Addressed Without Blockchain

Xiling Luo et al. [28] have proposed an integrity verification scheme or methodology
based onBoneh Lynn Shacham type of signature. The proposed system has 3 entities:
User, Server, and the TPA and involves 5 functions: Key Generation, Token Gener-
ation, Puzzle, Responding, and Proof checking. Operations, Key Generation, Token
Generation, Puzzle, Responding, and Proof checking. The public and private keys
are generated by the user by running the key generation functionality. When the user
wants to check the integrity of his/her data, the user requests the TPA, which in turn
creates a challenge and sends it to the CSP. The service provider in turn solves the
challenge and returns the proof to the TPA. The TPA on receiving the proof provided
by the CSP checks and returns the status to the user.

Shaomin Zhang et al. [44] proposed a remote integrity verification methodology
using cloud computing. The proposed scheme involves 3 commodities: Owner of
the data (DO), the Provider of the Cloud systems (Cloud Service Provider), Auditor
on third-Party policy (Third-Party Auditor). The Provider of the Cloud systems uses
the generation of key functionalities to generate secret key pairs. The data proofs are
protected by random parameters. A challenge is generated by the TPA and sent to
the CSP based on set equations and parameters, to which the CSP responds, which
the TPA verifies for an integrity based on the verification equations.

Yuan Zhang et al. [40] have proposed a public data integrity verification mecha-
nism for cloud storage systems. To verify the data integrity, the auditor first generates
a challenge message and issues it to the cloud server. With the challenging message,
the cloud server generates proof of the information and that is then sent to an auditor.
After the information is received, the data integrity is verified by the auditor on
checking the proof information. Based on the verification results, the auditor informs
the user accordingly.

Yuan Ping et al. [4] have proposed a public data integrity verification scheme for
secure cloud storage. The system model comprises Users, Cloud Service Providers
(CSPs), and Third-PartyAuditors (TPAs). Typical working of the system involves the
user sending a verification request to the TPA, which chooses challenge information
and sends the data, computes the proof, and sends it back to the third-party auditor,
which it further processes by computing the sum of hash values, verifies the proof
and then transmits the result to the user.

Annamalai Rajendran et al. [34] have proposed a mechanism for data integrity
verification using provable identity-based data possession in cloud storage environ-
ments. The proposed integrity verification process involves partitioning the file into
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blocks and is stored into data and encoded using AES. The data is encrypted and
uploaded to the cloud. The TPA performs the auditing process. The user requests the
TPA to verify the integrity of data. The TPA performs a probabilistic check to verify
the integrity of the user data. The proposed solution is implemented in amulti-storage
cloud so that in case of data corruption, the data blocks can be replaced.

Yunxue Yan et al. [29] have proposed a dynamic data integrity verification scheme
based on bloom’s filters and lattices. The proposed scheme involves three entities:
User, Cloud Service Provider (CSP), and Third-Party Auditor (TPA). Bloom’s filter
is a highly efficient data structure, which uses a vector to represent a set of members.
The main function of Bloom’s filter is to determine whether an element belongs to
this collection or not. To verify the integrity of his/her data, the user sends an audit
request to the TPA, which in turn generates a challenge and sends it to the CSP. The
CSP on authentication accepts the challenge and generates the corresponding file
signature and returns it to the TPA. The TPA verifies the proof and notifies the user
accordingly.

Junfeng et al. [7] have proposed a data integrity verification scheme involving a
homomorphic hash function that provides greater privacy, efficiency and handles data
dynamically better than other conventional schemes. The experimental verification
and the security analysis also prove that the system is completely efficient.

Filipe Apolinário et al. [30] have developed S AUDIT which is a service that
performs data verification of information stored in cloud servers. The proposed
system performs homomorphic verification using digital signatures to prevent
retrieval of the data that is protected, especially in the case of cloud-based storage
systems. Experimental evaluation reveals that the S-AUDIT-based approach is 7.1%
cheaper than using other signature methods like RSA.

Shivaraj Hiremath et al. [36] provides an efficient public audit methodology using
TPA to assure integrity. The analysis of the work proves that the approach is safe and
the TPA takes only unit time to help to the audit of data.

3.2 Challenges Addressed with Blockchain

Muhammad Saqib Niaz et al. [43] have proposed Merkle hash tree-based techniques
to ensure the integrity of outsourced data. The authors consider that there exists a
methodology where the system takes the efficiency to securely transfer the data and
information with the Data Owner (DO) and the clients. The transmitted informa-
tion could be the public key of the DO or some hash data. The authors have used
deterministic approaches based on Authenticated Data Structures (ADS) to verify
the integrity of data (Merkle Hash Tree-based Integrity techniques). Merkle Hash
Tree In the signature scheme each end node called leaf holds the current data block
hash. Internal nodes hold the hash of the concatenated hashes of their children. In
the B + tree, the node that is at the root is either considered as leaf or internal. These
nodes hold only the key and not the exact information. Data stays always in the leaf
nodes. Leaf nodes form some kind of linked list, which allows for the sequential
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traversal of the data. Data integrity schemes based on MHT have been designed by
replacing B + trees in Merkle’s original signature scheme. The authors have also
explained MHT storage in the database and Authenticated Data Extraction (ADE)
and have also performed a detailed analysis of the methodologies proposed.

PengCheng Wei et al. [8] have proposed a cloud-based integrity verification and
protection mechanism using blockchain. The proposed mechanism involves a virtual
agent using cloud and mobile technology. The virtual machine agent mechanism
ensures reliable data storage, verification, and monitoring. The integrity protection
framework involves a proxy virtual machine model and a unique hash value of the
file generated by the Merkle tree, which listens for any changes on the data using
smart contracts. In case of any data tampering, a warning is issued to the user.

Pei Huang et al. [9] have proposed a Collaborative Auditing Blockchain (CAB)
to ensure data integrity in cloud storage systems. The proposed framework involves
consists of consensus nodes, which substitute for the single TPA, in executing audit
delegations and recording them. The authors have designed a new data structure ACT
(Auxiliary Chain Table, which is employed by each Data Owner (DO) to provide
for fast and secure data retrieval and verification. The ACT is a two-dimensional
data structure. The proposed system consists of four entities: Data Owners (DO),
Private Key generators (PKG), GroupManagers (GMs), andCloud Service Providers
(CSPs). The PKG is responsible for setting parameters for the system and generating
keys for the GM. The DO has limited computational capabilities and is responsible
for generating and sending auditing challenges on-demand to the CSP and tracks
changes in the ACT. The GM is designated collectively by a group of Dos, however,
GMs, in general, possess more computational powers than Dos. The verification
process is triggered by the DO, when it initiates an integrity request to the CSP
through the GM, once the CSP authenticates and responds to the request, the CAB
performs the consensus process and records the result as a block in the blockchain.

Ahsan Manzoor et al. [3] have proposed an IoT data sharing platform based
on blockchain, which uses a proxy re-encryption scheme for securely transmitting
the information. The proposed system involves a proxy re-encryption scheme for
securely transmitting the information. The collected data is encrypted and stored in
the cloud. The data is shared between sensors and data users without the involve-
ment of TPA, using runtime smart contracts between them. The proposed scheme
is efficient, secure, and fast and serves as a safe platform for trading, storing, and
managing sensor data. The system has been deployed using commercially available
sensors and IoT devices.

Xiaodong Yang et al. [10] have proposed a multi-cloud and multi replica auditing
scheme based on blockchain. The proposed scheme involves a hash table and
modification record table, which dynamically updates the results of group audits.
The inherent unpredictability of blockchain is used to construct challenges, which
prevents malicious TPA and cloud servers from colluding. Every audit result is
recorded in the blockchain making the whole process transparent and efficient.

Dongdong Yue et al. [20] have proposed a data integrity verification methodology
based on integrity in P2P remote storage based on BC (blockchain). The proposed
framework involves three entities Clients, Cloud Storage Servers (CSS), Blockchain
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(BC). The workflow consists of two stages viz. Preparation and verification. The first
stage has 5 steps. The verification phase also includes five steps, At first, a challenge
is generated by the client and sent to the CSS, which then chooses a shard to verify.
Then the CSS calculates the hash digest using a hash function based on the challenge
and the selected shard. Then the CSS sends the digest and the auxiliary information
to the blockchain. Then using smart contracts the blockchain will compute a new
hash root and compare it with the previous root. If they are equal, then the integrity
of the data is validated, else the data has been compromised.

Gaetani et al. [5] proposed the methodology of a database that could help in the
verification of integrity in the cloudwith the help ofBC. In this paper, the authors have
focused on taking up a real-world concern of a SUNFISH project thereby securing
the data in the cloud-based storage systems. They have detailed the research and
innovation gaps and the tediousness in explaining and documenting them. They have
outlined the design using an effective BC approach.

Kun Hao et al. [6] have proposed a data integrity verification mechanism based on
blockchain. The proposed solution involves a blockchain model in a non-trustable
environment, called Decentralized Collaborative Verification, which proposes an
efficient algorithm called Decentralized Integrity Verification which includes two
parts, viz., Write Block, and the Check Block.

Igor Zikratov et al. [37] detailed a blockchain-based methodology of verifica-
tion of data and integrity. The proposed model involves two components viz. The
user side and the server-side. The user side consists of the UI etc. The server-side
handles session management, authentication, Handling of transactions, and integrity
check. Information and its integrity are verified using cross-checking hashes with
blockchain.

Hao Wang et al. [11] have proposed a blockchain-based fair payment auditing
for public cloud storage. The proposed Non-Interactive-Provable Data Possession
(NI-PPDP) scheme consists of three entities: CSP, data owner, and integrity verifier.
The scheme consists of four algorithms and is divided into two phases viz. the setup
and auditing phase. The setup phase consists of the key and tag generation phase.
The audit phase consists of the proof generation and verification phase.

ChaoWang et al. [24] have proposed a blockchain-based audit and access control
mechanism in service collaboration. The proposed solution involves a blockchain
for recording the file activities of the users in sequential order. The audit process
involves a sequence of steps: The first phase is the startup phase, wherein the user
generates a key and broadcasts it to the CSP and auditors. In the second phase, the
user computes a verifiable homomorphic digest for every data block in a file and each
file is construed as an aggregation of the various homomorphic digests. Then the user
stores the aggregation and the file in the audit node and cloud storage respectively. In
the verification phase, proof of ownership for the data blocks in the file is requested
by the audit node. Then a challenge is generated by the audit node and sent to the
Cloud Storage Service Provider (CSSP). In the fourth step, the CSSP builds the data
possession certificate and sends it to the audit node. Finally, the audit node verifies
the result of the challenge and sends the result to the user.
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Xuanmei Qin et al. [12] have proposed a blockchain-based access control scheme
for secure cloud data sharing with multiple attributes. The proposed system model
consists of five entities viz: Certificate Authorities (CA), Attribute Authorities (Aas),
Cloud Service Providers (CSPs), Data Owner (DO), Data User (DU). The enti-
ties participating in a blockchain network, which records all transactions occurring
between the different entities. The blockchain also assists in performing partially
trusted computing and in effectively managing user attributes. The proposed mech-
anism consists of four phases: System initialization, Encryption phase, token gener-
ation phase, and decryption phase. The proposed scheme implements cross-domain
management of attributes by using smart contracts and also fosters mutual trust
among multiple Aas.

Huaqun Wang et al. [41] have proposed a remote data integrity verification
mechanism in a cloud-dependent Health Internet of Things. The proposed Integrity
Checking & Sharing (ICS) system consists of four entities: Public Cloud Server
(PCS), Hospital, Patient, and Patient’s authorized entry set (AuthSet). The proposed
is an ensemble of seven linear time algorithms.

Lei Zhou et al. [33] have surveyed data integrity verification of the outsourced
big data in the cloud environment. In this paper, the authors have reviewed the state
of art DIV (data Integrity Verification) efforts to ensure the integrity of data stored
in CSS (Cloud Storage Server). Overhead on the users’ side. A clear and detailed
classification of the forthcomingDIV approaches based on the usermode and storage
type has been presented. Some open problems and challenges have been discussed
and several valuable ideas have been suggested for further investigation.

Benil et al. [13] have proposed a cloud-based security scheme in E-health systems
using blockchain. The proposed Elliptical Curve Certificateless Aggregate Cryptog-
raphy Signature scheme (EC-ACS) scheme to protect the integrity of Electronic
Health Records (EHR) stored in the Medical Cloud Server (MCS) using public
auditing and verification. The patient data is encrypted using Elliptic Curve Cryptog-
raphy (ECC) and the digital signature is generated using theCertificatelessAggregate
SignatureScheme (CAS). Theproposed schemeoffers integrity, traceability, security,
and efficiency.

Haiping et al. [14] developed a blockchain-based scheme for preserving the
privacy and security in medical data being shared. The privacy concern towards
the healthcare data is being considered now as one of the most sensitive sources of
information available. The authors have clearly stated the need and concern for Zero-
knowledge proof, proxy re-encryption, bilinear maps in such a model proposed. The
proposed model behavior has been categorized as if or not the patient believes in
the data meeting the requirements provided by the smart contracts and the perspec-
tive of the authority and commercial interests concerning the transactions between
the patients and the research institutions. A series of 3 major properties have been
detailed concerning providing the utmost privacy protection to the data being trans-
acted. A step-wise mathematical proof and steps of the proposed approach give a
great insight into the proposed scheme. A brief analysis of the proposed approach has
been given in various contexts such as confidentiality, privacy-preserving, integrity,
traceability, and a detailed evaluation regarding the procedure.



124 S. Sudersan et al.

Bobo et al. [16] have proposed a model for communication that is claimed to
be efficient and reliable in multi-tenant edge clouds with a blockchain-enhanced
paradigm. A detailed insight into broker-based enabling. The authors provide a
detailed analysis and find the ambiguities like issues in authorization and handling
sensitive information like metadata. The proposed solution led to the implementation
of Kafka and EOS-based solutions using BC (blockchain). An intensive analysis of
the proposed solution also proves the suitability of practice by BPS.

Lei et al. [17] opened up the extension of blockchain-based platforms that help
in data integrity in the domain of agriculture. The authors have specifically focussed
on a platform for fish farms. The main motive of the paper has been to provide fish
farmers a secure storageplatform for storing the agriculture datawith the help of smart
contracts. The proposedmethodology is implemented using the proof of conceptwith
the help ofHyperledger fabric in the blockchain. A series of experimentswere carried
out for the analysis of the proposed methodology which has been demonstrated
concerning the efficiency and usability of the system.

Bin et al. [38] has introduced the challenges in ensuring data integrity for IoT-
based data in the cloud and have given the reason as the dynamic and inherent nature
of the data. The authors also claim the inefficiency of Third-Party Auditor (TPA)
based data integrity frameworks with reliability being a factor of concern. Hence
the authors implement relevant protocols and a prototype system and the necessary
analysis of the systemhas been carried out. The authors identified protocols likeDOA
to CSS-Y, DOA to CSS-N, DCAs to CSS-Y, DCAs to CSS-N, where DOA→Owner
of the application, CSP → Providers who provision Cloud-based storage, CSS →
Cloud Storage Service, DCA → Data Consumer Apps, P2PPS → p2p System, DIS
→ service for integrating the data, DISSC→ Integrity of the data with smart control.

HaiyanWang et al. [25] aimed at providing data integrity verification in the case of
large-scale IoT data. The proposed work implements a BC (blockchain) and Bilinear
scheme for Data Integrity. The performance analysis including feasibility, security,
dynamicity, and complexity of the BB-DIS system to implement the verification
scheme supports the achievement of data integrity. The smart contracts verification
process is carried out using the SC-VERIFICATION ALGORITHM and the perfor-
mance analysis has been compared with other similar models and schemes and a
detailed simulation has been presented.

Huang et al. [15] proposed a blockchain-based E-Health system called BCES that
helps in handling the issues of handling the manipulation of electronic health records
(EHR) and that can be audited. Each query made in the EHR will be written in the
Blockchain for traceability and helps in permanent storage. Time-based attributes
have also been proposed in addition to the main methodology that provides a proxy-
based re-encryption to achieve the grained access control of the most sensitive infor-
mation. The reason for the implementation in the blockchain is the tamper resistance
and the characteristics of providing traceability. The security analysis and perfor-
mance evaluation of the system has been demonstrated which proves the system to
be secure and efficient.

Quanyu et al. [18] utilize blockchain technology to implement a scheme that helps
in providing remote data integrity for IoT. The main difference of this approach
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from other existing approaches is that the scheme does not involve any other third
parties. The scheme proposes the usage of Lifted Elliptic Curve El-Gamal cryptog-
raphy, bilinear pairing with the help of BC (blockchain) to provide batch signature
verification thus protecting and securing the devices in an IoT-based system.

Jiaxing et al. [19] utilizes the blockchain-based approach to develop an auditing
scheme that helps in verifying the data integrity in the case of cloud storage. The
scheme is claimed to be different from other existing approaches as it consists of
three participatory entities out of which only two entities are said to be predefined
entities. The two predefined entities could be the data owner (DO) and the cloud
service provider (CSP) and the main assumption of the system is that they don’t
have the possibility of trusting the other. Also, there isn’t any role for the TPA. A
hashtag-based methodology is also being followed. A series of experimental results
have been demonstrated that could provide computation and communication.

Yuan et al. [27] proposed a verification methodology that does not require a
certificate wherein procrastinating auditors using blockchain. The proposed scheme
or methodology involves the auditors recording each verification result into the
blockchain in the form of a transaction. The verifications are also time stamped when
they are recorded in the blockchain. The paper also demonstrates rigorous security
proofs and a comprehensive valuation of the performance proving the system to be
efficient.

Dongdong et al. [32] developed a blockchain-based frameworkwithout the help of
Third-Party Auditors for data integrity verification. The scenario has been designed
to take place in a decentralized edge cloud storage environment. The Merkle tree
with random challenging numbers has been employed. Hence to solve the problem
of these like the limitation in the number of resources available can be solved by
using certain rational sampling verification strategies as explained by the authors.

Velmurugadass et al. [21] creates a SDN. It consists of mobile-based IoT devices,
open flow, and controllers based on blockchain, servers, servers for authentication
(AS), an investigation. It uses an elliptic curve algorithm and is transferred to the
cloud. The control system helps in maintaining the evidence and signatures based
on the SHA 256 algorithm. The experimental analysis reveals that it gained better
performance in response, accuracy, throughput, and security arguments.

Ren et al. [1] identifies and proposes a scheme based on identity proxy using a
signature that is aggregated to enhance efficiency and reduce the space usage and
bandwidth. The methodology also proves to be cost-efficient in the case of other
ordinary signature schemes and the performance is also very high.

Abdullah et al. [2] present a health care management of data that helps in
increasing the privacy of data using blockchain methodologies. Cryptosystems and
operations are being mentioned in the encryption of data and which helps in ensuring
pseudonymity. The analysis of the proposed schemes along with the data processing
procedures claims to be cost-effective.

Rupa et al. [22] have proposed a blockchain-based solution to ensure the integrity
and security of VC-based device data. The proposed system is implemented by
deploying an IoT-based application in a vehicle monitoring system. The various
device data such as technical information, vehicle reactions are stored in the cloud



126 S. Sudersan et al.

storage. Pentatope based Elliptic Curve Cryptography and SHA is used to ensure
privacy. On security and performance analysis the proposed scheme is proved to be
efficient and secure.

Shangping et al. [42] have proposed a new blockchain-based data integrity verifi-
cation scheme for ensuring integrity in health records. The usage of blockchain in the
proposed scheme averts the single point of failure problem and ensures fault toler-
ance. Compared with other existing schemes, the proposed scheme allows a safer
environment for sharing the private attributes, keys, etc. of users. The scheme uses
smart contracts to evaluate the integrity of the stored data. The security and perfor-
mance analysis of the proposed solution proves that the scheme is secure, efficient,
and feasible for commercial use.

4 Inferences of the Review

Storage, computing, and services are the main resources of cloud computing. In
the advanced development of cloud computing technologies, security has been a
major concern and more specifically data integrity verification. Several methodolo-
gies have been proposed with and without Third-Party Auditors (TPA). It cannot be
guaranteed that the TPA would legitimately cooperate with Cloud Service Providers
(CSPs) or may be subject to flattery due to some interest or for some other reasons.
Moreover, there are chances of loss of confidentiality on the part of CSPs due to
some special interest towards premium customers in the private cloud scenario. Even
with the development and advanced computing techniques, the security and confi-
dentiality of encryption are under serious threat. Hence, there is a necessity that
feasibility should go hand in hand with technology in developing integrity. Verifi-
cation service that avoids the problem of untrustworthy TPAs and CSPs. However,
Blockchain has been identified to be one of the most trustworthy decentralized and
transparent systems which have been thought of as a solution to the problem and
to overcome the constraints of TPA thus providing authentication, data recovery,
backup, and confidentiality in addition to data integrity verification. The main aim
and objective are to understand the issues, specifically the proposals made in the area
to solve the issues both involving blockchain and to contrast those without involving
blockchain. The author aims to highlight the pros and cons involved in the use of
blockchain in solving the problem. As an inference of the survey, it has been found
emphasized that involving Blockchain technology in solving the problem is the best
approach in solving the problem because of the series of validation networks that the
blockchain has and the additional feature of data traceability and recoverability. The
main problem addressed bymany researchers is the loss of confidentialitywhenTPAs
are involved even if the data has been encrypted. The validation of every transaction
in the blockchain with its characteristic of being immutable that each transaction or
data entered in the blockchain can never be modified or changed to an extent gives
a partial solution to the problem thereby replacing the need of the TPAs. Besides,
there are a lot of technologies that Blockchain follows to develop its application
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like the Kafka in Hyperledger fabric which is believed to bring an entire change
in the existing models and constraints. With all these advancements and cons being
negligible when compared the blockchain-based implementation of the data integrity
service schemes proves to be a lot more trustworthy and secure since there is less
involvement of the validators being able to see the transactions that they validate and
traceability that if any modifications are done would be explicitly be caught. And this
would develop a fear against all those illegitimate activities from the side of CSPs
thus providing a safer solution to the issue concerned.

5 Conclusion and Future Scope

Even after all the advancements in security and technologies there still stands a
concern of data integrity.As andwhen technology evolves andnewmethodologies are
being proposed, the changes in the system being vulnerable are high. Still, loopholes
are being generated every time and new methodologies are being proposed to handle
them. In this paper, we have undertaken an extensive survey on the various proposals,
improvements, and suggestions that could help in verifying the data integrity in cloud-
based storage systems involving both blockchains versus non-blockchain-based solu-
tions, analyzing their respective complexities, efficiency, feasibility, etc. As we have
come to know through this survey, blockchain-based solutions are more efficient and
secure. We intend to extend our work to building a secure system. The focus is also
on the comparison of secureness in using Blockchain as a technology for ensuring
data integrity-based issues, especially in cloud-based environments.
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Media House Bias Prediction Using Deep
Learning Framework

Vikash Kumar, Ashish Ranjan, Md Shah Fahad, and Akshay Deepak

1 Introduction

India is the world’s largest democratic country. Four pillars were constituted to safe-
guard this democracy, and one of the four pillars is media. The media has the ability
to alter a country’s perception of truth and lies. However, nowadays, diverse per-
spectives on a single issue exist. As per Wikipedia [1], media bias can be defined
as “Selection Criteria of many story and events that are reported and how they are
covered”. Now, we have two mechanisms, i.e., “selective coverage and way of pre-
senting for an issue”, to describe media bias. There are different terminologies to
which bias can be categorized [2].

1. Bias by spin: It happens when a story only includes one interpretation of an
event or policy, to the exclusion of others. Spin incorporates tone—a reporter’s
subjective comments about objective facts and makes one side’s ideological view
look better than the other.

2. Bias by placement: It refers to the location of a story or event on a website (or in
a newspaper) or in an article.

3. Bias by Selection of Sources: It includes more sources that support one view over
another. This bias can also be seen when a reporter uses such phrases as “experts
believe,” “observers say,” or “most people believe”. And when a news story only
presents one side, it is obviously the side which the reporter supports.
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4. Bias by Omission: It can be defined as leaving one side out of an article, including
only one aspect of the story, aspects favoring or disapproving an individual party
or person and ignoring all other aspects.

5. Bias by Labeling: It is when one party or individual is assigned extreme labels,
while the other party or person is assigned mild or moderate labels.

We have used a publicly available dataset [3] for this work and three class labels,
i.e., polarity score (−1, 0, 1) was assigned manually by splitting the content into
paragraphs. The problem was converted into a classification problem like sentiment
analysis. Sentiment analysis can be defined as contextual mining of text which identi-
fies and extracts subjective information in the source material and helps a business to
understand the social sentiment of their brand, product, or service while monitoring
online conversations. A lot of researchers had worked on sentiment analysis using
different machine learning and deep learning techniques and classified the problem
into binary and multi-class problems. Sentiment analysis can be done on text as
well as image data. Sentiment analysis on textual data such as tweets data has been
examined as binary andmulti-class problems by using SENTA [4], different machine
learning techniques [5] such as RandomForest, Support Vector Regression, Decision
Trees, and Multinomial Logistic Regression and Deep Learning Techniques such as
Glove-DCCN [6]. Sentiment analysis has also been done on product reviews such
as Amazon products review which has been proposed by using machine learning
techniques such as Random Forest and Support Vector Machine and has achieved a
promising score [7].

The news articles andmedia reports these days cover a vast range of issues and top-
ics ranging from social, political, and economic issues to the entertainment industry.
The impact of bias news and articles of the tweets on real-time issue, “Demonetiza-
tion in India”, was proposed, and they show that an enormous number of people can
be influenced by bias news [8]. Our work aims to determine if a media organisation
and/or individual is biased, with a focus on detecting bias against a political leader
and/or political party.

Media house bias can be seen in various aspects. The first is related to selective
coverage, in which a country’s specific events are given less attention in worldwide
media. Low coverage of events connected to country-level factors unique to Africa,
for example, has been studied [9]. They also indicate that non-media organisations
cover a large number of events that are not covered by media organisations. Bias can
be shown in the form of pictures; when we see an image in newspaper or news tele-
vision, it create thoughts for that particular image or personality. Pictures shows the
specific emotions, characters, ideology, and many more which has been shown [10].
They take the help of some sort of workers to rate a subset of images and determine
that image can change the perception among the people for a particular personality
if presented in a bias manner.

Felix Hamborg [11] made use of natural language processing and deep learning to
determine the instance of bias by word choice and labeling for news articles reported
on the same event and evaluate the induced frame.
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Upcoming sections are structured as follows. We discuss the dataset and then
propose the methodology along with the process by which a label is assigned, in
Sect. 2. After this, we have discussed the results in Sect. 3, and Sect. 4 concludes the
paper.

2 Proposed Methodology

A neural network model was proposed to classify the media bias into polarity value
(−1, 0, 1) such as done in sentiment classification. Then, the predicted results of
different test data were compared with the ground truth of that test data. For pre-
processing of text data, we have used different natural language techniques such as
Count Vectorizer, Lemmatization, Tokenizer, and many more. Figure1 shows the
workflow diagram representation of Media house bias prediction.

2.1 Dataset

The dataset used in this work is of Indian political articles from January 2018 through
December 2018, collected from over seven news portals; it consists of 15346 articles
and is publicly available. Dataset descriptions are given in the form of a bar chart
(see Figs. 2, 3, and 4). Sometimes, automatic annotation does not work as expected in
many cases; research shows that manually annotated bias is more effective than auto-
matic annotation [12]. After deeply examining each aspect, we manually assigned
the class label by splitting the sentences into paragraphs consisting of three lines, and
then each paragraph was given a polarity score. The polarity score of (−1, 0, +1)
represents negative bias, unbiased, and positive bias respectively. We have taken the
specific ratio of (70: 30) data for the training and testing of the model.

2.2 Text Pre-processing

In Natural Language Processing (NLP), text pre-processing is the first task we all do,
which includes data cleaning, removing stop words, stemming, lemmatization, and
many more. We have used the NLTK library [13] for this specific task. To make this
text data into a machine-understandable form, we have used count vectorizer, token
vectorizer, and embedding layer from the Keras API.
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Fig. 1 Workflow diagram representation for media house bias prediction

2.3 Deep Learning Techniques

The proposed architecture (see Fig. 1) consists of Neural Network Models such as
DeepNeural Network (DNN) and Long Short-TermMemory (LSTM). DNN is better
than the artificial neural network (ANN) as it can extract the important features in a
better way than ANN. The Neural Network Models are described below.
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Fig. 2 Data description with respect to the author is given which shows gradual decreasing of the
number of articles in which PTI has the highest number of articles and Suhit K Sen has the lowest
number of articles

Fig. 3 Data description with respect to date is given here, and we have the highest number of
articles of earlier dates and lowest number of articles with nearest date

1. DNN: Neural networks with a maximum of 2 hidden layers are termed as simple
neural networks.

Here, dense layers with ReLU activation function are used after getting the
embedding vector from the embedding layer. As input, we have pre-processed
articles in the form of vectors and as output we get 3 class results in the form
of polarity values. Sof tmax activation function is used at the output layer. For
training, Adam optimizer is used with categorical cross entropy as loss and to stop
overfitting dropout= 0.3 is used. To get the best model, early stoppingmonitoring
is done.

2. LSTM: LSTM works better for learning automatic features of the temporal
data such as in Natural Language Processing task, signal processing [14], bio-
informatics sequential data [15], and many more. Here, the sequential model
consists of the LSTM layer with 128 LSTM cells used after the embedding layer.
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Fig. 4 Frequency of data with respect to sources are given in which Firstpost has the highest
frequency and Dailyo has the lowest

For prediction task, a dense layer is stacked after the LSTM layer with Softmax
activation function. For training, Adam optimizer is used with categorical cross
entropy as loss. To get the best model, early stopping monitoring is done. Dropout
= 0.3 is used to stop overfitting of the model.

3 Result and Comparison

As this is a different concept and have limited amount of research inputs for this
specific dataset. So, we proposed two neural networkmodels (i) DNN and (ii) LSTM.
Apart from this, the deep neural network model was trained and testing of this
model gives us the accuracy = 35.69 % for sentiment classification. Further, the
LSTM models are trained and testing result gives accuracy = 37.99% for sentiment
classification. Training accuracy of the proposed model per epoch is shown here (see
Fig. 5). After epoch= 22, the accuracy remained unchanged, and the model stopped
training as shown in Fig. 5. Table1 shows the comparison between the proposed
model marked as * and the base model. It shows the proposed model behaves better
in terms of accuracy. Next, this trained model is used for predicting the biasness of
each article.

We have proposed a neural network model which classifies an article to be neg-
atively biased, neutral, and positively biased as sentiment classification, i.e., classi-
fication for polarity value of (−1, 0,+1), and again this model is used for testing
individual articles. So, for predicting whether media houses or authors are biased
toward the event or personality, three different articles were taken. So, in order to
detect the media bias, firstly, the ground truth on any particular issue is determined
based on the number of articles from multiple media houses and by authors. Based



Media House Bias Prediction Using Deep Learning Framework 137

Fig. 5 Model accuracy per epoch is shown here and it shows that after 22 epochs, the training
accuracy tops

Table 1 Comparison analysis with other deep learning model

S. No. Model Accuracy (%)

1. LSTM [16] 32.30

2. DNN* 35.69

3. LSTM* 37.99

on the ground truth, it is determined whether the media houses or the author’s article
is biased or not on that particular issue. If any media house or author’s articles are
mostly biased, we conclude that it always reports in a biased manner.

So, for the first article, results are shown here (see Fig. 6). This shows the different
predictions for this particular article in which Quint and Scroll are negatively biased
and Firstpost is neutral against this article which is the ground truth of the given
article. When the second article was evaluated, the result shows (see Fig. 7) that
Scroll and Firstpost media houses are unbiased, whereas Quint is positively biased
in nature for this article. Last but not the least, the third article on evaluation with
this trained model, result (see Fig. 8), shows that Scroll and Quint media houses are
negatively biased and Firstpost is unbiased toward this article. Now, based on these
statistics, we tested which media house in general is positively biased, unbiased, or
negatively biased for any type of article. So, this result shows (see Fig. 9) that Quint
and Scroll are negatively biased as they are negatively biased for two articles out
of three whereas Firstpost is neither negatively biased nor positively biased, i.e., it
is unbiased in nature which predicts all the articles as unbiased which is similar in
nature with ground truth of test articles.
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Fig. 6 Prediction of biasness by model on the first article where average calculated ground truth
was zero. The result shows Scroll and Quint media houses are negatively biased and Firstpost media
house is unbiased

Fig. 7 Prediction of biasness by model on the second article where average calculated ground truth
was zero for the article. The result shows Firstpost and Scroll media houses are neutral and Quint
media house is positively biased
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Fig. 8 Prediction of biasness by model on the third article where average calculated ground truth
was zero for the article. The result shows Quint and Scroll media houses are negatively biased and
Firstpost media house is positively biased

Fig. 9 Overall predicted result of the model with deviation from the ground truth. The result shows
that Ground truth was Neutral for all the three articles and prediction by the model shows Scroll and
Quint media houses are Negatively biased for two articles and Firstpost media house is unbiased
for all the tested articles
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4 Conclusion

Reasonably satisfactory results were obtained on using neural network models such
as DNN and LSTM. However, the accuracy cannot be relied upon as of now because
of the extremely small size of the training dataset and highly selective test dataset
as compared to the vastness of the news domain. But nevertheless, an end-to-end
pipeline has been developed which when supplied with sufficiently large data for
training the model that can achieve great results and high accuracy in predictions.
Also, other Deep Learning and Machine Learning models could be tried for better
predictions of bias of individual articles. Thus, further work on this project would
bequite useful in achieving extraordinary results in this field of detecting media bias
which has huge potential.
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Hindi Songs Genre Classification Using
Deep Learning

Md Shah Fahad, Raushan Raj, Ashish Ranjan, and Akshay Deepak

1 Introduction

Music is like a mirror; it provides a lot of information about who you are and what
you like. Companies increasingly utilize music classification to classify what they
care about either to be able to make consumer recommendations (such as Spotify,
Soundcloud, and other similar services) or just as a product (for example, Shazam)
[1]. The first step in that direction is to identify music genres. Machine Learning
algorithms are effective at extracting trends and patterns from massive amounts of
data. In music analysis, the same principles are used [2, 3]. Songs are analyzed for
tempo, acoustics, energy, and other factors based on their digital signatures.

Early notable works for the music genre classification include [1, 2, 4, 5]. In the
paper [4], a multivariate auto-regressive feature model is introduced for music genre
classification. In [5], the author proposed an ensemble method based on the deep
learning (extracted using CNN) + hand-crafted features (time-domain features and
frequency-domain features) for the seven-class music genre classification. In [1],
a (CNN + word2vec) model is used for predicting the music genre. Most of these
approaches use MFCC as the input feature for their deep learning models [1, 5]. In
the paper [6], the authors proposed the method for classifying Hindi songs into four
genre classes—Classical, Folk, Ghazal, and Sufi. They employed spectral features
and SVM classifiers to conduct the classification. Further, in [7], the author studied
and identified hand-crafted features specific tomusic genre classification that include
mel-frequency cepstrum coefficients (MFCCs), pitch [8], dominant frequency, and
chroma [9] features.
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The proposed framework used a convolutional neural network (CNN) alongside
the long short-term memory network (LSTM) with an attention mechanism for the
task of Hindi music genre classification. In this work, a convolutional neural network
(CNN) [10] is used to determine the features automatically from data itself [5].
Chroma, Pitch, Mel-spectrogram [11], and MFCC are used as input to the CNN.
Further, the global features are identified by using a long short-termmemory network
(LSTM). LSTM [12] can learn the sequential pattern of different categories of songs.
Further, because each sub-part of a signal does not contribute equally, henceforth,
an attention mechanism [13] is applied to weigh each sub-part. The results for the
proposed framework demonstrate the effectiveness of the MFCC features for the
audio genre classification.

Paper organization: The explanation of the dataset and the proposed methodology
are discussed in Sect. 2. Section3 discusses the experimental design and results.
Section4 concludes the paper.

2 Proposed Methodology

Further, this section is divided into subsections as demonstrated below. Section2.1
describes the database. Section2.2 discusses feature extraction. The discussion of
deep learning architecture is presented in Sect. 2.3.

2.1 Dataset

The dataset is composed of 599 audio tracks of Hindi songs where each audio track is
trimmed to a maximum length of 30 s. Further, each audio track is trimmed between
0.5 and 5.5 s to generate a feasible size of the input matrix. The sampling rate
is 40 kHz. The genres corresponding to songs were downloaded manually taking
references from popular websites, such as Spotify and Wynk. It includes six genres:
Sufi, Classical, Romantic, Ghazal, Party, and Bhakti. Each genre has between 70
and 80 sound clips. The dataset is collected from various websites in which the
categorization of songs is given. The distribution of samples corresponding to each
genre is shown in Fig. 1.

2.2 Feature Representation

Every audio signal contains a variety of features. However, we must extract the
features that are pertinent to the problem at hand. Librosa [14] is a Pythonmodule for
analyzing audio signals in general, with a focus onmusic. In this work, chroma, pitch,
mel-spectrogram, and MFCC features are used as input for the proposed framework.
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Fig. 1 Distribution of a number of audio signals of each song’s genre

The audio signal is non-stationary, therefore, frequency transformation is done frame-
wise with 50% overlapping. The size of a frame is the same as FFT length, i.e. 2048.
The total number of frames is 391 for an audio clip. The other attributes for different
representations are:

1. Chroma: For chroma features, 12 bins are used and an output matrix of size
431× 12 is produced.

2. Pitch: For pitch, 1025 FFT bins are chosen, resulting into 1025 pitch and their
correspondingmagnitude values for each frame. Amatrix of size 391× 1025× 2
is created. 1

3. Mel-spectrogram [11]: The mel-frequency cepstrum captures the properties of
the signal’s frequency as represented on the Mel-scale, which closely resembles
the non-linearity of human hearing. For Mel-spectrogram, the frequency of a sig-
nal is represented on theMel-scale of length 128 which is similar to the non-linear
nature of the human hearing. Thus, a matrix of size 391× 128 is fed to the pro-
posed framework. Mel-spectrogram corresponding to each of the song’s genre is
shown in Fig. 2.

4. MFCC: MFCCs are often the frequently used features for several speech-related
tasks [15]. For MFCC, 26 MFCC features are extracted and a matrix of size
391× 26 is fed to the proposed framework. MFCC corresponding to each of the
song’s genres is shown in Fig. 3.

1 https://librosa.org/doc/main/generated/librosa.piptrack.html

https://librosa.org/doc/main/generated/librosa.piptrack.html


146 M. S. Fahad et al.

Fig. 2 Audio signal and corresponding Mel-Spectrogram of each song’s genre

2.3 Proposed Framework

The proposed solution is a deep learning-based framework and consists of CNN, bi-
directional LSTM, and Attention [13] layers. In contrast to shallow neural networks,
deep neural networks are more specialized toward extracting the features that are
more meaningful and incorporate a better learning methodology. The block diagram
of the proposed framework is depicted in Fig. 3. These layers are described next:

1. CNN: The advantage of convolutional neural network (CNN) [10] layers is that
they aid in capturing the local features by the convolution operation.

A stack of two (convolution+ batch-normalization) layers is used. The input to
the first convolutional layer is a matrix representation of an audio clip. The matrix
can either be a representation, for instance, Pitch, Chroma, Mel-spectrogram, and
MFCC. After that, max-pooling layers are added to minimize the number of
parameters. The hyper-parameters with CNN layers are as follows:

(a) Filter-size (1st layer): 5× 5
(b) Filter-size (2nd layer): 5× 5
(c) Number of filters (1st layer): 32
(d) Number of filters (2nd layer): 64
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Fig. 3 Audio signal and corresponding MFCC of each song’s genre

(e) Pool-size: (2× 2).

2. LSTM: LSTM is popular for sequences, such as NLP, biological sequences [16],
and speech signals [12, 17] and aid in learning temporal dependencies in the
sequence.

The sequential behavior underlying the features extracted from the CNN layer
is learned by using the long short-term memory (LSTM) layers. The LSTM net-
work is used in a bi-directional mode [12] and the number of hidden neuron units
with the LSTM cell is taken as 32.

3. Attention: This helps assign different weights to the LSTM outputs, since not all
the regions in a given signal play the same role. The additive attention proposed
by Bahdanau et al. [13] was used for this work.

In between the CNN layer and LSTM layer is the reshape layer to transform the 3-D
output to a 2-D output (suitable for the LSTM).

Further, adense layer is stackedon topof theattention layer.Thenumberofneurons
in this layer is 20, while the activation function is taken asReLU. Finally, the last layer
with Softmax activation is used to perform themusic genre classification task.
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Fig. 4 Block diagram of the proposed framework

The choice of other hyper-parameters for the proposed framework is as follows
(Fig. 4):

1. Loss function: categorical_cross-entropy to deal multi-class problem.
2. Optimizer: Adam.
3. Batch-size: 32.
4. Total epochs: 100.
5. Early-stopping criteria with patience: 10 epoch.

3 Experimental Design and Result Discussion

The proposed model architecture was implemented using the Keras API that is built
on top of TensorFlow. The dataset is divided into training and testing sets, with 80%
data (479 samples) in the training set and 20% data (120 samples) in the testing set.
The training set is used for developing the model and the test set for evaluating the
model.
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Table 1 Precision (P), Recall (R), and F1-Score (F1) for each feature (pitch, chroma, Mel-
spectrogram (Mel), and MFCC) corresponding to each genre

Feature Metric Bhakti Classical Ghazal Party Romantic Sufi Avg.

Pitch P 0.45 0.41 0.72 0.65 0.33 0.33 0.48

R 0.42 0.50 0.81 0.71 0.21 0.33 0.49

F1 0.43 0.45 0.76 0.68 0.26 0.33 0.48

Chroma P 0.32 0.41 0.62 0.58 0.32 0.44 0.44

R 0.33 0.50 0.62 0.67 0.32 0.22 0.44

F1 0.33 0.45 0.62 0.62 0.32 0.30 0.43

Mel P 0.50 0.59 0.93 0.70 0.50 0.38 0.59

R 0.58 0.59 0.88 0.76 0.42 0.33 0.59

F1 0.54 0.59 0.90 0.73 0.46 0.35 0.59

MFCC P 0.70 0.73 1.00 0.82 0.52 0.62 0.73
R 0.67 1.00 0.88 0.67 0.63 0.44 0.71
F1 0.68 0.85 0.93 0.74 0.57 0.52 0.71

3.1 Comparison with Respect to Different Speech Features

In this work, different speech features, namely (i) Chroma, (ii) Pitch, (iii) Mel-
spectrogram, and (iv) Mel Frequency Cepstral Coefficient (MFCC) have been
explored using the proposed deep learning (CNN + Bi-directional LSTM + Atten-
tion) architecture. Popular evaluationmetrics such asPrecision,Recall, andF1-score
for each speech features (Pitch, Chroma, Mel-spectrogram, andMFCC) for different
genre classes (Bhakti, Classical, Ghazal, Party, Romantic, and Sufi) are shown in
Table1.

The best precision, recall, and F1-score are obtained using MFCC features. The
genre class “Ghazal” has the best precision, recall, and F1-score 100%, 88%, and
93%, respectively. After that, the genre classes “Classical”, “Party”, and “Bhakti”
achieve better results order-wise. The genre class “Sufi” is least accurate among all
the genres. It achieves only 52% F1-score. The genre class “Sufi” is more confused
with the genre “Bhakti” and “Romantic”.

3.2 Comparison with Other State-of-the-Art Models

This includes a comparison to the other standard deep learning models, such as
the standalone CNN model and the (CNN + LSTM) model, widely applicable in
processing the speech signal data. Note that the LSTM model is evaluated for both;
the uni-directional and the bi-directional configuration. This sort of comparison also
benefits understanding the advantage of different layers with the proposed model
(i.e. based on the MFCC features). The results obtained for the different models are
shown in Table2.
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Table 2 Classification report with respect to different models (Uni: stands for the uni-direction
LSTM; Bi: stands for the bi-direction LSTM; *indicated the proposed model)

S. no. Models Precision Recall F1-Score

1. CNN 0.57 0.57 0.56

2. CNN + Uni-LSTM 0.59 0.62 0.58

3. CNN + Bi-LSTM 0.62 0.65 0.63

4. CNN + Uni-LSTM + Attention 0.68 0.68 0.67

5. CNN + Bi-LSTM +Attention* 0.73 0.71 0.71

As observed from Table2, the results clearly suggest the strong results for the
proposed model. The proposed model beats the standalone CNN-based model by a
significantly huge margin, where the improvements recorded with respect to the F1-
score is 15.0 percent. Similarly, the proposed model also outperformed the (CNN
+ Bi-LSTM) model by a margin of 8.0 percent. These improvements were also
observed for other metrics, such as precision and recall. In addition, performances
obtained for models with the uni-directional LSTM come out to be much lower when
they are compared to models with the bi-directional LSTM.

The confusion matrices corresponding to different experimental models are also
shown in Fig. 5 (with the CNN model), Fig. 6 (with the CNN + Uni-directional
LSTM), Fig. 7 (with the CNN + Bi-directional LSTM), Fig. 8 (with the CNN + Uni-
directional LSTM + Attention), and Fig. 9 (with the CNN + Bi-directional LSTM +
Attention). Confusion matrix for different models indicates the best performances

Fig. 5 Confusion matrix of model (CNN)
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Fig. 6 Confusion matrix of model (CNN + Uni-LSTM)

Fig. 7 Confusion matrix of model (CNN + Bi-LSTM)

for the music genre class, “Classical” and “Ghazals”, while the worst performance
is observed for “Sufi”, such that a lot of them are classified under the “Bhakti” and
the “Romantic” class.
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Fig. 8 Confusion matrix of model (CNN + Uni-LSTM + Attention)

Fig. 9 Confusion matrix of proposed model (CNN + Bi-LSTM + Attention)
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4 Conclusion

This work is for automatic genre identification of Hindi songs. There is no publicly
available dataset. Therefore, a dataset is created for genre classification for Hindi
songs. The deep learning architecture is developed to model the songs. Different fea-
tures (Chroma, Pitch, Mel-spectrogram, and MFCC) are evaluated for the proposed
architecture. Among all the features, MFCC produces the best F1-score of 71%.
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Multi-model Emotion Recognition Using
Hybrid Framework of Deep and Machine
Learning

Md Shah Fahad, Aparna Juhi, Shambhavi, Ashish Ranjan,
and Akshay Deepak

1 Introduction

Emotion is a psycho-physiological response produced by conscious and/or uncon-
scious perceptions of things and circumstances, and is linked to a variety of char-
acteristics including mood, temperament, personality, disposition, and motivation.
Emotions are often felt and conveyed through a variety ofmodalities, including facial
expressions, voice, and other bio-signals. Several independent studies had been con-
ducted for emotion recognition that uses speech [1–3], text [4], facial cues [5], and
EEG-based brain waves [6]. Emotion also influences several aspects of human com-
munication that may include facial expression, gestures, posture, voice tone, word
choice, and breathing. Emotions are difficult to recognize since they are extremely
subjective and temporally unbound.

Emotion is better comprehended, if interpreted based on combined source of
information such as, text, speech, and human expression. This makes single mode
emotion recognition often challenging. For example, the textual modal can only
judge the emotion by means of words and phrases used during the communication.
Typically, aword can signify a different emotion. Because of the intrinsic relationship
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between text, speech, and mocap (face, head, and hand rotations), modal fusion may
be used to improve the performance of the emotion recognition system. The inclusion
of the various sources of information is needed in order for computers to identify
emotional expression in real-world scenarios.

In this paper, apart from the feature fusion, the advantages of both deep and
machine learning are also merged. The existing works either used the machine learn-
ing or deep neural network to develop the multi-modal emotion recognition [7–9].
Features are extracted from a deep learning framework where no feature engineering
is required. Further, machine learning algorithms are used to develop the emotion
recognitionmodel.We have laid a special focus in describing the strengths andweak-
nesses of current ways and have tried to establish a new methodology that consists
of the following contributions:

1. Categorizing human emotions by exploiting different data modalities and their
combinations.

2. Exploring the combined nature of deep and machine learning algorithms.
3. Establishing a general behavior of emotion class under classification task.

Our research work aims to explain the current use, limitations, and challenges
in integrating the multi-modal data. The final emotional state in our research would
be a comparison among (i) each modality and their combinations (ii) understanding
the behavior of different machine learning algorithms (SVM, Decision tree, Random
forest, and XGBoost).

The next is the organization about paper. The related works are discussed in
Sect. 2. Section3 describes the dataset and the proposed methodology where the
processing and modeling of each modality are discussed. Section4 discusses result
and discussion. Section5 concludes the paper.

2 Related Work

So far, investigations in emotion recognition have been largely restricted to individ-
ual modality, for example, voice emotion recognition [2–4], EEG signals [6, 10], and
facial expression [5]. Multi-modal emotion categorization has lately gained popular-
ity, and IEMOCAP remains an important dataset for this study area. In this regard,
a few studies, [7, 11, 12], have attempted to demonstrate interdependence between
different modalities. Soujanya et al. [12] provide the most recent state-of-the-art cat-
egorization on IEMOCAP. They utilize 3D-CNN to extract visual features, text-CNN
to extract textual features, and openSMILE to extract audio features.
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3 Proposed Methodology

Further, this section is divided into subsections as demonstrated below. Section3.1
describes about the database. Section3.2 discusses the emotion recognition frame-
work of the proposed approach.

3.1 Dataset

IEMOCAP [13] has 12 hrs of audio-visual data, collected from ten actors (five males
and five females). The recordings were done for the dialogue exchanged between a
male and female actor in both scripted and improvised topics. The audio-visual data is
separated into short utterances ranging from3 to 15 s in length, which are then labeled
by evaluators. Three to four examiners judge each utterance. Neutral, happiness, sad,
anger, surprise, fear, disgust, frustration, enthusiasm, and others were among the ten
alternatives on the rating form. To maintain consistency with previous research, we
only consider four of them: anger, excited (happy), neutral, and melancholy.

Our multi-modal emotion recognition pipeline is built around these three types of
data: (i) Speech, (ii) Text, and (iii) Mocap. The distribution of utterances concerning
different emotions in the training and testing dataset is shown in Table1. To restrict
ourwork to understand the effect of differentmodalities,we have neglected the imbal-
ance between the sample distribution for different emotions. This will be included
in future work. We discuss these data types in detail in the following sections.

3.1.1 Speech

Speech signals contain a multitude of information, for example, frequency, ampli-
tude, and pitch, that helps identify the emotional state of a person. Raw speech signals
represent a continuous form of signal and, therefore, must be processed before being
used to train the model. For this work, a filter bank of size 40 is used to extract the
spectrogram information using log-fbank features. The frame-by-frame processing
of the voice signal is performed with a 50 % overlap. As a result, the duration of an

Table 1 Distribution of utterances corresponding to different emotions in the training and testing
data

Emotion Training Testing

Anger 933 170

Excitation 742 299

Neutral 1324 384

Sad 839 245
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utterance determines the total number of frames in the speech.We reduce the number
of frames by 500 by truncating lengthier utterances and padding shorter utterances,
and each frame contains 40 features. So, a matrix of size 500× 40 is built for each
utterance.

3.1.2 Text

Many social media sites create a large amount of textual data including rich emo-
tional information in this era. Nonetheless, text-based emotion information is very
limited, and there are numerous limitations to identifying technical words in certain
disciplines. Still, a few words are often the strong indicator for a certain emotion.
For example; consider the sentence, “This is disgusting”. Here, the word disgusting
strongly suggests anger emotion.

3.1.3 Mocap

For the Mocap data, we sample all feature values between the start and finish time
values and divide them into 200 partitioned arrays for each separate mode such as
the face, hand, and head rotation. Then, for each utterance, we average each of the
200 arrays along with the columns (165 for faces, 18 for hands, and 6 for rotation),
and then concatenate them together to get a (200, 189) dimension vector. TheMocap
features are similar to image because it consists of face, hand, and head rotation.

3.2 Proposed Framework

Figure1 shows the block diagram of the proposed framework. Light green, light
orange, and light violet blocks represent the speech block, text block, and mocap
block, respectively. The detailed information of each block is given in Sect. 3.2.1
(speech block), Sect. 3.2.2 (text block), and Sect. 3.2.3 (Mocap block).

3.2.1 Speech Block

This block is designed to capture the important features from the speech signals. The
input to the speech module is the (500× 40) sized speech utterance formulated as
discussed in Sect. 3.1.1.

The processing of the utterance is conducted using the “attention-based bi-
directional LSTM” model.

1. Bi-directional LSTM: LSTM, over the decades, has established itself as a bench-
mark for modeling the sequences. Common examples include textual sequences,
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the application.
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 Units: 128
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Dense  Units:128
Activation: ReLu
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Mocap Data (200 x 189)

Final Block

Fig. 1 Complete model demonstrating the processing and concatenation of all the three features,
i.e., Speech, Text, and Mocap



160 M. S. Fahad et al.

biological sequences [14], speech signals [1, 15], etc. This helps detect and cap-
ture the sequential pattern information within the utterances that are relevant
to emotion detection. The bi-directional property enables reading the utterances
from both the direction. The number of hidden neurons with Bi-LSTM layers is
taken as 128.

2. Attention [16]: Because every frame of an utterance does not contribute equally
toward emotion, therefore, the attentionmechanism to highlights emotional frame
and masks the non-emotional frames is used. The attention is calculated for each
frame and multiplied by the corresponding frames.

The output is the sum of all the weighted frames that are passed to the dense layer
with 128 hidden units and ReLU activation.

3.2.2 Text Block

In this work, words are characterized using the GloVe embedding, i.e., using a 300-
dimensional embedding. Because the count of words in each utterance varies in the
dataset, therefore, the length of each sentence is fixed by 128 words. The maximum
length of the sentence is fixed based on the observedmaximum length of a sentence in
the dataset. Additionally, as required zero-padding is applied for the shorter sentence.

Each utterance is thus represented by a (128× 300)matrix. This matrix is passed
through attention-based LSTM with a total of 128 hidden units, where ReLU is
used as activation. Similar to the logic of attention for the speech, every word in
the sentence will not contribute equally to emotion. Thus, attention-based LSTM is
used which highlights the important emotional words. Here, simple uni-directional
LSTM is used because the English language contains the left to right semantic of a
sentence. The rest of the hyper-parameters are the same as speech emotionmodeling.

3.2.3 Mocap Block

This block is composed of four layers of convolutional neural networks (CNNs) with
max-pooling. Each CNN uses a kernel size of (5× 5), and the number of filters is
64 for all the first three CNN layers. The max-pooling operation with pool-size of
dimension (2× 2) is applied after each CNN layer. The pooling operation helps to
reduce the number of dimensions. Next, there is a global-average pooling layer to
reduce the 2D output matrix into a 1D vector, and a dense layer of 128 hidden units
is applied on a 1D vector.

3.2.4 Final Block

The outputs obtained from all of the three block, (i) speech block, (ii) text block, and
(iii) mocap block, are then concatenated together as shown in Fig. 1. This gives a
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combined feature of a 384-dimensional vector. This 384-dimensional vector is then
passed through a dense layer of hidden units 128 where ReLU activation is used. The
last output layer which is the dense layer having a Softmax activation. The last layer
has four neurons corresponding to the four emotions.

The other hyper-parameters are as defined follows:

1. Loss function: categorical cross-entropy
2. Optimizer: Adam
3. Batch size: 64
4. Epochs: 100

In addition, the early stopping criteria (taking patience equal to ten) is used to stop
the over-fitting. The model obtained is called a pre-trained multi-model.

3.2.5 Utilizing the Pre-trained Model for Classification

The raw data is again passed to the pre-trained multi-model, as described in Fig. 2.
The deep features are extracted from the dense layer of the final block. The size of
the feature vector obtained from the pre-trained multi-model is (1× 128).

Machine learning algorithms that include (i) Support vector machine (SVM) [17],
(ii) Decision tree [18], (iii) Random forest [19], and (iv) XGBoost [20] are used to
develop the emotion recognition model using the deep feature extracted from the
pre-trained multi-model.

Pass the raw data in the Pre-
Trained Multi-Model

Extract the output
(Features) of last DNN layer

(1 x 128)

Angry Sad Excited Neutral

Train with Machine learning Algorithm

(1) Random forest    (2) SVM    (3) Xgboost    (4) Decision Tree 

Fig. 2 Flowchart representing the final model
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4 Result and Discussion

Here, we discuss the implementation and the experiments.

4.1 Implementation Details

There are 4936 utterances in total from the five different sessions. We split these
utterances across two sub-datasets. The first set contains 3838 utterances (77.7%)
as our training set for the final combined model, which corresponds to the first four
sessions of the data with eight actors. As a test set, we use the remaining 1098
(22.2%) utterances from the fifth session. Each session has two actors (Male and
Female) and no actor is repeated in any session. Thus, the experiment is validated in
a speaker-independent manner. Keras is used to implement the proposed framework
architecture.

4.2 Results Discussion

In this paper, a multi-modal emotion recognition model from textual, acoustics,
and motion-capture (hand, head rotation, and facial expressions) on the IEMOCAP
is presented. The proposed model takes advantage of different modalities to get
more comprehensive and precise information for emotion classification. To get more
effective features for the multi-modal emotional classification, a DNN network was
put forward to learn the fused features from the text, mocap, and speech. Moreover,
according to the qualities of text, mocap, and audio information, we set up a suitable
model to detect features.

4.3 Performances with Respect to Different Modality

Accuracy of different emotions using each modality and their combination are pre-
sented in Table2. We have conducted experiments with SVM [17], Decision Tree
[18], Random Forest [19], and XGBoost [20]. Here, we have mentioned the best
accuracy for each modality and their combination.

In most cases, random forest is showing the best performance, while for the
combination consisting of (Mocap + Text) modality, XGBoost is showing the best
performance. Random forest’s default ability to compensate for decision tree’s ten-
dency of over-fitting to its training set is its most handy feature. When this algorithm
is run using the bagging approach and random feature selection, it nearly eliminates
the problem of over-fitting, which is wonderful because over-fitting leads to incorrect
results. XGBoost is a scalable machine learning approach for tree boosting that pre-
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Table 2 Accuracy of different emotions using eachmodality and their combination. Random forest,
Anger, Excitation, and Neutral are abbreviated as (RF), (Ang), (Exc), and (Neu), respectively

Model/Emotion Ang Exc Neu Sad UWA WA Classifier

Speech 0.74 0.14 0.49 0.56 0.48 0.53 RF

Text 0.70 0.44 0.59 0.61 0.59 0.63 RF

Mocap 0.57 0.78 0.07 0.00 0.36 0.44 RF

Mocap+Speech 0.66 0.45 0.55 0.59 0.56 0.59 RF

Mocap+Text 0.72 0.50 0.55 0.53 0.58 0.62 XGBoost

Text+Speech 0.67 0.55 0.63 0.66 0.63 0.68 RF

Speech+Text+Mocap 0.79 0.58 0.62 0.64 0.66 0.71 RF

vents over-fitting, which is popular among data scientists. So, we can conclude that
ensemble machine learning algorithms (Random forest, XGBoost) achieve better
accuracy than other algorithms (SVM and Decision Tree).

The best weighted-accuracy (WA) and unweighted-accuracy (UWA) are 71 and
66% obtained after combining all the three modalities (Speech + Text +Mocap). WA
accuracy is the average accuracy, while UWA is termed as average class accuracy.
This dataset is imbalanced, therefore UWA should be high.

4.4 Confusion Matrix Discussion

Considering the speech features alone, the confusion matrix as shown in Fig. 3a is
showing the best accuracy of 74% accuracy for anger emotion. However, the neutral
and excited are the most misclassified emotions, while excited emotions mostly got
classified as anger. This happens because, in the case of excited, people tend to
speak louder and faster, which also occurs when a person is angry. On the contrary,
from the confusion matrix for text input as in Fig. 3b, we can see that there is less
misclassification because from textual input the emotion of the person is almost clear.

The confusion matrix in Fig. 4a obtained using only Mocap features performed
worst among all the independent modalities. It can be seen that the excited emotion
is detected the best when it is compared by all the modalities and their combinations.
Neutral and sad are the most misclassified emotions with anger. However, neutral
and sad should be classified with each other due to the fact that when a person is
sitting neutral, i.e., with a blank expression, then we normally classify them to be
sad.

Further, when both (Speech +Mocap) data is combined, the accuracies for differ-
ent emotions are improved,when compared to accuracies obtained using independent
modalities, as observed from the correlation matrix as shown in Fig. 4b. Similarly,
the confusion matrices as observed in Fig. 5a, b; when (Mocap + text) and (speech
+ text) are considered, receptively, they lead to good results. Importantly, the confu-
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(a) Speech. (b) Text.

Fig. 3 Confusion matrices of Speech and Text

(a) Mocap. (b) Speech+Mocap.

Fig. 4 Confusion matrices of Mocap and (Speech + Mocap)

sion matrix for the combination of mocap, speech, and text features, as is shown in
Fig. 6), yields the best results. It has reduced misclassification to a greater extent and
thus leads to increase in accuracy of our model.

5 Conclusion

In this work, multiple modalities such as speech, text, and mocap are to develop
multi-modal emotion recognition. The best individual and combined deep learning
architectures are identified to extract the features. Further, the deep features extracted
from the last DNN layer are fed to themachining learning classifiers (SVM,Decision
Tree, Random forest, and XGBoost). It is found that the accuracy of multi-model
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(a) Mocap+Text. (b) Speech+Text.

Fig. 5 Confusion matrices of (Mocap + Text) and (Speech + Text)

Fig. 6 Confusion matrix of
(Speech + Text + Mocap)

emotion recognition with three sources (speech, text, and mocap) is better than the
individual or two sources of data.Most of the ensemble classifiers (Random forest and
XGBoost) worked better because they prevent over-fitting and provide a generalized
model.
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Decentralized and Secured Voting
System with Blockchain Technology

Rishikesh Choudhari, M. Shivakumar, Shreyas Nandavar, Shruti Maigur,
Saroja V. Siddamal, Suneeta V. Budihal, and Shrishail M. Pattanshetti

1 Introduction

A blockchain is a decentralized distributed technology with advanced features that
help the security of the data and the system as a whole. In blockchain, decentraliza-
tion refers to the transfer of control and decision-making from a centralized entity
(individual, organization or groups) to a distributed network. It is a peer-to-peer
technology where each peer indicates a node having copies of every transaction
over the network which is called distributed ledger and all nodes have access to
the same ledger. Therefore, it is also called “Distributed ledger technology”. A dis-
tributed ledger is a database that is consensually shared and synchronized across
multiple sites, institutions, geographies and accessible by multiple people that are
connected over the network. It has the feature called immutability where the data
remains unchanged.One cannot alter the package information and security is attained
through the cryptographic hash concept.

Cryptography uses complex mathematical algorithms that are used to secure data
and systems. Smart contract deploys blockchain incorporating system logic written
in solidity programming language. In a blockchain network, all the blocks having
the transaction details are cryptographically connected, i.e., for every transaction
over the network by any connected peer, a block is created with the hash associated
with it, and also it contains the hash of the previous block. Before adding a newly
created block to the blockchain, it undergoes a consensus algorithm where it is
validated and verified for the real transaction and later it is added to the records.
Every peer in the blockchain network has a private key which is used to access the
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transactions carried out. There can be both public and private blockchain networks
depending on the requirement. Therefore, with blockchain technology the need for
third parties to ensure the security and other parameters can be eliminated. The online
voting system is where the voters can cast their votes without actually going to the
voting booths which helps in reducing the budget for setting up the booths and in
providing improved accessibility for physically challenged voters. For online voting
systems, security is the main concern. Therefore, blockchain technology with its
great security features can be applied in implementing the online voting system. The
main challenge in implementing the e-voting system is the possible violations of
election rules specified in smart contracts. The major concern is about undesirable
disclosure of the intermittent voting results during the voting process. Along with
scalability issues, some smart contracts contain vulnerabilities and are facing attacks.

The contributions of the proposed framework are as follows:

• The proposed framework records a single vote from a user and rejects other fraud
votes.

• The proposed framework provides security against cast votes against tampering.

2 Related Work

The paper [1] signifies the security measures that are required for creating a voting
system using blockchain technology. The software in creating the systems are thr
Truffle framework for implementation, testing and deployment. The Ganache soft-
ware helps in creating a virtual environment of a blockchain network. MetaMask
is used for initiating the transaction from Ganache. The website displays the candi-
dates who are standing for the elections and helps the user in voting and displays
the results. The authentication is done through user login. Here, the security ver-
ification is carried out wherein users register using their user name and password
along with user verification using face detection and proceed to cast the vote using
Ethereum blockchain. Each transaction is written into smart contracts that are then
implemented on the blockchain network. The private and public keys are created
by the nodes before the voting program starts. The system holds all the public keys
which are verified for voting. All the data from the voting is collected by every node.
On completion of the process, the nodes will hold the data until the new blocks are
created.

The paper [2] discusses e-voting on the concept of Consensus algorithm and
Encryption. The blockchain uses a consensus algorithm that creates a unique identi-
fier for initiating a new transactionwhile the newnode is being created.By calculating
the block header hash value, the consensus algorithm creates a new block. The new
block will be added to the blockchain network when the new nodes are verified by
most of the nodes. There are two techniques in the encryption algorithm. In order
to encrypt and decrypt, the RSA algorithm is used. By the decomposition of large
integers, complexity is increased which adds to the protection. While providing the
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places in a circular manner to the users, the ring structure is used. The preparation and
publishing are used in the voting, first and second phase of registration and casting
of votes.

The paper [3] discusses a new e-voting system which is built based on voting
system protocols with blockchain technology. The system has been designed in order
to obtain fundamental properties of the e-voting system as well as highlight the
importance of decentralization. It allows the voter to change/update their vote within
the permissible voting period. This design includes a website for online voting as the
name itself suggests “e-voting”. The method consists of three parts: voter, election-
administrator and election process. The voter is the user who casts vote. In order to do
so, the voter has to register using personal information. This information includes the
user’s unique id which is required to generate the public and private keys for every
user. The election administrator is the system which takes care of registering the
users by verifying their ids and generating the public and private keys. The election
process is the last step where the voter votes for the candidate after verification.

The paper [4] discusses a systematic review approach of blockchain technology
in an online voting system. First, the user is registered and verified using his voter id.
After this, a 32-byte (256 bits) secret key will be generated by the system. The key
acts as a secondary procedure in the verification step and also as a digital signature
for the voting and is encrypted using the AES256 encryption as well as decryption
algorithm. After the user is verified, select a candidate for him. While voting for the
candidate, he needs to enter the key generated in the first step. The key encrypted
previously will be decrypted while voting. If the encryption key is the same as the
decryption key, then it is an authentic user. If it does not match, the user’s vote will
not be recorded, and this will be considered as a malicious act. After the vote is cast,
the user’s data will be recorded, and the same user will not be allowed to vote again.

The paper [5] discusses the benefits of blockchain technology, mainly the crypto-
graphic foundations in the e-voting system. Itmainly usesmultichain, an open-source
blockchain platform to discuss the functioning of e-voting. The system generates a
strong cryptographic hash in order to protect the anonymity and integrity of the vote,
for each vote transaction based on information specific to a voter. This hash is also
provided to the voter using various encrypted channels as a verification method. The
votes will be protected using a hash method where each data is encrypted in a block
and is connected from one block to another. The user is verified using fingerprint
technology and biometrics. After verification, the user is provided with a hash key to
be used as a password in the user login before casting the vote. After the user logins,
the user will be given a list of voting options in one column and voting choice in
another column [6].

The paper [7] discussed a decentralized architecture to run and support a voting
scheme that is open, fair and independently verifiable. An e-voting system is designed
based on the blockchain technology to securely conduct elections and also safeguard
the voter’s privacy. It also discusses an idea about cancelling an already cast vote
and may modify the decision. The procedure consists of 2 sides, the voter and the
ballot. The voter should be verified before casting the vote. Each voter is assigned
a public key. The user is verified through the public key and then allowed to vote.
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Here, the voter has a choice to either vote or reject. At such time, there is an option
for cancelling the vote. The next step is the ballot. In the ballot, once the voter casts
his vote, the public key will be cross-verified with the data available in the ballot box
and allowed to cast the vote only if the key matches or is present in the record.

The paper [8] discusses the voting system in Estonia which is developed using
blockchain technology. There are five phases in the project. The first phase is the
candidate registration where the account invoking a smart contract is verified to be
the admin. The admin later adds the candidate. Each candidate has a name and a
unique ID. The second phase is voter registration where each voter has a pre-input
name and address. The voters are registered by the admin. The third phase is self-
verification where the voter can check the status of the vote by putting the address.
Other details like his registration and vote are also displayed. If the address does not
match, the voter can complain to the admin. The fourth phase is voting which is the
most important phase. The voters are verified with their details before voting.

The paper [9] discusses an electronic votingmodelwhich uses blockchainmethod-
based distributed ledger technology where data is shared and distributed into a net-
work. Moreover, this project uses an IoT-based system to exchange data from the
e-voting system to the nodes. Raspberry Pi is used as a medium to exchange data
between the EVMs. The first step is verificationwhere each voter is assigned a private
key. The user is verified through his thumbprints in the EVM. The data is transferred
to the server through Raspberry Pi where the user’s details are present. The server
checks whether the user is a citizen. It returns back a verification key if it is true. The
second step is casting vote where the voter uses his private key to vote; his vote is
recorded on the server through the data sent by Pi from EVM.

The paper [10] discusses the recording of voting results using the blockchain
algorithm from every place of election. This consists of a database recording e-
voting system on blockchain technology. It starts with verifying a user. Each user
is provided with a public key and a private key. When he wants to cast a vote, the
system checks whether he is a new user in the database. If he has already voted,
the system allows him to vote only to be rejected at the end. If he is a new user,
the database sends a verification key back to the system. This is called “get a turn
around”. Then the voter is allowed to cast his vote for the desired candidate. Then
the votes are broadcasted by the system in order to declare the winner.

The paper [11] discusses an effective e-voting system based on the Ethereum
blockchain technology which ensures the privacy of votes on the basis of the ring
signature mechanism. The ring signature mechanism is an effective method of secur-
ing the votes and maintaining the privacy of votes. In order to prevent fraud voting,
each user is provided with one key pair that is the public and private keys so as to
register himself as a first-time voter. There is a key manager who verifies the private
key belonging to the user and allows him to cast the vote.
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3 The Proposed Framework

The functional block diagram shown in Fig. 1 explains the working of the voting
system. This web-based application is an interactive GUI to vote online. The user is
verified to cast the vote. After voting, the system checks whether he has cast the vote.
While voting, the user has to make some transactions authenticated by theMetaMask
wallet exported from Ganache. The user will be able to vote only if the wallet has the
required value, else a vote is not considered. After the user has voted, the vote will
be recorded, and the vote button will be invisible so that the same user cannot vote
twice. The system is implemented using Ganache, Truffle and MetaMask; Ganache
uses the SHA-256 hashing algorithm.

The proposed framework is comprised of the following segments.

• Ethereum Virtual Machine: Blockchain-based software platform for creating a
decentralized application.

• Node Package Manager with NodeJS: A javascript runtime used in the Back-end
of the system.

• Truffle Framework: This software allows the user for building decentralized voting
system applications on virtually simulated Ethereum Blockchain.

• Ganache: A local in-memory blockchain, which gives 10 external accounts with
addresses on Ethereum.

Fig. 1 Functional Block Diagram for a smart voting system using Blockchain
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Fig. 2 SHA-256 algorithm

• MetaMask: A chrome extension that connects the Ethereum blockchain to a
browser.

• Sublime: IDE/Text editor.

3.1 Cryptographic Hash Function

The SHA-256 algorithm as shown in Fig. 2 uses padding and dividing procedures to
secure the block data with cryptographic hashing.

[1] Padding: Pad the input string to the multiple of 512-bit length. Uses ASCII
chart to convert letters and signs to numbers. Appends 1 to the converted string of
1’s and 0’s. Later appends a bunch of zeroes that total whole bits to 448-bit length.
Finally, appends 11000 (24) making it to a total of 512-bit length string.

[2] Dividing: Divides the padded binary into 512-bit chunks. Divides each chunk
into 32-bit words (16 words per chunk). The SHA-256 algorithm is used to hash
32 bit words, 64 times. Then they are bought together to generate the result which
is final. That is, SHA-256 uses 64 rounds of encryption and can even specify the
number of rounds manually.

3.2 Public and Private Keys

For every user, there is a public and a private key generated. The public and private
keys are similar to the user name and password which are used in the centralized
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Fig. 3 Public and Private Key generation for security in blockchain technology

systemsusingwhich the user authentication takes place. In order to create a public and
a private key, there is an algorithm used which is the RSA (Rivest-Shamir-Adleman)
algorithm. It is a public-key cryptography system that is used for transmitting data
securely. Both the public and private keys are related to each other as shown in Fig. 3,
but it is not possible for someone to derive the public key from the address and cannot
derive the private key by having the public key. Since the two keys are derived from
the same algorithm, it is not possible for the user to change their private key once it is
generated. It is strictly advised for the user to keep their private key with themselves
as once it is leaked or is forgotten; it is impossible to retrieve their account and the
account is permanently lost.

3.3 Mining

Mining in blockchain works by adding the transaction to the blockchain in the net-
work. The process here is where the hash for the blocks are created which cannot
be manipulated by providing protection for the entire blockchain. Mining is carried
out by the miners by a fast computer which carries out the mining. The computers
consume more electricity and also produce heat, hence the miners are rewarded the
gas money for validating the transaction. In order to decrypt the data encoded in
the blocks, it requires more computational power which will give rise to verifica-
tion of the transaction. Miners solve the problem which is complex in order to find
the correct hash that matches, known as proof of work. In this project, mining is
carried out by the Ganache software. Ganache is a local development blockchain
used to develop decentralized applications on the Ethereum blockchain. It provides
10 unblocked accounts with their addresses and private keys. It Provides 100 fake
Ethers for each account. To develop a decentralized application, Blockchain needs
to be simulated. For Ethereum, we need an Ethereum client like “Geth” and “Par-
ity” Ethereum which includes setting up our own wallet, setting up miners and the
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network with the different nodes connected together. So, Ganache provides all these
setups inbuilt and is specially designed for developers.

The main difference between Ganache and other Ethereum clients is

• With Ganache, only one node in Ethereum network is available.
• No need to set up anyminer, that is, all the transactions that are sent to the Ganache
will be mined instantly which is very convenient for the developer. This means it
has Automining feature.

• Time it takes to mine the block is “0” s.
• Ganache is only local, not connected to the main Ethereum network.

So, a virtual environment is created using Ganache which will replicate the working
of real blockchain over the main network, and we can test the working of the voting
system developed in that simulated environment.

3.4 MetaMask

The MetaMask software works as a wallet that holds cryptocurrency which is trans-
acted in the Etherum blockchain. Using this, users are able to access the virtual cryp-
tocurrency wallet by using a browser extension that helps to be then used to interact
with decentralized applications. It is one of themost famous Ethereumwallets.Meta-
Mask serves as a kind of bridge between centralizedweb and decentralized Ethereum
blockchain. It does not require you to run a full node to interact with Ethereum, but
MetaMask connects to an Ethereum node called Infura, allowing us to run smart
contracts via proxy.

The MetaMask software is a wallet to store and dispatch and also acknowledge
ETH and ERC20 cryptocurrency. Any transaction in MetaMask wallet requires a
minimum of 21,000 gas which mainly depends on the miners. It uses cryptocurrency
community standards to generate seed phrases that can be kept as backup and is
used to access the MetaMask wallet. A default account is created after registration
on MetaMask and can import accounts using a private key.

3.5 Truffle

Truffle is the great development framework for Ethereum which is used to develop,
test and deploy our smart contract. It is a sort of all-in-one platform for the solidity
contract. With the truffle, we get instant rebuilding of assets during development. It
supports console app, web app and tight integration.



Decentralized and Secured Voting System … 175

3.6 Algorithm: Smart Contract

Input: Candidateobject
Output: voteCount

Initialize candidate structure :
struct Candidate
int id
string name
int voteCount
f unction vote(Candidate)
while timeNow <= timeLimit do
if (voted()) then
exit()

else
Candidate.voteCount++
voted() return true

end if
end while
return voteCount

3.7 User Authentication

To verify the identity of the user or voter that is connected over the network, a
feature of user authentication is added as shown in Fig. 4. The users use their private
key as the credential to register and login. The concept used is the javascript object
verification for verifying the users; if the user’s account address (public key) and
private keys are present in the object, then the user will be allowed to proceed to the
voting page and if the user authentication fails the user will be prompted an error
indicating the wrong credentials being entered and the user can’t proceed further for
the voting process.

3.8 Security Aspect in Blockchain

The main concern with blockchain technology is security of it and how it is different
from the traditional centralized system. The addition of the blocks in the blockchain
network takes place by adding the new blocks to the existing chain of the network
after verification by the miner. Is is not possible change the contents of block because
the consensus has reached the majority of the miners. All the blocks consist of three
parts, data, hash of the previous block and the hash of its own block. The hash codes
are created by the data from the ledger and if anyone tries to change the data in the
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Fig. 4 User verification page

block, the hash code changes breaking the link of the blocks. Unauthorized users
trying to hack, require enormous amount of resources such a time, processing power
and money.

3.9 The Flowchart for Complete Voting System with
Blockchain Technology

As shown in Fig. 5, user logins to the portal using the credentials that were previously
used during the registration stage. The system checks for the user authentication
whether he is an eligible citizen to vote. Once it is confirmed that he is eligible,
the system allows the user to vote. The user then chooses the candidate to vote. On
pressing the vote button, the user is asked for confirmation through the MetaMask
confirmation slip. The system counts the user’s vote only if there is enough balance.

4 Results and Discussions

The user or voter is able to cast the vote only during the specified time interval. Once
the voting time is completed, one cannot cast the vote and after the set time the total
vote count of the respective candidate is displayed under their respective cards.
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Fig. 5 Flowchart for the
complete process of e-voting
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4.1 Result Analysis

As shown in Fig. 6, from the Ganache software from the first account the balance has
been reduced after initiating the transaction to vote, showing that the gas balance has
been deducted from the user’s account. In the Ganache software, we can see that the
balance has been reduced from the first account that implies the first user has voted
using his account and the gas balance required to vote has been deducted from his
account through the MetaMask extension.

As shown in Fig. 7, before the user votes the timer is displayed indicating the
remaining duration and the user’s account address is displayed. When the user wants
to vote, a timer will be displayed on top. This means that the user has to vote for the
desired candidate in that duration of time, else his vote will not be recorded.

After the user votes for the candidate of his/her choice, the account address and the
voting button disappear indicating that the user has voted and cannot vote anymore
as shown in Fig. 8. After the user votes for the desired candidate, the address of the
Ganache account from which he has voted will disappear along with the vote button
indicating that the voter has already voted and he cannot vote anymore. The same
will be reflected in the balance cut from his account through MetaMask.

Once the user has cast the vote, the system displays a message saying “You have
already voted” as shown in Fig. 9. That means a user cannot vote multiple times.
Hence, no double voting is possible. Once the user casts his vote, the system displays
a message saying “You have already voted”. This means the same user cannot vote

Fig. 6 Ganache software
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Fig. 7 Before voting

Fig. 8 After voting

multiple times. Hence, double voting is not possible. From the security point of view,
multiple votes are not counted.

After the scheduled voting time has expired, the user cannot vote anymore and
the user gets a warning which says that the voting lines are closed and the number
of votes are displayed for each candidate as shown in Fig. 10. Thus, the user has to
vote in the given time duration. After the scheduled time expires, the votes recorded
for each candidate will be displayed.

TheMetaMask confirmation pictures are shown in Fig. 11: the account fromwhich
the user is voting and also the gas amount that is required to process the transaction.
TheMetaMask confirmation picture shows the account fromwhich the user is voting
and the gas amount required to process the transaction. The gas balance shown in
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Fig. 9 Multiple vote trials by the same user

Fig. 10 After specified voting interval

the MetaMask slip will be deducted from the same account address in Ganache as
shown in the MetaMask confirmation slip (Fig. 12).

When the first user votes, a new block is created in the Ganache with the unique
cryptographic hash after verification. New blocks go on adding to the existing block
whenever users vote. This forms a blockchain network. When the first user votes, a
new block will be created in ganache with a unique cryptographic hash after verifi-
cation. As new users cast their votes, new blocks go on adding to the existing block
forming a blockchain network. This constitutes the blockchain technology through
which voting is carried out securely.
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Fig. 11 MetaMask confirmation slip

Fig. 12 Creation of blocks in Ganache
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5 Conclusion

The proposed framework used Blockchain Technology to implement a user-friendly
voting system. The blockchain technology with its great advantages in securing the
data and the system as a whole made it possible to achieve the intended objectives.
That is, each voter is able to cast the vote only once.No double voting is possible. As it
includes user identity verification, no fake voters can cast their votes. The blockchain
technology has a major scope in the field of cyber security. For additional security
of the voting system, an extra feature of facial detection can be added at the time
of registration. Also, a thumb impression can be added to the user authentication.
Authentication using signature can also be implemented.
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Network Traffic Classification Using
Deep Autonomous Learning Approach

N. G. Bhuvaneswari Amma

1 Introduction

The exponential growth of the Internet has contributed to today’s dynamic, large
scale, and complex networks [8]. These networks experienced an exponential rise of
traffic owing to the increased usage of smart devices and are vulnerable to attacks.
Despite the recent advancements in computer networks and its security, current net-
work protection solutions against never-endingDistributedDenial of Service (DDoS)
attacks remain open challenge for the research community. These DDoS attacks tar-
get critical Internet services with the deceptive goal of making online crucial services
inaccessible on time to legitimate users. As the technology advances, the frequency
and size of DDoS attacks are also on the increase. This attack follows many to one
structure and if the attack is initiated, the complexity and impact become propor-
tionally high. The reason for these attacks is the availability of enormous amount of
attack tools in the Internet. Even a novice can launch such attacks with the available
tools [9]. Therefore, classification of network traffic is a challenge and design of
an autonomous attack detection system is needed for on the fly detection of DDoS
attacks in evolving large network traffic data streams [10].

Nowadays attack detection can be performed using statistical, data mining, and
machine learning approaches. Among these approaches, the research community is
preferring deep learning-based attack detection systems that learn the network traffic
by identifying correlations in the traffic with different learning levels [7]. The deep
learning techniques used for attack detection includes Convolutional Neural Net-
work (CNN), Recurrent Neural Network (RNN), Long Short TermMemory (LSTM),
auto-encoder, etc. These conventional deep learning approaches perform static and
offline-based detection. In reality, the network traffic evolves as data streams, i.e.,
continuous arrival of traffic data which requires on the fly detection of DDoS attacks.
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In order to achieve this objective, incremental learning can be used which learns the
evolving data as and when it arrives [6]. The incremental learning algorithms adapt
to rapidly changing network environments [10]. Further, these algorithms perform
well on classifying known and unknown classes of network traffic. These charac-
teristics motivated to propose a Deep Autonomous Learning (DAL) classifier which
automatically extracts and learns features to classify the network traffic data stream.
The arriving new classes are learned by incorporating a generalized structure for
each of the new class with the existing structure. The key contributions are listed as
follows:

1. A Deep Autonomous Learning (DAL) structure to construct network traffic clas-
sification system.

2. A DAL methodology to train the network traffic classification system.
3. DAL classifier to classify the network traffic.

2 Related Works

This section discusses the existing literature related to the proposed approach. DDoS
attacks shut down the targeted server or network by floodingwith huge Internet traffic
either partially or fully. The goal of the attacker is to disrupt the normal traffic flow to
the targeted server or network. In the earlier days, the DDoS attacks were generated
from a single machine and launched to a single server. Nowadays, as low security
Internet of Things (IoT) devices, viz., web cameras,monitoring devices, printers, etc.,
evolved, these attacks were generated from single or multiple machines and launched
to single or multiple servers or devices [1]. These IoT devices were compromised to
form a botnet to reroute high traffic to the servers for disrupting the regular services.
Therefore, the research community is on urge to design and develop network traffic
classification systems.

The function of the attack detection models is to detect the known and unknown
DDoS attacks and to discriminate the normal traffic from the attack traffic. If DDoS
attack detection system is used, legitimate users are not denied while requesting for a
service or accessing the service [11]. Recently, the DDoS attacks detection systems
are designed based on deep learning techniques that accurately assign weights in
stages for learning the network traffic data in each processing layer in abstract way.
From the literature, it is studied that the existing deep learning approaches used
for attack detection include CNN, RNN, LSTM, and auto-encoder [2, 12]. These
methods are capable of handling data in fixed network capacity leading to static and
offline detection of attacks. But the attackers are creating intelligent IoT botnets to
generate traffic. These evolving traffic can be handled by techniques that are capable
of adapting to dynamically changing network environments. To overcome this issue,
Deep Autonomous Learning (DAL) can be used for DDoS attacks detection. The
DAL is a continual learning algorithm inwhich the learningmodel can be constructed
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from scratch without an initial network model [10]. The incremental and flexible
nature of DAL motivated to propose a DAL-based network classification approach.

3 Proposed DAL-Based Network Traffic Classification

DAL classifier is proposed to detect DDoS attacks by extracting the relevant features
and learns the extracted features automatically by adapting to dynamically chang-
ing network environments. It consists of learning and classification modules. The
learning phase learns the extracted features automatically using Fully Connected
Network (FCN) with Distilled Cross Entropy (DCE) [4]. The detection phase uses
the learning modules in the DAL-based attack detection except DCE computation.
The architecture of the DAL traffic classification is depicted in Fig. 1. The learning
module is depicted using solid lines and the classification module is depicted using
dotted lines.

3.1 Network Traffic Data Representation

The network traffic dataset is denoted as NTD = [ntr1, ntr2, . . . , ntrk,Cm], where
ntra = [nt fa1, nt fa2, . . . , nt fan] , 1 ≤ a ≤ k, is the ath network traffic data record

Fig. 1 Architecture of proposed DAL-based network classifier
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andCm be the class of the traffic data. The network traffic features are in the following
forms: binary, continuous, and ordinal. The ordinal values are converted to numerical
using ordered numbers. Furthermore, the features are normalized using min-max
normalization in the range of 0–1. The raw data is normalized as follows:

NFXk
n = nt f kn − min f n

max f n − min f n
, (1)

where nt f kn is the data to normalize, min f n is the minimum value of the feature, and
max f n is the maximum value of the feature. The normalized data is passed to the
proposed DAL-based traffic classifier for learning and classification.

3.2 Deep Autonomous Learning

The DAL module consists of multiple Fully Connected Networks (FCNs) and the
number of FCNs are based on the classes in the traffic dataset. As the traffic evolves
due to the technology advancement, there is a possibility of new class of attacks to
be generated. To tackle this situation, a FCN for the new class of attack needs to be
added in the learning network structure. The structure of FCN is NFXi − 9 − 7 − 1,
where NFXi be the number of input features. The reason behind this structure is
that the extracted features are learned layer-wise with different level of abstractions.
The normalized network traffic is passed to the input layer and this layer passes the
traffic to the FCN.

The computation in the hidden layers (HLs) is performed by computing the prod-
uct of the sum of the values of the transformed pooling layer with the corresponding
weights and is as follows:

I HLi
j =

p∑

i=1

NFXi × WHLi
i j , (2)

where WHL is the weight vector from input layer to HL. In the HL, Rectified Linear
Unit (ReLU) activation function has been utilized and computed as follows:

fRL
(
I HLi+1
j

)
= max

(
I HLi
j , 0

)
. (3)
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The computation in the output layer of FCNs is performed as follows:

Oc
i =

p∑

i=1

HLi × WHO
jk + B, (4)

where B is the Bias term which is added to place the traffic record to the suitable
class. In the output layer, sigmoid activation function has been utilized and computed
as follows:

fSig
(
Oc

i

) = 1/(1 + exp−Oc
i ). (5)

The rate of loss in the learning process is computed using Distilled Cross Entropy
(DCE). The DCE provides generalization ability by distilling the knowledge gained
from the model and is computed as follows:

DCEl(DTi , DOi ) = −
n∑

i=1

DT ilog (DOi ) , (6)

where DTi = (Ti )
1/D ,Ti is the target class in the trainingdataset and DOi = (Oi )

1/D ,
Oi is the computed output, D is the distillation parameter, and l ranges from 1 to m.
The training continues till the mean of DCE reaches the threshold and is computed
as follows:

µDCE = 1

m
DCEl . (7)

3.3 DAL-Based Network Traffic Classification

The DAL-based traffic classification is similar to that of the learning procedure but
instead of DCE, the softmax is used to classify the type of traffic. The reason for
using softmax activation function is to squash the output between 0 and 1 which is
similar to sigmoid activation function but it also divides the output in such a way to
make the sum of the output is equal to 1 and computed as follows:

fSM
(
Oi j

) = Exp
(
Oi j

)
∑k

j=0 Exp
(
Oi j

) . (8)

The output of softmax is converted to a vector and the class of the network traffic is
detected using the vector value.
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Table 1 Statistics of datasets

Dataset Feature Training data Testing data

Normal DDoS attack Normal DDoS attack

KDD Cup 41 97278 391458 60593 229057

NSL KDD 41 13449 9195 2152 3603

UNSW NB 48 20520 4076 56000 12264

4 Results and Discussions

Experiments were conducted on desktop PC under Windows 10 with Intel Core 2
Quad CPU Q9650 @ 3.00GHz processor and 16 GB RAM. MATLAB R2019a was
utilized for constructing the traffic classification model and also to test the proposed
classifier. The datasets used for experimentation are KDD Cup, NSL KDD, and
UNSWNB15.Table1 tabulates the statistics of datasets. For experimentation, normal
and DDoS attacks traffic in the benchmark datasets are only considered [3].

4.1 DCE Loss Computation in Autonomous Learning

The number of FCNs used for training in DAL module were 6 for KDD Cup, 6 for
NSL KDD, and 2 for UNSW NB based on the number of classes in each of the
datasets. Figure2 depicts the DCE loss variation for different epochs. It is observed
from the graphical representation that the proposed approach converges around 82th
epoch for KDD Cup dataset, 78th epoch for NSL KDD dataset, and 89th epoch for
UNSWNB dataset. As the number of classes in UNSWNB is small, the convergence
of UNSW NB dataset becomes slow. It is observed that the DAL works better for
more number of classes. The proposed classifier acts as a framework as the FCN and
DCE blocks to be added for the upcoming new target classes which satisfies on the
fly detection.

4.2 Performance Evaluation of Proposed DAL Classifier

The performance of the proposed classifier is evaluated using the following metrics:
True Positive Rate (TPR), False Positive Rate (FPR), Accuracy, Loss Rate, and Area
Under the Curve (AUC) [9]. The performance metrics are tabulated in Table2. It is
noted from table that the achievement of accuracy 99.62% for KDD Cup dataset,
99.77% for NSL KDD dataset, and 97.16% for UNSWNB dataset with the loss rate
of 0.38% for KDD Cup dataset, 0.23% for NSL KDD dataset, and 2.84% dataset for
UNSW NB dataset using the proposed DAL approach.
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Fig. 2 Epoch versus DCE loss

Table 2 Performance metrics of proposed approach

Dataset Performance metrics

FPR(%) TPR(%) Accuracy (%) Loss rate(%) AUC(%)

KDD Cup 0.12 99.55 99.62 0.38 99.71

NSL KDD 0.19 99.75 99.77 0.23 99.78

UNSW NB 2.71 96.53 97.16 2.84 96.91

Table 3 Comparison of proposed classifier with state-of-the-art classifiers

Classifier/Year Accuracy (%) FPR (%)

Reference [12]/2017 83.34 –

Reference [2]/2018 99.3 0.7

Reference [5]/2018 98.23 0.33

Reference [1]/2019 99.69 0.28

Proposed DAL 99.77 0.19

The proposed classifier was compared with four state-of-the-art deep learning
classifiers. The reported results tabulated in Table3 are for the experiments conducted
usingNSLKDDdataset. It is observed that the proposed classifier exhibits significant
performance compared to the existing classifiers in terms of accuracy and FPR.
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5 Conclusion

In this article, DAL classifier is proposed for on the fly classification of traffic in
computer networks. The objective is to overcome the static nature of learning process
in the existing deep learning classifiers. The features of network trafficwere extracted
and trained using DALmodule. The performance of the proposed DAL classifier was
analyzed using benchmark network traffic datasets by considering only the normal
and DDoS attack records. It is evident from the results that the proposed classifier
achieves promising performance for all the datasets. As part of the future work,
the number of nodes in the hidden layers of FCN be optimized using evolutionary
algorithms.
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Security Solution on KVM Hypervisor
for Detecting DoS Attacks on Cloud
Servers

Amar Khade and Jibi Abraham

1 Introduction

Cloud computing is a field that grows rapidly over time and it iswidely used by private
organizations and other sectors. In cloud computing, the resources are affordable, less
in cost and can be managed from anywhere. Cloud computing services are delivered
through a Hypervisor. While using cloud services, there are some concerns regard-
ing vulnerability to security attacks that may exploit hypervisor vulnerabilities [1].
Denial of service (DoS) [1] is one such type of attack that might result in the unavail-
ability of services provided by the cloud service when performed on an unsecured
network. Several attackers try to send malicious packets to the victim at a high rate
so that its computing resources or the network will get exhausted within a less time
frame. When a system is getting under attack, some network traffic types that cause
severe obstruction can be observed on the victim system. These malicious packets
can be TCP, UDP, or ICMP types because the attacker should select the traffic type
before launching an attack.Most of the hackings can trace for identifying the attacker.
In contrast, it is challenging to discover the attacker’s identity in DoS attacks due to
spoofing the source addresses of IP packets.

Intrusion Detection System (IDS) keeps track of the network for signs of sus-
picious or malicious activities. It will pop up an alert if any suspicious/malicious
activity is detected. With the huge amount of network traffic emerging from dif-
ferent kinds of dynamic and highly advanced attacks in characteristics, there is a
need for more advanced and challenging Intrusion Detection Systems for the cloud.
This clearly shows that the cloud IDS should check out a large number of network
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traffic to identify the characteristics of the new patterns of attack accurately and get
a high accuracy rate with minimum false positiveness. In Cloud environments, to
preprocess, analyze and detect intrusions with the help of traditional methods is of
high cost as far as time, budget, and computation are considered. A new advanced
intelligent way that uses techniques like Machine Learning techniques is required in
the Cloud environments to achieve efficient intrusions detection.

After creating an attack scenario and analyzing the captured packet, it is observed
that within a window of time the number of layer3 frames belonging to this packet
is increasing rapidly, which made us include frame-based feature extraction into the
learning module. It is observed that parameters like frame Epoch, frame Relative,
and frame Delta time of tshark have an impact on the detection rate. So, if the relative
time is very high and delta time is also high, then it is a normal scenario. But, if the
relative time is high and delta time small between multiple packets within in same
window time, then there is a possibility of an attack. This observation leads us to
our proposed work to consider frame-level parameters during detection. In order to
take care of the high volume of data arriving at the hypervisor, early detection of an
attack based on machine learning will be of great help.

The major contributions in this paper include:

– Study the behavior of time frame in tshark and TCP, IP, Ethernet, and Frame layer
contributing features toward detection of an attack.

– Identify a best suitable supervisedmachine learning technique to detect TCP, UDP,
and ICMP-based DoS attack.

– Design a real-time packet sniffingmodule at the hypervisor level which uses LIBP-
CAP library and tshark.

– Real-time process the network packets based on machine learning module and
generate an early alarm toward attack detection.

– Select the impactful features for early detection of DoS attacks.

The remaining of this paper is organized as follows: Sect. 2 consists of the related
work, and Sect. 3, describes the system’s flow of the Proposed system. Section4
includes implementation of an experimental setup and a comparison of it with and
without DoS TCP, UDP, and ICMP flood attacks. In the end, we conclude this
study and discuss future works in Sect. 5.

2 Related Work

Raneel Kumar et al. [1] describe a Denial of service attack on the hypervisor. Based
on the attack, they proposed a DoS attack detection system. The proposed method
consists of a packet sniffer, feature extraction, andMachine learning classifier for the
detection system.ANetwork traffic dataset was generated and usedmachine learning
algorithms like KNN and ANN to identify network traffic. The accuracy of KNN is
96.5%, and with the ANN, it is 99.98%. In [1], a Eucalyptus Cloud was set up for
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testing and a Denial of Service (DoS) attack is launched on the hypervisor. A custom
build snifferwas developed by [1] using theLIBPCAP library.Only aTCPSYNflood
attack was used for testing. Swathi Sambangi et al. [2] the author’s objective is to
study the problem of DDoS attack detection in a Cloud environment by considering
the most famous CICIDS 2017 dataset and applying different regression to analysis
for detectionmodel for DDoS and Bot attack using traffic logfile.Also, in [2] CICIDS
2017 dataset was used to build the model, but the data is collected only for a single
day. Reference [2] Feature selection was made using Information Gain. Pezhman
Sheinidashtegol et al. [4] perform DDOS attack against hypervisor (XEN, KVM and
Virtual Box). And Try to drench the victim resources and make them unavailable
to the authorized user. They targeted resources like Network, CPU, Memory. Jason
Nikolai et al. [5] author provides an architecture with an approach to virtualization
technology in cloud computing and using Hypervisor performance metrics and they
perform Intrusion Detection Security. Keunsoo Lee et al. [6] propose a method for
proactive detection of DDoS attacks by exploiting its architecture which consists
of the selection of handlers and agents, the communication and compromise, and
attack. DDoS attacks were performed and select variables based on these features.
The validation of the model is done on DARPA 2000 dataset.

In a cloud system, it is better to have an intrusion detection system as part of
the hypervisor so all the servers running on top of the hypervisor will receive the
protection. Also, in addition to [1], many more types of attacks like UDP and ICMP
can be performed on a Hypervisor like KVM. The traffic log files for the DoS attacks
from multiple days can be considered to make the system more efficient. Detection
rate and computation time can be improved by considering variousMachine learning
algorithms for testing.

3 Proposed System

This proposed approach is designed to detectDoSattacks conducted from the external
network, as shown in Fig. 1. Machine learning is an application of artificial intelli-
gence that provides the ability to understand and analyze data. Machine learning is
basically focused on data and data-related work based on computer program analysis
systems. Machine learning techniques allow us to understand and learn devices or
systems based on the data. For intrusion detection systems, machine learning plays
a vital role in attack detection based on the behavior of the system the prediction is
made. In the detection phase, the detection system collects the incoming packets in a
time windows like 60s. It is considered that the IP address of an attacker is spoofed.
Then the incoming packets are sent to the packet analysis to extract the features of
the packets. After analyzing the packets and extracting the features, those packets
are passed to the test module. The test module will decide whether the packets are
normal or abnormal.
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Fig. 1 Proposed system

3.1 KVM Hypervisor

The KVM kernel module turns the Linux kernel into a type 1 bare-metal hypervisor.
At the same time, the overall system could be categorized to type 2 because the host
OS is still fully functional and the other VM’s are standard Linux processes from
its perspective. KVM is an open-source hypervisor and it can be used as a type 2
hypervisor that is the reason for selecting KVM for experimentation. Every virtual
machine has a local interface that is attached to the network interface in order to
communicate with the external network.

3.2 Denial of Service (DoS) Attacks

TCP SYN Flood It is a type of DDOS/DOS attack which uses a 3-way handshake
connection mechanism to consume resources and perform attacks.

UDP Flood It is a type of DOS attack in which a large number of UDP packets
are flooded to the targeted server and makes the server overwhelmed. Nmap tool has
been used for generating and sending legitimate traffic to the victim server.
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ICMP Flood It is also known as a ping flood attack. In this attack, the targeted
machine is overwhelmed by the Echo request. The attack involves flooding the vic-
timÃ¢â‚¬â„¢s network with request packets, knowing that the network will respond
with an equal number of reply packets.

3.3 Watchdog

The Watchdog is acting like a detection agent that has the capability of collecting
and aggregating the data. It uses machine learning algorithms for the classification
of datasets and the detection of DoS attacks.

3.3.1 Packet Capture Model

Whenever any DoS attack is executed on a network, the rates of packets transferring
are very fast. The goal is to capture the packets in the network traffic at the hyper-
visor. This model is developed in C language using the LIBPCAP library for packet
capturing in the Linux system. All types of network traffic coming to the destination
address are observed using tshark.

3.3.2 Feature Extraction

Those packets are collected in the Packet capture model are sent to the Feature
Extraction Model. This model is using an extraction script to calculate and extract
time-based traffic flow features for each IP address that is communicated through
the network interface. The features are shown in Table1.

3.3.3 Detection Model

A training based on supervised learning is required to understand the attack pattern
which is known as a signature database. Each instance of the database has features
or characteristics associated with a label or a class. After features extraction from
a network packet, the data is cleaned to remove values which are useless. If some
feature attribute doesn’t affect the output, it can be dropped from the database. The
selected features will be given to multiple Tree-based Classifiers as an input that will
further identify whether the track is legitimate or malicious. The flow of the model
is shown in Fig. 2.

The machine learning classifiers generate a tree according to the algorithm. The
algorithm takes the threshold value according to the pattern of data. Therefore each
nodehas a conditionbasedon the threshold value,which leads to the path for detection
of TCP, UDP, and ICMP attacks. The T1, T2, and other values are described as
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Fig. 2 Tree diagram for best
path

threshold values in Fig. 2. The tree is shown in the figure is based on the training
classifier. Based on the accuracy, the best classifier is chosen for the best path.

4 Implementation and Results

In this section, the attack approach was covered. First, set up the Network environ-
ment consisting tools needed to simulate users’ activity in the network, performing
attacks and capturing the packets (Fig. 3).

Fig. 3 Experimental setup
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Table 1 Extracted packet features

No. Feature name Description

1 ip.src Source IP address

2 ip.dst Destination IP address

3 ip.len Length of the incoming packet

4 ip.flags.df Don’t fragment

5 frame.time_epoch Epoch time

6 udp.length UDP packet length

7 tcp.flags.syn TCP packet length

8 tcp.flags.ack Acknowledgment

9 tcp.srcport TCP source port

10 tcp.dstport Destination port

11 udp.srcport Source port

12 udp.dstport Destination port

13 ip.ttl Time to Live

14 ip.proto Protocol

15 tcp.window_size Calculated window size

16 tcp.ack Acknowledgment number

17 tcp.len TCP segment len

18 tcp.stream Stream index

19 http.request Request

21 frame.time_relative Time since reference or first
frame

22 frame.time_delta Time delta from previous
captured frame

23 tcp.time_relative Time since first frame in this
TCP stream

24 tcp.time_delta Time since previous frame in
this TCP

DoS Detection System TCP SYN Flood, UDP Flood and ICMP Flood attacks are
performed using a tool like hping3 for a short period during experimentation. Then
normal traffic is also generated. These malicious and normal packets combining
make a common raw dataset. The sample dataset has instances of 797262 and results
to 24 features. Some packets might be duplicates, or some of them are missing. To
make the data clean and in an understandable format, data pre-processing is applied
and the important features are extracted based on the headers of the packet (Table2).

After extracting features, the dataset is trained under the detection model. This
pre-processed data is then split into 90% for training and 10% for testing the dataset.
Implementation of tenfold cross validation is also done using this dataset. Machine
learning classifiers such as Random forest, Decision tree, and LogisticRegression
are used. Cross-validation was used with machine learning algorithms like Random
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Table 2 Applying tree-based classifiers on all features

Algorithm Acc (%) Incorrectly classified
(%)

B.Time (s)

Decision tree 99.99975 0.00025 0.05

Random forest 99.999996 0.000004 0.20

Logistic regression 48.8408 51.1592 0.25

Table 3 Comparison of the frame layer performance

Classifier Accuracy (%) Time taken to detect an attack
(s)

Random forest (without frame
layer parameter)

99.9973 0.07161

Random forest (with frame
layer parameter)

99.999996 0.04007

forest (RF), DecisionTree (DT), LogisticRegression. RF obtained highest accuracy
while LogisticRegression obtained lower accuracy, as shown in Table3. The DoS
detection system is ready for testing of live packets. The RF, the best classifier out
of our experimentation was chosen to understand the impact of frame layer features
in the intrusion detection. Two experiments were conducted using random forest by
including frame layer features and by excluding the frame layer features. As shown
in Table2, it is observed that the experimentation including frame layer features
is having higher accuracy and early detection of intrusion detection in-comparison
with the experiment which excluded the frame layer features. Below, Fig. 4 shows
the impact of each feature on DoS/DDoS attack detection.

The impact of different features is analyzed on attack detection and we found
that the most relevant features are frame.time_epoch, ip.length and tcp.ack in the
descendingorder as shown inFig. 4. To shedmore light on the performance evaluation
of our detection system in terms of scalability, the simulation is repeated with various
number of users and increase in number of attackers. The graph in Fig. 5 shows the
variation of time for detection with different users. This shows that our detection
system is effective and stable in resisting both single-source and multiple-sources
attacks.

Fig. 4 Impact of different
features on detection
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Fig. 5 Time for detection
the attack

5 Conclusion

An intelligent intrusion detection system at the hypervisor level is designed and
implemented to identify DoS/DDoS attacks on cloud servers. This system uses three
types of machine learning classifiers to classify the network traffic captured by tshark
by analyzing the features at transport layer, network layer, and frame layer. The
experimentation shows that random forest outperforms all the other classifiers in
terms of performance evaluations. In comparison to the existing research which
considers only the network and transport layers, our results show that the frame
layer features are having a high impact on the detection performance. The system is
also stable in terms of scalable number of real and attack users. In future, this research
can be continued for preventingDoS/DDoS attacks using a consensus-basedmachine
learning model.
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Privacy Preservation Techniques
and Models for Publishing Structured
Data

Palak Desai and Devendra Thakor

1 Introduction

In today’s era, everything is being digitized and this leads to generating an ample
amount of digital data. These personal data are being generated and/or collected
through the Internet, mobiles, social networking, sensors, and many such resources
that are dependable for this huge data. This collected data is published for purpose
of research and making business strategies that lead to the disclosure of sensitive and
private information of users and due to that privacy of users are being bridged [1, 2].

Due to this digitization, individuals’ privacy is more at risk than ever before.
There are two aspects to protect the data: i. Security and ii. Privacy. The main focus
of security is to protect the data from attack and provides data integrity, confiden-
tiality, authentication, and access control whereas privacy focuses that data remains
functional without disclosure of sensitive information of an individual [1–3].

The protection of the data maintained at the time of collecting data is known as
input privacywhereas protection of data at a later stage of datamining is called output
privacy. Very high privacy is achieved by applying cryptographic-based techniques
but it will not address secured mining [4, 5].

The Privacy Preserving Data Publishing (PPDP) methods are used to protect
along with maintaining the privacy of the individual’s data by publishing it in such
a way that data could be used in required research and data owner’s privacy is also
maintained [6].

Several organizations publish their data or records for decision-making practice or
innovative development of problems through research and surveys. While providing
protection to sensitive data by securing identity, it is equally important to have a utility
of data for purpose of data utilization. This leads to the trade-off to the privacy of data
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and its utility. Here, in this paper, the focus is on structured data, and various methods
to provide privacy to the data are being discussed. Also, in various applications where
privacy is required, benchmark methods to handle privacy with possible attacks are
mentioned. As much research has been done in this field, various techniques to
provide privacy have been reviewed.

In the paper,wewill explore variousmethods to achieve data privacy, a comparison
between them, and discuss possible attacks.

1.1 Applications

Many times, various organizations need to publish their data to find patterns out
of it or for innovative solutions to the problems by surveys and research. In many
domains, a huge amount of data is being generated and collected each day having
private or sensitive information about the user. In such a case, a major concern is
the need to provide privacy to sensitive data at the time of publishing it. Few such
domains have been mentioned where data privacy perseverance is supreme [7–9].

Healthcare. Medical history and patient data can be collected from different
sources. This medical data is very important for medical research but these data
contain sensitive information regarding patients that patient is not willing to disclose.

Social Network. In the current era, most of the users on social networks publish
their personal information, preferences, location history, etc. Due to this, private user
information gets derived and user privacy gets compromised and misused.

IoTApplications. Extensive applications based on IoT such as smartwatch, smart
homes, intelligent transportation, smart city, etc. are being developed that collect the
personal data of the user. If the privacy to this data is not provided, then an attacker
may maliciously use the sensitive data of the user.

Government and Financial Companies. Periodically, the government needs to
publish its citizen data publicly. These data usually work as external data and are
used to identify sensitive information of a user in other applications. Apart from the
government, financial organizations also have a lot of sensitive information regarding
user financial status. So, it is necessary to publish this data as anonymized data.

1.2 Microdata Publishing

Raw data usually doesn’t satisfy the privacy prerequisite for sensitive values of the
user, so data must be modified before publishing. This procedure of modifying the
data is either by eliminating personal key information, encrypting, or changing data
to protect an individual’s identity. This process is called data anonymization [6].
Microdata has records that provide information about an individual, organization,
etc.Microdata has a table with the number of attributes that can be separated into four
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Table 1 Medical microdata

Name Age Gender Zip code Disease

Riya 45 Female 444,805 TB

Shikha 25 Female 424,806 Diabetes

Miral 46 Male 424,806 TB

Rushabh 34 Male 444,806 Fever

categories: Explicit identifiers (Ex_ID), Quasi Identifiers (Q_ID), Sensitive attributes
(SA), and Non-Sensitive Attributes (Non-SA) [4, 6, 10].

Explicit Identifiers (Ex_ID). It uniquely identifies individuals through a person’s
name, his PAN card, driving license number, voter ID, etc. Before publishing data,
such attributes have to be removed.

Quasi Identifiers (Q_ID). This is a set of attributes that helps in the identification
of the record owner. These will try to match its values with external data for the
identification of an individual.

Sensitive Attributes (SA). It comprises of person-specific sensitive details such
as CVV number, disease, or income.

Non-sensitive Attributes (Non-SA). These attributes have values that will not
create any problem if its value is releveled to untrusted parties as it will not play role
in the identification of the identity of a user.

In Table 1, the name is an explicit identifier, <Age, Gender, and Zip Code> are
quasi-identifiers and Disease is a sensitive attribute.

1.3 Techniques of Privacy Preserving

Mainly, the methods used to calculate privacy use data transformation. To improve
privacy, most of the methods decrease the granularity of representation. Due to this,
there is a loss of effective data for research purposes [4, 10, 11]. The following are
approaches that have been developed for PPDP.

Randomization. In this method, external noise is added to the original data for the
protection of sensitive attributes from its disclosure. Because of high time complexity
and less data utility, this method is not used on a large dataset.

Cryptographic Techniques. Higher privacy of data is achieved by applying
encryption techniques to achieve the security and integrity of transferred data. Tradi-
tional encryption methods are highly difficult to encrypt large-scale data, also secure
key management needs to be done between sender and receiver [12].

Anatomization. Anatomization also refers to Bucketization, and this will not
change the value of quasi-identifiers or sensitive attributes but de-associate the rela-
tionship between the two. It will release two separate tables: Quasi identifier Table
and Sensitive Table. Data is not modified in both the said tables which is the major
benefit of anatomization [6].
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Random Perturbation. In this method, it substitutes the original data with
synthetic values which calculates statistical data from the perturbation of the original
data in a way that will not have more variation between the statistical data and the
original data.

Clustering. Clustering is a procedure to group entities in the dataset, and entities
in the equivalent group are highly alike to each other compared to the further groups
based on grouping criteria. Every cluster must have a predefined number of data
values and anonymity applied to the clusters.

Currently, generalization, bucketization, and slicing are widely used. The major
difference between the two techniques is that bucketization will not generalize the
quasi-identifier attributes so there is higher utilization of data [13–15].

Generalization. It changes attribute values with a more general value than a
specific one, due to which many attribute values for Q_ID have the same value. This
process replaces the exact value with a more general description, making the quasi
value less identifiable. If given data is numeric, it is likely to be changed with some
range, and if categorical then transformed to another categorical value having wider
category or higher-level concept of original categorical value [6].

Even though this method is popular, the constraint of this method is that because
of the generalization of the data, it reduced data utility. Also, as every attribute is
distinctly generalized, a correlation between attributes is mislaid. So, the data analyst
needs to assume that all possible combination of the attribute value is identical.

Bucketization. Conceptually, it is related to generalization, and only it will not
change Q_ID value or sensitive values. Rather this splits the records into numbers of
partitions and keeps a unique identifier called G_ID to every partition. Every tuple
of the same partition will be having an identical G_ID value. In the end, it forms
two tables having the quasi-attributes and the sensitive attribute. Anonymized data
contains a set of buckets having sensitive values that have been permuted.

Slicing. Slicing divides data either horizontally, vertically, or both. In horizontal
division, records are clustered into buckets whereas, in the vertical division, highly
associated attributes are grouped in a column. Columns are arbitrarily sorted for
breaking the link between various column values [16, 17].

1.4 Comparative Analysis of Privacy Preserving Techniques

The following Table 2 describes different anonymization techniques and their
comparison based on the two important comparison factors such as privacy and
utility of data.

Among these slicing preserves better privacy and utility because it analyzes the
data characteristics and uses them for anonymizing data [3, 6, 6].
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Table 2 Comparison of anonymization techniques

Parameter Bucketization Generalization Slicing

Privacy – No change in the
value of QI

– Membership
disclosure

– Moderate level of
privacy preserved

Good privacy
perseverance, as each
attribute is assigned to
some less consistent but
generalized value

Better privacy is preserved
as in this technique
uncorrelated attributes are
partitioned in different
columns

Utility Data utility is better as
compared to
generalization

Higher information loss
for High-Dimensional
data decreases data utility

Data utility is much better
because highly correlated
attributes are grouped in a
column

1.5 Attacks on Different Privacy Models

Privacy models can be differentiated as per the mode of attack on them. One such
category where there is an attempt to create a link of the data table having owner’s
record and sensitive data by an attacker is called linkage attack. It can be record
linkage where Q_ID values are used to identify a small number of record pairs in
two separate tables, attribute linkage where the attacker attempt to retrieve sensitive
values depends on the sensitive value linked with a group that the person belongs
to, from the published data and table linkage where presence or absence of user
information in a table reveals sensitive information of a user. In all these attacks, the
attackers are aware of the Q_ID values of the owner. Another category is where, from
the published records, an attacker has an aim to acquiremore informationwith present
background knowledge. It is called the probabilistic attack where dissimilarity of
beliefs among post and prior is obtained [6, 18–20].

2 Privacy Models

There are two categories of privacy threat, one where an opponent can link to the
owner’s data with published data knowing quasi-identifiers, whereas the other cate-
gory aims to achieve uninformative principle. The privacy of published data is said
to be preserved if it can successfully prevent an opponent to perform any type of
linkage between data. To do so, various privacy models are used [1, 4, 6].

k-Anonymity. In this model, every record is distinct from at the minimum k-1
very records compared with Q_ID. A table that satisfies said requirement is known
as a k-anonymous table. To achieve that, usually suppression and generalization are
used [9].

l-Diversity. The l-Diversity needs each Q_ID set to comprise at minimum l “well
represented” sensitive data meaning that there exists at minimum l indistinguishable
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Table 3 Privacy Model

Privacy model Record
linkage

Attribute
linkage

Table
linkage

Probabilistic
attack

k-Anonymity ✓

l-iversity ✓ ✓

t-Closeness ✓ ✓

(α, k)-Anonymity ✓ ✓

(X, Y)-Privacy ✓ ✓

(k, e)-Anonymity ✓

Distributional privacy ✓ ✓

ε-Differential privacy ✓ ✓

information for SA in every Q_ID set. This well-defined model of l-diversity also
assures k-anonymity, given k = l as each Q_ID set contains at least l records.

t-Closeness. t-Closeness needs the division of the sensitive attributes in some
group on Q_ID which is near to the division of the attribute in the whole table. To
estimate the closeness between twodistributive sensitive values, this uses the function
called “Earth Mover Distance” (EMD). It requires closeness within t. Many other
privacy models such as (α, k)- Anonymity, (k, e)- Anonymity, (X, Y)- Privacy, ε-
Differential privacy, and Distributional Privacy are also available to address various
privacy threats [6]. Here, Table 3 concise attack models addressed by the respective
privacy model.

3 Threats to Privacy

At publication of private data, it is likely to suffer from several types of threats
addressing privacy disclosure [17].

Membership Disclosure. Membership information may reveal the identity of
a user from the published data. So, it is difficult to prevent an attacker from the
identification that whether a specific person’s record is available in a published table
or not. It is essential to handle such cases when data or detail is integrated from an
extensive range of populations having sensitive value. The said threat is known as
membership disclosure.

Identity Disclosure. If an individual’s identity is exposed, then his/her respective
private sensitive attribute valuewill not remain private. For protection fromdisclosure
of the identity of an individual, it is vital to protect the disclosure of membership
when membership information is not known to an attacker. If an attacker is sure
about an individual’s membership in published records, then it is not sufficient to
just protect membership disclosure of a person to protect a person’s identity.

Attribute Disclosure. This disclosure may happen if the published records
support exposing the details of a sensitive attribute of a specific person more
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compared to it would be probable from the unpublished data. Revealing the value of
an attribute can be possible if the identity is exposed not because data of sensitive
attribute is similar in all the alike records.

4 Related Work

As the world is moving toward digitization in every field, much research is being
carried out by researchers in the field of privacy preservation of data as it is a need
of an hour. The following Table 4 contains a survey of work done in the field of
preservation of the privacy of structured data.

From Table 4, it has been observed that the technique in [29] is good for providing
data utility whereas the technique proposed in [30] has high privacy preservation,
also if the value of k decides appropriately, then high utility is also achieved. Apart
from these, in a majority of techniques, there is a trade-off between data privacy
preservation and data utility.

Table 4 Literature survey of related work

Paper Data privacy Data utility Advantages Limitations

[21] Low High Authentication of requester
and confidentiality to data are
achieved

– Identity disclosure attack
Requires more time as for
each request to patient key
generation and
encryption-decryption is to
be done

[22] High – – Users have access control
to give permission or not
for each request

– Authentication of the user
is being done

– No data confidentiality as
data transmission is in
plain text form

[23] High Low User authentication is done – Data miner needs to take
approval from each patient

– Data is not confidential

[24] High – – The integrity of data
achieved

– The system is scalable

– Privacy preservation is
done manually as it is
decided by users

– No confidentiality of data

[25] High Low – No need to have prior
knowledge of threshold k

– No need to identify the
numbers of repetitions of
values in columns

– Takes a higher time for
bucket creation if a dataset
is large

– If data is less identical,
then more buckets are
generated

(continued)
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Table 4 (continued)

Paper Data privacy Data utility Advantages Limitations

[26] High Low For less value of k,
Information loss is less

– Utility of data is less if
high data anonymization is
required

– Data is not secured as data
is transmitted in plaintext

[27] Low High A high level of confidentiality
and integrity is achieved

– Secure key distribution is
required else data is
exposed during migration

– Need more time as
encryption and hashing are
needed to be done

[28] Low High – Data transmission is done
in a secure manner

– User authentication and
access are controlled

Less privacy is preserved as
once access is granted; entire
data is available for access

[29] Less High Incremental Model – Time complexity is higher
for clustering and joining
operation

– A threshold value is
critical to decide

[30] High – Remove similarity and
sensitivity attack

– Background knowledge is
needed to decide
sensitivity rank

– Value of k decides the level
of utility

There is also open research that if the data privacy and data utility are achieved
but if not taken care of security aspects, then data loss is still there. As in the current
era, even for a single application, data need to be collected/provided from/to various
data sources or organizations which includes the requirement of data security aspects
as well.

5 Conclusion

In today’s digital era, in various domains, a massive amount of data is generated and
accumulated for innovation, development, and research work. While analyzing of
personal data of users, it is equally essential to protect the privacy of specific sensitive
values of user data from being exposed. From the review of literature, it has been
found that for privacy preservation, the trade-off is between data with higher privacy
and utility. This needs much attention from researchers to achieve higher privacy
without compromising much of the data utility.
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Ensemble Neural Models for Depressive
Tendency Prediction Based on Social
Media Activity of Twitter Users

Gurdeep Saini, Naveen Yadav, and Sowmya Kamath S

1 Introduction

Depression is a mental affliction that is often overlooked and is typically regarded
as a non-serious condition in most countries. However, chronic depression causes
the manifestation of various physical symptoms such as loss of appetite, reduction
in attention and concentration, lack of self-confidence, and disturbed sleep. Many
life experiences can trigger a bout of depression, such as losing a job, losing a loved
one, family problems, health issues, and other tough situations such as COVID-
19 outbreak. The pandemic has caused several punitive actions like the nationwide
lockdown and physical distancing due to which many people have been leading
isolated lives different from their normal life, making them feel lonely, emotionally
distanced, and overwhelmed.

TheWorldHealthOrganization (WHO) reports that 264million peopleworldwide
suffer from depression., while 1 in 13 globally suffers from anxiety [1]. Depression
is often not diagnosed and is often attributed to other causes like fatigue or tiredness.
Depression, at its worst, may lead to suicide, with theWorld Health Organization [2]
reporting that approximately 8,00,000 depressed individuals commit suicide each
year. Researchers have attempted to gather information on the problem through
survey-based approaches using online question-answer and phone calls [3] How-
ever, the major limitations of these approaches are that the collected information
is primarily incomplete dependent on the sampling processes used and due to the
introduction of sampling bias.

In recent years, research studies have attempted to study mental health and mood
using social media data [4–8]. Some approaches are based on supervised techniques
[7, 9–12], while others have used lexicon-based methods [13, 14]. In supervised
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learning-based approaches, machine learning algorithms such as support vector
machine and decision tree have been used for sentiment analysis [15, 16], event
analysis [17, 18], personalized recommendation [16], etc., with good results. In
lexicon-based methods, researchers used the most important words, i.e., the words
which have high frequencies compared to the rest of the words, for classifying the
testing tweets.

These works, however, are limited due to a lack of consideration to an individual’s
forms of expression, followers and influencing network, user involvement, and emo-
tion [15]. These aspects can serve as discriminating features to recognize depression-
indicative posts very effectively. Social media networks like Twitter and Facebook
have become very good outlets for sharing updates on one’s life. Such social behavior
on short messaging platforms like Twitter can be an excellent resource that can be
used to generate insights into user behaviors, emotions, and feelings, that may be
indicative of their mental health. For instance, consider the following news headlines
– “Twitter fail: Teen Sent 144 Tweets Before Committing Suicide & No One Helped”
and “Jim Carrey’s Girlfriend: Her Last Tweet Before Committing Suicide ‘Signing
Off’”. These underscore the long-term depressive tendencies of the individual to a
large audience on the respective social networks, which could have been used to
prevent their eventual suicides. Several such works have shown that social media
analysis is a good way to detect and address depressive tendencies. Challenges like
low accuracy and labor-intensive methodology still persist, and in our work, we aim
to address these limitations.

Our work focuses on identifying depressive tendencies based on users social
media activity. To develop the proposed model, we utilized a large, public dataset
called Kaggle Sentiment140, which contains 1,600,000 tweets with labels negative,
neutral, and positive. First, we experimented with supervised learning models such
as Support Vector Machine, Random Forests, and XGB for the task, while incor-
porating Term weight modeling techniques to boost prediction accuracy. We also
present an ensemble model built on Convolutional Neural Networks and LSTM for
further improving the accuracy of depression prediction. The rest of this article is
organized as follows. Section2 discusses several state-of-the-art methods for the
tasks of depression detection. The details of the proposed machine learning models
and deep learningmodel for the task of depression detection are discussed in detail in
Sect. 3. The experimental evaluation and observed outcome are discussed in Sect. 4,
later conclusion and future work is discussed.

2 Related Work

Studying social behavior for analyzing and understanding underlying patterns for
enabling tasks like opinion mining, purchasing habits, bias estimation, and so on has
become an increasingly popular research area. Several works exist that attempt to uti-
lize social communication for identifyingdisease parameters for chronic illnesses like
depression [19–22]. Choudhury et al. [9] state that successfully combating depres-
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sion is a true measure of an individual’s and society’s well-being. A large number of
people suffer from the negative symptoms of depression, but only a small percentage
are diagnosed and receive adequate care. Researchers have explored social media
platforms such as Twitter, Facebook, etc., and users’ internet-based interactions to
detect and assess the symptoms of serious depression in people. Through the use
of text used by users in their posts, latent patterns associated with users’ mindset,
social contacts, emotional framework, self-esteem, hatred, etc., have been analyzed
and studied.

Choudhury et al. [23] recognized online networking as a viable public-health tool,
concentrating on the use of Twitter to develop statistical models for the impact of
delivery on new mothers’ behavior and temperament. They used Twitter posts to
monitor 376 mothers’ postpartum shifts in terms of social interaction, feeling, casual
culture, and phonetic style. O’Dea et al. [24] found that Twitter is being increasingly
studied as a means of detecting psychological well-being, such as stress and suicidal
tendencies, in the general population. Using both human coders and a programmed
computer classifier, They observed that the level of anxiety shown in suicide-related
tweets may be detected accurately. Zhang et al. [25] showed that if people at high
risk of suicide can be identified by online networking such as microblogging, a
complex intervention mechanism to save their lives can be implemented. They used
a dataset consisting of posts from 1041 Weibo users and NLP techniques like Latent
Dirichlet Allocation (LDA) and Linguistic Inquiry Word Count (LIWC) were used
to extract linguistic features. Their experiments showed that LDA outperformed all
other models in the task of finding the topic that relates to suicide probability.

Paul and Dredze [26] developed a prediction model for modeling the occurrence
of various diseases in the public based on the wordings used and emotion expressed
in twitter posts. Sadilek and Kautz [27] proved the correlation between social media
data and diagnostic influenza patient. Experiments performed on 2.5 million geo-
tagged twitter messages, using Sadilek et al., showed interesting insights into the
spread of influenza. They discovered that as the number of sick friends increases,
the probability of falling ill increases exponentially. Billing and Moos [28] proved
that users’ stress levels can be predicted based on their twitter feed using various
methods like linguistic analysis and emotion analysis.

Aldarwish and Ahmed [29] proposed a depression detection technique using
Rapid-Miner. They used two classifier Naive Bayes classifier and SVM classifier.
on two data sets containing 2073 depressed posts and social media posts. The limi-
tations of the approach are that the models were manually trained, making it difficult
to train and integrate into the model. Husain [30] used user generated content from
Facebook, then they labeled the words from the post in the training phase. For test-
ing, text classification algorithms are applied to detect the positive and negative class
using SVM classifier. Biradar and Totad [31] proposed Sentistrength sentiment anal-
ysis and back propagation neural network for depression prediction. The advantage
of using back propagation neural network is that it is fast, simple, and no other param-
eter is required except inputs. However, it cannot learn non-linearly tasks, which is
a significant limitation of its approach.
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3 Proposed Methodology

Different mechanisms outlined as part of the proposed strategy for depression pre-
diction are discussed in this section.

3.1 Data Preprocessing

The Sentiment140 dataset containing 1,600,000 tweets was used for the evaluation.
The dataset contains a target field—if the target is 0, it means the tweet is negative,
if target is 2, then it means the tweet is neutral, and if the target is 4, then the tweet
is positive. During data preprocessing, all URLs, unnecessary articles, punctuation,
alphanumeric characters, and stopwords except first, second and third pronouns were
removed. The NLTK tweet tokenizer was used to tokenize the messages. After tok-
enizing, we utilized the training dataset to create a final vocabulary which contains
242,660 unique tokens and is used to encode the sentences as series of indices.

3.2 Dealing with Multi-class Data

The dataset contains multiple classes, in order to categorize the preprocessed docu-
ments in the relevant classes, we adopt hyperplane- based concepts. The vocabulary
is represented in an n-dimensional hyperspace using which classification can be per-
formed. In the high-dimensional space, Support Vector Machine (SVM) is used to
train and test the model. As it is a supervised learning model that maps two separate
classes in a high-dimensional space, SVM has the potential to reduce overfitting
difficulties to some level. To avoid the risk of overfitting [32], it may modify many
features while maintaining great performance.

Let us consider datapoints X1, X2, X2 . . . Xn that are to be mapped to a n-
dimensional hyperspace. Equation (3) represents the hyperplane in n dimensions.

α0 + α1 ∗ X1 + α2 ∗ X2 + α3 ∗ X3 + α4 ∗ X4 + · · · + αn ∗ Xn = 0 (1)

where, α0 is intercept, α1 is coefficient of first axis and α1 is coefficient of nth axis.
To adjust this n − 1 dimensional plane in n dimensions, we need to adjust the weight
such that for any point which belongs to output class, the value obtained with Eq. (2)
should be less than 0. If the point (e.g. here point has n values in the n dimensional
space, Tweet1 vector and Tweet2 vector are two points) lies in positive class, then
Eq. (2) will give a value greater than or equal zero.

Weight = α0 + α1 ∗ X1 + α2 ∗ X2 + α3 ∗ X3 + α4 ∗ X4 + · · · + αn ∗ Xn (2)
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Thus, we can conclude that if some feature maps to a negative class, its corre-
sponding α value will be negative, and similarly for the feature which is inclined
to positive class has corresponding α value as positive. During training, the SVM
classifier adjusts the α values by using the maximal margin from the vectors, as per
Eqs. (4) and (5), where M is the maximum achievable margin form the hyperplane to
any of its side andm is the total training vectors, Y = {−1, 1} depend on the class of
vector,−1 for negative class and 1 for positive class, these two ensure that maximum
margin is maintained between two classes.

M = α0 + α1 + α2 + α3 + · · · + αn (3)

Yi (α0 + α1 ∗ Xi1 + α2 ∗ Xi2 + α3 ∗ Xi3 + · · · + αn ∗ Xin >= M (4)

In the testing phase, we calculate the value of Eq. (5) for the testing vector. The
vector belongs to the negative class if F(X) is negative, and the testing vector belongs
to the positive class if F(X) is positive.

F(X) = α0 + α1 ∗ X1 + α2 ∗ X2 + α3 ∗ X3 + · · · + αn ∗ Xn (5)

The process is performed as follows—firstly, we take the label data set which con-
tain both positive and negative class, and split the dataset such that 80% is used for
training and 20% is used for testing. After preprocessing, the data is fed into the
SVM classifier, Random forest classifier and XGB Classifier for training/testing the
model. The metric Social Media Depression Index (SMBI) is generated to measure
the depression level of users in order to observe the performance of the trained ML
models. The SMDI value is calculated for both men and women separately and com-
parative analysis of SMDI is undertaken in the night and day window. Performance
obtained with MLmodels was lower in accuracy due to which we also experimented
with deep neural models such as Convolutional Neural Networks (CNN) and Long
Short-term Memory (LSTM).

4 Implementation Specifics

4.1 Depression Behavior Identification

For this task, we firstly identify specific keywords that are typically indicative of
depressions, i.e., words that indicate unhappiness, negative or abnormal emotions in
the post. Some such words are shown in Table1. Time is also important factor to
determine whether a user is in depression or not. To capture this aspect, we used a day
and night window, to also model the fact that people are typically more depressed at
night when compared to daytime due to factors like loneliness, darkness, hopeless-
ness, isolation, fatigue, etc.
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Table 1 Depression-indicative terms

Class Type Sample terms

1 Depression-indicative hurts, escape, suck, loser, depress, lonely, sad, alone, weak,
useless, worth, hate, uncomfortable, pressure, conversation,
suicidal, imbalance, myself, blame, torture, safe, worry,
intimidate, therapy, medication, break, mine, painful, nobody,
shit, life, problems, unsuccessful

2 Non-depressive football, favorite, sleepy, life, amazing, tips, beautiful,
romantic, work, play, perfect, good, weekend, love, smile,
hello, friends, follow, meet, team, movie, excited, great,
night, brilliant, bored, awesome

4.2 Term Weighting

Term weighting is generally used for capturing the relevance of document terms in
information retrieval and text mining applications.We evaluate the relative relevance
of a word in relation to a specific document and across the entire corpus using
term frequency and inverse document frequency (TF-IDF). Importance of a specific
term/word directly depends on how many time a word appear inside the document.
It can be understood by taking some example, in case of vectorization, we are giving
equal preference to every word whether it is ‘the’ or ‘torture’, but we can easily
say that word ‘the’ don’t have any importance in depression classification and it is
present in most of the tweet so TF-IDF is used to penalize these kinds of words.

The number of times a word appears in the document divided by the total number
of words in the document yields TF (Eq.6). Every tweet is a document for our present
work, and the occurrence of terms in a tweet is considered for this calculation. The
relevance of an uncommon word in the corpus is captured by inverse document
frequency (Eq.7).

T F(t) = a/b (6)

where, T F(t) is the term frequency of term t , a is the frequency of particular word
in the current document, and b is the sum of frequencies of all words in the corpus.

I DF(t) = loge(T N/ND). (7)

T N denotes the total documents and ND is the number of documents that contain a
specific term t .

T F I DF(t) = T F(t) ∗ I DF(t) (8)
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4.3 Measuring Depression

For this task, we adopted a standard metric called SMDI (Social Media Depression
Index) [33] SMDI is used to measure the level of depression in the individual or
population using statistical analysis of influencing factors. It is the standardized
difference between the depression post and normal post in the given time t , where
t may day, week, etc. In case of individuals, we take the tweets of the social media
user, but in case of population, the entire tweet corpus is considered for computation
of SMDI (Eq.9).

SMDI = nd(t) − μd

σd
− ns(t) − μs

σ s
(9)

where, nd(t) denotes the number of depression tweets, ns(t) denotes total normal or
standard tweets,μd is mean of numbers of depression tweets,μs is mean of numbers
of non-depression tweets, σd is the standard deviation of numbers of depression
tweets and σs is the standard deviation of numbers of non-depression tweets.

4.4 Prediction Models

For the task of depression detection and prediction, we employed an ensemble deep
neural model consisting of Convolution neural network with LSTM. The model’s
architecture is seen in Fig. 1. The model uses a word embedding layer employing
Word2Vec [34],which is a. neural embeddingmodel trainedonGoogleNews-vectors-
negative300 dataset [35]. The first layer is a convolution layer using a liner filter,
while the second layer is a max pooling layer, which is used to extract the important
semantic knowledge, as all terms do not contribute equally important to the prediction
task. The dropout layer is used to avoid overfitting challenges, in our work, we
employed 20% dropout.

The LSTM is a recurrent neural networkmodel that attempts tomodel past knowl-
edgeby ‘remembering’ it and ‘forgetting’ the informationwhich is not relevant. There
are different activation layers called gates for remembering the previous information
and forgetting the irrelevant data. A Internal cell state vector is maintained in every
LSTM recurrent unit. There are 4 gates in LSTM for different purpose—Forget gate
(tells what information to be forgotten), Input Gate (writes the information to internal
cell state vector), Input Modulation Gate (a subpart of input gate utilized to alter the
information that the input gate writes in the internal cell state by introducing non-
linearity and making information Zero mean, allowing for quicker convergence and
reduces learning time.) and Output Gate (output is generated based on the informa-
tion stored in the Internal cell state vector). After the LSTM layer, another Dropout
layer is used, with a 20%dropout value. The final dense layer is set with the activation
function as sigmoid, and the output is a two-class prediction, either 0 and 1. Here,
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Fig. 1 Architecture of the Depression prediction CNN model

1 denotes the positive class, which indicates that a particular user shows depressive
tendencies while 0 denotes that there is no evidence of depression in a given user.

5 Experimental Results and Discussion

We used Sentiment140 dataset which consists of around 1,600,000 tweets. The
dataset contains 6 fields i.e. target, id, date, flag, user, and text. The target field
indicates if a given tweet is negative, neutral or positive. Here, positive means the
person is in depression, negative means the person is happy, and neutral indicates
that the person is in normal condition. We trained and tested the proposed model on
Google Colab using GPU processor.
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Fig. 2 Analysis of depression with time

5.1 Effect of Depression over Time

Time of social communication is an important factor in detection of depressive ten-
dencies. To evaluate this aspect, we used the time stamp value of the tweet during the
analysis, to determine whether the user is depressed or not. For this work, we have
defined a day and night window as follows: Day window (6:00–21:00) and Night
window (21:00–6:00). The results of this analysis are shown in Fig. 2, where it can be
seen that the black line (Night window) is almost always above the black line (Day
window). Based on this, we could conclude that the prevalence of depressive behav-
ior is more at night time when compared to day because of feelings of loneliness and
aloofness when alone at night time.

5.2 N-Gram Analysis Using SVM

Next, we conducted experiments to understand the contribution of terms used in the
tweets by users, toward expression of depressive tendencies. For this, we considered
various n-gram feature approaches for representing the tweet text. A contiguous
sequence of n items retrieved from a text, dataset and speech is known as an n-gram.
For our experiments, we considered different types of n-gram representations—
unigrams, bigrams, trigrams, 4-grams, and 5-grams. Each of these characteristics is
taken from user posts in order to account for normal language usage and to model the
context. For the prediction, the SVMmodel trained on TF-IDF features is considered.
Table2 presents the observed performance of the model using various n-gram. We
can observe that, the bi-gram representation outperformed all other models by a
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Table 2 Observed performance of SVM classifier with TF-IDF and n-gram term representations

Features Accuracy

Uni-gram 0.7075

Bi-gram 0.7200

Tri-gram 0.7085

Four-gram 0.7095

Five-gram 0.7090

Table 3 Effect of TF-IDF on performance of various classifiers

Approach Classifier Accuracy

No tf-idf SVM 0.6905

Random forests 0.6835

XGB 0.6985

With tf-idf SVM 0.7075

Random forests 0.6985

XGB 0.7092

small margin, while uni-gram, tri-gram, four-gram and five-gram also performed
adequately.

5.3 Comparative Analysis of Three Classifiers

Comparative analysis of the performance of n-gram representations with other clas-
sifiers and when TF-IDF was not used, is presented in Table3. First, we tested all
three classifiers without TF-IDF then all three classifiers with TF-IDF. From the
tabulated results, it is evident that TF-IDF increased the prediction accuracy of the
SVM, while the XGB classifier achieved the best-in-class accuracy.

SVM [36] finds the Hyperplane in such a way that the margin between classes
is maximum while the other algorithms, i.e., XGB, Random Forest don’t care about
the margin, that’s why the accuracy of SVM is better as compared to XGB, Random-
Forest.

We also used other metrics for assessing the goodness of the prediction of the
classifiers. For this, precision and recall metrics were used. Precision is given by
the number of true positives divided by the total number of true positives and false
positives, where TP denotes true positive, FN denotes the false negative and FP

denotes false positive. The recall is calculated by dividing the total number of true
positives by the total number of true positives and false negatives. After calculating
the precision and recall, we can combine them to get F1-score. This is often used
when there the data is imbalanced.
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Table 4 Precision, Recall, and F-score performance for SVM classifier

Method Class Precision Recall F1-score

Uni-gram Non-depressive 0.72 0.67 0.70

Depressive 0.69 0.74 0.72

Bi-gram Non-depressive 0.73 0.66 0.69

Depressive 0.69 0.76 0.72

Tri-gram Non-depressive 0.73 0.65 0.69

Depressive 0.69 0.76 0.72

P = TP

TP + FP
(10)

R = TP

TP + FN
(11)

F1 − Score = 2 ∗ P ∗ R

P + R
(12)

In terms of accuracy, recall, and F1-score, Table4 shows the depression prediction
performance using SVM for various n-gram encoding methods. When compared to
the uni-gram representation, the bi-gram and tri-gram have greater accuracy, recall,
and F1-score.

The ROC curve was also plotted to observe the Area Under the Curve (AUC). The
larger the AUC, the better the model. ROC curve is shown in Fig. 3. The comparative

Fig. 3 ROC performance for SVM
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Fig. 4 Comparative AUC obtained for various models

ROC performance for the various classifiers is shown in Fig. 4. The PRC curve is
plotted as a function of precision and recall. AUC determines the area under curve,
the greater the value of the AUC, the better is the model. It can be seen that the black
line has the highest area under curve, thus proving that SVM worked well for all
model variants.

Most of the machine learning algorithms like SVM, XGB, Random Forest don’t
give good accuracy on complex dataset, therefore, we moved to deep learning algo-
rithms like CNN, LSTM, etc., because they are able to learn complex structure inside
the data, and hence give better accuracy as compared tomachine learning algorithms.

5.4 CNN-LSTM Ensemble Model

During experiments, it was observed that the CNN-LSTM ensemble model outper-
formed SVM and all other ML models, with an accuracy of 97.1%. Figure5 depicts
the changes in testing and validation accuracy, it can be seen that as the number of
epochs increases, both testing and validation accuracy also increases. Table5 shows
the CNN-LSTM model’s observed performance in terms of accuracy, recall, and
F1-score. When compared to the other machine learning models, the CNN-LSTM
model achieved the greatest Precision, Recall, and F1-Score values. This shows that
the deep learning model worked better when compared to machine learning models
for the depression detection task.

To measure the depression in the population and for assessing the percentage
of the population showing depressive tendencies, we used the SMDI (Social media
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Fig. 5 Training and validation accuracy of the CNN-LSTM ensemble model

Table 5 Accuracy obtained with the CNN model

Class Precision Recall F1-score Support

0 0.97 1.00 0.99 2379

1 0.97 0.94 0.97 462

avg 0.97 0.97 0.98 2841

depression index)metric. The higher the computed value of thismetric, the higher the
prevalence of depression in the population.Theoverall SMDIvalue for the considered
dataset was found to be −136.331764, which is quite low, which in turn shows that
only a minority of the considered population exhibits depressive tendencies. Figure6
shows a plot of the computed SMDI value during daytime and nighttime, it can be
clearly seen that the SMDI value is higher for nighttime posts.
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Fig. 6 SMDI value at day and night

6 Conclusion and Future Work

In this work, we presented an approach leveragingML and DL algorithms for detect-
ing and predicting the prevalence of depressive tendencies among social media users.
The Sentiment140 dataset containing more than 1,600,000 tweets was used for the
experiments. Termweighting and n-grammodeling approacheswere adopted for rep-
resenting the tweet corpus for feeding into the ML models. SVM, Random forests,
XGB, and CNN were applied to the processed and modeled dataset. Experiments
revealed that SVMmodel outperformed all other models when TF-IDF was used, as
compared to count vectorization and with bi-gram approaches. The CNN and LSTM
ensemble model outperformed all ML models and achieved 97% accuracy. Compu-
tation of SMDI metric for the tweet dataset showed that the percentage of depressed
persons in the population is low, and the prevalence of depressive behavior is more
at night when compared to daytime. In future, we intend to extend our work by using
recurrent neural network for better accuracy and also adapt our approach for other
social media platforms.
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A Simple and Effective Way to Detect
DeepFakes: Using 2D and 3D CNN

Shraddha Suratkar and Purv Sharma

1 Introduction

Falsified videos created by Artificial Intelligence (AI) and Deep Neural Network
(DNN) algorithms, specifically known as generative adversarial networks (GANs),
are a recent twist to the displeasing drawback of online misinformation. The latest
advancements in the domain have achieved a significant position in the creation of
Deepfake videos. In the recent pandemic, people using and knowing Deepfake tech-
nology with the common name as ‘Face Swap’ has shown a high rise with the use
of open-source applications like Reface, FaceMagic, FaceApp, or SnapChat and it’s
spread over social media. So, one of the aims of the Internet is information to all, this
means that the information should be right and correct. In order to stop the spread
of misinformation via Deepfake videos, detection for the same needs to be done.
There are various methodologies and techniques already developed by using Convo-
lutional Neural Networks (CNN), Long Short-Term Memory (LSTM), Recurrent
Neural Networks (RNN), and Support Vector Machine (SVM) classifiers for spot-
ting of different artifacts such as eye blinking, head poses, face geometry, lip/mouth
movement and synchronization, background and likewise, or a combination of them.

When we speak of Deep Learning, CNN plays a very important role in identifying
facial features. There are different types of CNN basically Conv1D, Conv2D, and
Conv3D. These models work on various types of images like grayscale and RGB
images generated for medical examinations or satellite images but have one different
aspect that is the number of dimensions theywork on.As the name suggests, Conv1D,
Conv2D, and Conv3D work on 1, 2, and 3 dimensions, respectively. We are one of
the first to introduce the use of Conv3D in the detection of deepfakes.
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2 Related Work

Afchar, D. et al. in 2018 presented twomethods which became popular to detect fake
videos efficiently that is Meso-4 andMesoInception-4 which focuses on mesoscopic
properties of the images [1]. Thereafter people started to use neural networks to
extract and train the models based on different extraction features like Güera et al.
in 2018 worked on the bases of frame-level features which was extracted by using
a Convolutional Neural Network (CNN) and trained a Recurrent Neural Network
(RNN) to evaluate a video as fake or real and tested for a large set of datasets which
was collected from multiple video websites[3]. While Y. Li, M. Chang et al. in
2018 showed a new method which is based on Long-term Recurrent Convolution
Neural Network (LCRN) where they focused on one physiological part of the face,
i.e., blinking of the eye and showed a good performance on Deep Neural Network
(DNN) generated fake videos [2]. Huy H. Nguyen et al. made a capsule network
which detects different kinds of attacks, from presentation attacks to replayed attacks
using printed images. The method uses many fewer parameters than traditional CNN
with similar performance [15]. Yuezun Li et al. highlighted that their model doesn’t
require training on the negative images. The warping artifacts on the face can be
detected using CNN [13]. Huy H. Nguyen et al. proposed a method that uses capsule
networks for detecting different kinds of fakes, from replay attacks using printed
images or computer-generated videos to recorded videos by using deep-CNN [14].
Hyeonseong Jeon et al. discovered a light and fast fine-tuned classifier based on
neural network and named it as ‘Fake Detection Fine-tuning Network (FDFtNet)’,
which is used to detect deepfake generation models by detecting new deepfake face
image generation models and can be used with pre-existing image classification
networks [17]. Joel Frank et al. ensemble different convolutional neural network
models starting from the lowest/base model which is EfficientNetB4 and use them
on huge datasets of video whose size is around 119,000 [18].

Researchers and developers also started seeing SVM classifiers as a part of detec-
tion like Yang et al. in 2019 performed detection using SVM classifiers based on
head poses. These head poses are inconsistent when viewed in 3D [4]. F. F. Kharbat,
et al. [2019] used Support VectorMachine (SVM)where they trained the classifier on
different feature points and used the algorithms such as ORG, HOG, BRISK, FAST,
KAZE, and SURF to get the results. Out of them, HOG showed some promising
results [6]. Mattia Bonomi et al. analyze spatiotemporal features of the video by
exploiting textural artifacts using Local Derivative Patterns on three Orthogonal
Planes (LDP-TOP) and linear support vector machines (SVMs) which, being a low
complexity, are able to get a comparable performance [19]. Armaan Pishori et al.
propose three algorithms grayscale histograms, convolutional LSTM, and eye-blink
recognition when they found that the grayscale histogram technique is more relevant
than others [20].

Few researchers proposed unique models based on different features like X. Wu
et al. in 2020 detected deepfakes using Spatial, Steganalysis, and Temporal features
and called the model as SSTnet. Spatial features such as unnatural color, texture,
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and shape were extracted using DNN. Steganalysis features which are hidden arti-
facts such as statistical characteristics of image pixels were extracted along with
temporal features by using RNN. The outperformance of the model is observed on
FaceForencis++ dataset [7].M.A. Younus et al. highlighted that DeepFake generated
outputs are not up to the mark as to fit the face to the source video the background
needs to be blurred. This inconsistency adds to another clue which was later used
in Haar Wavelet Transformation to analyze the sharpness and edges. The system
accuracy was good on the UADFV dataset [10]. I. Amerini et al. in 2019 proposed a
new forensic technique which is not like the common methods that are frame based,
so they used optical flow fields to check differences between two consecutive frames
which add to another clue and are used in convolution neural networks to detect
videos. The detection was very well seen on FaceForencis++ dataset [5]. M. T. Jafar
et al. design a deepfake detection model that focuses on the movement of lip/mouth
(DFT-MF) [9]. Shraddha Suratkar et al. present DeepFake video detection methods
using CNN with transfer learning. A comparative study of the various models is
presented that are fine-tuned and tested on a custom dataset encompassing variations
from benchmarks datasets from Google AI and FF++ datasets [28, 29].

The above-mentioned approaches had become common, and others tried to view
things from a different angle and discovered methodologies that added to the detec-
tion like E. Tursman et al. in 2020 propose a social video verification system that
shows the truthfulness of the video by comparing a set of videos. They check for
lip/mouth movement across different videos for detection [11]. S. Fernandes et al.
[2020] propose attribution-based confidence (ABC) where it does not require to train
the model and it can show results on previously trained models or the models which
are trained only on original data [12]. Xu Zhang et al. propose classifying a Deep-
Fake by using the spectrum rather than pixels of the image [21]. The Ricard Durall
et al. method is based on a classical frequency domain analysis and then by using
a classifier where they required only a few sets of training samples as compared to
other systems. The results produced were good on the most commonly used datasets
[16]. T. Jung et al. [2020] used DeepVision algorithm to analyze that when a human
eye blinks, a pattern can be observed and if there’s a change in it, it’s taken as a
clue which can be calculated on the basis of a number of eye blinks and to check if
these blinks are short or long. But this will not be efficient to prove as eye blinking
changes according to different aspects of the human body and is also different in
each case [8]. Ning Yu et al. present a different approach and the first one is to detect
DeepFakes by checking for the fingerprints that are left by the GAN models while
generating the DeepFake [19].

While going through these proposed methods, we saw some common gaps which
can be addressed as, most of the models are not applicable on all the datasets, i.e.,
they perform well only on the datasets that are mentioned or used by them. We can
also note that there’s a huge difference between the accuracy for different qualities
of videos for example the performance for high-quality videos would be really good
as compared to the lower ones or vice versa. Another aspect that can be looked upon
is the accuracy, and it plays a vital role and most of the systems lack in that which in
terms leads to the robustness of the system.
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The major contributions of this paper are as follows: -

• We introduce a new approach in this segment wherein the use of 3DConvolutional
Neural Network is done, which considers onemore dimension for the video/image
compared to the normal CNN or 2D Convolutional Neural Network.

• The difference between the performance of low- and high-quality videos is seen
to be less than 1% which is not the case for most of the methods.

• As said, the better the data for training, the better are the results sowe preprocessed
the data in two steps rather than one and made the use of MTCNN.

• Our implementation and methods are simple but effective, which achieved
performance accuracy for maximum tests above 90%.

Moving forward, we first define our proposed methods followed by the experi-
ments performed on them with their results and a comparison table of the same for
better understanding. And lastly, drawing a conclusion with the future scope.

3 Proposed Method

Figure 1 illustrates the overall architecture for proposed methods using 2D Convo-
lutional Neural Network and 3D Convolutional Neural Network.

Preprocessing: Compared to the other state-of-the-art methods, we in this stage
take a different approach of dividing this stage into two parts. First, given an input of
videos, we extract frames out of it using the most common OpenCV library. Further-
more,weextract the faces from these framesusingMulti-TaskCascadeConvolutional
Neural Network (MTCNN).

Multi-Task Cascade Convolutional Neural Network (MTCNN): In the next
step of preprocessing, we use MTCNN which is one of the most popular and well-
known neural networks for face detection due to its lightweight performance and

Fig. 1 The overall architecture for the proposed method



A Simple and Effective Way to Detect DeepFakes … 231

outperforming the other benchmarks. As the name suggests, it uses three networks
that are connected in a cascade. It takes images as an input and marks/detects the
faces followed by the facial landmarks on them. After the faces are detected, they are
cropped into specified dimensions of 160 × 160*3, and the ones which don’t have
faces in them are ignored.

Training: Convolutional neural networks have been in use for a very long time.
There are a lot of filters available for feature extraction. These features are used for
a better approach in understanding and classification of different things. We in our
methods have trained Conv2D and Conv3D models on the mentioned datasets in
Sect. 4.1.

Conv2D: In Conv2D, the filters move in from left to right and from top to
down. This will extract features from each frame and give the results accordingly.
Here, seven layers in total are defined which includes input and output layers with
maxpooling, flatten, and dense layers. While tuning the layers we take the kernel-
size as 5 × 5 and pool-size as 2 × 2 in maxpooling with the activation function as
Rectified Linear Unit (ReLU).

Conv3D: InConv3D, the filters are the same likeConv2D, i.e., theymove from left
to right and top to bottom but there’s also an addition to it, i.e., it moves from forward
to backward which helps in understanding the depth also known as spatiotemporal
features and adds up as another feature for the same. Here, seven layers in total are
defined which includes input and output layers with maxpooling, flatten, and dense
layers. While tuning the layers we take the kernel-size as 5× 5× 5 and pool-size as
also 5× 5× 5 in maxpooling layers with the activation function as Rectified Linear
Unit (ReLU).

Loss Function: For both the models, the use of Binary cross-entropy as loss
function is done in order to define it as fake or a real video. The formula for it is
stated below

Hp(q) = − 1

N

N∑

i=1

yi · log(p(yi ))+ (1− yi ) · log(1− p(yi ))

where y is the label of points, i.e., green (real) is noted as 1 and red (fake) is noted
as 0, and p(y) is the prediction that the probability of the point is green for all the N
points and (1-p(y)) is the prediction that the probability of the point is red for all the
N points.

Limitations: The model Conv3D has one more filter added as compared to
Conv2D, so the number increase in the filters is directly proportional to the use
of computational resources, which means that for the given input shape, the use of
computational resources is relatively very high compared to Conv2D.
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4 Experiments

In this section, we’ll first demonstrate the datasets that have been used followed by
the implementation details and then the results obtained with a comparison table.

4.1 Dataset

For our experiments, we chose celeb-df v2 [22] a dataset which has 890 real and 5639
fake videos of celebrities taken from different Internet sources especially YouTube.
The reason for selecting this dataset is because themaximumof the deepfakes ismade
on celebrities which creates a huge impact on society. Being a highly imbalance data,
we took 500 videos from the dataset with a ratio of 1:1 for real and fake videos.

In addition to it, we also used VidTIMIT [24] as real video and DeepFake-TIMIT
[23] for both High Quality (HQ) and Low Quality (LQ) for training and testing
purposes. The reason for selecting this dataset is because unlike the state-of-art
methods where there’s a huge accuracy difference between low- and high-quality
videos, we are able to achieve the accuracy difference of <1% for both HQ and LQ
which can be seen in the results section.

In preprocessing, we first extract frames from the video using OpenCVwhich can
be seen as the pictorial representation in Fig. 2a which represents frames extracted
for real videos and Fig. 2b which represents frames extracted for fake videos. After
this, the frames act as an input for face extraction.We useMulti-task Cascade Convo-
lutional Neural Network (MTCNN) for face detection which is one of the best in

a

b

Fig. 2 a Frames extracted for a real video. b Frames extracted for a fake video
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a

b

Fig. 3 a Faces extracted for a real video. b Faces extracted for a fake video

class. All the frames with no face detected are ignored and the output images are
stored. This can also be seen as pictorial representation in Fig. 3a which represents
faces extracted for real videos and Fig. 3b which is faces extracted for fake videos.
For identification purposes, the dataset, i.e., celeb-df comes in two folders, real and
fake, which has videos in it. After extracting the frames and faces from these videos,
the final images are stored in two separate folders to differentiate between them for
training.

Out of 500 videos from celeb-df dataset, we are able to get 10,922 faces and
13,630 for Deepfake-TIMIT HQ and 13,880 for Deepfake-TIMIT LQ datasets. An
in-depth understanding of the same is mentioned in Table 1.

Table 1 Represents the total
number of faces extracted
from the frames

Dataset Faces extracted Total

Real Fake

Celeb-df 5606 5316 10,922

Deepfake-TIMIT (HQ) 8398 5232 13,630

Deepfake-TIMIT (LQ) 8398 5482 13,880
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4.2 Implementation

Both the models that are Conv2D and Conv3D are trained and tested on all the three
above-mentioned datasets with taking the batch size as 50 and epochs as 64. Also
note that the experiments are performed on an NVIDIA DGX—1 Deep Learning
System with 8 V100 GPU accelerators given 16 GB of RAM to each GPU.

5 Results

We test our models on above-mentioned datasets and the results obtained are
promising. The use of Adam optimizer is done here with the learning rate defined
same for both the models, i.e., 0.00001.

For Celeb-df, our models Conv2D resulted in an accuracy of 91.86% whereas for
Conv3D, it showed us a bit low accuracy of 86.59%. Also, our models are tested on
Deepfake-TIMIT dataset and for Conv2D on High-Quality (HQ) videos, it is exhib-
ited 99.81% and for Low-Quality videos, it is 99.32%. Using Conv3D for the same,
it is observed 95.17 and 96.37% for High- and Low-Quality videos, respectively.
Unlike the state-of-the-art methods which can be seen in Table 2. Our approaches
are able to get a difference between the accuracies of Deepfake-TIMIT LQ and HQ
with <1%, which, if compared, cannot be seenwithmanymethods and they showcase
a difference of 10–15% between them (Table 3).

Table 4 represents a comparison between the other methods and it can be clearly
seen that both our methods have outperformed the others. To break it down into
visual representations, we plot graphs for each of the models toward their respective
datasets. All these graphs illustrate training as well as validation accuracy with the
x-axis representing the total number of epochs which is 64 for all cases and the y-axis
representing the accuracy value for it. Figure 4a. illustrates the graphs for the models

Table 2 Represents a confusion matrix table for Conv2D

Datasets on Conv2D TP FP FN TN

Celeb-df 4537 779 153 5453

Deepfake-TIMIT LQ 5397 85 93 8305

Deepfake-TIMIT HQ 5217 15 13 8385

Table 3 Represents a confusion matrix table for Conv3D

Datasets on Conv3D TP FP FN TN

Celeb-df 4444 872 605 5001

Deepfake-TIMIT LQ 5399 83 318 8080

Deepfake-TIMIT HQ 4777 455 324 8074
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Table 4 Represents a comparison between state-of-the-art methods with ours on the datasets used
with the numbers representing accuracy in percentage

Methods Celeb-df Deepfake-TIMIT
LQ

Deepfake-TIMIT
HQ

DFT-MT [9] 71.2 98.7 73.1

Logistic regression MLP [25] 55.1 77.0 77.3

Head pose SWM [4] 54.6 55.1 53.2

Mesoscopic features [1] 54.8 87.8 68.4

Steganalysis + DL [26] 53.8 83.5 73.5

AE +Multi-task learning [27] 54.3 62.2 55.3

Capsule Network [15] 57.5 78.4 74.3

Conv2D (ours) 91.86 99.32 99.81

Conv3D (ours) 86.59 96.87 95.17

a

b

c

Fig. 4 a Performance accuracy for Conv2D and Conv3D, respectively, on Celeb-df dataset.
b Performance accuracy for Conv2D and Conv3D, respectively, on Deepfake-TIMIT (LQ). c
Performance accuracy for Conv2D and Conv3D, respectively, on Deepfake-TIMIT (HQ)
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Conv2D and Conv3D on the celeb-df dataset which can be iterated as the highest
accuracy obtained is 91.86, 86.59%, and for validation 89.47, 85.26% for Conv2D
and Conv3D, respectively. Figure 4b represents models on Deepfake-TIMIT low
quality (LQ) where the highest accuracy obtained is 99.32, 96.87%; on the other
hand for validation dataset, it is 99.08, 96.72% for Conv2D and Conv3D, respec-
tively. Figure 4c represents accuracies forDeepfake-TIMITbut for high-quality (HQ)
videos, we can note that the highest accuracy obtained is 99.81, 95.17% whereas for
the validation dataset, it is observed as 99.63, 93.32% for Conv2D and Conv3D,
respectively. The models showed a really good performance on low-quality videos
and the same can also be seen on high-quality videos.

6 Conclusion

The proposed models perform well with the highest accuracy of 99.81% and most of
them going above 90%. The performance of models on Deepfake-TIMIT low- and
high-quality videos have shown an improvement with the difference between them
being less than 1%. Unlike the other state-of-the-art methods where the difference
between HQ and LQ was relatively very high at an average of 10–15%.

This paper will add a different view of how people are looking at detection and
creation of Deepfakes by considering the 3D face view. Another part that can be
looked upon is implementing the system in real-time detection and analysis in web
apps. Also, the model can be made more robust by focusing on different physiolog-
ical aspects such as lip/mouth synchronization or eye blinking pattern or eyebrow
movement.
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Decentralized Blockchain-Based
Framework for Securing Review System

Suryansh Raj Singh, Harsh Mithaiwala, Nirav Chauhan, Parth Shah,
Chandan Trivedi, and Udai Pratap Rao

1 Introduction

Lately with the advent of the internet and technology to each and every nook and
corner of the world, a lot of things that were classically done offline have been shifted
online as the availability of infrastructure improves [1]. Reviews are becoming an
important aspect of such services. It helps the user and the service providers to
incorporate changes in their business models and approaches for better outreach [2].
But, it has its shortcomings and advantages. This paper will predominantly focus on
existing lacuna in the existing review systems and how upcoming disciplines such
as blockchain help in addressing some of these issues.

A reviewer typically drops a review based on his experience with the product
or service he opted for. He first differentiates what a product or service has to offer
concerninghis expectations [1].He thenmakes up amind to give a negative or positive
review based on the fulfillment of that expectation [3]. But the service provider for
his gain might masquerade to have positive reviews by deleting the reviews, adding

S. R. Singh · H. Mithaiwala · N. Chauhan · P. Shah · U. P. Rao
Sardar Vallabhbhai National Institute of Technology, Surat, Gujarat, India
e-mail: u17co040@svnit.ac.in

H. Mithaiwala
e-mail: u17co060@svnit.ac.in

N. Chauhan
e-mail: u17co067@svnit.ac.in

P. Shah
e-mail: u17co066@svnit.ac.in

U. P. Rao
e-mail: upr@coed.svnit.ac.in

C. Trivedi (B)
Institute of Technology, Nirma University, Ahmedabad, Gujarat, India
e-mail: chandan.trivedi@nirmauni.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
U. P. Rao et al. (eds.), Security, Privacy and Data Analytics, Lecture Notes
in Electrical Engineering 848, https://doi.org/10.1007/978-981-16-9089-1_20

239

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9089-1_20&domain=pdf
mailto:u17co040@svnit.ac.in
mailto:u17co060@svnit.ac.in
mailto:u17co067@svnit.ac.in
mailto:u17co066@svnit.ac.in
mailto:upr@coed.svnit.ac.in
mailto:chandan.trivedi@nirmauni.ac.in
https://doi.org/10.1007/978-981-16-9089-1_20


240 S. R. Singh et al.

fake reviews, and numerous other ways of fiddling with the original review dropped
by the reviewer [3]. Therefore, a system is required which protects the consumers
from such mala fide intentions by disabling any option of change or deletion of any
review, rendering service providers unable to make changes. This would empower
consumers and would act as a confidence-building measure between providers and
consumers [1].

1.1 Motivation

Fraudulent reviews, review seeding, and deletion of negative reviews have turned
review systems into a marketing gimmick rather than something considered by ser-
vice providers to improve their services. Strides have been made in making these
systems more reliable, some of them are as follows:

1. Revain is a review platform that filters out fake and low-quality reviews which
can potentially skew the whole review system [4].

2. Amazon implements a blockchain-based review system by the name of Zapit [5].

This research paper focuses on building a tamper-proof review system that would
provide reliability and transparency in recording reviews for future reference which
are shortcomings of the existing review system [6]. This implementation provides
the distinct benefit of the proposed model over the existing model, elaborated as
follows:

1. Storing the reviews in a blockchain would result in distributed storage, thus mak-
ing reviews tamper-proof [2].

2. The Ethereum blockchain used for implementing this is highly modular and thus
provides us with the facility to write our own rules [7].

3. The blocks of blockchain are instances created by smart contracts written in
solidity. These contracts once deployed cannot be modified.

4. It is next to impossible to change or delete the content of each block added in the
blockchain [7].

The disturbing trends of review manipulation have made it even more important
to incorporate decentralization in current review systems. Following are some of the
recent cases of the same (Table 1).

1.2 Our Contribution

The research aims to provide a user-friendly and reliable review system by incor-
porating the latest development standards in a nutshell. The major objective to be
looked for by this research is to:
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Table 1 Realistic cases showing lack of trust in the centralized review system

Headlines Source

Google deletes millions of negative TikTok reviews BBC

Amazon third-party sellers pester customers who leave bad
reviews

The verge

Google Deletes 100,000 Negative Reviews of Robinhood App
From Angry Users

gizmodo.com

Yelp has removed thousands of “review bombing” attempts
that target businesses’ COVID-19 safety measures, such as
vaccine requirements

Business Insider India

Amazon Hits Chinese Sellers With Crackdown on Fake
Reviews

Bloomberg Business Week

Almost 4% of all online reviews are fake. Their impact is
costing us $152 billion

The print

1. Removal of some of the most concerning disadvantages such as deletion of legiti-
mate reviewswith the help of facilities provided by blockchains such as distributed
storage, tamper, and manipulation proof.

2. It also focuses on incentivizing the reviews by providingmonetary gains to review-
ers in the form of ethers [8].

The unique selling proposition of the solutions suggested in this paper, which is in
in-congruence to the other case studies is that it would provide a scalable system at
a minimal cost of deployment due to the use of IPFS [9]. Several options were avail-
able for a decentralized app such as Hash-graph, IOTA, and the blockchain. Also,
in the blockchain itself, options such as Ethereum, Hyper ledger, Corda, Eos, and
Quorum are available, but several of their grave disadvantages made it difficult to
use them in the context of this research paper [10]. Hash-graph does not use the con-
cept of mining to validate transactions. Hash-graph has several disadvantages such
as its nascent stage, dissimilarity with other common programming languages, and
not being open source [10]. Tangle also uses a directed acyclic graph (DAG), which
resembles a distributed ledger. DAG is not under the control of any external author-
ity such as a bank or any financial institution. The Tangle supports IoT (Internet of
Things) [11]. This technology also due to its disadvantages was rendered unusable
for our application. Some of the disadvantages are its less reliability due to incom-
plete development phase and its fewer security [9]. After examining other options,
blockchain would be the most suitable option. Out of the blockchains mentioned
earlier, 3 of them, namely, Hyper ledger, Corda [10], and quorum are private and
henceforth were not used. Unlike other blockchains, Ethereum instills modularity
and empowers the developer to write rules based on his choice [9]. The intention of
building Ethereum itself came from the objective of mass consumption to run smart
contracts and leverage blockchain technology. Whereas, Eos is comparatively less
decentralized and not scalable [12].
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1.3 Benefits of Shifting to Decentralized System

• Organizational Benefits

1. Storage problem solved: Using decentralized storage, space can be very effi-
cient and cost-effective compared to centralized data-centers or cloud environ-
ments, i.e., Filecoin (which is used as enterprise decentralized storage) charges
only 0.38892% compared to aws s3.
Also, a centralized system occupies a massive amount of space to keep the
servers, and it becomes difficult to handle the mechanism. Also, the cost to
maintain a centralized system would be very high. Decentralization can help us
overcome the above-mentioned problems regarding space, storage, and main-
tenance.

2. Disaster recovery:Failure of a centralized system can be catastrophic and could
increase the downtime directly affecting the reputation of the company.Whereas
in a decentralized system, multiple copies of data make failure recovery fast and
economical, eradicating downtime.

3. Loosly coupled: Change cost is low. The current review platforms stand to
be very costly if any component requires any change. Whereas the proposed
system tends to work on loosely coupled architecture where each component
works individually. In this manner, the cost of upgrading can be minimized.

• User Benefits

1. Incentives: The users are given incentives for reviewing in the form of coupons
which can be redeemed for offers.

2. Trust, Reliability, andGenuine Review: The system is taking some amount of
ether as a token to reduce the fraud strategies acquired by some of the owners,
in this manner, the trust and reliability can be developed, and also, this proposed
system gives some of the parameters which help to reduce the flood of the
reviews, which make it easier for a user to make a proper judgment for the
product.

3. Transparency: One can check their transactions and review data from www.
etherscan.io, which makes the system crystal clear for anyone who raises any
queries about genuineness.

The upcoming section would discuss various aspects of the existing review system
and the proposed system, the literature survey section deals with the brief of tech-
nologies that can be useful for this research. The proposed system section includes
various aspects such as design and architecture with relevant diagrams. The last
section concludes the proposed system.

www.etherscan.io
www.etherscan.io
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2 Literature Survey and Prerequisites

Asmodern society is movingmore toward the virtual world, the importance of online
review, feedback, or opinion is increasing. They have gained the power to make a
product at the top list or destroy its reputationwith a few negative reviews irrespective
of whether the reviews are genuine or not. So, it is becoming necessary to have a
structured, reliable, and trustworthy system for online review which is not currently
available. Further, in this section, the loopholes of the existent systems would be
discussed.

2.1 Centralized Review System

Today majorities of the websites are using Centralized Systems, which has their
issues, which we can accept from a few incidents like:

• Deleting reviews and ratings given to the Tiktok app on Play Store Platform, also
here comes the point of the rating given by fake users or accounts made for such
sole purpose.

• European Union penalizing google for manipulating the users’ view by decreasing
or increasing the reach of a product or service [3].

From the above issues, we can note one thing that Centralized Systems have many
issues that are needed to be eliminated to get a better online review system. Some
major issues or challenges faced by centralized review system are listed under:

1. Moderating product reviews: Any merchandiser that provides product review
features for purchasers on its website should settle for the chances that customers
canpost negative reviews. If a retailer seedout the unhealthyones, themerchandise
or service review board is no longer said to be “genuine” from a consumer law
perspective [3].

2. Seeding reviews: Seeding reviews can be explained as, platforms or corporations
hire paid groups or tie-up with other organizations to add positive reviews in
their initial stages, so a good impression of the company can be made. Many
big companies nowadays pull reviews from other review sites to make a fake
impression in front of the public that they are in demand [3].

3. The tendency toward negative reviews: Generally people are more inclined to
give negative reviews when they don’t get a proper product or service but ignore
to share a positive review for a good product or service [13].

4. Fraudulent and Strategic Reviews: AstroTurf can be done in online reviews
means businesses telling their employees or itself pretending like a customer to
give positive reviews to their product while marking out negative comments on
the product of their competitor with only a single motive of acquiring the market
with their product [3].
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5. Lack of negative reviews: One common thing that most of the customers try
to find out about a product is that if there is any problem faced by the previous
buyers, and if the customer feels something fishy that they don’t have many
negative reviews so there are chances that he is viewing unreal reviews which
sometimes leads to customer not purchasing that product or service.

For the above drawbacks, one of the solutions can be a decentralized system, and to
carry out that, we can use a blockchain that provides the facilities to implement a dis-
tributed system. To build the proposed system, a publicly available chain, Ethereum
is being used and also smart contract to carry out various functionalities which help
to create a reliable system to resolve some of the issues found in the centralized
review system [14].

2.2 Decentralized Review System

Today, centralized review systems are used worldwide. But full surety of trustwor-
thiness and reliability cannot be given, which leads the customers to the wrong path.
The blockchain is primarily a decentralized system that will help to increase the
trustworthiness and reliability of the system and can also increase the relation of
B2B and B2C [4]. As blockchain is in its early stage, so many of the systems are
not much widely implemented. Still, some Tech Giants are looking forward to it as
a solution to the centralized review systems. Many companies are working in the
area of decentralized systems to give customers and businesses better services, here
are some blockchain-based review systems that claim the use of Ethereum smart
contracts to implement a review platform [8].

Lina
Lina is a blockchain-based platform, where users or companies can build their own
domain systemon the platformat no cost [15]. It is a platform that is used to store user-
submitted reviews securely, compensating the user, andmaintaining genuine reviews.
However,whileparticipationisofnocost, thesystemwillbechargedamaintenancefee
bytheplatform,ontheactivitiesperformedbythesystem,specifically, theparticipation
ofdealers,advertisers,andthereviewingactivities [15].There isnoactualwaytocheck
that the user submitting the review has actually used the product or service that he is
reviewing, and therefore, reviews can be falsely raised. In order to address the issues
related to theeconomiccredibilityofstoringreviewsonEthereumblockchain, theLina
platformutilizesahybridarchitecture, bridgingbetween theLinaCore, andEthereum,
which is used to store detailed transactions [15].

Revain
It is a platform for reviews that are utilized by IBM. This Revain system is a combi-
nation of two components:

1. A token system using two tokens to make a stable coin [16].
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2. An unchangeable blockchain is employed to record all reviews so they are never
interfered, modified, deleted, or removed [4].

This approach enables the system to reward high-quality reviews, while also remov-
ing and penalizing fake reviews and companies that negatively affect their reputation
[4]. Since quality reviews are rewarded, this acts as an encouragement for users to
post good-quality reviews, as they will be compensated for their effort. These fees
required are debited from the company of the reviewed product or service, which
is already registered on the Revain platform which includes the user reward, and
the platform fees, which is a fee paid to the platform as a means of profit margin
[16]. Review Snapshots Storage, a smart contract is used to store essential parts of
the reviews because it is economically costly to store all the review body into the
ethereum blockchain [5].

SynchroLife
Thefirst restaurant reviewplatform is based on theEthereumblockchain,which helps
customers to check restaurant insights and share their experiences. It is based on the
SynchroCoin token which will be rewarded to the user who provides good quality
reviews making this platform more trustworthy and reliable [17]. The SynchroCoin
token can be redeemed in another restaurant, restaurants can use these tokens as
coupons or gift cards for the customer. Also, it provides a thread to connect one user
to another, which helps an individual to explore various places in the globe rather
than be attached to one location [17].

A common challenge in all the above-mentioned platforms is the storage of “gen-
uine” reviews. So for storing review details on the blockchain, we make use of
the distributed and decentralized file system—InterPlanetary File System (IPFS),
which concludes that the Ethereum network will be used for storing transactions,
while a peer-to-peer IPFS network is used to store all the review data with the
content-addressable [8]. Table2 shows the key comparison between centralized and
decentralized review system.

Some of the essential components that are used for the implied online decentral-
ized reviewing system are Ethereum, Blockchain, IPFS, which are discussed below
according to requirements.

Table 2 Comparison between centralized and decentralized review system

Centralized review system Decentralized review system

Low latency High latency

Less storage required Storage consumption is very high compared to
centralized

Single point of failure No single point of failure

Manipulation or tampering with data No centralized authority to handle the data

Less transparent to end user More transparent to end user

Examples: Yelp, Amazon, Play Store,
Glassdoor

Examples: Revain, Lina, Synchrolife,
Dentacoin
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2.3 Blockchain

The digital way of recording transactions is called a blockchain. The name derived
from its structure, in which blocks represent records and chains will be created
when they are linked together in a single list. Blockchain is a public open-source
digital ledger that is shared among peers in a decentralized network [14]. This public
ledger cannot be manipulated, i.e., it cannot be altered once recorded. It carries a
permanent record of transactions and interactions between the users in a decentralized
network. Blockchain utilizes a shared ledger that is distributed among the users of
the network. Blocks that are linked through a cryptographic hash [18], are recorded
in a sequential chain [14]. Each block contains the information of the transaction
and the asset exchanges that took place between the users. This technology became
popular after the advent of cryptocurrencies, such as bitcoin [14].

2.4 Ethereum Smart Contracts

It is a decentralized open-source blockchain system having smart contract function-
ality. For creating decentralized applications, Ethereum is one of the most preferable
programmable blockchain platforms [19]. It is easy to build a strong and compat-
ible application with the help of Ethereum, also it is very easy and flexible to use
rather than any other platform. It allows user to implement their own set of rules and
definitions. Ethereum is the second-largest cryptocurrency platform by market cap-
italization, behind Bitcoin [19]. A smart contract is a self-executing contract that is
directlywritten into a bunch of code and indicates the terms of the agreement between
buyer and seller. The code and the agreements are distributed across the decentralized
blockchain network. The execution is controlled by the code, and transactions are
trackable and also cannot be reversed [19].

For storage and sharing of data in a distributed network system, the most common
and easy-to-use protocol is the InterPlanetary File System (IPFS) which shares with
peer-to-peer networks [20].

2.5 InterPlanetary File System

For individually identifying each data or review, IPFS uses content-addressing for
each data in a universal name-space connecting all computing devices.

In the IPFS system, users not only get the data, but also can host their contents.
In this decentralized system, user-operators are there, who carry a portion of the
overall content for creating a flexible system of file storage and sharing [20]. IPFS
will be a storage system in which reviews will be uploaded. Regarding the reviewer’s
Ethereum address, the IPFS hash of the review will be stored in the smart contract.
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Fig. 1 Working of IPFS [5]

The smart contract will use token and IPFS hash to validate the review. Our solution
utilizes a smart contract which is a code that captures the logic and algorithms for
the online review dynamics and interactions [20] (See Fig. 1).

2.6 Web3 Browser or MetaMask Plugin

To work with Ethereum, end users need to have an Ethereum address. This leads
to a condition that to interact with our application, end-users need to have a Web3
browser such as mist, status. Web3 Browser can open any website that the stan-
dard Chrome or Firefox can open, but in addition to that, it allows us to utilize and
engage with Decentralized Applications (DApps) [5]. To allow you to fully utilize
Decentralized Apps, it injects an object into the DOM of a given site, but before that,
your permission is required for access, then it allows reference to your account on the
blockchain [5]. And if a user does not want to install a specific web3 browser, then by
adding the pluginMetaMask to a regular web browser [21], he can workwith DApps.

Summary: The discussion of this section is mainly around the initialization of
shifting focus from currently used centralized systems to a decentralized system.
Currently existing Centralized systems are failing to build trust and reliability
between the consumer and the retailer as consumers are not aware whether the
reviews are genuine or not [8]. Also, the consumers feel less interested to review
products as the efforts which they put into reviewing do not provide them compara-
tive rewards. So, one of the solutions to this problem is using a decentralized online
review system, which is going to be built using public chain Ethereum while smart
contracts are used to build the logical functionalities for the system and validation
[22].

Understanding the modern but under its early-stage decentralized online review
systems makes it clear that it will help to remove some of the major challenges faced
by online review systems.

From the above discussion, we can conclude that going through this research
paper, we might be able to remove or moderate some key challenges faced by the
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online review system by utilizing the public chain ethereum, smart contract, and
IFPS. The key issues which this research paper can pull over or control are:

• Removing false, fraudulent, and strategic reviews.
• Controlling seeding of the reviews or unethical practices from the Corporations
[8].

• Taking control from Organizations themselves of removing or modifying reviews
for their benefits or to change the market flow.

• By providing them an incentive, we can motivate users to give reviews so that
it will balance the tendency of reviews. So, users can have all types of reviews
whether it is for a good or bad product or service [13].

3 Proposed Work

This research aims to grant a decentralized review system utilizing Ethereum, Smart
Contract, and IPFS (Decentralized file system) [23]. The further section shows the
logical understanding of the system to overcome the issues happeningwith the current
system and also, another aim to make a better trustworthy review platform that helps
to build good relationships between the customer and Sellers. For the proposed work,
the following functionalities can be used such as Ethereum to store the transaction,
smart contracts to build the logical structure of the system, and IPFS is used to store
all the reviews to reduce the heavy charges imposed by the Ethereum network [23].

3.1 System Overview and Design

The objective of this solution is to improve the trust between the customer and sellers
by making the review more genuine and helpful. For this, one must have to first go
through the logical structure of the system [7]. Figure2 shows the actors diagram
which helps developers to have a clear idea of users who are going to participate in
the reviewing system.

For the proposed decentralized review system, actors can be categorized into four
types of users who can carry out different types of interactions with the system:

1. Guest: This type of user can browse different products and check their reviews
and also share their reviews on the products available on the platform.

2. Product Owners: They register their genuine products with proper details on the
platform for getting reviewed by the customers or reviewers. If they want to
modify the details of the products, this can also be considered by the platform [2].

3. Smart Contract: This is the backbone for the back-end management of the appli-
cation. Which will handle the management of the products and their reviews so
that it can provide a tamper-proof review system.
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Fig. 2 Actors

4. Contract owner: The main task of the contract owner is to manage finance for
the incentives for the reviewers and transaction charges (in ethereum) for the
application [2].

The important point here is to notice that, unlike the centralized systems, the admin is
consists of smart contracts so there is no direct interruption of centralized authorities.

3.2 User Interaction with System

Figure3 illustrates the user interaction for the decentralized review system.
There are mainly three functions that help end users to interact with the proposed

application and two extension functions to work with IPFS.

1. View reviews of specific products: This function is used to view all reviews of a
given product [2].

2. Reviewing the specific product: This function is used to give the review to the
given product.

3. Saving the new product on the blockchain: This function is used to upload new
products to the platform.
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Fig. 3 User interaction Diagram

Two extension functions needed for IPFS are:

1. Fetch the file from IPFS: Using IPFS hash which is stored on ethereum, it will
bring particular review/product details from the IPFS [23].

2. Save the file to IPFS: It will store the file to the IPFS blockchain and returns the
hash(location) of the given file.

3.3 Flow of Control for Product Owner

Figure4 shows the control flow diagram for the product owner uploading its new
product on the system. The product owner sends a request to upload its product to
the blockchain network. The system asks for the details of the product and then
the product owner will give the necessary information related to the product. These
details will be stored in a file by the system and sent to the IPFS network [24]. The
IPFS networkwill store the file on their network and generate the hash value of length
46 bytes which will be used further to access the file to show the details of the product
in the application. It returns the IPFS hash to the application [23]. The application
will send the hash to the smart contract to store it in the blockchain network and the
application will receive the promise from the network. The application will display
a success message to the product owner after receiving the confirmation.
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Fig. 4 Flow of control diagram for product owners

3.4 Flow of Control for Reviewers

The diagram in Fig. 5 illustrates the control flow for the reviewer to give a review to
a specific product. Initially, the user will visit the website. On the website, products
of different types would be listed. The reviewer will share their view for a specific
product and the system would store these details in a file and forward it to the IPFS
network [23]. The IPFS network will store the file on the network and create the hash
value of length 46 bytes which will be used further to access the file to show that
particular review of the product in the application [23]. The IPFS hash is returned
to the front-end application. The application will send the hash to the smart contract
to store the hash in the blockchain network. The front-end will receive the promise
(i.e., confirmation) from the network. In the end, the application will give incentives
to the reviewer.

3.5 Tracking and Verifying the Review System

Till now, the working process of the system is being illustrated. Yet the questions
regarding the trust of end-user about the reliability of the system whether it is really
a decentralized system would be raised [24]. As an answer to the raised query of
the users that the review which individuals are writing, will never be deleted and
tempered, the blockchain provides the facility of verifying the transactions [23].
Here are the steps to verify the transaction are being shown with few picturizations:
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Fig. 5 Flow of control diagram for reviewers

1. Search your metaMask address in the search bar of etherscan.io.You will see all
the transaction done with your metaMask address [24].

2. For viewing more details about the transition, the particular transaction should be
selected which will open the window [23].

3. At the bottom of the details, “click to view more” can be seen. After clicking on
it, the input data field which contains the coded data which was sent by the user
from the system. The given coded text needs to be decoded. The mentioned tool
would help individuals in decoding [24].

4. To decode the data, the only coded text is not sufficient. It also requires
the contract-abi, which can be obtained from the git repository provided
here: https://github.com/harsh9090/ blockchain-review-system-2021/blob/ main/
build/contracts/MyContract.json, ABI field provided in the file should be written
in the ABI section on the preferred tool, then click on decode button [23].

5. Decoded input in JSON format can be visualized on the screen. In the output
JSON, field input will give the hash of the review for verification on the IPFS
server system.

6. To have the actual hardcode of the review, one needs to go to “ipfs.infura.io/
ipfs/your copied hash” [23].

7. Finally, the details of the reviews will be showcased here which shows every bit
of detail about the review [23].
As the whole process is shown in the above context, the system is totally trans-
parent and at any point in time, and there is no inclusion of the central authority
that can delete or temper the reviews. Also, it provides a way to check the review
details anytime whether it is reliable or not [23].
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Fig. 6 Add Review Page

4 User Interface for the Web Application

In this section, the user interface part created by us would be briefly discussed.

4.1 Add Review

Only the registered users can write their feedback about the place in the form and
can rate it as shown in the Fig. 6. The review will be stored in the form of an IPFS
file and the hash of the file will be stored on the blockchain. The tempering issues
can be solved using this technique [20].

4.2 View all Review

From the place detail page, view all reviews for the product can be seen as shown in
the figure. The page also features a read more button. Through that button, a pop-up
can be opened which shows a profile picture in a larger format with full remarks and
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Fig. 7 View Review for a particular product page

ratings. This page requests the file of hashes of the reviews for that product from the
blockchain (Fig. 7).

5 Conclusion

After going through many previous research papers and worldwide incidents, many
loopholes in the current review system are being highlighted and that needs to be
solved to provide proper guidance to the customers. As of now, due to central author-
ity, owners can easily modify customer’s genuine reviews. To mainly remove this
drawback, the review system is being shifted to the decentralized structure. Using the
mentioned different tools, the proposed system provides the facility to secure cus-
tomer reviews without any tempering. Moreover, the contract of the system is also
capable of overcoming the problems related to the flood of reviews as one user can
review one product only one time. Thus, the review, which previously had security
issues, is solved by the proposed system.
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White-Box Encryption Scheme for
Resource-Constrained IoT Devices

Ankur Bang, Udai Pratap Rao, Pethuru Raj, and Alok Kumar

1 Introduction

The Internet of Things (IoT) has made the world more efficient, convenient, and
human-friendly [1]. However, along with this gigantic growth in the IoT applications
and the number of IoT devices, security in IoT remains a veritable minefield [2], [3].
Accordingly, huge efforts are being undertaken to ensure the security of IoT technol-
ogy. Regrettably, the bulk of existing security systems are built and implemented to
protect the black-box model/context [4]. Here, with no access to the systems where
cryptographic operations are done, the adversary may be able to monitor and alter
the ciphertext only [4]. However, there are two more security models or contexts
that must be addressed [4, 5]. They are (i) Grey-Box model/context, in which the
adversary has restricted access to the system, i.e., the attacker cannot see the keys
but can obstruct the cryptographicmethod. (ii)White-Box (WB) environment, where
the attacker has access to the whole cryptosystem and may monitor and change it.
The majority of IoT applications need remote deployment of the involved embed-
ded devices [5]. As a result, they are vulnerable to WB attacks [5]. Moreover, the
WB model/context, as well as the grey-box and black-box models/contexts, must
be addressed while designing a full security system [6]. The White-Box Cryptogra-
phy (WBC) encryption method enables key concealment in the implementation code
itself [6].
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1.1 Related Work

The first WB Advanced Encryption Standard (AES) implementation was proposed
by Chow et al. [4] in 2002. In addition, in 2002, they incorporated the WB Data
Encryption Standard (DES) [7]. Despite the fact that Chow et al.’s implementations
for DES [8] and AES [9] were not secure, their technique provided a structure known
as the “CEJO framework” for the WB implementation using lookup tables. The
CEJO framework has been used in the majority of WB implementations since Chow
et al. [4]. Xiao and Lai [10] suggested implementing WB-AES with more thorough
linear encodings than Chow et al. [4]. Karroumi [11] has changed the algebraic
operations of each AES cycle. This technique made use of dual representations
from the AES hardware to create a WB-AES implementation. Both of these ideas
[9],[12], however, are considered insecure because the secret key may be easily
recovered. Researchers have represented security principles for WB cryptography
in [13–15]. Biryukovet et al. have suggested a novel symmetric Affine-Substitution-
Affine-Substitution-Affine (ASASA) based block cypher with secret S-boxes that
meet the WB security notations [16]. Estuardo et al. [17] recently elaborated on the
WBC’s security aims. The performance of the WB technique in terms of IoT has
been discussed by Daniele et al. [18]. Jiqiang Lu et al. [19] have discussed the WB
implementation of the “KECCAKMessageAuthentication Code (KMAC)”message
authentication code.

However, minimal effort has been made to provide WB security for IoT devices
with limited resources. Yang Shi et al. [20], andArunima Saha et al. [21] haveworked
to resolve this issue. Both of them, have worked on symmetric-key block cyphers.
Kwon et al. [22] employed a parallel lookups table to develop a secureWBCipher. Shi
et al. [23] employed state-dependent random replacements to defend against several
WB cryptanalytic techniques. To our knowledge, just a fewWB implementations for
public key cryptography have been presented. Mizanur et al. [24] have discovered
a hitherto way for protecting Elliptic-Curve Cryptography (ECC) keys. In [25], the
authors suggest a strategy forWBmultiplicationoverECC.Zhang et al. [26] proposed
the firstWB implementation of an observable signature system in 2018. Jie et al. [27]
have suggested a cloud-based solution for elliptical curve digital signature (ECDSA)
algorithm WB implementation. However, neither the feasibility nor the usability of
the proposed method in a resource-constrained device has been proven.

1.2 Motivation

Rapidly evolving IoT technology necessitates flawless privacy and security tech-
niques. However, most of these approaches are being explored exclusively in the
context of the black-boxmodel [20]. Thismakes IoT devices susceptible to face secu-
rity challenges in theWBcontext. Deployment of the resource-constrained devices in
the WB IoT environments can be protected from the WB attacks by imposing WBC
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encryption [20]. Aside from that, there are some attacks, such as key whitening
[28], code lifting [29], statistical analysis [29], data manipulation [29], and control
flow manipulation [29], that need to be addressed in the existing WBC schemes. As
a result, installing a safe WBC encryption system across specially developed and
standardized IoT communication protocols is the need of the day [18]. All of the
aforementioned limitations compelled us to propose a new, appropriate, and secure
WBC encryption method.

1.3 Outline of the Paper

The remainder part of the paper is organized as follows. Section2 describes the
problem statement that we aim to resolve. Section3 briefs about the proposed work.
Discussion over the primary obtained results is made in Sect. 4. Further, Sect. 5
concludes the paper and states about our future work.

2 Problem Statement

We aim to design an efficient and secure WBC encryption scheme for resource-
constrained IoT devices. The proposed scheme must have negligible overhead con-
cerning memory and power usages. Besides this, the proposed scheme must be
immune to the possible attacks on WBC. Further, it must provide a secure WBC
encryption that can be easily used with the set of existing standard IoT communica-
tion protocols.

3 Proposed Work

In this section, we present the design rationales considered in the proposedwork. Fur-
ther, we provide a brief overview of the proposed WB-Elliptic-Curve Cryptography
(ECC) implementation.

3.1 Proposed Architecture and Design Rationales

We depend on the following design rationales for the practical WB-ECC implemen-
tation. Figure1 elaborates regarding the proposed architecture and workflow.
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Fig. 1 Proposed architecture and work flow

1. To reduce the key size resulting in optimal use of the resources, our scheme
depends on a public key WB implementation through a well known and proven
ECC algorithm [30].

2. Along with this, we rely on a trusted third party that provides all the points on
the elliptic curve using the curve equation in an encoded format when requested.
Thus, before each encryption, the public-private key pairs are generated at the
sensor node. This public-private key pair is used for performing encryption and
decryption of the sensor node data on a one-on-one basis.

3. The existing WB-AES [31] implementation is made WB secure by mixing the
key and bijections with the S-boxes. But, since in ECC there is no functional unit
such as S-box, we decide to come up with a novel approach that seems to serve a
similar purpose as the S-boxes in AES and also overcome the existing attack on
the WBC schemes.

3.2 White-Box ECC Implementation Procedure

The proposed work follows the below mentioned functional steps:

1. A trusted third party, assumed to be secure, provides all the points on the elliptic
curve using the curve equation [30] in an encoded form. The encoding is achieved
with the help of randomization by performing an Exclusive-OR operation on all
the curve points with a random value generated at the trusted third party. Points
with the trusted third party are
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Point.x ⊕ RandomValue

Point.y ⊕ RandomValue

2. Before each encryption, the public-private key pairs are generated at the sensor
node. This is done by requesting the curve points from the trusted third party,
which randomly selects an encoded curve point and sends it to the sensor node.
As per our proposal, the trusted third party provides the sensor nodes with a
random value and the S-Boxes. Now, the respective sensor nodes can choose the
points at any random Index idx .

PointT hird Party.x = Points[idx].x
PointT hird Party.y = Points[idx].y

3. At the sensor node, the encoding is decoded, and the curve points are used in
generating the public-private key pair. The sensor nodes will XOR it with the
random value to get original points.

Original Point.x = PointT hird Party.x ⊕ RandomValue

Original Point.y = PointT hird Party.y ⊕ RandomValue

4. The public-private key pair is used for performing encryption and decryption of
the sensor nodes data on a one-on-one basis.

Encryption and Decryption are shown in Figs. 2 and 3, respectively, and are per-
formed as follows:-

Fig. 2 White-box encryption architecture in ECC
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Fig. 3 White-box decryption architecture in ECC

• The plaintext message Pt is segregated into blocks as Pt → Pt0Pt1...Pti ...Ptn−1

Ptn . This segregation is done in order to use both the x and y points for standard
inception and decryption ECC process.

• The curve points obtained as per the above procedure are used to calculate the
public-private key pair (Pk—public key, Pr—private key and P is primemodulo)

• The ciphertext blocks are calculated by performing:

Cti = (Pk.x ∗ Pti )%P (1)

Cti+1 = (Pk.y ∗ Pti+1)%P (2)

0 <= i <= n
• Thus, the ciphertext is obtained as Ct → Ct0Ct1...Cti ...Ctn−1Ctn and it is sent to
the receiver.

• At the receiver, the plaintext blocks are calculated by performing:

Pti = (Pr.x ∗ Cti )%P (3)

Pti+1 = (Pr.y ∗ Cti+1)%P (4)

0 <= i <= n
• Thus, the plaintext Pt (Pt0Pt1...Pti ...Ptn−1Ptn) is obtained at the receiver.
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4 Simulation Results and Discussions

To identify the efficiency of the proposed scheme, a weather monitoring IoT environ-
ment is simulated by establishing a publisher-subscriber system using theMQTT-SN
[32] protocol in the Cooja simulator over Contiki OS. The motes in the simulation
assume the roles of wireless sensor nodes that publish to the topics of weather data
like light, temperature, humidity, pressure. TheMQTT-SN broker subscribes to these
weather data topics to receive the weather updates. Z1 motes [33] are used since
they have a somewhat high memory of 96 KB. The data published by the motes is
encrypted, and the data subscribed by the broker is decrypted using our WB-ECC
implementation. We have also simulated the same for conventional ECC algorithm
for comparison purposes. Other details of the simulation are as mentioned in Table1.
We consider end-to-end delay, throughput and average power consumption for the
comparison purpose.

4.1 End-to-End Delay

From Fig. 4, it can be inferred that the end-to-end delay decreases in our WB-ECC
implementation in comparison to the conventional ECC algorithm. When we con-
sidered 5 nodes, the end-to-end delay of WB-ECC was 852 Milliseconds (ms), and
conventional ECC was 892 ms. This difference of around 40 ms was constant when
the network of 10, 15 and 20 nodes was considered. With 10 nodes, the end-to-end
delay ofWB-ECCwas 872ms, and conventional ECCwas 922ms. Further, we got an
end-to-end delay of 908, 931, and 972ms withWB-ECC and 938, 971, 1001ms with
conventional ECC with the network topology of 15, 20, and 25 nodes, respectively.

Table 1 Simulation Parameters

Parameters Value

Simulator Cooja

Operating system Contiki V 2.7

Node type Z1

Number of nodes 5–25

Radio medium Unit disk graph medium (UGDM): distance
loss

PHY and MAC Layer IEEE 802.15.4 with CSMA and ContikiMAC

ESMRF Contiki V 2.7 default

Objective function MHROF

Simulation duration 15 Min

Number of simulations 3 Per reading

Routing protocol RPL (6LoWPAN)
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4.2 Throughput

We consider the throughput in Bytes/Second over the network of 5, 10, 15, 20,
25 nodes. As shown in Fig. 5, the network throughput increases in our WB-ECC
implementation in comparison to the conventional ECC algorithm linearly with the
size of the network. The network throughput of WB-ECC was noticed as 4.94, 5.09,
5.25, 5.42, and 5.35, respectively, with the considered network topologies. At the
same time, for the conventional ECC the network throughput in the respective order
of considered network sizes was 4.41, 4.50, 4.95, 5.22, and 5.25.

4.3 Average Power Consumptions

Figure6 shows the comparison of the proposed WB-ECC implementation over con-
ventional ECC concerning average power consumption. The average power con-
sumption of both the schemes was noted around 1 Milliwatt (mW) over the network
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topology of 5 and 10 nodes. However, when the number of nodes was increased to
15 and then 20–25, the average power consumption of both the schemes was noted
around 1.101–1.090 mW. Moreover, both the schemes have a similar amount of
average power consumption. Moreover, WB-ECC have shown slight improvement.
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The improvement over parameters like end-to-end delay, throughput and average
power exhibited by our WB-ECC implementation can be best explained by the fact
that in our WB-ECC implementation, the elliptic curve points are pre-computed
and stored in a table in encoded form for direct use. Whereas, in the conventional
ECC algorithm, there is a computation overhead since these points are needed to be
computed first before the algorithm can commence.

5 Conclusion and Further Work

In this paper, we have proposed a WB implementation of a public key algorithm
(ECC). This WB-ECC is implemented over MQTT-SN protocol and is used in simu-
latingweathermonitoring IoT environment to provide security to the data transmitted
by the sensor nodes. This study is in progress, and primitive experimental results are
positive. The proposed scheme has shown improvement over the parameters like
end-to-end delay, throughput and average power consumption. We hope that our
research will be helpful for other researchers working in the same area. However,
creating a truly secure IoT ecosystem against WB assaults would still need a sig-
nificant amount of further study. In the future, we would like to test the suggested
security architecture in a practical situation.

References

1. Bang AO, Rao UP (2021) Context-aware computing for iot: History, applications and research
challenges. In: Proceedings of Second International Conference on Smart Energy and Com-
munication. Springer, pp. 719–726

2. Bang A, Rao UP (2021) A novel decentralized security architecture against sybil attack in
rpl-based iot networks: a focus on smart home use case. J Supercomput 1–36

3. Patra L, Rao UP (2016) Internet of things–architecture, applications, security and other major
challenges. In: 2016 3rd international conference on computing for sustainable global devel-
opment (INDIACom). IEEE, pp 1201–1206

4. Chow S, Eisen P, Johnson H, Van Oorschot PC (2002) White-box cryptography and an aes
implementation. In: International workshop on selected areas in cryptography. Springer, pp
250–270

5. Sanfelix E, de Haas J, Mune C (2015) Unboxing the white-box: Practical attacks against
obfuscated ciphers. Presentation at Blackhat Europe

6. Wyseur B (2021) White-box cryptography: hiding keys in software. http://whiteboxcrypto.
com. Accessed 25 06 2021

7. Chow S, Eisen P, Johnson H, Van Oorschot PC (2002) A white-box des implementation for
DRM applications. In: ACM workshop on digital rights management. Springer, pp 1–15

8. Wyseur B, Michiels W, Gorissen P, Preneel B (2007) Cryptanalysis of white-box des imple-
mentations with arbitrary external encodings. In: International workshop on selected areas in
cryptography. Springer, pp 264–277

9. Lepoint T, Rivain M, De Mulder Y, Roelse P, Preneel B (2013) Two attacks on a white-box
aes implementation. In: International conference on selected areas in cryptography. Springer,
pp 265–285

http://whiteboxcrypto.com
http://whiteboxcrypto.com


White-Box Encryption Scheme … 267

10. Xiao Y, Lai X (2009) A secure implementation of white-box AES. In: 2009 2nd international
conference on computer science and its applications. IEEE, pp 1–6

11. Karroumi M (2010) Protecting white-box AES with dual ciphers. In: International conference
on information security and cryptology. Springer, pp 278–291

12. De Mulder Y, Roelse P, Preneel B (2012) Cryptanalysis of the XIAO–LAI white-box AES
implementation. In: International conference on selected areas in cryptography. Springer, pp
34–49

13. Delerablée C, Lepoint T, Paillier P, Rivain M (2013) White-box security notions for symmetric
encryption schemes. In: International conference on selected areas in cryptography. Springer,
pp 247–264

14. Saxena A, Wyseur B, Preneel B (2009) Towards security notions for white-box cryptography.
In: International conference on information security. Springer, pp 49–58

15. Preneel B, Wyseur B (2008) “White-box cryptography,” in Dagstuhl workshop on security
hardware in theory and practice-a marriage of convenience, Date: 2008/06/18-2008/06/20.
Dagstuhl Germany, Location

16. Biryukov A, Bouillaguet C, Khovratovich D (2014) Cryptographic schemes based on the asasa
structure: black-box, white-box, and public-key. In: International conference on the theory and
application of cryptology and information security. Springer, pp 63–84

17. Bock EA, Amadori A, Brzuska C, Michiels W (2020) On the security goals of white-box
cryptography. IACR Trans Cryptograp Hard Embed Syst 327–357

18. Albricci DGV, Ceria M, Cioschi F, Fornari N, Shakiba A, Visconti A (2019) Measuring per-
formances of a white-box approach in the IOT context. Symmetry 11(8):1000

19. Lu J, Zhao Z, Guo H (2019) White-box implementation of the KMAC message authentication
code In: International conference on information security practice and experience. Springer,
pp 248–270

20. Shi Y, Wei W, He Z, Fan H (2016) An ultra-lightweight white-box encryption scheme for
securing resource-constrained IOT devices. In: Proceedings of the 32nd annual conference on
computer security applications, pp 16–29

21. SahaA, SrinivasanC (2019)White-box cryptographybased data encryption-decryption scheme
for iot environment. In: 2019 5th international conference on advanced computing & commu-
nication systems (ICACCS). IEEE, pp 637–641

22. Kwon J, Lee B, Lee J, Moon D (2020) FPL: white-box secure block cipher using parallel table
look-ups. In: Cryptographers’ track at the RSA conference. Springer, pp 106–128

23. Shi Y, Wei W, Zhang F, Luo X, He Z, Fan H (2019) SDSRS: a novel white-box cryptography
scheme for securing embedded devices in IIOT. IEEE Trans Ind Inf 16(3):1602–1616

24. Rahman SMM, Muir J (2016) System and method for generating and protecting cryptographic
keys, 22 Nov 2016, US Patent 9,503,259

25. Hoogerbrugge J, Michiels W, Vullers P (2018) White-box elliptic curve point multiplication,
4 Sep 2018, US Patent 10,068,070

26. Zhang Y, He D, Huang X, Wang D, Choo K-KR, Wang J (2020) White-box implementation of
the identity-based signature scheme in the IEEE p1363 standard for public key cryptography.
IEICE Trans Inf Syst 103(2):188–195

27. Zhou J, Bai J, Jiang MS (2020) White-box implementation of ECDSA based on the cloud plus
side mode. Secur Commun Netw 2020

28. Bhatia K, Som S (2016) Study on white-box cryptography: key whitening and entropy attacks.
In: 2016 5th international conference on reliability, infocom technologies and optimization
(Trends and Future Directions)(ICRITO). IEEE, pp 323–327

29. Biryukov A, Udovenko A (2018) Attacks and countermeasures for white-box designs. In:
International conference on the theory and application of cryptology and information security.
Springer, pp 373–402

30. Lauter K (2004) The advantages of elliptic curve cryptography for wireless security. IEEE
Wirel Commun 11(1):62–67

31. Muir JA (2012) A tutorial on white-box AES. In: Advances in network analysis and its appli-
cations. Springer, pp 209–229



268 A. Bang et al.

32. Cope S (2011) Introduction to MQTT-SN (MQTT for Sensor Networks). http://www.steves-
internet-guide.com/mqtt-sn/. Accessed 25 June 2021

33. Meet the Z1 mote (2021) http://wiki.zolertia.com/wiki/index.php/Main_Page. Accessed 10
Feb 2021 [Accessed 25 June 2021]

http://www.steves-internet-guide.com/mqtt-sn/
http://www.steves-internet-guide.com/mqtt-sn/
http://wiki.zolertia.com/wiki/index.php/Main_Page


Pay-Per-Byte for Block Reward:
A Revised Incentive Mechanism in
Bitcoin

Kunal Sahitya and Bhavesh Borisaniya

Abstract Since Satoshi Nakamoto introduced Bitcoin in 2009, there have been
around more than 1600 other cryptocurrencies in the market [1]. However, only a
handful of them can be compared with bitcoin as it still rules the cryptocurrency
market. There are two types of incentives provided by Bitcoin for miners, namely
Block Reward and Transaction Fees. For every miner, the block reward matters more
than the latter one. Miners being the creator of the block and having received block
reward have the moral obligation towards the system to give their best and to not
be greedy while mining. However, it is found that around a quarter of the mined
blocks until the start of 2017 are empty blocks and other blocks are also merely
half-full from their allowed capacity. Thus, this work proposes a cerebral change
in the block reward system. Being derived from pay-per-piece wage system, this
revised mechanism imposes a policy of contributing best to the system on miners.
This work comprises of theoretical discussion and experiment results analysis of the
systemwith future extensions. Every Satoshi (smallest unit of bitcoin) being a scarce
asset, miners should be rewarded in proportion to their better intentions towards the
system.

Keywords Bitcoin · Blockchain · Cryptocurrency · Proof-of-work · Pay-per-byte

1 Introduction

In recent years, Blockchain has emerged as one of the greatest technological inven-
tions of the twenty-first century. By solving the problem of double spending in digital
cash, it has pushed the idea of digital finance and intellectual property to another level.
Blockchain’swidespread adoption in domains like finance, supply chain, energy trad-
ing, smart contracts, gaming, etc. has made it center of attraction for academic and
industry research [2]. Though it looks “Immutable” solution at a quick glance from
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a digital finance perspective, blockchain has its limitations and challenges like any
other technology that needs to be addressed for its widespread success [3].

Initially, at the time of bitcoin creation, the existing rewardmechanismwas helpful
to increase the user base and to distribute the coins in the community easily [4].
However, as the user base and popularity of the currency have increased immensely,
still using the same old mechanism feels naive. Some selfish miners are playing
smart to take advantage of this classic reward mechanism. Stats say around 25% of
the total mined blocks till now are the empty blocks created by SPV mining [5].
“SPV Mining” term is used for the blocks which have only one transaction inside
them, in which the miner pays himself the amount of block reward for creating that
block. That singular transaction is known as coinbase transaction. Actually, such
mined block is not totally empty, but in terms of transaction throughput, it doesn’t
contain anything. Hence, SPV mining blocks are known as empty mined blocks.

On the other hand, if one keeps the track of blocks created every day statistically,
stats can show shocking results about block size. In real, blocks are on an average
only 30–40% full [6]. Miners are not utilizing the full available block size to gain
the advantage in the mining race over other miners by validating less transactions or
no transactions at all as in the case of SPV mining. Hence, for the last considerable
amount of time, there has been an overdose of waiting transaction in the mempool
due to the low network throughput of bitcoin [7].

Pay-per-Byte for reward is the new incentive mechanism proposed in the research
here for bitcoin blockchain. The main goal is to reinforce the network throughput
for bitcoin by paying miners based on their devotion towards the system. This will
lead miners to be more faithful towards the system as it pays them more than being
reckless. We, as researchers, strongly believe that miners who work more for the
system by filling block up to 90% must be paid accordingly. Moreover, transaction
fees amount only up to 5–8% of the total reward for most miners. So their primary
source of earning lies in block rewards, which is enhanced to be more efficient using
this research.

The rest of the paper is organized as follows. Section2 describes the incen-
tive mechanism in Bitcoin network. Section3 discusses the related work. Section4
describes the revised incentive mechanism (Pay-Per-Byte) for bitcoin network in
detail. It elaborates the structure of an entire block and a specific transaction for
consideration into further research. Experiments and results are discussed in Sect. 5
with conclusion and references at the end.

2 Incentive in Bitcoin

Bitcoin is the first cryptocurrency to use the concepts of blockchain to solve the
problem of double spending in the digital economy. Inventor(s) of blockchain imple-
mented bitcoin as its application in early 2009 with an open source license. The
very first node in the bitcoin network is known as “Genesis Block” mined by author
Satoshi Nakamoto.
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Bitcoin works on the consensus algorithm called Proof of Work (PoW). In which,
special nodes calledminers expend their electricity andCPUpower tomine a number
called the nonce. This nonce number helps in generating a desired block hash for the
newly generated block. This unique hash is followed by some leading zeros in the
same. These leading zeroes are known as block difficulty and which makes it tricky
to find desired block hash with constraints. Miners have to conduct the validation
of block hash, transactions inside it and find a new block hash suitable to block
difficulty. Miners are paid for above-mentioned tasks in form of block reward and
transaction fees, block reward being the primary source of income.

Bitcoin network compensates miners, special nodes in bitcoin network, in form of
Block reward and transaction fees. Block reward is the miner’s fee for mining every
new block. However, if any transaction’s output value is not adding up to the total of
its respective inputs, that would be the transaction fee for a given transaction passed
on to the miner. Block reward is the primary source of income for miners for their
consumed electricity and CPU power. Block reward can also be considered as a way
of generating new coins in the system analogues to printing new currency notes. But
it has a limit of 21 Million BTCs, meaning more than 21 M BTCs cannot exist, due
to its reward halving mechanism. Bitcoin block reward is halved after every 2,10,000
blocks are generated. In the beginning, Satoshi started with 50 BTCs as block mining
reward, which has been reduced to 6.25 BTCs till now. The upcoming block reward
will be halved after 8,40,000 blocks are mined by the miners, which is expected to
be in midst of 2024 (for more details, refer Table1 [8]). While announcing bitcoin
to the real world Satoshi Nakamoto reacted, “Coins have to get initially distributed
somehow, and a constant rate seems like the best formula” [4]. The above comment
was done regarding the block reward mechanism in bitcoin blockchain, when a
critique person asked Satoshi about the effect of inflation in bitcoin currency. One
can analyze that rewarding miners was not a well-planned activity in bitcoin creation
by the above comment and is still followed by almost all of cryptocurrencies created
after bitcoin.

Table 1 Block reward halving statistics in bitcoin [8]

Reward Era Year Range Reward Amount Annual Supply Growth Daily Issuance Rate

1 2009–2012 50 BTC 2,625,000 7200 BTC

2 2012–2016 25 BTC 1,312,500 3600 BTC

3 2016–2020 12.5 BTC 656,250 1800 BTC

4 2020–2024 6.25 BTC 328,125 900 BTC

5 2024–2028 3.125 BTC 164,062 450 BTC
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3 Related Work

Most of the related work in bitcoin research for the incentive domain conveys that
transaction fees are the major point of concern assuming block reward might not be
the primary income source in the near future which is critiqued by this study. Some
work talks about self-interested mining techniques used by miners to increase their
reward then fair share. But unfortunately, no subtle work is done related to bitcoin
block reward. It is not relevant to discuss about the work related to change in block
size or network throughput as bitcoin has already seen a number of hard forks related
to the same. Moreover, such research either changes the underlying block structure
or consensus algorithm for generating new blocks, which is out of scope in the case
of this study.

There are empirical evidence that miners/mining pools are willing to attack others
in order to maximize their own profits (e.g. by launching DDoS attacks against other
mining pools) [9, 10]. Johnson et al. in [9] talk about a scenario where a mining pool
plans a costly DDoS attack against its competing pool. In that case, the attacking
pool checks all the trade-offs using a series of game-theoretical models for maximum
profit. They concluded with the remarks of attacking bigger mining pools than a
certain threshold to be benefited by costly DDoS attacks. Eyal in [10] talks about
a Nash Equilibrium in bitcoin revenue where mining pools attack each other by
corrupting miners of competitor pools. They describe how at Nash Equilibrium,
either of the mining pool attacks will result in profit for them, but if both decide
to attack at the same time, pools will earn even less than they would have without
conducting such attacks. However, these types of attacks can encourage miners to
join private mining pools rather than trusted public ones with less profit margins.

Eyal and Sirer in [11] claim that the bitcoin mining protocol is not particular
enough to be compatible. They discuss some circumstances where miners can earn
more than their fair share just by colluding with the network. With suitable experi-
ment results and theoretical discussions, the authors suggest backward compatible
modifications in bitcoin network regulations. Similarly, Bag et al. in [12] suggest that
a “Sponsored BlockWithholding Attack”, a certain type of block withholding attack,
can be more of a profitable choice than rational mining. Miners can use their CPU
power wisely and not submit their job to the host pool. It will result in competitors
being benefitted and corrupt miner would gain a stake from the same.

Work in [13–15] talks about advances in transaction fee or incentive regulations
for the survival of bitcoin after block reward is ruled out of the picture. Talking
about particulars, in [13], N. Houy designs a static partial equilibrium model for
the economics of bitcoin transaction fees that directly relates network security with
transaction fees. Kroll et al. in [14] survey economics of bitcoin mining. The authors
suggest mining mechanism in bitcoin is an important aspect of bitcoin design and it
protects the network from certain technical problems and adversary attacks. Moser
and Bohme in [15] claim that transaction fee will substitute miners’ minting rewards
in long run. Authors identify several regime shifts while analyzing around 45Million
bitcoin transactions for transaction fees. Authors conclude with the thought that rules
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(a) Grouping of Blocks According
to Size

(b) Scattered Chart for Block Size vs
Block Height

Fig. 1 Block Size distribution

will dominate the existence of the bitcoin network if the transaction fee remains
negligible.

Sompolinsky and Zohar in [16] pointed towards the fact that network throughput
can be affected by two basic parameters for any chain: BlockCreationRate andBlock
Size. These both parameters unfortunately affect the security ratio of the bitcoin
network. So unless a major change happens for the available processing power in the
market, it is advisable to keep the security ratio of the system intact.

From the above discussion, it can be depicted that a novel solution is required
that concerns the network throughput without affecting the security threshold of the
bitcoin network. In simpler terms, changing block creation rate and/or block size
will not be possible according to the former study. When we talk about increasing
block size in the case of bitcoin, one would be thinking about the lack of space to fill
in more transactions inside the block. However, Fig. 1 portrays total contradictory
behavior to that.

Given Fig. 1a shows the statistics for 1000 blocks from block height 605825
to 606824. The maximum transaction size was 992388 bytes and the minimum
transaction size was 266 bytes for an empty block. The resultant average transaction
size is only around 701279 bytes. From Fig. 1a, it is clear that 352 blocks are under
filled or partially empty. It supports the earlier stated fact that 30–40% blocks of
bitcoin blockchain are partially occupied. Moreover, 26.3% of the analyzed blocks
were less than 50% filled. The above graph can be drawn as a scattered chart and
will yield the following resultant Fig. 1b.

Figure2a states the analysis for no of transaction per block. Minimum being 1
transaction for empty blocks and maximum being 3736 transactions included inside
a single block, these 1K blocks averages around 2100 transactions per block. Scatter
graph shown in Fig. 2b clarifies density of blocks in a particular transaction count
group for same data.
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(a) Grouping of Blocks According to
Transaction Count

(b) Scattered Chart for Transaction
Count vs Block Height

Fig. 2 Transaction count per block

Table 2 Bitcoin block structure [18]

Field Size (in
bytes)

Field Name Description

4 Block size Total block size in bytes

80 Block Header Multiple fields described in Fig. 4

1–9 Transaction count Number of transactions included in body part

Variable Transaction data Definite transaction details for every transaction

4 Pay-Per-Byte

The main idea behind the proposed solution is to bridge the gap of information
that network throughput for bitcoin can’t be increased without affecting its security
parameters. As discussed earlier in Fig. 1, stats suggest that miners are not utilizing
the maximum allowed capacity of block size, which is 1 MB. Every day blocks are
being added to the blockchain that merely averages just above half of its allowed size.
That suggests that 30–40% remaining space is just going into vain at every block
creation that is under filled. SPV mining is also conducted by the miners often just
to increase their profit without working much for the system. This greedy approach,
which is mostly followed by solo miners, is not avoidable at all for the network.

Pay-per-Byte for block reward, a novel incentive mechanism, is proposed here for
efficiently utilizing block space. Prior task strongly reinforces the network throughput
based on the policy imposed on the miners. This study doesn’t require a single
change in the background and/or the underlying structure of the bitcoin network.
Bitcoin blockchain structure is described in Fig. 3 [17]. A block carries details like
the previous block’s hash, version, timestamp, nonce, Merkel root hash and difficulty
in the block header. Apart from that, in its body part, a block is filled with transaction
hashes and related data bits (coinbase transaction is also part of the same). Block
structure with its properties can be listed as per Table2 [18].
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Fig. 3 Structure of bitcoin blockchain [17]

Fig. 4 Bitwise structure of block header [19]

As shown in below Fig. 4, block data is followed by block header + padding (48
bytes). Block header can be further broken down into candidate properties & nonce.
Block header candidate properties consist of blockchain version (4 bytes), previous
hash (32 bytes), Merkel root (32 bytes), timestamp (4 bytes) and difficulty bits (4
bytes). Merkel root can be divided into head (28 bytes) and tail (4 bytes) parts.

The maximum allowed block size is currently 1 MB in bitcoin blockchain. So it
is obvious that transactions that can fit inside the blocks will have to manage in less
than 1MB size. If one wants to calculate the maximum available space for miners
to fit in transactions inside the bitcoin block, it can be calculated using the equation
below.
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Table 3 Coinbase transaction bitwise structure [18]

Field Size
(in bytes)

Field Name Description

32 Hash (Strictly Null) No previous UTXO hash (newly mined coins)

4 Index 0xfffffff

≥ 4 Height Block height

Variable Script_sig Count No of bytes to be included in Script_sig

Variable Script_sig Bytes Actual Script_sig data included by miner (≤ 80 bytes)

4 Transaction sequence Sequence number of transaction included in block

Available Transaction Space = (Maximum Block Size Limit) -
(Block Header + Padding) - (Actual Block Size)
- (Transaction Count) - (Coinbase Transaction)

= 1 MB – (80 bytes + 48 bytes) – (4 bytes) –
(3 Bytes) – (65 bytes)

= 999800 bytes

In the above calculation, block header padding and coinbase transactions are
considered to be redundant and not available for storing actual transactions. So those
bytes are simply removed from available space. Another noticeable thing is fixing
two variable sizes of transaction count and coinbase transaction as a whole. Here, 3
is the minimum bytes needed to specify any transaction count. Coinbase transactions
generally contain variable fields called script_sig count and actual script_sig bytes
up to count of 80 as described in Table3. Here, it is assumed to be no script_sig bits
in coinbase transaction ideally. The above assumptions are further discussed in [18].
Moreover, details about coinbase transaction fields is mentioned in below Table3.

The remaining work after finding the maximum available transaction size for
miners is to reward them in such a manner that honest miners get their fair share
of reward compared to greedy miners. Till now, it was believed that miners expend
their electricity and CPU power to apply PoW consensus to the newly generated
block. So the existing reward system is designed in such a way that every miner
gets constant rewards for working equally hard towards finding nonce. The constant
reward mechanism doesn’t take into consideration that honest miners have actually
included maximum possible transactions for healthy transaction throughput. On the
other hand, greedy miners got away with it just by filling the block partially or not
filling it at all (SPV mining). This behavior is categorized as greedy because miners
don’t want to waste their time in verifying transactions inside the block and just want
to jump into calculating the next block’s nonce for greater earning purposes. The
above behavior affects the bitcoin network’s transaction throughput.

Pay-per-Byte design for block reward helps in solving the above miner’s greedy
behavior problem by rewarding miners based on their productivity towards the net-
work rather than electricity and CPU time. This study also proposes linearly variable
reward instead of constant. It suggests that miners, which make most of the available
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transaction space, should be paid with the maximum block reward, and those who
show irresponsibility towards available block space for transactions should not be
paid for expended electricity and CPU time as it was of no use to the bitcoin network.
Miners should be rewarded variably based on included transactions inside the block
as per the following equation.

BRM = BRX

(1e + 6) − BH − CTx − T xC − BSC − BP
× BS (1)

where BRM = Block Reward for given mined block, BRX = Maximum Current Bit-
coinReward (As per halving countdown), BH =BlockHeader Size,CT x =Coinbase
Transaction Size, T xC = Transaction Count, BSC = Count of Actual Block size as
whole, BP = Padding to block header and BS = Transaction space utilized by miner
from available transaction space. For the record, denominator of given equation 2 as
a whole just specifies actual available transaction space for miners (inherited from
equation1). On the other hand, BS is the actual space used by miner from maximum
available space for transactions.

As depicted from Eq.1, BRM is a linearly growing variable depending on other
block properties. As other block properties are bound by the rules of bitcoin block
formation, miners can only focus on increasing BS . As BS represents the space used
by the miner to store actual productive transaction, increment in it will simply tend
to reinforce the network throughput. Here, miners will have to work towards maxi-
mizing BS to increase their share of reward. As the honest miners are simply getting
more rewards according to the above mechanism, there is a very rare possibility of
them infecting system health in an adverse manner.

This change of variable reward mechanism for miners will impose a policy of
producing possible best for the network to get rewarded in a better manner. Putting
into simple words, they will try to include as many transactions as they can into
the available block space, to gain most of the possible reward. As the method yields
more for honest miners, it is unlikely to be rejected by themining pools and dedicated
solo miners. We are not affecting any block structure parameters for the proposed
mechanism, hence it won’t have to deal with any new blockchain security concerns.
This reward mechanism for miners resembles with pay-per-piece wage system, in
which workers are paid variably according to their share of yield to the company
rather than lump-sum amount depending on their energy consumed.

The proposed hypothesis is able to achieve the following gains as system fea-
tures, which are mainly focused on promoting rational mines, working on system
throughput and avoiding inflation in cryptocurrency, etc.

Rational miners will earn better:As per the new reward mechanism, miners
will be rewarded based on their yield towards the system rather than their expended
electricity and CPU time. This policy will help towards the betterment of the honest
miners, who spend considerable time including more transactions inside blocks and
verifying them. Miners will be paid null for SPVmining as it depicts no productivity
towards network throughput.
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Dependency on block rewards will be extended: This variable reward distribu-
tion mechanism helps in saving those extra rewards that are being distributed to the
greedy miners now as per the constant reward formula. This helps in pushing reward
halving away on the timeline, which is a good thing for the overall bitcoin blockchain.
If reward halving is pushed in the future by paying variable reward, it will basically
extend the dependency on block reward for miners as a source of income.

Encouragement for better block syncing:Miners will have to include as many
transactions as possible to gain up to full reward in this mechanism.

If aminerwants to includemore transactions in its block creation, hewill have to be
connected to the maximum possible peers for receiving that amount of transactions.
Now, a good peer count in any P2P network leads to good synchronization of the
system as a whole. Hence, this will help bitcoin network in achieving better block
synchronization and will reduce the fork occurrences.

Help reducing inflation: Satoshi Nakamoto mentioned in his critique conversa-
tion that if coin generation rate is backed up by the increasing number of users, the
currency will be inflation-free [4]. Provided the former fact, very less has been done
towards controlling coin generation and distribution in bitcoin. This specific study
will control the distribution of coin to miners and will in turn help the currency to be
less affected by inflation.

5 Experiments and Results

For the experiment purpose, we have created scripts to mimic the miners’ behavior.
We also focused on the script to calculate block incentive or reward based on block
size and keep a count on transaction throughput based on actual blockchain data.
Our script is written in Python language and runs very efficiently on Google Colab.
As the manual script was mimicking miners’ behavior on actual blockchain data, we
had to have full blockchain downloaded on our machine. So we synced the bitcoin
core module without pruning to its latest block. It had massive weighed data around
246GB at the time of conducting these experiments.

Moreover, we have divided our approach to be checked for three different types
of miners: honest/ideal miners, greedy/dishonest miners and random miners. These
miners’will befillingblocks according to their behavioral aspect andwill be rewarded
according to blocks filled (or created block’s size). More emphasis on wallet func-
tionality is not depicted in the script as it is merely a coinbase transaction where
miners reward themselves which can be calculated easily. It was also necessary to
check our approach at different block heights to prove its optimality. We have exper-
imented on three different block heights (299999, 399999 and 499999) for 25 blocks
in each of the miner’s behavioral experiments.

Ideal/Honest Miner’s Behavior: One of the key types of miner that benefits the
systemmost is known as an ideal or honest miner. The foremost aim of honest miners
is to maximize the system’s throughput of transactions by validating and adding the
maximum amount of transactions into the block from mempool waiting area. So it is
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Table 4 Ideal/Honest Miner’s Behavior at Different Block Heights

Parameters Conventional Approach Pay-Per-Byte

299999 399999 499999 299999 399999 499999

Block space (No. of Blocks) 152.26 28.68 25.53 25 25 25

Throughput (Txs/Block) 303.62 1426.46 2637.02 1849.16 1636.44 2692.95

Reward (Bitcoins) 1912.5 362.5 325 312.0185 312.3424 312.3629

Table 5 Random Miner’s Behavior at Different Block Heights

Parameters Conventional Approach Pay-Per-Byte

299999 399999 499999 299999 399999 499999

Block space (No. of Blocks) 104.03 20.31 21.43 25 25 25

Throughput (Txs/Block) 336.42 1432.55 2623.75 1399.92 1163.8 2249.08

Reward (Bitcoins) 1312.5 262.5 275 227.537 223.6542 262.1529

desirable that these miners should tend to earn most among the other type of miners
as they are thinking about the system. Table4 show results for honest miners’ block
size, transaction throughput and incentive at respective height.

Random Miner’s Behavior: If the system was to contain all the honest miners,
it was never supposed to face any difficulty at all. Hence, we evaluate the behavior
of random miners. These miners do not care about the system much and just sweep
through theminimumavailable transaction that has been already checkedwhile trying
to create the last block. They just check for the transaction included in recent blocks
to deduct them and avoid time for more transaction validation. They throw whatever
they have in temporary block to actual block mining them. Their sole purpose is
to just participate in the mining process and earn without worrying about system
throughput. Table5 shows the results for random miner’s behavior at different block
heights.

Greedy/Dishonest Miner’s Behavior: There also exists a type of miners who
deliberately tries to harm the system despite earning their fair share from it. Such
miners can be classified as greedy/dishonest miners and such mining is known as
SPVmining. In SPVmining, the miner doesn’t have the last block’s header, they just
start mining empty blocks, having no transaction to earn their reward and adversely
affect the system. One of our approach’s objectives is to prevent the system from
SPVmining so that we can save bitcoins from going into the hands of greedy miners.
As greedy miners just create empty blocks, it is not possible to test their behavior at a
particular height in the blockchain. However, for SPVmining conventional approach
provides rewards per mined block, our approach will not provide any reward.

From the results, it is apparent that the Pay-per-Byte approach for miners is not
only promoting honest mining, but also saving bitcoin by rewarding greedy min-
ers/random diggers as per their contribution to the system. Apparently, we haven’t
changed the original maximum allowed block size into consensus protocols. Apart
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from that results shown depict that network throughput was enforced and honest
miners were rewarded with more bitcoins for helping the system in achieving better
results. As we have rewarded miners based on the number of transaction bytes, they
have ben included in the block, we can mark down the objective of implementing the
pay-per-wage system. Furthermore, we are paying NIL to the miners mining empty
blocks, which suggests that it will have a major impact on SPV mining by removing
them to the most possible extent from the bitcoin mining scenario. Similarly, that
thing will help the system to depend on block reward for a longer period of time
as we are distributing it cautiously. The objective of achieving better syncing can
be justified by the miner’s urge to include maximum earning for better transaction
inclusion.

6 Conclusion

Pay-per-Byte is the new incentivemechanism for block reward in bitcoin blockchain,
a solution by design, just like its underlying blockchain technology. Apart from
making the system lucrative for honest miners, this idea also backs up the message
of the founder about mining that “If miners ought to find it more profitable to play
by the rules, they will never undermine the system” [20]. Hence, this proposed
change will help the bitcoin network to reinforce its lacking throughput and delay
the expiration of mining activity to a considerable extent by distributing coins to the
miners efficiently. New technological inclusion in any solution brings its own positive
aswell as negative aspects unlike this novel proposal. This solution ismerely a design
change in the bitcoin network which does not disturb its security aspects. Efficient
utilizing of already existing limits will give rise to secure blockchain solutions.
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Blockchain-Based Drug Regulation
System

Yash Solanki, Soumya, and Reema Patel

1 Introduction

Drugs, intended to be developed as a boon to serve the right to good health for
every human being, have now transgressed to become a bane for millions of families
worldwide. According to WHO, around 31 million people suffer from drug use
disorders due to the use of illegal drugs like cocaine, opioids, and other similar
products. Also, several readily available drugs or chemicals are directly or indirectly
used to produce illegal drugs, if not regulated. In India, unauthorised easy access
to strongly concentrated acid causes about 300 acid attacks every year, destroying
the lives of several young girls [1]. The Overuse of drugs and alcohol also results
in millions of deaths worldwide. According to WHO, 3.3 million deaths are caused
every year due to alcohol abuse as no purchase limit exists for these products. These
phenomena of unauthorised access to drugs are widespread in areas where regulation
and surveillance of restricted products need improvement or are lacking, which poses
a significant concern for public health and safety.

However, due to the absence of a single track record of the drug product among
the stakeholders in the system, the supply chain becomes unsafe and difficult to
handle. The possibility of the access of drug products to unlicensed people and the
entry of false products in the supply chain becomes relatively easier. As health and
safety are the factors of major concern, many organisations and several researchers
referenced blockchain as a transformative technology with the capacity to manage a
supply chain, regulate their sales, and detect counterfeit drugs through verification
of supply chain participants [4, 5, 8, 9, 14, 15, 17, 19].

As the supply chain’s complexity increases, affecting the costs of products and
their access to consumers, the need for cheap, reliable, accessible, and secure supply
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chains becomes increasingly essential. The recent advancement in blockchain tech-
nology has provided a potential solution to convert the existing drug supply chain
practices to more robust and secure systems that are fully automatic. To build such
a software-based platform that can be utilised without involving a trusted central
entity, Ethereum blockchain [24] provides the best option. Ethereum provides smart
contract infrastructure which helps in solidifying transactions between various actors
in the system. Various properties of ethereum like decentralised architecture, smart
contracts, security, proof of work, etc. make it the best candidate for our supply chain
implementation.

In thiswork, themajor focus is the implementation anddesign of a secure and trust-
worthy drug supply chain system and regulating the sales of drugs based on specific
rules codified using smart contracts deployed on the Ethereum blockchain network.
The structure of the work is organised as follows: Sect. 2 enlists and describes some
of the related work on drug supply chain solutions, which are based on blockchain.
Section3 deals with participants involved in the overall scenario of the drug supply
chain system, system design, structure of smart contracts in the system, and overall
sequence of transactions within the proposed system. Section4 provides information
about the deployment of the proposed architecture, elaborating on implementations,
and smart contract modelling. Section5 consists of the interfaces of the developed
system. Section6 shows the outcome of the system elaborating on the system’s tests
and its cost in terms of computation and ether.

2 Literature Review

Blockchain is poised to be the most disruptive and world-changing technology of
the future. Several research studies about the development of blockchain systems in
various fields and the numbers are increasing exponentially [6, 7, 23–25]. In this
literature review study, our primary goal is to cover several proposed and existing
drug supply chain solutions in the blockchain and compare their merits and demerits
with respect to the proposed solution (Fig. 1).

3 Proposed Solution

In this section, we first explain the actors present in the system followed by system
architecture and finally conclude with how smart contracts are structured into the
proposed architecture.
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Table 1 Comparative study of various existing solutions
Author Technology used Merits Demerits

Jamil et al. [11] Hyperledger Fabric Prescription Handling and
tracking of the drug sold by
pharmaceuticals avoiding
unauthorised access to drugs

Doesn’t resolve the drug
counterfeit issue occurring
during the supply of the drug
from manufacturer to retailers

Khatoon et al.
[12]

Ethereum Prescription Handling and
tracking of the drug sold by
pharmaceuticals avoiding
unauthorised access to drugs

Doesn’t resolve the drug
counterfeit issue occurring
during the supply of the drug
from manufacturer to retailers

Ijazul Haq et al.
[10]

Permissioned Blockchain Handles counterfeit drug
issue by keeping track of
supply chain from
manufacturer to consumer

Lacks implementation details

Tseng et al. [22] Bitcoin-based
Proof-of-Work Approach

Handles counterfeit drug
issue by keeping track of
supply chain from
manufacturer to consumer

Does Not resolve the issue of
unauthorised access to drugs
and also Proof-of-work
approach leads to the problem
of scalability

Schöner et al.
[18]

Bitcoin-based
Proof-of-Work Approach

Handles only counterfeit
medicine issues by keeping
track of the supply chain from
manufacturer to customer
using an unambiguous
identification tag

Lacks implementation details

Sylim et al. [20] Ethereum (Proof-of-work
consensus algorithm)

Handles counterfeit drug
issues by keeping track of
supply chain from
manufacturer to customer
using DApp

Does not resolve the issue of
unauthorised access to drugs
and also Proof-of-work
approach leads to the problem
of scalability

Toyoda et al. [21] Ethereum Prevent counterfeits of
RFIDattached products in the
post-supply chain

Does not solve the issue of
unauthorised access

Kumar et al. [16] Bitcoin-based
Proof-of-Work Approach

Handles counterfeit drug
issue by keeping track of
supply chain from
manufacturer to consumer
using DApp

Proof-of-work approach leads
to the requirement of high
computational power and
issue of scalability. Also, it
doesn’t resolve the issue of
unauthorised access

Kaid et al. [13] Hyperledger Fabric Prevents unauthorised access
by implementing automated
payments under specific
conditions among
manufacturers, wholesalers
and retailers

Does not solve the issue of
unauthorised access of
customers with respect to
age, prescription, etc

Azaria et al. [3] Bitcoin-based
Proof-of-Work Approach

Easy access to patients
medical records and avoids
fragmented data by enabling
the sharing of medical data by
patients and doctors among
different parties using
distributed ledger technology.
Also prevents unauthorised
access data as only patients
could buy the drugs.

Does not prevent the problem
of counterfeit drugs
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3.1 Actors Present in the System

Blockchain technology has the power to revolutionise the governance of a country.
This research proposed a Blockchain-based drug regulation system for effective
implementation of regulation rules in sales of drugs and also to help the elimination
of drug counterfeit.

The proposed system develops a decentralised blockchain solution that supports a
consortium blockchain network. The proposed Blockchain DApp is capable of man-
aging and updating the complete supply chain by transferring the ownership of drug;
paying through the Blockchain network; storing data related to drugs, manufacturer,
wholesaler, retailers, and consumers; authenticating the consumers before their pur-
chase; tracking the purchase limit of drugs; adding additional restriction rules for
the purchase; etc. Figure1 represents the actors of the proposed solution, namely
Regulatory Committee, Quality Certifier, Manufacturer, Wholesaler, Retailer, and
Consumer.

The roles of the actors in the proposed system are given below:

• Regulatory Committee: The governing body responsible for regulating drugs by
creating authentication and authorization rules in form of smart contract imple-
mentation.

• Quality Certifier: This entity is responsible for providing quality certificates which
ensure that product produced by various manufacturers falls within the rules set
up by the regulatory committee.

• Manufacturer: This entity manufactures products and sells to various wholesalers
or retailers.

• Wholesalers: This entity sells products to various retailers after buying them from
manufacturers.

• Retailers: This entity sells products to consumers after buying them from whole-
salers.

• Consumer: This entity buys products from various retailers after providing proper
authentication as required by the defined contracts.

3.2 System Architecture

The actors are the nodes that use a drug supply chain system. The government assigns
the regulatory committee. They act as the admin of the developed system and have the
responsibility to set up regulatory rules and addormanage all themanufacturers. They
can also trace the whole batch progress from upstreammanufacturers to downstream
consumers. The drug supply chain begins with the regulatory committee examining
and registering a manufacturer in the system. Manufacturers then need to get their
product certified by a recognised certification firm acknowledged by the regulatory
committee. This certifier then assigns a production limit based on the product quality
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Fig. 1 The architecture of Drug Regulation System

and other rules laid by the committee for a specifically requested product to the
manufacturer. The manufacturer then produces different sets of batches of drugs and
requests a regulatory committee to register this fresh set of batches in the system. If
approved, the manufacturer registers the wholesalers in the network to whom they
wish to supply the drug products. The wholesaler can place purchase requests to the
manufacturer, who can approve/disapprove the request accordingly. If the request is
more than the number of products present with the manufacturer, the request gets
automatically rejected.

Similarly, the wholesaler can register retailers and can change the ownership of
the drug products to the retailers. Finally, when the consumer arrives to buy a drug
product at retailers, they are first authenticated using their identification card (e.g.,
Aadhar Card) and their biometrics. Once authenticated successfully and verified to
satisfy all the regulation rules (such as age, purchase limit, etc.), the drug product is
sold to the consumer by again changing its ownership in the network. The retailers
can verify citizen’s identification data (for example, Aadhar card data in India), which
contains his name, image, and biometrics through APIs provided by the government
organisation responsible for that identification (for example, UIDAI for Aadhar).
The consumer can also check the originality of the drug products by scanning the
barcode and checking its supply chain journey. This solutionwould help prevent drug
counterfeit. Figure describes the complete scenario of the proposed drug supply chain
system.

3.3 Smart Contracts Structure in the Proposed System

A Smart Contract adds more features to a vanilla blockchain network, as it is a self-
executing program that contains conditions of a trade agreement between two parties
involves in the trade, and it is written with some simple programming language like
Solidity. It can access blockchain blocks and the history of previous transactions
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and can execute transactions whenever needed. The code and the agreements con-
tained within the contract are stored in a distributed database across the decentralised
blockchain network [2]. The smart contract contains rules for entry, execution, and
exit of the entire contract and has different functions responsible for different opera-
tions/transactions within the contract. The proposed solution implemented the smart
contracts in a relatively newer programming language calledSolidity on theEthereum
network.

The proposed system contains three contracts, namely “ContractFactory”, “Sup-
plyTrack”, and “QualityCertifier”. These contracts contain methods that allow the
actors/users to interact with the Blockchain data. For example, methods to register
manufacturers, wholesalers, retailers, and customers; accept payment; and keep track
of the registered products.

The “ContractFactory” contract is responsible for registering the manufactur-
ers and processing requests from manufacturers to register their product batch to
the network and creating a new contract instance “Supply Track” per batch. The
“SupplyTrack” contract is responsible for registering wholesalers, retailers, and cus-
tomers and keeping track of a particular set of batches down the supply chain. The
“QualityCertifier” contract is responsible for verifying the manufacturer’s requests
and also setting production limits of the particular products to be produced by the
manufacturers.

These contracts provide specific access control of all the operations and only
let the actor, who is authorised to use the information, query the information. For
example, only manufacturers can request a ContractFactory instance to generate a
SupplyTrack instance for their certified product batch, and further, all the buying
and selling of the batch would be locked in this particular SupplyTrack instance.
Actors can retrieve information by doing a function call in the smart contract (hence
carrying out a transaction). The blockchain-based DApp performs the transactions
and updates the data on the blockchain by adding the transactions in different blocks.
This updated outcome is then sent to the application as acknowledgement.

4 Drug Regulation System Implementation

In this section, we first talk about the implementation environment and then see how
smart contracts are modelled to support the application.

4.1 Implementation Environment

The proposed system’s development environment is grouped into two parts: a React-
based front-end and Ethereum powered back-end. The back-end implementation for
the Blockchain-based drug regulation system uses smart contracts made in the solid-
ity programming language. The entire back-end is supported by Intel(R) Core(TM)
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i5 6200U CPU @ 2.40GHz CPU with 4.00GB of primary memory. Ethereum was
run on Rinkeby Test Network and Smart Contracts written in solidity were compiled
using solc.

4.2 Smart Contracts Modelling

The proposed system model consists of three working contracts: “Quality Certifier,”
“Contract Factory,” and “Supply Track.” The owners and users of the contracts might
be different actors according to the access control policy set up in the system. The
descriptions of each contract are shown below.

4.2.1 Quality Certifier

“Quality Certifier” is a contract that is owned by the quality certifier actor of the sys-
tem.With this contract, they can take requests frommanufacturer actors for certifying
their products. They create certificates for different products of each manufacturer
in the system. This contract also enables the certifiers to set production limits to
products based on their quality and other parameters pre-decided by the regulatory
committee.

4.2.2 Contract Factory

This contract is a master contract managed by the regulatory committee. Manufac-
turers use this contract after they are registered as actors by the regulatory committee.
Registered manufacturers can request this contract to register batches of products in
the supply chain. Each set of product batches have their own “Supply Track” con-
tract instance spawned by the contract factory. Manufacturers would be required to
get their products certified and get a production limit before requesting the contract
factory for the registration of batches. Each time the manufacturer sends a request,
the contract verifies if the product is certified, and the requested batch size is under
the production limit.

4.2.3 Supply Track

A Supply Track contract instance is created only through a master contract instance
of a contract factory. Each supply track instance is associated with some specific
set of batches. The entire flow of this batch from manufacturer to consumer will be
logged in this instance. The manufacturer made the manager of this contract and is
responsible for registering wholesalers/distributors in the contract instance. Whole-
salers are responsible for registering new retailers in the instance. The transaction
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between manufacturers and wholesalers or wholesalers and retailers takes place in
three steps:

1. The buyer sends the request of products to the seller with appropriate details like
name, universal product code, quantity required, and other relevant details.

2. The seller checks his inventory and accordingly accepts or rejects the request. In
case of acceptance, he sends the invoice with the total outstanding amount to the
buyer.

3. The buyer then pays the amount received as part of the invoice and gets the product
transferred under his ownership.

The above-mentioned steps are implemented in the functions mentioned
below: requestToBuy(), handlePurchaseRequest(), and payAndFinalizeTransac-
tion(), respectively. This contract mandates any retailer to authenticate and log cus-
tomers before they buy any product to ensure proper regulation.

5 Execution Results

The contracts were tested with the Mocha test framework on the Ganache network.
Table2 tabulates the resulting timing for every function of all contracts.

Table 2 Mocha test results for the proposed blockchain-based drug regulation

Contract Function Time (ms)

Quality Certifier constructor() 183

Quality Certifier registerRequest() 5050

Quality Certifier processRequest() 1049

Quality Certifier verifyRequest() 172

Contract Factory constructor() 1615

Contract Factory registerActor() 345

Contract Factory processRequest() 12694

Supply Track constructor() 2154

Supply Track registerWholesaler() 482

Supply Track registerRetailer() 542

Supply Track requestToBuy() 2570

Supply Track handlePurchaseRequest() 3267

Supply Track payAndFinalizeTransaction() 7864

Supply Track logCustomer() 8946
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6 Conclusion

Thus, we implemented a Drug Regulation Supply Chain on Ethereum Blockchain
which is capable of detecting counterfeit or substandard drugs and also removes
the possibility of Unauthorised access to restricted drugs. This system can prevent
many cases of drug overdose, acid attacks, and fake drug rackets and if implemented
uniformly can help eradicate these types of crimes to a great extent.
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ShoutIMEI: Ultrasound Covert
Channel-Based Attack in Android

Keval Pandya, Bhavesh Borisaniya, and Bharat Buddhadev

1 Introduction

Android is an open-source and Linux kernel-based operating system developed by
Google [1]. Android is a widely used operating system by the second quarter of
2021 [2]. There are over 28,93,806 Android apps on Google Play Store by the second
quarter of 2021 [3].Android is a permission-based operating system.Hence, to access
any resources or complete any task, it requires permissions [4, 5].

Applications downloaded from Google Play Store may have been developed by
untrusted developers. These applications may have lots of permissions granted by
user. Based on these permissions, applications can access private data of the user,
which leads to information leakage.

Nowadays, users are aware about the information leakage through applications
with potential permissions. However, privilege escalation attack can take place when
two applications communicate with each other requestingminimal set of permissions
to leak private information even though the user carefully checked their permissions.

To communicate with each other, both applications require a communication
channel. There are two types of communication channels. One is overt channel,
which is a visible way to transfer data [6], whereas the second is covert channel,
which works as a hidden communication channel by exploiting shared resources [6].

Many research have revealed various covert channels by which privilege esca-
lation attacks can take place. In this paper, we are proposing an attack based on
ultrasound covert channel. With the help of ultrasound covert channel, private infor-
mation can be leaked covertly from the sender application to receiver application
residing on the same or different devices. However, ultrasound also has a limitation.
It only works if both devices are in a range of 10ft. To overcome this limitation, we
propose a combination of the ultrasound and network-based covert channel to leak
private information over the Internet.
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This paper is organized as follows. In Sect. 2, we present a literature review
and related work. In Sect. 3, we describe architecture of ShoutIMEI. In Sect. 4, we
describe an implementation strategy of ShoutIMEI. In Sect. 5, we evaluate experi-
mental results and finally, we conclude the paper with references at the end.

2 Related Work

In this section, we will discuss the related work found in the literature related to
covert channel-based attacks.

Bushra Aloraini et al. [7] proposed an attack based on cellular voice channel. This
attack leaks private information in the form of “speech-like” signals in a voice call.
To achieve this, a custom FSK-based software audio modem has been designed.

Ahmed Al-Haiqi et al. [8] proposed a covert channel based on sensors. Vibration
pattern is generated based on the information gathered by an application residing on
the victim’s device. When the device starts vibrating, the attacker’s device near the
victim’s device starts reading Accelerometer data. Based on the graph generated by
the Accelerometer, information can be extracted.

Mengchao Yue et al. [9] proposed a covert channel based on CPU Frequency.
To leak the information, the sender application varies the speed of the CPU, while
the receiver application monitors the variation in CPU speed. Based on the speed
variation, information can be extracted.

Wen Qi et al. [10] proposed a user-behavior-based covert channel. The sender
application forces the user to tilt the phone right or left based on private information
gathered. The receiver application starts reading Gyroscope. Based on the readings
of the Gyroscope, information can be extracted.

Nikolay Matyunin et al. [11] proposed a covert channel based on magnetic field.
Sender application residing on a laptop computer generates a magnetic field based on
private information. Receiver application activates EMF meter on the other device.
Based on the readings of the EMF meter, information can be extracted.

Luke Deshotels [12] proposed a covert channel based on ultrasound. Private
information is converted into an ultrasound in MATLAB and played on a com-
puter speaker. Meanwhile, the receiver application on the other device records this
ultrasound and extracts information.

Roman Schlegel [13] proposed an attack that records private information during
a phone call and leaks it via different covert channels.

Riccardo Spolaor et al. [14] proposed an attack that uses a USB charging cable
at the public charging station that manipulates the power consumption of the smart-
phone’s CPU and sends out bits of data in a form of power bursts without using the
data transfer functionality.

EdNovak et al. [15] proposed a covert channel based on flash and camera inwhich
sensitive data is sent out via flash and captured by another application via camera.

Some of the above covert channel-based attacks need very specific and/or sophis-
ticated environments to leak any private information, e.g., Vibrator and Accelerom-
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eter, Flash and Camera, or Gyroscope-based covert channels. On the other hand,
few approaches uses another application or device to send the private information
e.g., CPU or EMF-based attacks. However, inference from another application or
device can populate incorrect data causes failure in decoding private information on
receiving side. Hence, we present our attack based on an ultrasound covert channel
which has a higher throughput for privacy leaks.

3 Proposed Work

ShoutIMEI is a covert channel-based attack which extracts an IMEI number from
the smartphone and transmits it to the attacker. Figure1 shows the architecture of
ShoutIMEI attack. There are 4 components in the ShoutIMEI attack.

3.1 Victim

Victim application resides within the victim’s device. This application has only one
permission (2) shown in Table1 to extract an IMEI number from the device. This
application maps an IMEI number on ultrasound frequency with the help of Fre-
quencyShiftKeying (FSK)Encoder and transmits sound packets through the device’s
speaker. Speaker andmicrophone of the smartphone do not support frequency greater

Victim (Device 1) Zombie (Device 2)

Ad ServerAttacker
(Device 3)

Android API

IMEI: 86164…

FSK Encoder

IMEI: 86164…

FSK Decoder

Ad Processor

Map IMEI number on 

predetermined random string

e.g. : 8 = CWO2CO1F4L

6 = EL26VSKVK2, etc.

Send me Ad no. 

CWO2CO1F4L, 

EL26VSKVK2 and 

so on.

IMEI: 86164…

Generate Log based 

on requested Ads.

Send IMEI number 

to attacker.

Un-map IMEI number on 

predetermined random string

e.g. : CWO2CO1F4L = 8

EL26VSKVK2 = 6, etc.

(1)

(2) (3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

Fig. 1 ShoutIMEI architecture
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Table 1 List of all permissions used by ShoutIMEI attack

No. Permission Description

1 INTERNET Allows an application to access the Internet

2 READ_PHONE_STATE Allows an application to access cellular
network information, phone number of the
device, status of ongoing calls, etc.

3 RECORD_AUDIO Allows an application to record audio

than 22kHz. Hence, ultrasound covert channel uses 15–22kHz range of frequency
(near-ultrasonic frequency) which is nearly inaudible to humans.

3.2 Zombie

Zombie application resides within the victim’s device or device of the victim’s col-
league, family, or friend who stay together most of the time. This application has two
permissions (1)(3) shown in Table1. This application uses the microphone to record
the sound played by the Victim application. FSK Decoder retrieves an IMEI number
from the recorded sound.

To leak an IMEInumber to the attacker over the Internet,AdProcessor is used.This
application maps each digit of an IMEI number on a random string predetermined
by Zombie and Ad Server. Once the mapping is done, this application requests Ad
Server to send ads based on a series of predetermined random strings.

3.3 Ad Server

Ad Server contains different ads to be displayed on applications and websites. It logs
and sends requested ads to the Zombie application. It parses the log to un-map and
retrieve an IMEI number and stores it in the database. It also sends a notification to
the Spy application about new data arrival.

3.4 Spy

Spy application resides within the attacker’s device. This application has only one
permission (1) shown in Table1. Once an IMEI number is fetched by Ad Server, this
application gets a notification and displays the stolen IMEI number.



ShoutIMEI: Ultrasound Covert Channel-Based Attack in Android 297

4 Implementation

As discussed in the previous section, we have implemented a prototype of ShoutIMEI
for Android devices. Table2 shows the list of tools, services with their description,
and their usage to implement ShoutIMEI.

4.1 Victim

The victim application extracts the IMEI number and plays the ultrasound accord-
ingly. For the implementation, we chose to use the 17.5–18.25kHz (750Hz) range of
ultrasound, because the speaker andmicrophone of the smartphones can only support
frequency below 22kHz. Chosen frequency range is still inaudible to humans, i.e.,
it is stealthy. Victim application generates data segments 441 samples long. Each
segment is the sum of many modulated sub-carrier frequencies. There are 10 sub-
carriers for 0–9 digits. This application reserves four sub-carrier frequencies (17.7,
17.9, 18.1, 18.3kHz) to reduce the error rate when recovering data. So, in summary,
we used the following parameters for implementation:

• Frequency Range: 17.5–18.25kHz (750Hz)
• Packet Size: 441
• Sample Rate: 44.1kHz
• Sub-Carrier Frequencies: 17.7, 17.9, 18.1, 18.3kHz

Table 2 List of tools and services required in ShoutIMEI

Tool Description Usage

Android studio IDE for building Android
applications

Victim, Zombie, and Spy
application development

APKTool APK file reverse engineering tool Reverse engineering trusted
application to hook Victim and
Zombie code

Firebase
(Notification)

Cloud service by Google for
sending notification to smartphones

Sending notification to Spy
application from Ad Server

Genymotion Android Emulator Testing Victim, Zombie, and Spy
applications

IIS Web Hosting Server Hosting Ad Server

Microsoft Azure Cloud service by Microsoft Provides Virtual Machine for
hosting Ad Server

Microsoft SQL
Server

Database Management System by
Microsoft

Storing stolen IMEI number, parsed
from generated log by IIS

Microsoft Visual
Studio

IDE for building .NET
framework-based applications

Ad Server development

SignAPK APK file signing tool Signing trusted application
containing Victim and Zombie code
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4.2 Zombie

As mentioned in Sect. 3.2, Zombie application uses a predetermined random string
to map each digit of an IMEI number. Table3 contains that list of predetermined ran-
dom string. If an IMEI number starts from 861, then mapped random string based on
Table3 is CWO2CO1F4L, EL26VSKVK2, and NWVE8XCP4K. Zombie applica-
tion requests Ad Server to send ad number CWO2CO1F4L to display on application,
then ad number EL26VSKVK2, and so on. Strings SHLT7ZO59F and 3GMJT32OL5
indicate starting and ending of an IMEI number to Ad Server, respectively.

4.3 Ad Server

We chose Microsoft Azure cloud service to host a virtual machine. This virtual
machine has IIS-enabledWindows Server 2012 R2 Datacenter operating system. IIS
is used for hosting ad service which has 12 ads listed in Table3. It is configured to
store generated log in database table of Microsoft SQL Server 2012. When an ad is
requested by the Zombie application, IIS logs the details of the request as shown in
Fig. 2.

We have developed a desktop application called Spy Server to parse the log gen-
erated by IIS to retrieve the IMEI number and store it on another table in Microsoft
SQL Server 2012. With the help of the Firebase notification service, Spy Server can
send a notification to the Spy application about the newly retrieved IMEI number.

Table 3 List of mappings of data on predetermined random string

Data Predetermined random string (Ad No.)

Start SHLT7ZO59F

0 86F5H7HHGK

1 NWVE8XCP4K

2 WLHYWG7G7O

3 VKD5OYOSWI

4 W8N37W9UUU

5 HX3EGI8BWA

6 EL26VSKVK2

7 8GQXHZ3UM4

8 CWO2CO1F4L

9 NL1C7GIU5C

End 3GMJT32OL5
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Fig. 2 Log generated by IIS in Microsoft SQL server 2012

4.4 Spy

When the Spy application gets installed for the first time, it registers itself with the
Firebase notification service to get a notification from Ad Server.

5 Results

Results gathered by experiments and testing suggest that the ultrasound covert
channel-based attack is practical. We measured bit-rate and transmission range by
performing various experiments.

5.1 Bit-Rate

We tested ShoutIMEI Victim and Zombie applications on Xiaomi Redmi Note 3
device and measured the bit-rate for transmission which is 50–55 bits per second.
We even tested both applications on Genymotion emulator and measured the bit-rate
for transmission which is 40–45 bits per second.

5.2 Transmission Range

We measured the transmitting range of ultrasound as a channel in smartphones is
around 10ft. Even though the device is in the pocket, transmission can be done
successfully. However, the device in the pocket requires a range of 5ft or less to
transmit data accurately.
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Conclusion

In this paper, we have proposed and implemented an attack based on ultrasound
covert channel, and proved that this type of attack is practical. Not limited to IMEI
numbers, this type of attack can also leak any small amount of data very efficiently,
e.g., credit card details, login credentials, and OTPs. There is no explicit permission
required to play a sound on Android. Hence, an ultrasound-based communication
channel is more stealthy than network or any other communication channel. How-
ever, ultrasound-based attacks are only effective for devices in a shorter range. This
research work leads to an open issue for mitigating such types of attacks.
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A Review of Machine Learning-Based
Intrusion Detection Systems on the Cloud

Nishtha Srivastava, Ashish Chaudhari, Nidhi Joraviya, Bhavesh N. Gohil,
Suprio Ray, and Udai Pratap Rao

1 Introduction

Due to the electronic transmission of data, the use of computer systems and the
Internet have resulted in significant privacy concerns. Despite significant progress
made in improving computer systems’ privacy, many issues remain unresolved. In
reality, no system is safe. The interaction among the cloud actors such as consumer,
provider, auditor, broker, and carrier makes the system more vulnerable. Network
attacks come in a variety of flavours. All such attacks occur when a signature with
abnormalities is added to the signature database. As a result of the advent of various
types of attacks, many techniques are built and utilized in multiple network attacks.
IDS can detect and track attacks aimed at compromising a system’s security features
(confidentiality, availability, and integrity).

As technology advances, hacking incidents are becoming more common. In such
a dynamic technological world, security concerns pose major challenges. The cloud
providers and consumers both record attacks on a daily basis. According to a Syman-
tec report, during the year 2020, more than 600 major companies became victims of
security attacks. More than 95% of cyber security professionals are concerned about
cloud security.
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Researchers have discovered a new vulnerability on the Amazon cloud computing
platform using the Elasticsearch [1] distributed search engine method. Hackers were
able to obtain access to the search engine and use it to launch a battalion of botnets
on Amazon’s cloud, according to analysis. Because it has the potential to be used to
DDoS attacks against tens of billions of websites, the vulnerability should be taken
seriously and brought to the attention of businesses. Elasticsearch, an open-source
search engine server built on Java, allows Amazon cloud users to search different
documents using a representational state transferAPI. Recently, insider attacks/abuse
accounted for 55% of events according to Verizon [1]. Malware developers use web
browser addons to distribute malware and unauthorized applications, according to
Cisco.

The rest of the paper is organized as follows: Sect. 2 gives a brief overview of the
various attacks in the cloud environment and a comparative study of the IDS tech-
niques. In Sect. 3, some light is shed on the various machine learning techniques used
in IDS. Section4 gives a summary and discusses the open issues of IDS approaches
based on ML.

2 Cloud-Based IDS

The cloud computing paradigm is increasingly expanding in theworld of information
technology. Furthermore, the continuous availability of cloud computing services
encourages intruders seeking access to the cloud service provider’s services, tools,
and resources.

2.1 Cloud Attacks

There are many types of cloud attacks, but a few major types of attacks are listed as
follows:

• Insider attack
• User-root attack
• Port scanning
• Virtualization attack
• Side-channel attacks
• Backdoor channel attacks
• Denial of Service (DoS) attack
• Privilege’s escalation attacks
• Cross-VM Row Hammer attack.
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2.1.1 Insider Attack

In an insider attack [2], the attackers try to obtain and abuse privileges that have
been assigned to them. As a result, they can defraud others, deliberately alter data,
or expose secrets to competitors. This is a substantial breach of confidentiality. As
an example, an inner DoS attack was performed that targeted Amazon (EC2) [3].

2.1.2 User-Root Attack

In a user-root attack [4], the user gains unauthorized access to the user account
because of the malicious code (password sniffer, a dictionary). Buffer overflow
attacks, perl, xterm, and other user-root attacks are just a few examples.

2.1.3 Port Scanning

The attackers scan the ports to find out the vulnerable ports. Examples of this include
the open ports, the close ports, and the ports that are filtered. Port Scanning could
be used by attackers to detect ports that are vulnerable and the services operating
on them. Existing port scanning techniques include SYN, ACK, TCP, Windows,
FIN, and UDP scanning. This method of scanning the port displays all the network
packets, including MAC addresses, IP addresses, router and gateway filters, and
firewall rules, among other things. A port scanning attack in the cloud environment
could jeopardize the cloud’s secrecy and integrity.

2.1.4 Virtualization Attack

By exploiting the hypervisor, an attacker can gain access to a VM. Virtual layer
attacks such as SubVir [5], BLUEPILL [6], and DKSM [7] are well-known. As a
result, hackers can get access to the hypervisor and take control of the host. By
targeting zero-day attacks in VM, attackers can simply target and get access to
them, potentially resulting in the damage of numerous websites that rely on virtual
servers [8].

2.1.5 Side-Channel Attack

A side-channel attack, as defined by Ainapure [9], is one that relies on the data
collected from a computer system’s application rather than defects in the algorithm
alone. Timing data, power usage, electromagnetic leaks, and sometimes even sound
are used to provide an additional source of information. VMs running on the same
core as the OS can be targeted by malicious or anomalous attacks, which includes
side-channel attacks. Cache is a resource that may be shared between several VMs
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running simultaneously on the same core as of the OS. The attacker can use the
victim’s cache functionality to launch a (cache-base) memory side-channel attack.

2.1.6 Backdoor Channel Attack

The attacker attacks via the backdoor. It is a passive attack in which hackers attain
remote access to a compromised node in order to compromise user privacy. Hackers
can monitor a victim’s resources and turn them into a malicious entity for a DDoS
attack by using backdoor channels. It could be utilized to obtain sensitive information
about the victim [10]. As a result, the infected device may have trouble executing its
routine tasks. In the cloud environment, an attacker could utilize a backdoor channel
to acquire access and control of a user’s resources, as well as turn a VM into a
“zombie” to launch a DDoS attack.

2.1.7 Denial of Service (DoS) Attack

The attack is also known as a flooding attack, which tries flooding aVMby delivering
massive amounts of packets over the network from unsuspecting hosts (zombies).
UDP, TCP, ICMP, or a combination of these protocols may be used to send pack-
ets. The goal of this attack is to prevent legitimate users from accessing the cloud
services and then hacking them. An attacker may be able to make the intended ser-
vice unavailable by focusing on a single server that provides it. It is referred to as a
direct DoS attack. The flood requests deplete the physical resources of the server to
the point where future service instances on the same physical device are unable to
perform their required tasks. This is referred to as an indirect relationship [11].

2.1.8 Privilege’s Escalation Attack

An attacker aims to find additional permissions or access to an already compromised
account or tends to increase their privileges by gaining control of some other exam-
ple. An adversary might induce memory errors and escalate privileges remotely by
embedding malicious JavaScript code into the target’s web traffic [12].

2.1.9 Cross-VM Row Hammer Attack

The attack exploits a flaw in the design of dynamic random-accessmemory (DRAM).
Since present-day high-capacity DRAM has a high storage cell density, there is a
greater electrical connection between surrounding cells, which can lead to the usage
of malicious programs or vulnerabilities, as well as abuse of the legitimate rights
granted to other users [12]. In light of the aforementioned attacks, a number of
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researchers have proposed IDS for cloud computing. Figure1 depicts an overview
of IDS.

An IDS is a protection tool that collects and tracks network traffic alongwith scan-
ning the system/network for suspicious activities. The system or the cloud adminis-
trator is further warned of attacks.

There are three different types of IDS:

• Host-based IDS (HIDS)
• Network-based IDS (NIDS)
• Hypervisor-based IDS.

Individual hosts are monitored by HIDS. It sends a message to the user if it senses
unusual behaviour, including the modification or deletion of system files, an abrupt
pattern of system calls, or an unexpected setup specification shift at a VM. NIDS
are installed at network nodes such as gateways and routers to track network traffic
for anomalies. A Hypervisor-based IDS is installed at the hypervisor level or on the
monitor of VM or on a privileged VM and can capture all state information for the
VMs running on top of the hypervisor. This can monitor and implement different
security policies to other VMs according to their requirements.

There are two broad classifications of IDS techniques: signature and anomaly-
based IDS. However, apart from signature and anomaly, there are other IDS tech-

Fig. 1 An overview of IDS
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Table 1 Comparative study of IDS techniques

Parameters Signature/misuse-
based
IDS

Anomaly-based
IDS

Virtual machine
introspection

Hybrid

Attacks and
vulnerabilities

Contextual
analysis is used in
identifying
known attacks

Contextual
analysis is used in
identifying
known and
unknown attacks.

Detecting
vulnerabilities
and assaults by
monitoring the
run-time status of
a system-level
virtual machine
(VM)

Contextual
analysis is used in
identifying the
attacks as well as
monitoring the
run-time status of
a system-level
VM

Detection of
attack and
Recognition of
attack techniques

Techniques
preserve attack
pattern in terms
of signature and
compare
monitored
observation
against the same

Detects the
anomaly based on
abnormal
behaviour
observed in the
monitored system

Virtual machine
monitor provides
the low-level
information
which is then
converted pattern
for detecting the
vulnerabilities
and attacks

Checks the
abnormal
behaviour as well
as the preserved
patterns to detect
the attacks

Use of IDS Signature-based
IDS provides a
basic
understanding of
protocols

Protocol analysis
is used by the
anomaly-based
IDS to investigate
packet data

It is used for
debugging or
forensic analysis

Provides security
as a combination
of the other
approaches to
achieve better
results

Fig. 2 The operation of the signature-based IDS

niques that exist such as Virtual Machine Introspection (VMI) and hybrid. Table1
summarizes the different IDS approaches.

For IDS, the signature/misuse approach looks for specific patterns [13]. Basic
working of the signature technique is shown in Fig. 2.

Information acquired froma network or device is compared to a signature database
in signature/misuse-based IDS. A signature is a set of patterns or rules linked to a
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Fig. 3 The operation of anomaly-based IDS

certain attack. This technique is also known as misuse identification. These signa-
tures are made up of a variety of components that allow the traffic to be recognized.
Pattern recognition techniques are used by this IDS to determine if network traffic
matches a known signature. Snort and Network Flig [14] use this technique in their
IDS. Network Flight Recorder, Network Security Monitor, and Network Intrusion
Detection, among others, use this method. It is capable of detecting known attacks
with minimal false alarms. Network managers with ordinary security understanding
can use the signature-based technique to appropriately identify breaches. It is a ver-
satile method because fresh signatures are included in the dataset without interfering
with current ones. However, it is incapable of detecting patterns having unknown
attacks [14].

Anomaly detection systems look for deviations from the system’s expected
behaviour [15]. An anomaly-based IDS looks for unusual behaviour. This method
compares actual user behaviour to user or network profiles in order to identify sus-
picious or potential activities which would represent intrusions. Profiles of users can
be dynamic or static, and they should reflect the actions they intend to take. In order
to generate a profile, daily behaviours of users, network links, or hosts are watched
for a set amount of time, termed as the training period [16]. Failed login attempts,
the amount of incidents a file is viewed by a certain user over a specific time period,
CPU usage, and other factors are used to generate profiles.

The detection based on anomalies is effective against unknown attacks. To assess
what constitutes normal behaviour, the researchers employ a variety of detection
techniques that include Intrusion Detection Expert System (IDES) [17], which is a
knowledge-based system, ISA-IDS [18], which is based on statistical methods, Audit
Data Analysis and Mining [19], which is based on automatic/ML methods, and so
on. The basic working of the anomaly-based IDS detection technique is shown in
Fig. 3.
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3 Cloud IDS Using Machine Learning (ML)

ML is a branch of computer science that allows computers to learn without having
to be programmed first [20]. Network security employs ML to do a variety of com-
putations and analyses in order to determine which packets should be dropped and
which should be allowed into the system. A crucial prerequisite for any technique
to function, according to [21], is a thorough understanding of the method. The most
critical criterion for creating a useful tool for any system is a deep knowledge of the
system’s operation, capabilities, and limitations.

Chandola et al. [22] investigated the majority of the known anomaly detectors and
their applications. For intrusion detection, ML provides both supervised and unsu-
pervised learning options. Supervised learning uses classifiers to identify unknown
instances based on training data that have been labelled. Because of this, it is an
excellent option for detecting misuse-based IDS. Unsupervised learning data, on
the other hand, do not have user-defined (labelled) categories because it aggregates
related data. As a result, it is often used in anomaly detection. However, as with
other methods, they have drawbacks, which should be carefully considered when
designing IDS. Semi-supervised classification is the third type of classification in
which a portion of the data is classified during the analysis.

3.1 ML Techniques Used in IDS for the Cloud

Many ML frameworks have been proven helpful in IDS, but each has its limitations.
The effectiveness of the technique used in IDS is due to a variety of factors, including
feature selection, the number of samples utilized in the model training, number of
instances being utilized for model evaluation, and optimization of algorithm.

Figure4 shows a classification of the IDS into two based on the techniques,
anomaly and misuse/signature which are discussed in Sect. 2. Further, different ML
techniques are elaborated with details as used in different approaches.

3.1.1 Naive Bayes

In IDS, Naive Bayes is applied for classifying attacks by selecting important features.
In a study conducted by Singh et al. [23], experiments were performed on the KDD
dataset and 24 features were selected. Experiments were conducted to measure the
relevance of each feature. This strategy is based on precision, actual positive rate,
and the system’s false positive rate. The only limitation which can be pointed is the
size of the feature set which is big.
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Fig. 4 Classification of ML-based IDS algorithms

3.1.2 Support Vector Machine

It is widely used in comparison to other approaches of ML. It is a method of classi-
fication, which divides data using a hyperplane by maximizing the margin between
the data points and hyperplanes. The efficiency and feasibility of intrusion detection
can be improved through feature selection. It is one of the most popular MLmethods
in IDS, but it has advantages and disadvantages with other algorithms [24]. SVM is
an extensively used ML technique in the IDS area, which also has the overall best
accuracy in allML algorithms [25]. Overfitting is one of the important issues thatML
algorithms need to address, and this is easily remedied in SVM via combinatorial
optimization [26]. It handles high-dimensional feature vectors as well. Hence, large
intrusion datasets like KDDCUP99 [27] utilize SVM. In a study conducted by Ullah
et al. [28], a lightweight attack detection strategy using an SVM-based classifier was
implemented. Real-time traffic data was used with 41 features and out of those, 23
features were selected. Alshammari et al. [29] and Naser and Jaber. [30] applied
SVM with classifiers.

3.1.3 Deep Learning-Based Techniques

Large datasets may lead to several categories based on data classifications and the
efficiency of the IDS model may decrease. In addition to this, the in-depth study
of high-dimensional datasets is not possible with shallow learning. Deep Learning
(DL) approaches, by contrast, are capable of handling high-dimensional data. Due
to the growth in computational resources, DL techniques such as Recurrent Neural
Networks (RNNs) and Convolutional Neural Networks (CNN) have gained recog-
nition. These techniques have been used by Mishra et al. [31] for building efficient
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IDS models. Chiba et al. [32] and Hajimirzaei et al. [33] also applied DL-based
techniques as classifier.

3.1.4 Tree Classifiers

It is a prominent classification strategy for estimating the outcome by interactingwith
variables of the underlying dataset. Tree classifiers follow the divide and conquer
strategy. The tree-like structure with a root node, leaf nodes, and branches is con-
structed iteratively. Twomain criteria are taken into account for creating an optimum
classification model: the selection of a dataset for assessment and the selection of a
model for data assessment. As the data can contain partly noisy data or non-relevant
data, it is important to choose appropriate attributes. Therefore, in Alshammari et
al. [29] two different approaches for selecting features from the dataset, namely
chi-square and IG were implemented. Misra et al. [34] and Patil et al. [35] applied
Random Forest (RF) as classifier.

3.1.5 Logistic Regression

A supervised learning classification technique used to estimate the likelihood of a
target variable is known as logistic regression. Because the nature of the target or
dependent variable is binary, there are only two potential classes. It is one of the most
basic ML algorithms that may be used for a variety of categorization tasks. However,
the non-linear data cannot be handled by LR, which is a limitation of LR. Ghosh et
al. [36] and Mishra et al. [37] used LR as classifier and Besharati et al. [38] used
feature selection for their proposed IDS.

3.1.6 Clustering-Based Techniques

The method of grouping the entities represented in a dataset based on their similarity
is called clustering. The efficiency of these algorithms is enhanced when data is
scaled linearly. In IDS, clustering is used as an unsupervised ML method to group
similar data. Unsupervised learning tries to extract useful information from data
without class labels. Clustering is used as a classifier and feature selection in IDS.
The k-means and k-Nearest Neighbours (k-NN) are the commonly used clustering
techniques for IDS. Balamurugan et al. [39] applied k-means as classifier and Naser
et al. [30] have used fuzzy c-means as initial classification in their system.

The details of the ML-based IDS are summarized in Table2. Over the years,
machine learning and deep learning-based approaches have also proven their utility
in the fields of security and intrusion detection. This table represents an exhaustive
summary of the applicability of ML-based intrusion detection technologies.
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Table 2 Summary of ML-based IDS for the cloud
Author(s) Technique/approach Implementation

details
Merits Limitations

Partha Ghosh et al.
[36] 2015

Logistic Regression
(LR)-based classifier

Python 2.7.10;
dataset: NSL-KDD

Best Feature
Selection Set (BSFS)
selects best features
to reduce storage
space and time

LR Classification
accuracy depends on
features provided in
the system

Mishra et al. [37]
2016

Ensemble of neural
network, Naïve
Bayes, and Decision
Tree C 4.5

Windows 32 GB
RAM, 1 TB HDD
and Core i7
processor, WEKA 3.7
tool; dataset: KDD99

Speed of detection is
improved

For better accuracy,
implement
GPU-based
techniques

Misra et al. [34] 2017 Random Forest (RF)
LR as classifier

Python 2.7.10, Xen
4.6 as hypervisor;
dataset: UNSW-NB,
CAID

Proposed IDS
provides Low false
alert rate due to
two-layer security

Unable to detect
stealthy activities that
hide their behaviour
from IDS

Gautam et al. [23]
2018

Ensemble approach
using Naive Bayes

R-Programming
language, WEKA 3.7
tool; dataset:
KDD-99

Emphasis made to
optimize classifier
model for two-class
attack

Feature set can be
reduced with help of
better classifiers

Jan et al. [28] 2018 Lightweight attack
detection strategy
using SVM-based
classifier

Matlab version 2018b
simulation tool,
traffic dataset

Better security
provided for
resource-constrained
IoT devices

Change in Internet
traffic intensity is not
clearly masked by
intruders

Bahram Hajimirzaei
et al. [33] 2018

Neural Networks:
The multi-layer
perceptron (MLP)
network, artificial bee
colony (ABC), and
the clustering method
are used in
combination as model

WEKA 3.7 tool for
classification
algorithms; dataset:
NSL-KDD

The use of two
algorithms with ANN
is leveraging the
overall detection
accuracy

Initial values of the
system define the
accuracy of FCM and
ANN. Each layer of
ANN is affected by
the weighted inputs
and active function

Chiba et al. [32] 2019 Self-adaptive genetic
algorithm (SAGA) to
build automatically a
Deep Neural Network
(DNN) based on
Anomaly Network
Intrusion Detection
System (ANIDS)

Windows 10 Core-i7,
CloudSim simulator
4.0; dataset:
CICIDS2017

The model generates
low false warnings

CloudSim lacks GUI.
Experiments can be
performed on other
simulators for better
results

Besharati et al. [38]
2019

Logistic regression
with three different
classifiers: neural
network, decision
tree, and linear
discriminant analysis

CloudSim software;
dataset: NSL-KDD
dataset

Logistic Regression
selects different
features for each class
of dataset instances
which increases
detection accuracy

Proposed approach
fails for a higher
amount of data;
feature selection
depends on the
regularized factor
value

V. Balamurugan et al.
[39] 2019

Enhanced IDS/IPS
using hybrid
classification and
OTS generation,
K-means clustering
algorithm, RNN

WEKA 3.7 simulator,
Lab generated dataset

Provides extra layer
of security with cloud
data access control by
one time signature for
cloud user

Unable to identify
internal intrusion
attacks K-means
clustering requires
higher execution time
to form clusters

(continued)
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Table 2 (continued)
Author(s) Technique/approach Implementation

details
Merits Limitations

Mishra et al. [31]
2019

Applies deep
learning-based
machine learning
techniques for
detecting attacks at
VM layer in cloud
environment

Performs the
two-layer
classification,
L1-Convolutional
neural network
(CNN)
L2-Bi-Directional
Long Short-Term
Memory (LSTM);
dataset: University of
New Mexico (UNM)

System cannot be
easily bypassed by
anti-detection
methods such as
obfuscation and
encryption techniques

There is processing
overhead due to
two-layer
classification

Muhammad Ash et
al. [40] 2020

Convolutional auto
encoder (Conv-AE)

4-bit Ubuntu14.04
OS, Java 1.8 (JDK),
Scala 2.11.8; dataset:
heterogeneous-CIC-
IDS2018

Designed IDS system
detects attacks for
heterogeneous data,
which is a major
research problem

Model has potential
to be applied on
real-time streaming
image data for better
results

Patil et al. [35] 2020 Random Forest
Classifier (RF) and
Binary Bat Algorithm
(BBA)

Executable file
tracker (EFT): Python
script, VirusTotal
API; dataset:
ClaMPIntegrated,
ClaMPRaw

Proposed system
design reduces the
communication
overhead and
provides low false
alerts

The suggested AMD
framework can be
used to detect
encrypted malware
(such as
Ransomware), which
is difficult to detect
without running it

Naser Jaber et al. [30]
2020

Three
phase—clustering
using fuzzy c means,
training with SVM,
and evaluating with
SVM classifiers

Intel Xeon E3,
Debian OS; dataset:
NSL-KDD

The system detects a
wide range of attacks
with excellent
detection accuracy
and a low percentage
of false alarms

FCM fails to create
accurate clusters
when huge request
arises from user on
cloud environment

Alshammari et al.
[29] 2021

Ensembled model of
SVM, decision tree,
and neural networks

Python 3.7.12;
dataset: SOT-CID

This model records
the differences
between the data
instances

This model damages
the necessary speed
in real-life networks
because of the large
dataset

4 Summary and Open Issues

Although excellent research has been carried out in the field of IDS, its performance
depends heavily on realistic data. In contrast to other domains, ML algorithms have
excelled and demonstrated that manual data rendering inspection does not allow it
when the volume of data is high.

Despite the fact that machine learning approaches have made significant progress
in the field of intrusion detection in cloud, there are still some open issues and we
outline them as follows:

• ML algorithms can identify intrusions to some extent, but they frequently fail to do
so while dealing with unlabelled data. Even if the models attain high accuracy on
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test datasets, good performance in real-world situations is not always guaranteed
[33][38].

• The necessity for real-time detection in IDS is critical. As a result, improving the
efficiency ofMLmodels is one of the major issues. It is also important to minimize
the time it takes to gather and store data [30][38].

• The false alarm rates and missed alarm rates of ML algorithms are often high,
while rule-based detection approaches have a low rate of false alarms [35].

• Various features must be retrieved for particular kinds of intrusions, such as DoS
and phishing, based on attack characteristics that may be abstracted using domain
expertise [23].

• ML-Based IDS heavily rely on detection performance, therefore, they frequently
use complex models and intensive data preparation procedures, resulting in low
efficiency [32]. IDS, on the other hand, must identify intrusions in real time to
minimize harm as much as to obtain feasibility [28].

5 Conclusion

In this paper, we have explored IDS for the cloud. We have first examined the attacks
in order to address the need for IDS for the cloud. Further, various IDS techniques,
types, and detection methods have been presented. We have focused on ML that
includes some of the most promising detection techniques used in IDS for the cloud.
The comparative study and summary of various existing ML approaches have been
discussed. Research gaps are also provided for new research directions.
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