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Preface

This volume contains the papers presented at the 1st International Symposium on
Sustainable Energy and Technological Advancements (ISSETA 2021), which is
being organized by the Department of Electrical Engineering, National Institute of
Technology Meghalaya, on September 24 and 25, 2021.

This symposium was mainly focused to provide a common forum to the prac-
ticing engineers, academicians and researchers to discuss various issues and its future
direction in the field of sustainable energy developments. The different tracks in the
symposium mainly focus on sustainable energy, power technologies and computing.

This diverse resource on renewable and sustainable energy technologies highlights
the challenges and advancements in areas such as photovoltaic system, wind energy
integration, hydroelectricity, biomass, geothermal, wave and tidal energy applica-
tions. These sources of energy are reusable within a human life without environ-
mental damage. Therefore, all over theworld policies and regulations are being set up
for sustainable energy consumption, generation and distribution. In addition to this,
these energy resources play a key role in the integration and operation of future smart
microgrid systems. Smart microgrid systems are a better way of utilizing renewable
power and reducing the usage of fossil fuels. Due to the intermittent nature of renew-
able sources, usage of energy storage becomes mandatory to supply high quality
and continuous power to the utility grid/loads. Cyber-attack in grid-tied converters is
anothermajor issue that affects system stability, confidentiality and optimal operation
and in extreme case the overall system may lead to a shutdown. Therefore, precise
detection and mitigation of cyber-attacks become very critical. Machine learning
and IoT-based approaches are recent emerging communication techniques that are
used to combat cyber-attacks. Many such factors play a major role in monitoring,
control and energy management in smart microgrid systems. Considering all these
technological advancements this volume is designed to serve as reference material
for students, researchers, manufacturers and professionals working in these fields.
The topics covered are the cutting-edge research involved in sustainable energy tech-
nologies, smart building technology, integration and application of multiple energy
sources; advanced power converter topologies and their modulation techniques; and
information and communication technologies for smart microgrids.

ix



x Preface

We all have experienced a very challenging time due to the prevailing COVID
pandemic situation. With the safety and well-being of our participants as our top
priority, ISSETA 2021 was organized through hybrid mode (both online and offline
modes).The response to the initial call for paper was overwhelming with more than
150 papers submitted from across India/globe. After a rigorous review of all the
papers by at least three expert reviewers each, only about 50% of papers were
accepted for presentation. Apart from this, several keynote talks, panel discussions
and technical sessions were also included in ISSETA 2021.

We would like to thank all ISSETA 2021 advisory board members, and steering
and student committee members for their constant support. We are grateful to all
the authors, invited speakers and distinguished panelists for their participation and
contribution in respect of sharing their intellectual/technical experiences. We also
acknowledge the support of our technical and financial sponsors.

We are thankful to Springer PublicationHouse for agreeing to publish the accepted
papers in the Book Series “Advances in Sustainability Science and Technology.”

Shillong, India
Singapore
New Delhi, India

Prof. Gayadhar Panda
Dr. R. T. Naayagi

Prof. Sukumar Mishra
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Chapter 1
Impact of Reverse Power Flow Due
to High Solar PV Penetration
on Distribution Protection System

Divya S. Nair and T. Rajeev

Abstract The power generated locally exceeds the demandwith the increase in solar
PV penetration to the distribution grid, and reverse power flow will occur. As solar
PV penetration increases, the reverse power flow and the short-circuit current level
increase. Most of the distribution system protective devices are designed to carry
unidirectional power flow. The reverse power flow will lead to voltage violation and
protective device miscoordination. In this paper, the impact of renewable energy
(PV) penetration on the current and power flows is analysed. An IEEE 33 bus system
is taken for analysis, and the variation in short-circuit current level and power flows
for different PV penetration rates is found out. Test systems are modelled in Python
which is an open-source platform with machine learning and data analysis features.
The results show that as PVpenetration increases, the power flowswill get altered and
the short-circuit current level changes and hence the operation of protective devices
will get affected.

Keywords Renewable energy (RE) · Photovoltaic (PV) · Distributed generation
(DG) · Voltage stability index (VSI) · Reverse power flow (RPF)

1 Introduction

Increase in demand for electrical energy, high penetration of renewable energy
sources and development of the decentralized systems has produced increase in the
penetration of distributed generation (DG) into the power system. Distributed gener-
ation will improve the reliability and efficiency of the system along with reduction in
transmission cost and CO2 emission. However, it has some effects on power system
like change in operation and control, change in configuration and protection scheme
of network, etc. DG can be classified based on the mode of connection to grid. The
main types are DGs that can be directly coupled and those connected via inverters.
Among the DG that can be connected via inverter, the most significant ones are solar
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Fig. 1 Solar capacity addition in India

and wind. Solar is the fastest growing power generation source. The utilization of
solar energy is dramatically growing due to its environmental-friendly, cost-effective
and sustainable nature. As per the Solar Power Europe Report, 2019, Indian govern-
ment has set out ambitious renewable energy targets inwhich solar plays a paramount
role (Fig. 1). In 2015, Indian government set a RE target of 175 GW by 2022; i.e. it
includes a net growth of 150 GW from the installed RE capacity. As per the target,
the solar installed capacity was to reach 100 GW by 2022. Rooftop PV is targeted to
contribute 40% of solar generation.

But the photovoltaic penetration has certain negative impacts on the system like
voltage fluctuation, harmonics, system stability, fault current level, reverse power
flow, etc. These impacts depend upon the position of the interconnection of PV
units and the percentage of renewable energy penetration. The impact will be signif-
icant when the penetration is greater than 20%. The severity of challenges will
increase with the increase in the level of penetration. The PV penetration rate can be
represented by Eq. (1).

PVPenetration = PVpp

Sp
(1)

where PVPP is the PV output power (peak value) and SP is the load apparent power
(peak value).

In a power system network, the main function of the protection system is to isolate
the faulty part immediately. Overcurrent protection schemes are mainly employed in
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distribution system protection [1–3]. The coordination of main and backup overcur-
rent relays has to be arranged in such a way that if the fault is not cleared by primary
or main relay then it should be backed by another relay. But with the introduction
of distributed generations, there arise certain challenges to the existing schemes for
protection. The intensity of these issues depends upon the type, size and location of
the installed distributed energy source.Conventional protection schemes are designed
for unidirectional current flows, but with the installation of DG units the current and
power will flow in both directions and the existing relay system will fail to operate.

The possible solution for these issues is the usage of directional overcurrent relays
that are able to discriminate between upstream and downstream current flows [4].
Another option is to reset the time multiplier settings (TMS) and plug multiplier
settings (PMS) of relays after integration of each DG [4]. However, distribution
system operators (DSOs) are not in favour of changing the relay settings or network
configuration manually. So for proper coordination of relays, many efficient tech-
niques like adaptive, non-adaptive, multi-agent, artificial intelligence (AI), hybrid,
etc., are evolved.

In this paper, the impact of renewable energy (PV) penetration on the current
and power flows is analysed. An IEEE 33 bus system is taken for analysis, and the
variation in short-circuit current level and power flows for different PV penetration
rates is found out. This paper indicates the possible research gaps and the necessity
for developing a new intelligent and smart solution to cope with future challenges
that will arise due to the increase in penetration of renewable energy sources.

2 Impact of High RE Penetration on the Protection System

High renewable energy penetration results in the increase in short-circuit current
and reverse power flow which will cause miscoordination of protective equipment.
To avoid this, directional elements are incorporated in overcurrent relays but the
increased RE penetration will result in different short-circuit levels so that relay may
trip when fault occurs but not able to locate the fault, or otherwise, relay will trip
even when there is no fault. These conditions are called blinding of protection [5].
The installation of differential relays in the protection scheme would not be able to
distinguish an overload from fault current, and also, the price of this implementation
is highest. If the DG directly feeds a load and also has connected a line towards the
principal grid equivalent, it is necessary to define correct selectivity criteria of the
protection system for different scenarios. In a possible scenario of a fault in the line
connected to the DG, the relay protection of the generator can view the fault, make
the trip for and isolate the generator of the system.

This work analyses the impact of RE on reverse power flow and short-circuit
level. First, the system without DG is modelled and the short-circuit level of the
system and power flows are evaluated. Then, the contribution of DG to short-circuit
current level and RPF is analysed. The impact of DG penetration level on RPF is
analysed for different DG penetration levels. This includes the analysis of voltage
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and short-circuit current-level variations with and without DG. Then, the RPF at
the distribution level facing an excess of production in the DG plant and constant
demand in the distribution system is examined.

2.1 Optimal Placement of PV Considering Voltage Stability

The system stability and reliability depend upon the position of DG interconnection.
Inappropriate selection of location and DG size will lead to a reduction in voltage
stability and an increase in network losses. In this paper, the stability of the system
is calculated using the voltage stability index (VSI). The VSI for a two bus system
is obtained using Eq. (2) (Fig. 2)

VSIB2 = |VB1|4 − 4{PB2 · xi − QB2 · ri }2 − 4{PB2 · xi + QB2 · ri }|Vi |2 (2)

For a stable system, the voltage stability index of all buses will be greater than zero
and less than one. The buswhoseVSI is less will be theweak bus (i.e. more sensitive).
Hence, the bus with the lowest VSI is more suitable for installing RE to improve
system stability [6]. The connection or disconnection of DGwill cause an increase or
decrease in short-circuit current and reverse power flows, and changes will occur in
the characteristic impedance of the system [7]. The reverse power flow occurs when
the production of DG exceeds local load demand or when local demand reduces so
that power flows in the opposite direction and causes abnormal performance of the
protection system.

Fig. 2 Two bus system
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2.2 Reverse Power Flow Effects in Protection Coordination

In this section, the effect of reverse power flow on the protection coordination scheme
is analysed. RPF can be due to surplus production at the DG plant, failures produced
in the system and instability in the network. Fault currents in a distribution system
are determined and examined, with and without the inclusion of DG.

When the PV penetration increases, the level of fault currents will change. As the
solar penetration to distribution system increases, the power generated locally might
exceed the local load and it will result in reverse flow of power in line [8]. Most
of the distribution system protective devices are designed to carry unidirectional
power flow. So, the reverse power flow will lead to voltage violation and protective
devicemiscoordination. The network protective devicewill prevent the reverse power
flow by disconnecting the feeder so as to protect the transformers against upstream
faults. When a large number of trips occur, the voltage will collapse even in low PV
penetration levels [6]. The DG penetration may lead to false tripping; for example,
when fault occurs on the adjacent feeder, it will cause current to flow in the reverse
direction in a feeder where DG is installed. When this reverse current magnitude is
greater than the relay setting, false tripping occurs.

2.3 Impact of Change in Fault Current Level on Protection
Coordination

The setting of a protective device depends upon the fault current level. Hence, change
in fault current level affects the coordination of protective devices. The fault current
level depends upon the location of PV and distance to the fault location. The magni-
tude and profile of fault current drastically change with inverter-based distributed
energy resource (DER) [9]. The protective devices are designed based on sequence
components of synchronous machine equivalent circuit. The relays measure the
negative sequence currents. In PV-injected circuit, the inverters will inject balanced
currents so the negative sequence currents will be zero and hence protective devices
will not work properly. The change in fault current fromPVdepends upon the voltage
of the installed bus, PV location, the load connected to the buses, the impedance
between fault and PV location, etc. [10].

Due to the increase in short-circuit level and reverse power flows, the main
impact on protection system is relay desensitization, unintentional islanding, blinding
of protection, line to ground over-voltage on utility side and miscoordination of
protective devices [11].
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3 Case Study and Test Scenarios

The simulation is done on an IEEE 33 bus system having 33 buses and 32 branches.
The voltage level of the bus is 12.66 kV, and maximum and minimum voltage limits
for all buses are considered at±5%. The network is fed by a synchronous generator,
while it is loaded from 3.715 MW and 2.3 MVar connected to thirty-two buses of
different power factors [12]. The modelling of the system is done using Python [13].
It is an open-source software having large data analysis andmachine learning features
and strong support in the area of artificial intelligence. Load flow and short-circuit
analysis are done with the help of library Pandapower. PV system is modelled using
PVLIB Python. Using Pandapower, we can conduct power flow, optimal power flow,
state estimation, topological graph searches and short-circuit calculations according
to IEC 60909 [14]. PVLIB Python is a community-supported tool that provides a
set of functions and classes for simulating the performance of photovoltaic energy
systems [15]. The system line and load data are given in Table 1.

Analysis is conducted considering different positions of solar PV and variation
in penetration level also. Position of solar PV is selected based on voltage stability
index (VSI) (Table 2). Based on VSI, the buses are classified into weak, strong and
neither weak nor strong. PVs are placed at weak buses (bus 18 and 33), strong bus
(bus 19) and bus which is neither weak nor strong (bus 6). The study is conducted as
different cases where the value of PV penetration will be varying from 12.5 to 40%.
The variation in PV penetration and the allocation of PV to each bus are shown in
Table 3.

4 Results and Discussion

4.1 Power Flow in 33 Bus System

As renewable energy penetration occurs, the power flow in the line changes. With
the increase in penetration rate, the power generated locally exceeds the demand
and reverse power flow will occur. This reverse power flow will affect the normal
operation of the protection system.Reversed power flowwill cause nuisance tripping,
blinding of operation, etc. Initially, there was no renewable energy penetration in the
system and then as the renewable energy penetration increases the power flow varies.
When local generation exceeds, demand power will be fed back to the utility. This
is illustrated in Fig. 3 where case 1 is with no RE penetration, case 3 is 12.5%
penetration, case 7 is with 25% penetration and case 13 is with 40% penetration at
bus 18. Bus 18 is considered as it is weak bus, and integration of renewable energy
source at weak bus will improve the voltage stability.

The renewable energy penetration effect is tested for different scenarios where
PV systems are integrated at weak bus, strong bus and bus which is neither weak nor
strong. The variation in power flow for these cases is shown in Table 4.
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Table 1 Line and load data of IEEE 33 bus distribution system

Branch No. From bus To bus R (�) X (�) P (kW) Q (kVAR)

1 1 2 0.0922 0.0477 100 60

2 2 3 0.493 0.2511 90 40

3 3 4 0.366 0.1864 120 80

4 4 5 0.3811 0.1941 60 30

5 5 6 0.819 0.707 60 20

6 6 7 0.1872 0.6188 200 100

7 7 8 1.7114 1.2351 200 100

8 8 9 1.03 0.74 60 20

9 9 10 1.04 0.74 60 20

10 10 11 0.1966 0.065 45 30

11 11 12 0.3744 0.1238 60 35

12 12 13 1.468 1.155 60 35

13 13 14 0.5416 0.7129 120 80

14 14 15 0.591 0.526 60 10

15 15 16 0.7463 0.545 60 20

16 16 17 1.289 1.721 60 20

17 17 18 0.732 0.574 90 40

18 2 19 0.164 0.1565 90 40

19 19 20 1.5042 1.3554 90 40

20 20 21 0.4095 0.4784 90 40

21 21 22 0.7089 0.9373 90 40

22 3 23 0.4512 0.3083 90 50

23 23 24 0.898 0.7091 420 200

24 24 25 0.896 0.7011 420 200

25 6 26 0.203 0.1034 60 25

26 26 27 0.2842 0.1447 60 25

27 27 28 1.059 0.9337 60 20

28 28 29 0.8042 0.7006 120 70

29 29 30 0.5075 0.2585 200 600

30 30 31 0.9744 0.963 150 70

31 31 32 0.3105 0.3619 210 100

32 32 33 0.341 0.5302 60 40
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Table 2 Voltage stability
index

Bus No. VSI Bus No. VSI

2 1.00 18 0.69

3 0.99 19 0.99

4 0.93 20 0.98

5 0.90 21 0.97

6 0.88 22 0.97

7 0.81 23 0.93

8 0.79 24 0.91

9 0.78 25 0.88

10 0.76 26 0.81

11 0.74 27 0.79

12 0.74 28 0.78

13 0.73 29 0.74

14 0.72 30 0.71

15 0.71 31 0.70

16 0.71 32 0.69

17 0.70 33 0.69

Table 3 PV penetration and value of PV at each location

Case Penetration rate Bus at which PV is integrated and power in MW

Bus 6 Bus 18 Bus 33 Bus 19

1 No RE 0 0 0 0

2 12.5% 0.37 0 0 0

3 0 0.37 0 0

4 0 0 0.37 0

5 0 0 0 0.37

6 25.0% 0.74 0 0 0

7 0 0.74 0 0

8 0 0 0.74 0

9 0 0 0 0.74

10 0.37 0.37 0 0

11 0 0.37 0.37 0

12 40.0% 1.4 0 0 0

13 0 1.4 0 0

14 0 0 1.4 0

15 0 0 0 1.4
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Fig. 3 Power flow in 33 bus system for different PV penetrations

The power flow in line 5 for various solar penetration rates is shown in Fig. 4; it
is evident from the result that as PV penetration rate increases the power flow will
also get changed. This will affect the initial setting of the protective relays as relays
are designed for unidirectional flow of current, and hence, the coordinated operation
of relays will get affected.

4.2 Short-Circuit Current on the 33 Bus System

For short-circuit analysis, the three-phase fault is created and short-circuit analysis
is done to determine the value of short-circuit current. As RE penetration increases,
the short-circuit current level increases. It will affect the entire protection system as
the initial setting is dependent on the short-circuit value. Figure 5 shows the variation
in short-circuit level for various RE penetrations. The short-circuit current level will
increase up to 4 times as PV penetration increases by 40%. The operation of the
protective device is primarily dependent upon the short-circuit current value; hence,
maloperation of protective devices will be produced as PV penetration increases.
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Fig. 4 Power flow in line 5 as PV penetration increases

Fig. 5 Variation in short-circuit current with increase in PV penetration

5 Conclusion

The impact of renewable energy penetration on the distribution system is analysed
in this paper. With increased renewable energy penetration, the magnitude of reverse
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power flow increases. The increase in reverse power flow and short-circuit level
affects the protective relaying in a distribution network. The result shows that the
protection system operates satisfactorily for low penetration levels of solar PV (up
to 25%). As the penetration level increases beyond 25%, the impact of reverse power
flow and short-circuit level increases and demands a modified relay setting for satis-
factory operation.A new intelligent protective relaying scheme needs to be developed
to cope up with the increased penetration of solar PV in the distribution system.
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Chapter 2
Modeling and Performance Evaluation
of MPPT-Based PMSG Wind Energy
Conversion System with Boost Converter
in MATLAB/Simulink Environment

Snehashis Ghoshal, Sumit Banerjee, and Chandan Kumar Chanda

Abstract In wind energy conversion system (WECS), the power from the blowing
wind is converted to a suitable form. In most of the cases, this power is utilized to
generate electricity, and in a few applications, windmill is installed for pumping
purpose. In electricity installations, a dedicated wind turbine fitted with neces-
sary accessories such as gear, generator, nacelle, brake system and yaw controller
converts the kinetic energy of wind into electrical one. Mostly, AC generators are
utilized inWECS applications. In earlier days, asynchronous generators were in use.
However, in the present scenario, synchronous machines, particularly permanent
magnet synchronous generator (PMSG), are mostly used in wind energy applica-
tions. For small-scale applications, output of the WECS is converted to DC through
suitable rectifier. However, due to the uncertainty in the wind flow, the power output
in such a case scenario is unregulated one and cannot be applied to any load due
to huge fluctuation. In this aspect, a power electronic converter is cascaded before
the load and the power obtained from WECS is regulated and applied to the load.
This application may find its usefulness particularly in coastal areas where abundant
wind flow is available and can be efficiently utilized to run charging stations for
electric vehicles (EVs). In the present study, a small-scale application of PMSG-
based WECS is modeled in MATLAB/Simulink environment along with a DC load
system. Output of the WECS is converter to DC through diode bridge rectifier, and
then, the unregulated power is regulated by a boost converter. This converter is
controlled by a maximum power point tracking (MPPT) controller which works on
hill climbing algorithm so that maximum power can be extracted from such a system.
The controller controls the duty ratio of the boost converter so that the system nearly
extracts maximum power.
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Keywords Sustainability ·Wind energy conversion system · Permanent magnet
synchronous generator ·MPPT controller · DC–DC converter · Hill climbing
algorithm

Symbols

Ptur Mechanical output of turbine, W
ρ Air density, kg/m3

A Turbine swept area, m2

Cp Power coefficient
λ Tip–speed ratio
β Pitch angle, °
vw Velocity of wind, m/s
ωt Rotational speed of wind turbine, rad/s
rt Blade radius, m
c1 Characteristic constant = 0.5176
c2 Constant = 116
c3 Constant = 0.4
c4 Constant = 5
c5 Constant = 21
c6 Constant = 0.0068
Vd, Vq d − q stator voltage components, respectively, V
id, iq d − q stator current components, respectively, A
Rs Stator resistance
ωe Angular speed of rotor, rad/s
Ld, Lq d − q axis stator inductance, respectively, H
ψd, ψq d − q stator flux linkage, respectively
ψpm Permanent magnet flux linkage
P Number of pole pairs

1 Introduction

Energy plays the key role to thrive civilization. Harnessing of energy from different
resources in different forms is a requirement to maintain economic growth, and its
amount increases with more and more advancement in science and technology. It
is well known that energy cannot be created or destroyed, it can only be converter
to suitable form through suitable mechanisms. Among all other forms, electricity
is the most compact and flexible form. However, the main constraint in any energy
conversion mechanism is the associated heat loss. Energy resources can be classified
as either renewables or non-renewables.
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Non-renewable resources are fossil fuel-based sources which are polluting by
nature and are finite in terms of storage. On the other way, renewable resources are
abundant in nature such as solar (PV and solar thermal), wind, biomass, hydropower,
tidal, ocean thermal and geothermal. Major advantage of fossil fuel-based resources
is its higher energydensity alongwith the fact that severalwell-established techniques
exist to extract them. However, polluting nature of non-renewable resources super-
sedes its advantages from sustainability point of view, whereas renewable resources
are of abundant nature.

It is evident that in coming future fossil fuel resources will not sustain [1] and
continuous research is going on in this aspect. Besides, per capita energy consumption
must bemaintained at a higher level to enhance economic growth [2–5]. In this regard,
an optimized mixture between renewable and non-renewable becomes inevitable
and can be implemented in any of the following form such as cogeneration, energy
efficiency, energy conservation and energy management [6–10].

Presently, wind has a huge potential from electricity generation point of view
[11, 12]. It is evident that wind has random nature and hence output from wind
turbine fluctuates causing instability [13], voltage flicker and grid frequency fluctua-
tion [14]. In wind firms, mainly variable speed wind turbine (VSWT) is in common
use [15]. VSWT systems are generally based on either doubly fed induction gener-
ator (DFIG) or permanent magnet synchronous generators (PMSGs). WECS in
small-scale possesses a power electronic interface to smooth out the power from
the system with improved system reliability. In practice, several controlling tech-
niques for WECS can be categorized in mainly two parts. The first one is controlling
the kinetic energy, and the second one is to control scheme adopted in interme-
diate stage to smooth out power output. Generally, storage-based methods are useful
in controlling the kinetic energy from WECS such as flywheel [16], battery [17],
magnetic storage [18] and fuel cell [19], although pitch angle control is a promising
approach to control the kinetic energy without storage. On the other hand, grid side
control [20], DC link control [21], etc., are very useful to control the output from the
electricity generation part.

DC line power smoothening is very useful in small-scale DC applications where
wind flow profile has a good potential from electricity generation point of view.

In the present study, performance of a DC load-based WECS is analyzed with the
help of a power electronic interface in between MATLAB/Simulink environment.
TheWECS consists of a wind turbine coupled to a PMSG. Output from the generator
is converted to DC by a rectifier circuit, and the converted DC is smoothened with
a boost converter. The converter regulates the fluctuating DC from the PMSG-based
rectifier and supplies to a DC load. Duty ratio of the boost converter is controlled by
a MPPT controller which works on hill climbing algorithm. Simulation result of the
above system is carried out in MATLAB/Simulink environment, and the results are
analyzed.
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2 Wind Energy Conversion System

2.1 Wind Turbine

Mechanical power output of a wind turbine is obtained from the following expression
[22]

PTur = 0.5ρACp(λ, β)v3
w (1)

Tip–speed ratio, λ, can be expressed as

λ = ωtrt
vw

(2)

Turbine power coefficient is based on turbine characteristics and can be obtained
by the following expressions as

Cp(λ, β) = c1

(
c2
λi

− c3β − c4

)
e

−c5
λi + c6λ (3a)

1

λi
= 1

λ + 0.08β
− 0.035

β3 + 1
(3b)

Figure 1 represents the turbine power characteristics for various wind speeds and
0° pitch angle.

2.2 Permanent Magnet Synchronous Generator

In synchronous reference frame, PMSG can be modeled as per the following
expressions [23–25]:

Vd = Rsid + λd − ωeψq (4)

Vq = Rsiq + λq − ωeψd (5)

Stator flux linkages can be analyzed as per Eqs. (6) and (7) as follows

ψd = Ldid + ψpm (6)

ψq = Lqiq (7)
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Fig. 1 Turbine power characteristics

Developed electromagnetic torque in the PMSG can be expressed in terms of
magnetizing current and flux linkage as per Eq. (8).

Te = 1.5P
(
λdiq − ψqid

) = 1.5P
[
ψpmiq

] + (
Ld − Lq

)
idiq (8)

In case of multi-pole PMSGmounted with permanent magnets, direct and quadra-
ture axis self-inductances are equal (Ld = Lq = L) and hence the electromagnetic
torque in such a scenario becomes

Te = 1.5Pψpmiq (9)

It is evident that generator torque can be controlled by the quadrature axis compo-
nent of stator current. To obtain maximum torque output at highest efficiency, direct
axis component of current is set to zero. The system under study is shown in Fig. 2.
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Fig. 3 Representation of a boost converter

3 DC–DC Converter

In the model under study, a boost converter is used as DC–DC power electronic inter-
face connected between the system and load. It is evident that maximum power can
be extracted from the system if and only if the supply side and load side possess same
impedance value [26]. In this regard, impedance matching becomes essential. In the
present study, impedance matching is implemented by controlling the duty cycle of
the boost converter according to the scenario. A diode is provided in such a system
to provide protection against back flow of current. A brief discussion regarding the
boost converter is discussed in brief [27]. The boost converter stabilizes an unreg-
ulated DC supply to a stabilized one with relatively high voltage at lower current
level. The diagram of the boost converter is shown in Fig. 3.

4 Maximum Power Point Tracking

Maximum power from aWECS depends on various turbine parameters and environ-
mental conditions such as air density and wind velocity. On the other side, extracted
power from such a system depends on connected load and attains maximum value
when the load possesses an optimal value to satisfy the condition of maximum power
transfer. In practice, this condition is never met and to extract as much power as
possibleMPPTalgorithms come into play.This typeof algorithmactuates a controller
which controls the duty ratio of the power electronic boost converter connected before
the load. The output of a WECS is highly depended on environmental conditions. In
the system under consideration, the boost converter is actuated by MPPT controller
running through hill climbing algorithm.
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Fig. 4 Flowchart for hill climbing method

4.1 Hill Climbing Method of MPPT

Hill climbing method is a very useful and simple method to implement. It requires
a few parameters for analysis. This is a self-optimized method, and by maintaining
suitable step size, desirable control action can be obtained. Figure 4 shows the
flowchart of the said algorithm. It is evident that, in this method, power at every
instant is compared to the previous instant and if power at current instant is larger
than the previous one then duty cycle is incremented in the same direction or else
decremented in the backward direction. At steady state, the operating point slightly
oscillates around the MPP (Fig. 4).

5 Results and Discussion

It has been observed that in coastal area wind potential can be effectively utilized
to charge up electrical vehicles, thereby providing a self-sustained and independent
way to increase energy efficiency. In order to achieve this, the supply should be as
constant as possible. Even, if maximum energy can be extracted from the wind, then
system reliability and performance enhance to a much good extent. In the present
study, performance of a MPPT controller-based small-scale WECS is analyzed in
MATLAB/Simulink environment. The proposedWECSconsists of a PMSGmachine
which converts the kinetic energy ofwind to the electrical one. In the present analysis,
the pitch angle of the turbine is considered to be at 0°. The PMSG output is rectified
by rectifier and is fed to the loading station through a boost converter. The proposed
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Fig. 5 AC power output from PMSG

boost converter is actuated by a MPPT controller which works on hill climbing
method. The turbine was simulated for 0° pitch angle. In the present analysis, the
stepwasmaintained at very small valuewhich helps in reducing the oscillatory nature
of the system around MPP. However, such an arrangement makes the system slow.
Boost converter utilized in this study regulates the output of the proposed system
with enhanced system voltage. Different simulation results of this proposed system
are analyzed here. Figure 5 shows the profile of unregulated power at the PMSG
output.

Torque profile of the system is shown in Fig. 6.
Figure 7 depicts the rotor angle profile of the PMSG under study.
FromFigs. 5, 6 and 7, it is clear that an oscillation exists in the systemwhich is due

to the uncertain nature of wind flow. Figures 8, 9, 10 and 11 depict the performance
analysis on the DC side.

It is evident from Fig. 8 that in the absence of converter the system output is an
oscillatory one. Figure 9 shows the regulated power fed to the DC load after the
converter. It is clear that how the oscillation as shown in Fig. 8 is reduced due to the
presence of the boost converter.

Figure 10 shows the comparative analysis of the voltage before and after the boost
converter. It clearly seen that how the oscillation in the voltage is reduced due to the
presence of the converter and as it is a boost converter, the yield voltage increases.

Figure 11 shows the comparison of current before and after the converter. It
clearly seen that how the oscillation in the current is reduced due to the presence of
the converter and as it is a boost converter, the yield current is comparatively low.
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Fig. 6 Torque profile of the PMSG

Fig. 7 Rotor profile of PMSG
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Fig. 8 Unregulated power before the boost converter

Fig. 9 Regulated DC power from the boost converter



26 S. Ghoshal et al.

Fig. 10 Comparison of voltage before and after the converter

Fig. 11 Comparison of current before and after the converter
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From the simulation result, it is evident that boost converter smoothens the unreg-
ulated DC output of the WECS to a desirable limit and simultaneously enhances the
system voltage. The system reliability also increases.

It can be concluded from the above analysis that the proposed system is very useful
in small-scale applications requiring regulated and reliable DC supply. Therefore, the
proposed system may be very useful in coastal region for setting up charging station
for electric vehicles as wind possesses a good potential for such an implementation.
This arrangement makes the system self-sufficient and completely utilizes green
energy.
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Chapter 3
Optimal Scheduling of Grid Connected
PV System with Battery Energy Storage

Swathi Krishna and R. M. Shereef

Abstract Management of both load and generation in power system network is
considered to be a strategic approach to optimally operate the grid. Grid connected
Photo-voltaic (PV) system with Battery energy storage (BES) helps to optimally
operate the grid at both off-peak and peak hours. This paper aims for the optimal
scheduling of grid connected PV system with BES, by minimizing the total cost
of power generation and amount of power imported from upstream grid along with
reduction in power loss, improvement of voltage profile, and proper frequency regu-
lation. A modified algorithm for scheduling of grid connected PV system with BES
is developed taking unscheduled interchange (UI) cost into account. MATLAB sim-
ulation tool MATPOWER is used for optimal power flow (OPF) calculation. The
proposed algorithm and its efficiency are demonstrated by simulating various test
scenarios of power generation with hourly varying load on an IEEE 14 bus system.

Keywords Optimal scheduling · Grid connected PV system · Battery energy
storage

1 Introduction

Fossil fuels are the main source of power generation throughout the world. However,
they are the major reason for emission of greenhouse gases, causing global warming
and associated natural calamities. Various technical, environmental, and economical
effects of fossil fuels lead to the advancement in renewable energy (RE), which are
clean, environmental friendly, and sustainable in nature. Since RE sources such as
solar and wind are intermittent in nature, storage system along with power electronic
converter becomes necessary to connect RE sources to power grid. Management of
both loads and generating systems is considered to be a strategic approach for optimal
operation of the grid [3]. Proper scheduling of grid connected PV system with BES
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can operate the grid optimally. The BES can act as both generator (in discharging
mode) and load (in charging mode) [2].

In power system, load demand will not be constant all the time. Fluctuating loads
lead to deviations in frequency. Energy storage system helps in maintaining the fre-
quency. Unscheduled generation and withdrawal of electricity put the whole grid
and many other electrical equipment to danger by creating large fluctuation in fre-
quency. Unscheduled interchange (UI) is the mechanism developed to improve grid
efficiency, grid discipline, accountability, and responsibility by imposing charges
on those who defer from their scheduled generation or withdrawal. Unscheduled
interchange cost (UI cost) is a frequency-dependent cost of electrical energy. With
increase in frequency, UI cost reduces and vice versa [6].

In [10], optimal operating strategy is discussed for cost and emission minimiza-
tion with generation and storage system. Two simple and straightforward methods
to handle multiobjective optimization problems are the weighted sum and the μ-
constrained method, both applied in this paper. The weighted sum method provides
sufficient conditions for Pareto optimally, but it is not always possible to compute
the optimal solution (i.e., non-convex Pareto optimal set) [8]. Sousa et al. proposed
a simulated annealing (SA) approach to address energy resources scheduling from
the point of view of a virtual power player (VPP) operating in a smart grid [11].

A scheduling algorithm is proposed in [12] for minimizing the expected electric
energy cost according to the price variation and the charging demand. It determines
the amount of energy to purchase in each time slot, according to the price and the
PEV charging demands. The dispatch algorithm determines the time slots where
each PEV will be charged. Microgrid intelligent online energy management under
cost and emission minimization has been investigated by Chaouachi et al. in [4].

A trading mechanism was introduced in which smart retail consumers submit
short-term demand response offers to a retailer. This demand response helps to
increase or decrease retailer’s energy consumption, through load management with
self-production of renewable energy, for every time period, at favorable prices [5].
Demand-sidemanagement assistance can enhancemicrogrid planning and operation.
Residential microgrid load management is one way to optimally operate microgrid.
Bhamidi and Sivasubramani investigated the impact of demand-side management on
distribution system [1].

The problem formulation includes optimal battery scheduling, taking into account
the uncertainty of the microgrid exogenous variables and forecasted entities. An
artificial neural network ensemble is developed to predict 24 h ahead photovoltaic
generation and 1 h ahead wind power generation and load demand.

This paper deals with the optimal scheduling of grid connected PV system with
BES, to reduce the cost of total power generation and amount of power imported
from upstream grid. Here, a modified algorithm for scheduling of grid connected PV
system with BES is developed. MATLAB simulation tool MATPOWER is used for
optimal power flow (OPF) calculation.
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Rest of the paper is organized as follows. Section 2 discusses the modified algo-
rithm developed for scheduling of grid connected PV system with BES. Section 3
gives a brief description of the system used to test the proposed algorithm. Section 4
deals with results of scheduling of grid connected PV system with BES. Section 5
concludes the paper.

2 Methodology

A modified algorithm is formulated for optimal scheduling of grid connected PV
system with BES. The algorithm is tested by generating various scenarios, viz. (i)
case 1: grid without PV system and BES, (ii) case 2: grid with BES, and (iii) case
3: grid with PV system and BES. To solve the minimization problem subject to the
desired constraints, MATPOWER, a MATLAB simulation tool is used.

2.1 Modified Algorithm for Optimal Scheduling of Grid
Connected PV System with BES

A detailed algorithm for scheduling of grid connected PV system with BES is devel-
oped (Figs. 1 and 2). Main aim of this algorithm is scheduling of grid connected
PV system with BES to minimize the cost of total power generation and amount of
power imported from upstream grid. In the algorithm, UI cost is also considered.

In this algorithm, the following assumptions are considered. (i) Energy storage
systems such as battery are charged from PV panel during the daytime, (ii) only
stored energy in the energy storage system is discharged during peak hours, (iii)
RE cost is constant, and (iv) power from solar energy is constant for an hour. 24 h
scheduling period is divided into 24 time slots of one hour each. Power from PV
panel at time t (P(pv,t)), power generated from main grid (P(grid,t)), and grid load
(L(grid,t)) are obtained from day ahead scheduling. (soct ) is SOC level of battery at
instant t. Cost of energy from PV system (C(pv)), cost of energy from battery storage
system (C(batt,t)), and threshold UI cost (UITh) are considered constant and are given
in $/MWh. Threshold UI cost (UITh) is the UI cost at nominal frequency.

According to the availability of PV power, time slots are categorized into two
(i) time slot 1 (1–9 and 18–24 h) and (ii) time slot 2 (10–17 h). For the time slot
1, if UI cost CUI < UITh, battery will be charged from the grid (Fig. 2). If UI cost
CUI > UITh, the battery will be discharged. In daytime (10–17 h), energy storage
systems are charged from the PV panel, 20% of load is injected into grid by PV
panel, and remaining power is used to charge the battery.
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Fig. 1 Algorithm for scheduling of grid connected PV system with BES
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Fig. 2 Algorithm for scheduling of grid connected PV system with BES (continuation of Fig. 1)

2.2 Determination of UI Cost

The perfect balance of scheduled generation and scheduled load results in nominal
frequency. Any deviations from schedule will result in deviation from nominal fre-
quency. Unscheduled interchange cost (UI cost) is a frequency-dependent cost. Let
fnom be the nominal frequency, f be the current frequency, and fmax be the maximum
frequency, where UITh cost of electricity at nominal frequency.

UI cost = UITh × fmax − f

fmax − fnom
(1)

Equation 1 shows that UI cost is higher for frequencies below nominal value (i.e.,
when load is greater than generation) and lower for frequencies above nominal value
(i.e., when generation is greater than load).
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2.3 Optimal Power Flow Using MATPOWER

MATPOWER is a package of MATLABM files for solving power flow and optimal
power flow problems [13]. The standard version of each takes the following form:

min
x

z(x) (2)

subjected to
g(x) = 0 h(x) ≤ 0 xmin ≤ x ≤ xmax (3)

The objective function z(x) consists of the polynomial cost of generator injections, the
equality constraints g(x) are the power balance equations, the inequality constraints
h(x) are the branch flow limits, and the xmin and xmax bounds include reference bus
angles, voltagemagnitudes (forAC), and generator real and reactive power injections.

z
(
Pg, Qg

) =
nq∑

i=1

ziP
(
pig

)
+ ziQ

(
qi
g

)
(4)

gP
(
θ, Vm, Pg

) = Pba (θ, Vm) + Pd − CgPg = 0 (5)

gQ
(
θ, Vm, Qg

) = Qba (θ, Vm) + Qd − CgQg = 0 (6)

θ ret
i ≤ θi ≤ θ ret

i , t ∈ Iref (7)

V i,max
m ≤ Vm ≤ V i,max

m , i = 1 . . . nb (8)

Pi,max
g ≤ Pg ≤ Pi,max

g , i = 1 . . . ng (9)

Qi,max
g ≤ Qg ≤ Qi,max

g , i = 1 . . . ng (10)

3 System Description

Test system consists of IEEE 14 bus system as upstream grid. Seventh bus is consid-
ered as a distribution substation where PV systemwith BES is connected. PV system
with BES can act as generator (in discharging mode) and load (in charging mode).

IEEE 14 bus system comprised of five generators of total capacity 490 MW, total
scheduled generation 266 MW, and total scheduled load of 259 MW. Table 1 shows
the generator data and load data of test system. For generating the scheduled power
of 266MW, generators at buses 1, 2, and 3 aremadeON, and the other two generators
are made OFF.
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Table 1 Generator and load data of IEEE 14 bus system

Bus No. Generator Load

Pmax Qmax P Q

(MW) (MVAR) (MW) (MVAR)

1 170 10 0 0

2 80 50 21.7 12.7

3 50 40 94.2 19

4 0 0 47.8 −3.9

5 0 0 7.6 1.6

6 90 24 11.2 7.5

7 0 0 0 0

8 100 24 0 0

9 0 0 29.5 16.6

10 0 0 9 5.8

11 0 0 3.5 1.8

12 0 0 6.1 1.6

13 0 0 13.5 5.8

14 0 0 14.9 5

Total 490 148 259 73.5

3.1 PV System with Battery Energy Storage

PV system with BES comprised of PV panel of 98 MW (20% of total generation
capacity of upstream grid) capacity and BES system of 300 MWh capacity. Battery
size is selected such that it can fulfill the excess load demand during evening hours.
PV panel capacity is selected such that it can meet 20% of load demand during
daytime along with battery charging. A 35MVA inverter is used to convert PV panel
DC power to AC, and it is also used for reactive power support. Equation 11 shows
the maximum energy capacity of BES (EB) to fulfill the excess load demand at night
peak hours (6–11 p.m.). Equation 12 shows themaximumPV panel capacity (PPV) to
meet the 20% load demand during daytime along with battery charging, where DoD
is the depth of discharge and ηch and ηdisch are battery efficiency during charging and
discharging mode, respectively.

EB = Extra energy consumption at night peak hours

DoD × ηch × ηdisch
× 1.2 (11)

PPV = 20% (Total generation capacity of upstream grid) (12)
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Table 2 Specification of battery and inverter

Specification Values

Battery capacity 300 MWh

Inverter capacity 35 MVA

Charging efficiency of battery 90%

Discharging efficiency of battery 90%

Depth of discharge of battery 80%

Efficiency of inverter 95%

Solar Irradiance The hourly solar irradiance in kWh/m2/day for the PV system is
obtained from [9]. The highest average solar irradiance of 6.04 kWh/m2/day is in the
month of February, whereas the lowest average solar irradiance of 3.44 kWh/m2/day
is in the month of July.
BES System and Inverter PV system with BES consists of 30 MW/300 MWh
battery with 98 MW PV plant. It is a 10 h battery storage system which delivers
maximum 30MW at an instant. 35 MVA inverter is used to convert DC power to AC
power. Here battery cost is considered as 60 $/MWh. Table 2 shows the specification
of battery and inverter.

3.2 Power Generated by PV Panel

Power generated by PV panel (PPV(t)) is calculated by Eq. 13 [7].

PPV(t) = NPV ∗ Voc(t) ∗ ISC(t) ∗ FF (13)

where NPV represents number of PV panel, Voc(t) is the open circuit voltage of PV
panel, and Isc(t) is the short circuit current of PV panel.

Voc(t) = VOCS − τ (TPV(t) − 25◦) (14)

Isc(t) = [
ISCS + ε (TPV(t) − 25◦)

] ∗ QPV(t)

1000
(15)

TPV(t) = Tamp(t) + TPVmn(t) − 20

800
∗ QPV(t) (16)

where VOCS and ISCS stand for open circuit voltage and short circuit current under
standard test condition, respectively, τ is the open circuit voltage temperature coef-
ficient, ε is the short circuit current temperature coefficient, QPV(t) represents solar
irradiance (W/m2) incident on PV panels, TPV(t) is solar cell operational tempera-
ture, and TPVnm(t) is the nominal temperature of solar cell in ◦C, respectively, and
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Table 3 Specifications of PV panel

Specification Values

Open circuit voltage at standard condition 37 V

Short circuit current at standard condition 8.48 A

Open circuit voltage temperature coefficient 638 µV/◦C
Short circuit current temperature coefficient 3.305 mA/◦C
Fill factor 0.74

Nominal cell temperature 48 ◦C

Tamb(t) is an ambient temperature (◦C). Fill factor (FF) of PV panel is computed
using Eq. 17. Specification of PV panel is provided in Table 3

FF = VMPP ∗ IMPP

VOC ∗ ISC
(17)

3.3 Frequency Calculation

Load variation in a power system leads to frequency variation. Frequency of IEEE
14 bus system is calculated using the following equations.

� f = −�P

D1 + D2 + D3 + 1/R1 + 1/R2 + 1/R3
(18)

fnew = f + � f (19)

where �P change in load in p.u., � f is the change in frequency due to load change,
R is the droop, and D represents the frequency dependency of load. For case 1 (grid
without PV system and BES)

�P = (Lgridnew + lossnew) − Lsche + Losssche (20)

where Lgridnew represents grid load demand at the instant of frequency change and
Lsche is the scheduled load demand. Losses are also varying with variation of load.
Losssche and Lossnew are loss for load Lsche and Lgridnew, respectively.

Lgridnew = Lgrid ± PBES (21)

Lgridnew = Lgrid ± PBES − PPV (22)
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For case 2 (grid with BES), Lgridnew is the sum of grid load demand (Lgrid) and
charging (+) or discharging (−) power of energy storage system (PBES) as shown in
Eq. 21. For case 3 (grid with PV system and BES), Lgridnew is the grid load demand
(Lgrid), charging (+) or discharging (−) power of energy storage system (PBES), and
power from PV panel (PPV) as shown in Eq. 22.

4 Results and Discussion

IEEE 14 bus system is chosen as main grid with PV system and BES integrated at bus
number 7. Parameters of system described are shown in Table 4. Optimal scheduling
of grid with PV system and battery energy storage is done using MATPOWER. The
following three different cases were considered for testing the proposed algorithm.
(i) Case 1: Grid without PV system and BES, (ii) case 2: Grid with BES, and (iii)
case 3: Grid with PV system and BES OPF results for scheduled generation and
scheduled load are shown in Table 5.

As shown in Table 6, grid load demand varies every hour. During charging, BES
also acts as load. During daytime (time slot 2), battery is charged from PV system.
In both cases 2 and 3, the battery energy storage is used to regulate the frequency at
peak and off-peak hours.

Table 4 System parameter

System parameter Value

Voltage 11 kV

PV panel capacity 98 MW

Battery capacity 300 MWh

Inverter capacity 35 MVA

Renewable energy cost 41.6 $/MWh

Battery cost 60 $/MWh

Table 5 OPF results for scheduled load and generation

OPF result Value

Generation (MW) 265.76

Load (MW) 259

Cost ($/h) 15,209.06

Power loss (MW) 6.76

Frequency (Hz) 50

UI cost ($/MWh) 63.91

Voltage (p.u.) 1
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(a) Power output of PV (b) Energy stored in BES

Fig. 3 Power output of PV and energy stored in BES

Amount of power taken fromupstreamgrid is reducedwhenPVpanel is connected
into the grid. Upstream grid power generation for each time is given in Table 6. PV
panel generates power during time slot 2 (Fig. 3a). PV power is used to supply 20%
load demand of upstream grid and charge the battery.

Energy level of BES is shown in Fig. 3b. During daytime, battery is charged to its
maximum capacity using PV panel power or from grid. For grid with BES, during
evening peak hours, generation is limited to scheduled generation, battery is dis-
charged for extra power needed, and thus frequency is regulated. During evening or
night off-peak hours, the BES is charged from the grid. This stored energy is dis-
charged during morning peak hours. For the three test cases, cost of power generated
is shown in Table 6.

Frequencies of the system for the three cases are shown in Fig. 4a. For case 1,
frequency deviation from its nominal value is high. For case 2, frequency <50 Hz
during daytime because battery is charging from the grid. During evening peak hours,
battery discharges, and during evening off-peak hours, battery charges to maintain
the frequency at 50 Hz. For case 3, daytime frequency is greater than 50 Hz because
PV is also generating. Frequency deviation (� f ) for three cases is shown in Fig. 4.
Positive value � f implies frequency greater than 50 Hz, and negative value � f
implies frequency less than 50 Hz. In the case of grid with storage system, during
some time slots, frequency deviation is negative because actual load is greater than
scheduled load, and frequency is less than 50 Hz. In the case of grid with both PV
and storage system, frequency deviation is positive because actual load is less than
scheduled load and frequency is greater than 50 Hz (Eqs. 18–20).

Figure 5a shows the UI cost for the three test cases. UI cost at 50 Hz (UITh) is
63.91 $/MWh. Battery charges from grid when UI cost < UITh and discharges when
UI cost is high. As shown in Fig. 5a, during time slot 2, f > 50 Hz. In this scenario,
grid can sell power to other neighboring power systems to balance the system and
gain profit.

Table 6 shows the power loss in each hour for the three cases. For case 2, power
loss is increased by 5% than case 1 because of battery charging during off-peak
hours. For case 3, power loss is reduced by 20.95% than case 1 because (i) 20% grid
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(a) Frequency of the system (b) Frequency deviation

Fig. 4 System frequency and frequency deviation

(a) UI cost (b) Minimum voltages at buses

Fig. 5 UI cost and minimum voltages of IEEE 14 bus system

load is supplied by PV panel during daytime and (ii) discharging of BES at bus 7.
Both of these reduce the power loss by reducing the distribution loss.

Figure 5b shows the minimum bus voltage of IEEE 14 bus system for three cases.
Voltage of the system drops below 1p.u. when grid load is greater than the scheduled
load and rises above 1p.u. when grid load is less than scheduled load. For case
2, charging and discharging of BES maintain the voltage magnitude. For case 3,
increase in voltage is due to the PV source at bus 7.

5 Conclusions

In this paper, a modified algorithm is formulated for scheduling of grid connected PV
systemwith BES taking UI cost into consideration. Optimal power flow is performed
for upstream grid, grid with BES, and for grid connected PV system with BES for
various load and generation patterns. BES system was able to regulate the frequency
with proper selection of charging and discharging mode based on UI cost. Using the
proposed algorithm, it is proved using IEEE 14 bus system that grid connected PV
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with BES can optimally operate the grid when compared to grid with BES alone.
Frequency regulation, reduction in power loss, and improvement of voltage profile
are other benefits to grid by the introducing PV system with BES.
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Chapter 4
Seven-Level Switched-Capacitor-Based
Inverter Topology with Reduced
Components for Renewable Energy
System

Priyanka Sen, Vandana Jha, and Ashwin Kumar Sahoo

Abstract The switched capacitor multilevel inverter (SCMLI) grabbed a special
position in power generation from the PV system. The absence of a complex control
scheme with the enhancement of output voltage gain is the reason for choosing
SCMLI for the PV system. This paper provides a design of seven-level MLI (7L-
MLI) with a self-voltage balancing scheme of switched capacitor which can boost
the output voltage 1.5 times of source voltage. The focus of attention of the proposed
design is the utilization of a fewer number of components as it includes only 7
switches and 2 capacitors with a single source. It also achieved lower total standing
voltage (TSV), which makes the design more suitable for high voltage application.
The practicality of the system is verified under several testing conditions and also
compared with various designs. The simulation results are presented to realize the
superiority of the proposed design.

Keywords Switched capacitor multilevel inverter (SCMLI) · Self-balancing
scheme · Total standing voltage (TSV) · PV system

1 Introduction

Clean energygeneration is an ultimate goal of every nation in current time. Production
of electrical energy from PV system is a golden step to fulfill this goal. Power extrac-
tion and utilization of PV power becomes more popular owing to the advancement in
power electronics technology. For production and distribution of solar energy, power
converter technologies are verymuch required as the output of PVpanel is not enough
for immediate supply to any load due to low voltage range. The outputs are improved
before connecting to the grid. The inverter is required for this purpose. The conven-
tional inverter can be used for this purpose. The issue of high power loss and presence
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of high harmonics generates low power quality output in case of conventional three-
level inverter. Bulky low-pass passive filter is utilized for supplying power to the
grid in these converter systems, which increases the harmonics. To reduce the high
voltage stress and higher switching loss, multilevel inverters (MLIs) are more prefer-
able instead of these conventional inverters. TheMLIs are more useful for the reason
of its reduced level of switching loss, commendable level of efficiency, capability
to operate at high voltage. The electromagnetic interference is also low in case of
MLIs [1, 2]. So by the use of MLIs, an improved power quality is observed with the
reduction in the level of harmonics.

The various conventional topologies ofMLIs such as neutral point clamped (NPC)
MLI, flying capacitor (FC) MLI and cascaded H-bridge (CHB) MLIs are more
useful than conventional three-level inverter. The NPC and FC MLIs are using a
single source, whereas CHB MLI needs multiple sources. Despite this benefit, the
CHB MLIs are more suitable due to its modular structure and reliability under fault
conditions [1]. The higher number of switches used in these MLIs generates high
switching loss, having higher control complexities which became a challenge for
the application of these topologies for power generation from PV panels. For these
reasons, reduction in the number of switches and reduction of sources become the
main objective of researchers. To give a desired boosted level of voltage to MLIs, we
need voltage boosting transformer with a proper DC–DC converter which increases
the system cost and complexities [3]. The design of various switched-capacitor (SC)-
based MLIs can be the solution for these issues [4, 5]. The presence of the capacitor
in these MLI topologies can provide higher voltage magnitude and can reduce the
number of sources used as compared to the conventional CHB MLIs. The ability
to boost the voltage magnitude is more in SCMLIs as compared with the switched
diode-based configurations. The desired level of the output voltage is achievable by
applying a suitable control scheme [6–8]. In SCMLIs, the capacitors are continuously
charged or discharged according to a particular sequence. Some of the MLI topolo-
gies are based on the SC technique, but it consists of a large number of semiconductor
devices, multiple sources and higher voltage stress levels on switches [9–11]. There-
fore, the reduction in a number of circuit devices utilized for SC-based MLI design
is the major intention of researchers in the current era. Especially, the employment
of the multiple sources in MLI structures is focused to minimize.

The self-balanced SCMLI structures proposed by researchers provide a reduction
in the number of switches, with reduced source count [12, 13]. These inverter circuits
can provide a triple increase in voltage output with reduced THD but at the cost of the
number of switches or diodes. The stress level on switches is lowered to a remarkable
level in the SCMLI designed in [14]. Toward higher voltage level synthesis, structure
in [15] has a significant advantage. Another crucial issue for use of SCMLI in high
voltage applications is higher voltage stress on switches. It should be taken care of
during the development of SCMLI-based topologies.

The fact that SCMLI can enhance the output voltage with batter power quality is
clearly observable from the above discussion. With reduction in count of semicon-
ductor devices and sources and with optimized voltage stress level, the efficiency
of stand-alone-type PV system can be enhanced. Proposed MLI is discussed herein
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after. After a detailed comparative study, simulations are conducted to verify the
operational features.

2 Working Pattern of Proposed System

TheproposedSCMLIdesign utilizes 7 switches (T 1–T 7), two capacitors (C1–C2) and
2 diodes (D1–D2) as shown in circuit in Fig. 1. This topology provides 7-level output
from (0,±0.5V dc,±V dc,±1.5V dc). The switching pattern and charging discharging
pattern are analyzed as follows:

2.1 Circuit Operation Analysis

The differentmodes of operation to generate the output levels of SCMLI are as under:

Level-1 (Vo = 0)

To achieve this level in output, the switches T 2, T 4, T 7 are conducting. As the
capacitors (C1 and C2) are in series with the source, they charge up to 0.5Vdc. The
voltage across the load will be 0.

Level-2 (Vo = 0.5Vdc)

In this stage, the switches T 1, T 4, T 7 are in conduction mode. So, the capacitors C1

start discharging in series, while no effect on C2. The voltage across the load will be
0.5Vdc as it is in parallel with the capacitor.

Level-3 (Vo = Vdc)

For producing Vdc across the load, the switches T 2, T 4, T 6 are in conduction mode.
So, both the capacitors (C1 and C2) are charged as they are in series with source and
the load is in parallel with the source.

Fig. 1 Proposed MLI with its output voltage pattern
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Level-4 (Vo = 1.5Vdc)

In this stage, the switches T 1, T 4, T 6 are conducting. The capacitor C1 is discharged,
and the voltage of capacitorC1 and the source voltage are added up and appear across
the load. So, the voltage across the load becomes 1.5V dc.

Level-5 (Vo = −0.5Vdc)

Similarly, for generating −0.5V dc across the load, the switches T 3, T 5, T 6 are
conducting and the capacitor C2 is discharged. C1 has no effect. During discharging,
the polarity will be opposite; therefore, negative voltage appears across the load.

Level-6 (Vo = −Vdc)

In this level, the switches T 2, T 5, T 7 are in conduction mode. The capacitors (C1 and
C2) are in series with source, and charging process continues in this stage. The load
voltage becomes −Vdc. Capacitor C2 has no effect here as it is not in close path of
load.

Level-7 (Vo = −1.5Vdc)

To generate−1.5V dc across the load, the switches T 3, T 5, T 7 are kept in conduction
stage. The capacitor C2 discharges, and the voltage of source and capacitor C2 will
be added and appears across the load. C1 has no effect in this stage, as it is in open
path.

By using the self-balanced charging and discharging of capacitors, it becomes
simpler as compared to conventional design of MLI. The switches in this structure
are operated in fundamental frequency. The voltage stress on the switches (T 1,T 2,T 3)
is 0.5V dc. The switches (T 4,T 5) block 1.5V dc when not conducting. The switches (T 6,
T 7) block 1V dc when not conducting. So, the total TSV is 6.5V dc. Conventional MLI
topologies utilize multiple sources for generating multiple level, but the proposed
circuit provides the same level with single source. Therefore, the complexity as well
as the cost is minimized. With the given switching sequence, the output can be
boosted 1.5 times with the presented model, which is much required for application
in PV system. Figure 2 shows the working operation of the proposed structure.

3 Comparative Analysis of Presented Design and Other
Recent Design

The design potentiality can be judged by comparing the proposed seven-level SCMLI
structure with recently designed SCMLIs. In Table 1, a comparative study is given
between different recently developed structures. The parameters based on which the
structures are compared are the number of switches utilized, the number of diodes and
capacitor used, total standing voltage of switches (TSV), gain and ability to handle
the inductive load. Model S1 suggests a seven-level SCMLI with the same number
of switches as the proposed model, but it contains more capacitors and the output is
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Fig. 2 Working scheme of the proposed 7-level MLI

Table 1 7L-SCMLI topology comparison with single input

Parameters S1 [16] S2 [10] S3 [11] S4 [17] S5 [18] S6 [13] S7 [9] S8 [19] PS

Number of
switches

7 10 10 8 16 14 12 9 7

Number of
capacitors

3 4 3 2 3 2 2 2 2

Number of
diodes

2 0 0 2 0 2 0 1 2

Gain in
output

1 1.5 1.5 1.5 3 3 3 3 1.5

TSV (×
Vdc)

5 8 8 7 14 14 16 17 6.5

not boosted. The designed structures S2 and S3 use more switches and capacitors to
boost the output voltage 1.5 times as proposed structure. S4 reduces the number of
switches significantly. However, the capacitor count and the TSV are more than the
proposed SCMLI. More gain in output voltage is obtained by the topologies S5–S8
than the proposed topology, but they use a higher number of switches which makes
the system complex and costly. Due to the high level of TSV, these structures will be
less suitable for high voltage applications as compared to the proposed topology. S6
and S7 topologies are also boosting the output 3 times, but they utilize larger number
of switches which makes the system overpriced. High TSV is observed in S7 and S8
as compared to the presented design, despite the use of a large number of switches. In
light of the above analysis, the presented seven-level SCMLI is more appropriate for
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low-cost–high voltage applications. A reduced number of capacitors also increase
the reliability of the proposedMLI running for a long time. Further, the arrangements
of the components are such that it operates under any loading condition similar to
the other topologies.

The proposed design contains optimal number of switches and capacitors
compared to all the discussed recent developed topologies. The TSVwhich is impor-
tant for sustainability in high voltage application is very low. The uniqueness of this
model can be realized from the features like boosting ability, lower component count
and low standing voltage.

4 Simulation Results

The presented SCMLI (7L) includes seven IGBT switches and two capacitors as
shown in Fig. 1. The simulation is carried out by MATLAB/Simulink. To validate
the feasibility of model, a single DC source of 70 V is chosen. The frequency is
50 Hz, with resistive load of 40 �, and the two inductive loads (35 �–70 mH and
50–250 mH) are utilized for simulation. The capacitors are of 2200µF. The rating of
capacitor is selected for their longer discharging duration. Themodulation techniques
generally used to control the switches are carrier-oriented high-frequency technique
and some of the low frequency modulation technique such as selective harmonic
elimination (SHE) control. It has potential to compute firing angle with different
modulation index values. To wipe out 3rd- and 5th-order harmonics, solution of
three nonlinear equations is needed. The 3rd- and 5th-order harmonic is aimed to
eliminate in this work. The objective function is selected as per [20, 21] to get the
desired switching angle. Simulation has been carried out at 0.94 MI. To justify the
appropriateness of the design, various testing conditions are utilized and analysis is
as follows:

Condition-1 [with low modulation index]

From Fig. 2, it is observable that the proposed model can work successfully with low
MI 0.2 and high MI 0.9. In Fig. 3, V o represents the output voltage, Io is the load
current, and VC1 and VC2 are the voltages across the two capacitors (C1 and C2). In
Fig. 3, the simulation is performed with low MI 0.2 and further results are obtained
at high MI.

Condition-2 [with variation in load]

Figure 4 shows the design is compatible with inductive load. From 0.1 to 0.14 s, the
RL load is of 35 �–70 mH; when it changed to 50 �–250 mH, it can sustain with
the sudden load change efficiently.

Condition-3 [with variation in input voltage]

In Fig. 5, the input voltage is 70 V from 0.1 to 0.14 s, whereas from 0.14 to 0.18 s it
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Fig. 3 Simulation under low
MI

Fig. 4 Simulation under
load variation

Fig. 5 Simulation under
input voltage variation

changed to 100 V. As the SCMLI designed for PV application, it is noteworthy that
the system can operate properly with low as well as high input voltage.

The designed topology of MLI can work effectively with distinct MI values. The
percentage of THD is lower level, due to removal of 3rd- and 5th-order harmonics
with high MI value. The voltage THD is 19.07% with low value of MLI (0.2), and it
is 10.15% at high MI (0.94). From the results, it is clear that the topology is suitable
for both low- and high-power factor loads.
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5 Conclusion

In this work, the SCMLI has been presented for PV application with a lower compo-
nent count and self-voltage balancing scheme for the capacitor. It is preferable for
single-source PV applications and in other low-medium power applications. The
low TSV makes the design noteworthy for high voltage applications. The boosting
feature and usability with any variation in load as well as variation in MI make
it suitable for different applications. Another key point of the model is the size
of the capacitors which can be optimized by the use of high-frequency applica-
tions. As the switches are operated at the fundamental frequency, the efficiency
is more than 97% owing to the reduction in power loss in switches. The simula-
tion study under different testing conditions and comparative analysis with recent
models justify the self-voltage balancing capability, boosting capacity and thus the
sustainable application of disclosed SCMLI in PV applications.
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Chapter 5
Reference Tracking by Designing State
Estimation Observer for Generalized
Predictive Control of a Single Inductor
Dual Output Buck Converter

Kamakshi Manjari and Somanath Majhi

Abstract A generalized predictive control (GPC) for an unconstrained two output
buck converter system is presented in this paper. Stability analysis of predictive con-
trol is challenging to prove; hence, a more straightforward idea of stability analysis
for a basic GPC optimization is validated for a general GPC cost function. As classi-
cal control is less effective in controlling a multi-input multi-output (MIMO) system,
in which the outputs are coupled in nature, and predictive control is implemented to
show the effectiveness. MATLAB numerical simulation results of the controller are
included for validation.

Keywords Single inductor dual output buck converter · Generalized predictive
control · Observer design

1 Introduction

Model predictive control (MPC) is a type of optimal control theory in which the
plant model is typically utilized to anticipate a plant behavior. MPC has been used
in applications including process control [1, 2], electric vehicle [3, 4] and power
converters [5–9] to name a few.Application of predictive control also includes control
of switching mode power supplies (SMPS) [10, 11] as well. Generalized predictive
control (GPC) is a type of predictive control that is widely explored and inherently
includes an integrator for an error-free response. However, PI or PID controller is
the most commonly used control technique in the process control industry. However,
it is a well-known fact that in the presence of plant dead time, the performance of
a PID is compromised. For such a closed-loop plant model, an appropriate measure
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is to inspect the performance of a good optimal control technique in place of the
classical PID controller. The use of GPC is limited because of its complicated tuning
guidelines and implementation cost. The high operating frequency range of SMPS is
a challenge for GPC implementation. Originally, GPC was designed only for slower
dynamic plants, but faster processors have overcome this barrier. Another limitation
of GPC is the difficulty of stability analysis compared to a classical controller [12].

GPChas also been successfully implemented to step [13] aswell as ramp reference
tracking problem [14]. While a traditional GPC [15, 16] is proposed by considering
a controlled auto-regressive integrated moving average model (CARIMA) to predict
the output prediction, extension of this model to a multivariable plant dynamics is
cumbersome.As a result, the augmented state spacemodel [17] is preferred for output
prediction obtaining the optimized control sequence. A predictive control consists
of a prediction horizon, control horizon and a defined cost function according to
the user’s need, to obtain an optimized control sequence. The control input obtains
a state feedback control by using receding horizon control (RHC). In RHC, only
the first input sequence is considered the manipulated variable, and the rest are
discarded. If all states are not available to measure, the system states might not be
fully controllable. Hence, an observer must be designed for unmeasured states of the
plant [18]. Observer design and stability analysis of any controller play an important
role in determining the convergence of the error. The usage of low power portable
devices is increasing daily, motivating researchers to develop an efficient control
algorithm for these devices to achieve the desired output. Recently, multi-output
power converters have been researched widely due to their many advantages over
single output converters. A single inductormulti-output (SIMO) converter has a small
volume compared to a dual inductor system as it works using only a single inductor.
Due to a decrease in the number of components, the cost is reduced, and efficiency is
improved. SIMO converters are also implemented in electric vehicles (EV) for this
reason. However, the effect of output cross-coupling in the chosen plant dynamics
is prominent when there is a change in either one of the outputs, which affects the
other output because controller tuning is challenging to design for this converter.
There have been many successful implementations of classical control techniques to
control SIMO power converters, but the advanced controller is preferred for a SIMO
power converter device due to complicated system dynamics.

Primary contribution of this presented work is to design a Luenberger-type
observer for a GPC to have an error-free reference tracking for a state feedback
closed-loop control. Observer gain is determined by using Lyapunov stability crite-
ria for the observer. Numerical simulation results of the closed-loop plant model are
presented to validate the design procedure of GPC. Schur complement for the posi-
tive definiteness of the chosen Lyapunov function is used to determine the observer
gain. The controller designing procedure is validated using a DC–DC single inductor
dual output (SIDO) buck converter model.

This paper is organized as follows: The augmented GPC is described in Sect. 2
with a detailed derivation of the state and output prediction model and derivation of
the optimized control law. In Sect. 3, the convergence of the chosen control law is
presented. A Luenberger-type observer is designed in Sect. 4 with criteria to chose
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the observer gain matrix. Numerical simulation results are presented in Sect. 5 to
validate the estimation by the designed observer. Finally, conclusion of this paper is
available in Sect. 6.

2 Generalized Predictive Control

The states space model of a plant can be represented as

xm(k + 1) = Amxm(k) + Bmu(k), ym(k) = Cmxm(k) (1)

where the state xm ∈ R
n×1, output ym ∈ R

l×n and input u ∈ R
m×1 are defined accord-

ingly. All the states of the chosen plant model are assumed to be controllable. If the
number of states is less than number of outputs, then all outputs cannot be controlled
with zero steady-state error independently. From (1), the following equation can be
obtained as

xm(k) = Amxm(k − 1) + Bmu(k − 1) (2)

To remodel the state space model in �u(k) as input variable, state vector xm(k)
is replaced with �xm(k) where �xm(k) = xm(k) − xm(k − 1). From (1) and (2),
�xm(k + 1) can be expressed as

�xm(k + 1) = Am�xm(k) + Bm�u(k) (3)

Similarly, �ym(k + 1) is obtained as

�ym(k + 1) = CmAm�xm(k) + CmBm�u(k) (4)

New state vectors are chosen as xm = [
�xm(k) e(k)

]
for the state augmented

model, where e(k) = w(k) − y(k). Resulted modified state space model of the plant
model is written as

[
�xm(k + 1)
e(k + 1)

]
=

[
Am 0Tm

CmAm I

][
�xm(k)
e(k)

]
+

[
Bm

CmBm

]
�u(k) (5)

e(k) = [
0m Im

][�xm(k)
e(k)

]
(6)

where Im is identity matrix and 0m is zero matrix. Output prediction equation is
obtained by recursion of one step ahead state equation as explained in [17]. ζ(k) is
assumed to be a zero mean Gaussian noise; therefore, the expected value of zero
mean Gaussian noise, i.e., ζ(k + i |k) at future sample i is assumed to be zero. The
augmented model in (5) and (6) is



56 K. Manjari and S. Majhi

xn(k + 1) = Anxn(k) + Bn�u(k) (7)

e(k) = Cnxn(k) (8)

Prediction of the augmented matrix is obtained as

xn(k + 1|k) = Anxn(k) + Bn�u(k) (9)

xn(k + 2|k) = A2
nxn(k) + AnBn�u(k) + Bn�u(k + 1|k) (10)

...

xn(k + N |k) = AN
n xn(k) + AN−1

n Bn�u(k) + · · ·
+ AN−M

n Bn�u(k + M − 1) (11)

Similarly, predicted output is also obtained. New vectors are defined as

�U (k) = [
�u(k) �u(k + 1) · · · �u(k + M − 1)

]
(12)

Ep(k) = [
e(k + 1|k) e(k + 2|k) · · · e(k + N |k)]

Predicted state space model is expressed as follows:

Ep(k + 1) = Cnxn(k) ⇒ Ep(k + 1) = Fpxp(k) + Qp�U (k) (13)

where Fp and Qp coefficient matrices are represented as

FT
p = [

CnAn CnA2
n · · · CnAN

n

]T
(14)

Qp =

⎡

⎢⎢⎢
⎣

CnBn 0 · · · 0
CnAnBn CnBn · · · 0

...
...

...
...

CnAN−1
n Bn CnAN−2

n Bn · · · CnAN−M
n Bn

⎤

⎥⎥⎥
⎦

(15)

The defined quadratic cost function is

J (�u) = Q
N∑

i=1

∥∥Ep(k)
∥∥2
2 + R

M∑

i=0

‖�U (k)‖22 (16)

where theweight coefficients are positive definite constant diagonalmatrices denoted
asQ andR. Optimizedmanipulated variable is determined byminimizing the defined
cost function (16), i.e., dJ

d(�U )
= 0. Solution of this minimization is obtained as

�U = (QT
pQQp + R)−1QT

pQ(w(k) − Fpxn(k)). According to RHC, only the first
manipulated variable is applied to the plant. The obtained feedback gain matrix is
Kmpc = (QT

pQQp + R)−1QT
pQ. Optimized control input is expressed as
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�u(k) = Kw1w(k) − Ky1xn(k) (17)

where Kw1 is the first element of Kmpc and Ky1 is the first element of KmpcFp. The
modified state model for closed-loop system is

xn(k + 1) = (
An − BnKy1

)
xn(k) + BnKw1w(k) (18)

Hence, eigenvalues of
(
An − BnKy1

)
determine the closed-loop system stability.

3 Convergence of Control Law

To analyze convergence of the obtained control law, quadratic cost function (J�u)
is chosen as the Lyapunov function candidate, z( f (xn(k))). An equality constraint
on the terminal state is considered, which means that the error between reference
and output tends to zero. xn(k + N ) = 0 is set as the terminal state obtained from
optimizing control sequence �u(k) = Kmpc f (xn(k)). Lyapunov function candidate
z( f (xn(k))) is positive definite, and it tends to a finite value if xn(k) is a finite value
as the cost function is quadratic in nature. Next Lyapunov criteria to be satisfied are
�z( f (xn(k + 1))) < 0,∀k ≥ 0. Therefore, z( f (xn(k + 1)) is expressed as

�z( f (xn(k + 1))) = z( f (xn(k + 1))) − z( f (xn(k)))

Assuming that the optimized solution�u(k) satisfies all constraints at sample instant
k, a feasible solution of f (xn(k + 1)) for the receding horizon is given by xn(k + 1),
which is represented by the prediction model

xn(k + 1) = An(k) + B�u(k) (19)

Obtained optimal solution�u(k + 1) is a function of f (xn(k + 1)), and it is observed
that

z( f (xn(k + 1))) ≤ ẑ( f (xn(k + 1))) ∀k ≥ 0 (20)

where ẑ( f (xn(k + 1))) is the obtained control sequence which is a function of the
sequence xn(1), xn(2), …, xn(k + N − 1). �z( f (xn(k + 1))) is then bounded by

z( f (xn(k + 1))) − z( f (xn(k))) ≤ ẑ(xn(k + 1) − z(xn(k)) (21)

For the sample time k + 1, k + 2, . . ., k + N − 1, the difference between these two
Lyapunov two functions is obtained as
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�z( f (xn(k + 1))) = (xn(k + N )|k)TQ(xn(k + N )|k)−
xn(k + 1)TQxn(k + 1) − �u(k)TR�u(k) (22)

From the assumption of final constraint, it can be stated that

�z( f (xn(k + 1))) ≤ −xn(k + 1)TQxn(k + 1) − �u(k)TR�u(k) ∀k ≥ 0

Hence, the asymptotic stability of the model predictive control system has been
proved. To show that z( f (x(k))) = 0 ∀ e(0) = 0 and �u(0) = 0, a new variable

v = [xn(k)�u(k)]T is defined. It is assumed, ∃v 	= 0 forwhich z = vT

[
Q 0
0 R

]
v = 0.

Q and R are already assumed to be diagonal matrices of constant value; hence, z is

positive definite as

[
Q 0
0 R

]
is positive definite. z = 0 when v = 0, which contradicts

original assumption. Hence, �z( f (xn(k + 1))) ≤ −(1 − λ2) ‖v(k)‖2.

4 Observer Design for State Estimation

In this section, a Luenberger-type [18] observer is designed for the state estimation
of the GPC. The observer model is represented as

x̂o(k + 1) = An x̂o(k) + Bn�u(k) + Lo
(
y(k) − Cn x̂o(k)

) ∀k ≥ 0 (23)

where x̂o(k + 1) is defined as the state estimation obtained by the Luenberger-type
observer, and the observer gain is defined as Lo. ζ(k) is assumed to be zero in the
augmented state space model. Defining e(k) = xn(k) − x̂o(k) ∀ k ≥ 0, the error in
observer estimation is obtained as

e(k + 1) = (An − LoCn) e(k) ∀k ≥ 0 (24)

= Ãne(k) (25)

A Lyapunov function candidate is defined as

Zo(e(k)) = eT(k)Qoe(k) ∀k ≥ 0 (26)

Theorem 1 Let Qo be defined as a symmetric positive definite matrix, then there
exists a Luenberger gain matrix Lo defined as

Lo = Q−1
o Po (27)
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Proof It is defined that Qo = QT
o > 0. The Lyapunov function is expressed as in

(26). Therefore, �Zo(e(k)) is defined as

�Zo(e(k)) = Zo(e(k + 1)) − Zo(e(k)) (28)

= eT(k + 1)Qoe(k + 1) − eT(k)Qoe(k) (29)

= eT(k)
(
ÃT
nQo Ãn − Qo

)
e(k) (30)

From (30), it can be observed that for �Zo(e(k)) < 0

ÃT
nQo Ãn − Qo < 0 ∀k ≥ 0 (31)

Therefore, (31) can be expressed as a negative value, and it is assumed that

ÃT
nQo Ãn − Qo < −(1 − ε2)Qo ∀k ≥ 0 (32)

Now, (32) is rearranged to

ÃT
nQo Ãn − Qo + (1 − ε2)Qo < 0 ∀k ≥ 0 (33)

Qoε
2 − ÃT

nQoQ
−1
o Qo Ãn > 0 ∀k ≥ 0 (34)

(34) can be expressed as a Schur compliment in (35)

[
Qo Qo Ãn

ÃT
nQo Qoε

2

]
> 0 (35)

which can be expressed in observer gain matrix form as

[
Qo Qo (An − LoCn)

(An − LoCn)
T Qo Qoε

2

]
> 0 (36)

Lo = Q−1
o Po is defined, hence (36) is represented as

[
Qo QoAn − PoCn

AT
nQo − CnPT

o Qoε
2

]
> 0 (37)

Therefore, it can be concluded that

�Zo(e(k)) < −(1 − ε2)pT(k)Qo(e(k)) < 0, ∀k ≥ 0,∀(p(0)) 	= 0

Using this observer implementation, states of GPC optimized control xn(k) are
replaced by the observer state vector. Hence, obtained control law can be written
as
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�u(k) = Kw1w(k) − Ky1xo(k) (38)

The closed-loop dynamics system equation can be formed as

xn(k + 1) = Anxn(k) − BnKy1xo(k) + BnKw1w(k) (39)

The observer tracking error is defined as x̄(k) = xn(k) − x̂o(k).Model of the observer
is expressed as

x̄(k + 1) = (An − LoCn) x̄(k) (40)

(39) can be written as

xn(k + 1) = (
An − BnKy1

)
xn(k) + BnKy1 x̄(k) + BnKw1w(k) (41)

The closed-loop equation combining observer error and the augmented equation can
be written as

[
x̄(k + 1)
xn(k + 1)

]
=

[
An − LoCn 0n×n

BnKy1 An − BnKy1

][
x̄(k)
xn(k)

]
+

[
0n×m

BnKw1

]
w(k)

0n×n is defined as a n × n zero matrix and 0n×m is defined as a n × m zero matrix.
From (42), it can be observed that the observer design and the controller design are
independent of each other. The eigenvalues of the closed-loop can be determined as
the

det

[
λi −

[
An − LoCn 0n×n

BnKy1 An − BnKy1

]]
= 0 (42)

5 Numerical Simulation Results

SIDO buck converter shown in Fig. 1 operates in three switching modes. Details of
the current slope are shown in Fig. 2. The chosen SIDO converter topology consists
of one inductor l at input side, two capacitors ca and cb at output sides. Output
voltages are measured across the capacitors which are represented as output voltages
eoa and eob, and one input voltage is represented by ein. Power input to the converter is
controlled by input switch Sin and freewheeling diode Df. Distribution of input power
from the input side to output voltages is controlled by switches S1 and S2. During
the operation of the converter modes, output voltages are regulated by switch duty
cycles din, d1 and d2. In this paper, SIDO buck converter is operated in continuous
conduction mode (CCM). CCM can be achieved if operation of switches is followed
by d1 + d2 = 1. In this paper, SIDO buck converter is represented by a TITO plant
model with capacitor voltages as outputs and duty ratios as inputs for simulation
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Fig. 1 Circuit diagram of the converter

result. An ideal case is assumed for these analyses, and DC gain of the considered
converter system is obtained by using time averaging equivalent circuit approach.
The DC voltage gains are expressed as follows:

eo1 = din(1 − d2)R1ein
d2
2 R2 + (1 − d2)2R1

, eo2 = dind2R2ein
d2
2 R2 + (1 − d2)2R1

, Il = eo1
R1

+ eo2
R2

(43)

Steady-state operation of SIDOCCMbuck converter under din < d2 is considered
in this paper. There are three modes of operation in a switching cycle. In Mode 1,
switches Sin and S2 are ON, switch S1 and freewheeling diode D are OFF, and
inductor current increases to a peak value of IL1 with a slope of (ein − eo2)/L . In
Mode 2, switches Sin and S1 are OFF, S2 and freewheeling diode D are ON, and
inductor current decreases to a value of IL2 with a slope of −eo2/L . In Mode 3,
switches Sin and S2 are kept at OFF position, while switch S1 and freewheeling
diode D are ON, inductor current decreases to a value of ILo with a slope of −eo2/L .
Duty ratio d̂in(s) and d̂2(s) are considered to be the inputs for this system, and voltage
across resistance R1 and R2 are the outputs to be controlled. By choosing thesemodel
parameters, the plant is modeled in a two input two output model representation. The
reference voltages er1 and er2 are set according to feasible duty ratio, the reference
voltages which are desired to track by using GPC. The reference signals are step
signals. The plant dynamics are modeled in a two input two output (TITO) form.
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Fig. 2 Switching cycle

From the available transfer functions, transfer function matrix for open-loop SIDO
buck converter is obtained as given in Eq. (44)

[
êo1(s)
êo2(s)

]
=

[
Gd11(s) Gd12(s)
Gd21(s) Gd22(s)

] [
d̂in(s)
d̂2(s)

]
(44)

Numerical simulation results are presented in this section for the designed GPC
controller as well as the observer. A dual output buck converter plant model is cho-
sen to implement the GPC in a closed-loop structure described as circuit diagram
of SIDO DC-DC buck converter is shown in Fig. 1. The chosen converter model
[19] consists of an inductor L = 200 µH, two capacitors C1 = C2 = 10 µF, load
resistors R1 = 2 � and R2 = 3 �, output voltages Eoa and Eob where Eoa < Eob

and one input voltage Ein = 5 V. For steady-state operation, duty ratio of switches
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Fig. 3 Output Eoa and Eob responses during load variation at load 1

Fig. 4 Output Eoa and Eob responses during load variation at load 2

S1 and S2 is evaluated as D1 = 0.25 and Db = 0.5, respectively. Output refer-
ence voltages are set at Er1 = 1 V and Er2 = 1.5 V. Input power through induc-
tor is controlled by switch S1 and freewheeling diode D. Distribution of power
from input to each output is controlled by switches Sa and Sb. Output voltages
are regulated by duty ratios D1, Da and Db of switches S1, Sa and Sb, respec-
tively. The converter can be modeled in a state space form as described in [20].
The robustness of the GPC controller with respect to the 50% load variations is ver-
ified. The cross-regulation effect for the designed GPC without observer is shown
in Figs. 3 and 4. The effect of load variation has been minimized for the SIDO
buck converter. Performance index (P.I.) of the controller can be evaluated by
using the formula P.I. = (Overshoot of the observed signal due to load variation)/
(Actual voltage) × Load variation (%). The numerical simulation is performed for
a 50% load variation by a step disturbance. GPC parameters are obtained as
N = 20, M = 2,Q = 10IN andR = 0.02IM,where IN and IM denote identitymatri-
ces of dimension as per the horizon. Performance of GPC has been compared with
other existing controller design methods for SIDO converters in Table 1, where P.I.



64 K. Manjari and S. Majhi

Table 1 Comparison of cross-regulation minimization

Parameter [21] This work

Control method FPGA GPC

Input voltage 20 5

Settling time (ms) 50–100 5–12

P.I. 1 Eoa 0.25 0.15

Eob 0.14 0.2

P.I. 2 Eoa 0.06 0.1

Eob 0.02 0.03

Fig. 5 Comparison of output voltages Eoa and Eob with the estimated output of the observer

Fig. 6 Observer estimation error for output reference voltage tracking

1 and P.I. 2 in the table refer to performance index due to variation in loads 1 and 2,
respectively.

The controller has been designed and validated using numerical simulation using
MATLAB®. The plant state space model is converted to an augmented state space
model as described. In Figs. 3 and 4, the closed-loop model is simulated for step
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disturbance signal depicting load variation at R1 and R2, respectively, plant model for
outputs. The cross-regulation effect for the designed GPC with observer is presented
in this paper. The effect has been minimized for the SIDO buck converter. Similarly,
other topology of the multiple output converter system can be designed by following
GPC design procedure. Reference tracking of the observer-based GPC is presented
in Fig. 5. Observer tracking error is presented in Fig. 6. It can be observed that
the tracking error is convergent with a satisfactory response. MATLAB software is
used to show the performance of the implemented GPC algorithm for a dual output
buck converter. Figure 3 illustrates two output voltages for the chosen plant. These
figures show that there are two graphs for each output, which are the comparison
of GPC for two different tuning algorithms as it can be observed that the output
tracks the references in both cases, but there is improvement in transient response for
GPC. GPC tuning parameters chosen for tuning are given in Table 1, as shown in the
simulated graphs that the outputs eo1 and eo2 are underdamped for tuning algorithms.
But in case of tuning algorithm, the performance is not desirable as it is oscillating
in nature.

6 Conclusion

A GPC has been designed for a dual output system to discuss the reference tracking
response of the controller. As the system has coupled outputs, the advantages of
using a predictive controller are discussed. It is observed that the performance of
GPC for reference tracking is satisfactory for the chosen tuning algorithm. The
stability of GPC is analyzed by using the Lyapunov stability approach. It was shown
that the cost function is a Lyapunov function, and using receding horizon for a finite
time cost function results in stable optimizing control input. Although the result
is satisfactory, there are many aspects which need to be explored. In this paper,
while modeling the plant dynamics, only the cross-coupling transfer function is
considered for designing the GPC by ignoring the cross-regulation transfer function.
Moreover, in this paper, only the basic implementation strategy is explored to show
that althoughPID controller is preferred over any advanced controller because of easy
calibration, nowadays, due to advancement in digital electronics, implementation of
any advanced controller is possible, which was considered to be cumbersome earlier.
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Chapter 6
Different Oscillator-Controlled Parallel
Three-Phase Inverters in Stand-Alone
Microgrid

Vikash Gurugubelli, Arnab Ghosh, and Anup Kumar Panda

Abstract This work presents two different types of virtual oscillator controllers
(VOCs). Unlike droop and virtual synchronous machine (VSM), VOC is a time-
domain control technique. Each voltage source inverter (VSI) in this technique is
adjusted to replicate the dynamics of the nonlinearly linked oscillators. BecauseVSIs
are electrically linked, their output voltages synchronise and the load is distributed
proportionally to their ratings. The authors discussed nonlinear deadzone-basedVOC
and nonlinear Vanderpol-basedVOC. This paper discusses the design and implemen-
tation of the aforesaid control techniques. During a load disturbance, the simulation
research is done on a 3-phase parallel VSI system using the above-mentioned control
techniques. This research examines both equal and uneven power distributions. The
suggested control approaches are validated by the simulation results.

Keywords Voltage source inverter · Deadzone oscillator · Vanderpol oscillator ·
Microgrid · Parallel operation

1 Introduction

Microgrids (MGs) offer the potential to boost renewable energy (solar, wind and
other sources) while also improving dependability and decreasing transmission line
losses. The parallel functioning of inverters that form an islanded MG is the subject
of this research. The major goals of the islanded system are (i) to minimise or
eliminate communication between the inverters that run in parallel, (ii) maintaining
system stability and synchronism between inverters despite load fluctuations, (iii)
system frequency regulation and (iv) appropriate power-sharing across inverters.
To accomplish these goals, we proposed several control techniques based on the
synchronisation of linked oscillators.
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Droop control is a common decentralised control technique [1, 2], with the draw-
back of a high rate of change frequency. To alleviate this problem, the VSM idea
was proposed in [3–5]. The VOC is a time-domain controller that reacts to current
feedback signals immediately without the need for extra filters or power calcula-
tions, which is a key benefit in VOC [6–8]. The VOC [9–11] is a novel sophisticated
decentralised control approach for mimicking the dynamic characteristics of limit
cycle oscillators such as the deadzone and Vanderpol oscillator. VOC was utilised
in a 1-phase MG in [12], and it was employed in a 3-phase MG in [13]. Ali et al.
[14] elaborated on the requirement for a grid-tied inverter with VOC. In [15, 16],
an external loop was introduced, allowing the VOC to measure active and reactive
power in grid-connected mode.

This paper makes the following contributions: (a) different VOC strategies are
applied to a systemof 3-phase inverters that are operated in parallel; (b) the design and
implementation of the deadzone andVanderpol-based VOC are clearly presented; (c)
a simulation study is conducted with these two control methods during start-up and
load disturbance; (d) the research also covers equal and unequal power-sharing; (e)
lastly, conclusions are drawn on the two controllers based on the system’s simulation
findings.

This work is organised into six sections. The introduction is Sect. 1. Section 2
includes the system description; the design and implementation of deadzone and
Vanderpol-based VOC controllers are presented clearly in Sect. 3. Section 4 presents
conditions for synchronisation, and results and discussions, respectively. In Sect. 5,
concluding remarks are made on the two control methods.

There are five portions to this work. Section 1 is an introduction; Sect. 2 is a
system description; Sect. 3 is a clear presentation of the design and implementation
of deadzone and Vanderpol-based VOC controllers. The results and discussions are
covered in Sect. 4, and the conclusions are provided in Sect. 5.

2 System Description

As shown in Fig. 1, the system in this manuscript is a simple three-phase VSI oper-
ating in stand-alone mode. V dc is the input DC supply, which is time-varying and
originates from renewable energy sources such as solar panels or fuel cells. The
capacitor C is a DC-link capacitor that manages the voltage on the DC bus. The
filter resistance, inductance and capacitor are represented as Rf (1 �), Lf (6 mH) and
Cf (1.2 µF), respectively. V t is the inverter’s terminal voltage, which comes before
the filter. After the filter, V s (60 V rms) is the inverter output voltage. The capacitor
current and load current, respectively, are I f and IL. The inverter is controlled in this
study utilising several oscillator-based controllers to provide the appropriate voltage
and frequency. The current feedback signals are used by these oscillators. Two VO
control methods are described in this paper, in which each inverter is controlled
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Fig. 1 Schematic diagram of a 3-phase inverter unit in stand-alone mode

to simulate the dynamics of either a deadzone or a Vanderpol oscillator (detailed
explanation of these oscillators presented in Sect. 3). As illustrated in Fig. 2, this
article shows the aforementioned control techniques in the context of an islanded
MG system.

Fig. 2 System of inverters in the context of stand-alone MG using VOCs
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3 Control strategies

3.1 Nonlinear Deadzone VOC (NDZVOC)

This controller ismotivated by the phenomena of nonlinear oscillator synchronisation
in linear time-invariant systems. The NDZVOC schematic is illustrated in Fig. 3a.
This has two subsystems, one of which is a parallel RLC circuit and the other is a
voltage-dependent current source (VDCS) inspired by the DZ characteristics.

FromFig. 3b(i, ii), one can understand the characteristics of DZ andVDCS,where
f (vC1) is the DZ function as shown in (1)

f (vC1) =
⎧
⎨

⎩

2σ(vC1 − ϕ), vC1 > ϕ

0,
∣
∣vC1

∣
∣ ≤ ϕ

2σ(vC1 + ϕ), vC1 < −ϕ

(1)

The dynamics of the oscillator inductor current, iL1 , and the capacitor voltage,
vC1 , are given by [11, 12].

dvC1

dt
= 1

C1

[(

σ − 1

R

)

vC1 − f (vC1) − iL1 − io1

]

diL1

dt
= vC1

L
(2)

The implementation of NDZVOC with single-phase inverters is shown in Fig. 4.
The parameters of DZ oscillator-based VOC are shown in Table 1. The design and
parameter selection have been taken from the [11].

Fig. 3 a Electrical schematic of the NDZVOC. b (i) DZ characteristics and (ii) VDCS character-
istics
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Fig. 4 Schematic of implementation of NDZVOC with 3-phase VSI

Table 1 Parameters of deadzone oscillator-based VOC

Symbol Description Value Units

kv1 Voltage gain 60 × √
2 (V/V)

ki1 Current gain 0.1125 (A/A)

σ Slope of DZO 1 (S)

ϕ Offset voltage 0.4695 (V)

R Harmonic oscillator resistance 10 (�)

L1 Harmonic oscillator inductance 500 (µH)

C1 Harmonic oscillator capacitance 14.1 (mF)

3.2 Nonlinear Vanderpol VOC (NVPVOC)

This controller is also motivated by the phenomena of nonlinear oscillator synchro-
nisation in linear time-invariant systems. Figure 5 depicts the NVPVOC schematic.
The NVPVOC is composed of two subsystems: a parallel RLC circuit and a cubic
nonlinear VDCS [6].

Fig. 5 An electrical
schematic of the NVPVOC
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The dynamics of the oscillator inductor current, iL2 , and the capacitor voltage,
vC2 , are given by

L2
diL2

dt
= v2

kv2

C2
dv2
dt

= −α
v3
2

k2v2
+ ρv2 − kv2 iL2 − kv2ki2 io2 (3)

The implementation of NVPVOC with three-phase inverter is shown in Fig. 6.
The parameters of Vanderpol oscillator-based VOC are shown in Table 2. The design
and parameter selection have been taken from the [6].

Fig. 6 Schematic of implementation of NVPVOC with 3-phase VSI

Table 2 Parameters of Vanderpol oscillator-based VOC

Symbol Description Value Units

kv2 Voltage gain 63 (V/V)

ki2 Current gain 0.57 (A/A)

ρ Conductance 6.09 (�-1)

α Coefficient of cubic current source 4.06 (A/V3)

L2 Harmonic oscillator inductance 3.99 × 10–5 (H)

C2 Harmonic oscillator capacitance 0.18 (F)
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4 Results and Discussion

In the simulation investigation, three 3-phase VSIs are interconnected in parallel.
Each inverter is controlled by its own controller in this system (either NDZO or
NVPVOC). The parameters of the controllers could be deduced from Tables 1 and
2. Figure 7 illustrates the simulation diagram of the system in islanding mode. The
authors investigated two scenarios in their simulation research. Equal power-sharing
is the first scenario, whereas unequal power-sharing is the second.

Case I (1:1 power-sharing)

In this scenario, the two inverters have the same power rating. The load is rising when
the switch is closed. The starting circumstances of the inverter cannot be predicted
in practice. As a result, the inverters’ starting circumstances are the same. The
voltage synchronisation (line to line rms voltage betweenR and Y ), current sharing of
the inverters (R-phase currents) and load current (R-phase) of the NDZVOC-driven
inverter are illustrated in Fig. 8a–c during start-up and load disturbance, respectively.
Initially, the switch is in the open position; after 0.6–0.8 s, the switch is in the closed
position (which means, the load step up and step down within 0.2 s, here the load
changing from 1000 to 1500 W with 0.89 power factor). Similarly, the NVPVOC-
controlled inverter’s voltage synchronisation, current sharing and load current are
depicted in Fig. 9a–c.

Case II (2:1 power-sharing)

All of the inverters’ power ratings are uneven in this scenario. The starting circum-
stances of the inverters are likewise the same in this scenario. The voltage synchro-
nisation (line to line rms voltage between R and Y ), current sharing of the inverters
(R-phase currents) and load current (R-phase) of the NDZVOC-driven inverter are
illustrated in Fig. 10a–c during start-up and load disturbance, respectively. As indi-

Fig. 7 Model simulation diagram of the system in islanding mode
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Fig. 8 Waveforms during start-up and load disturbance with 1:1 power-sharing (deadzone
oscillator-based VOC), a voltage synchronisation, b current sharing, c load current

cated in the previous section, the load disturbance is taken into account in this situa-
tion as well. Similarly, the NVPVOC-controlled inverter’s voltage synchronisation,
current sharing and load current are depicted in Fig. 11a–c. In NDZVOC, the currents
reached a steady state in 0.1 s, but in NVPVOC, it took more than 0.3 s. As a result,
NDZVOC outperforms NVPVOC at starting.
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Fig. 9 Waveforms during start-up and load disturbance with 1:1 power-sharing (Vanderpol
oscillator-based VOC), a voltage synchronisation, b current sharing, c load current
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Fig. 10 Waveforms during start-up and load disturbance with 2:1 power-sharing (deadzone
oscillator-based VOC), a voltage synchronisation, b current sharing, c load current
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Fig. 11 Waveforms during start-up and load disturbance with 2:1 power-sharing (Vanderpol
oscillator-based VOC), a voltage synchronisation, b current sharing, c load current
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5 Conclusion

A parallel three-phase inverter system is treated with two distinct types of VOCs.
VOC is a time-domain control technique, unlike droop and VSM. Each VSI imitates
the dynamics of nonlinear interconnected oscillators in this way. The design and
implementation of the aforesaid control techniques are demonstrated in this study.
The simulation research is carried out on a three-phase parallel VSI system util-
ising the aforesaid control methods during beginning and load disturbance. This
research also looks at how power is distributed equally and unequally. NDZVOC has
a better current sharing thanNVPVOCwhen it first starts. During start-up, the voltage
synchronisation in NDZVOC is quite fast. NVPVOC has slower voltage synchroni-
sation than NDZVOC. During load disruptions, both control methods emphasise
current sharing and voltage synchronisation. In both control methods, the third
harmonic is dominant. The simulation findings back up the recommended control
strategies.
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Chapter 7
Generalized Hybrid Symmetrical
and Asymmetrical Multilevel Inverter
Topology with Reduced Number
of Switches

Madan Kumar Das, Parusharamulu Buduma, Perwez Alam,
and Sukumar Mishra

Abstract Multilevel inverter (MLI) has grown rapidly to achieve higher voltage
levels, lesser voltage stress of the power devices, and lesser harmonic distortion
of the inverter voltage. This paper presents the analysis of a reduced component
hybrid nine-level inverter designed with only three DC sources. The proposed work
emphasizes developing a hybrid multilevel inverter using symmetrical and asym-
metrical DC sources at the input. The merit of the proposed MLI can efficiently
reduce the power of electronic devices to produce the output voltage and generate
nine-level using nine IGBTs only. Proposed MLI can be reducing complexity, size,
and thus significantly improve inverter cost and performance. Also, a multicarrier-
based, level-shifted PWM (LSPWM) method is adopted to generate the desired gate
pulses of the IGBT switches using the DSPACE-1103-based controller. A laboratory
prototype of the proposed seven-level and nine-level inverters is developed, and the
experimental results of the MLIs at RL loading or voltage conditions are present.
Further, the inverter losses, efficiency, and the%THDare also analyzed and compared
with the other topologies.

Keywords Asymmetrical multilevel inverter (AMLI) · Level-shifted pulse width
modulation (LS-PWM) · %THD

1 Introduction

Almost four decades ago, the first multilevel inverter (MLI) was introduced in 1975
[1]. Since then, considerable research is going on in DC-AC power conversion using
MLI [2] and their applications like uninterruptible power supply, power factor correc-
tion, flexible AC transmission systems, and static VAR compensators high-voltage
DC power transmission, and active filters. In addition to these, the integration of
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renewable energy sources to the grid, industrial ACmotor drives, and drives in hybrid
electric vehicles [3–7] becomes effective usingMLIs. TheMLI gained popularity due
to its crucial benefits such as smaller voltage stress of the switches, improved power
quality with good electromagnetic compatibility, reduced total harmonic distortion,
smaller switching frequency, and switching losses [8]. The classical topologies like
cascaded H-bridge-MLI [9] (CHB-MLI), flying capacitor MLI [10] (FC-MLI), and
neutral point clamped-MLI [11] (NPC-MLI) are developed industrially. However,
the FC-MLIs and NPC-MLIs are limited to low-voltage levels due to the problems
of capacitor balancing.

On the other hand, CHB-MLIs have extended to any desired voltage levels without
any capacitor voltage balancing issues.Moreover, the CHB-MLI structure has gained
wide attention due to itsmodularity.However, theCHB-MLI required several isolated
DC sources [12], which increases the cost of the implementations. Moreover, the
traditionalMLI topologies requiremore switches, isolated driver ICs, and conducting
switches, resulting in more price and complication [13]. To avoid these limitations,
several reduced component MLIs have been proposed in the literature for efficient
structure. To prove the superiority of the proposed MLI, several MLIs like [14, 15]
are analyzed and are compared in terms of component counts.

A basic MLI structure is proposed in [16], which is further modified in [17].
However, a more number of DC voltage sources and bidirectional power switches
are required in the structure discussed in [18]. A concept of connecting a half-bridge
at one side of the load point is presented in [19], where the requirement of DC
sources and the numbers of the bidirectional power switches are reduced compared
to the aforesaid MLIs described in [20]. Thus, it is observed from the literature that
most of the reduced switch MLIs either used more bidirectional switches or a more
significant number of DC sources and/or capacitors.

A new symmetric/asymmetric design of generalized MLI is presented here with
the least number of power electronic devices to overcome the aforesaid problems. In
order to obtain a higher voltage level, the MLI proposed here needs a comparatively
smaller number of power devices, mainly the bidirectional switches and DC sources.
Moreover, the alternating voltage (positive and negative levels) can be generated
using H-bridge enables the scope of MLI to use for high-voltage applications. In
addition, the value of TSV can be lowered, which may be required to reduce the
overall cost of the proposed inverter. The operation of the proposed work is described
in the following sections. Section 2 elucidates the working of the proposed MLI
configuration. While concerning the control strategies, a level-shifted PWM (LS-
PWM) technique is most suitable to obtain the switching pulses using a DS1103
controller. Section 3 describes the switching pulses and modes of operation of the
MLI topology develop here. The performance of the MLI proposed is also compared
with recently published MLIs [14–20], and exhaustive comparisons are made as
explained in Sect. 4.

Nevertheless, the calculation for the total standing voltage (TSV) and voltage
levels to the switch ratio (L/S) is also introduced in this work by considering 9 voltage
levels are also tested in MATLAB/Simulink platform. The experimental verification
is carried out for an RL load as described in Sect. 5. In addition, the power loss of
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the proposed seven-level inverter is also incorporated in Sect. 3 and followed by a
conclusion presented in Sect. 6.

2 Proposed Hybrid Multilevel Inverter Topologies

In this work, a reduced switch hybrid MLI consists of a T-type auxiliary inverter
connected with an extra H-bridge circuit is connected for both level and polarity
generations required for an AC voltage. The proposed series MLI configuration is
depicted in Fig. 1 that can be implemented for both the asymmetrical and symmetrical
values of the DC sources. The proposedMLI has the inherent ability to generate both
the positive and negative voltage levels without using any additional polarity reversal
H-bridge. Usually, the voltage stress of the polarity reversal H-bridge is the highest
(equal to the sum of all the sources). However, the proposed inverter consists of
only the level generating units having inherent polarity generation capability. The
auxiliary circuit only one unidirectional controlled switches (T 11, T 12, T 13, and T 14

and single bidirectional switches S11) of the leg. Moreover, the cell is supplied from
two battery sources of voltage (VDC11 and VDC12), which can be equal voltages (1:1)
to obtain three voltage levels, both positive and negative magnitude, including zero.
The proposed MLI can be better suited for an off-grid/grid-connected PV system,
where voltage sources are readily available.

The H-bridge unit consists of four power switches (T 21, T 22, T 23, and T 24),
supplied with one battery source and a voltage (VDC21) to generate three distinct
voltage levels of magnitude+ V dc, 0,− V dc like the auxiliary circuit. The operations
of the proposed inverter configuration with one T-type auxiliary circuit along with a
level generating H-bridge are depicted in Fig. 1. The proposed inverter can operate
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Fig. 1 Proposed hybrid multilevel inverter topology
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with asymmetrical (nine-level) as well as symmetrical (seven-level) voltages. Based
on the magnitude or ratios of DC voltages (VDC11:VDC12 = 1:1) or voltages of H-
bridge (i.e., VDC21 = 1). In this paper, a single-phase multi-winding transformer and
the diode-rectifiers and capacitive filters are used to obtain the isolatedDC sources for
supplying the proposed asymmetrical MLI for experimental verification purposes.

2.1 For Asymmetrical Nine-Level Inverter Configuration

Proposed hybrid asymmetrical nine-level MLI also operates in nine-mode operation
to generate nine-level voltage with unequal DC voltage sources of in the auxiliary
cell and H-bridge cell and their DC-link voltage ratio are VDC11:VDC12:VDC22 =
1:1:2 connected with input of the battery unequal sources. The switches on/off states
are depicted in Table 1 for nine-level hybrid inverter. However, the proposed work
basically defines a nine-level asymmetrical MLI with equal and unequal voltages
sources in the auxiliary cell and H-bridge to produced nine-level output voltage with
less power losses or less % THD produced. Here, both of the module auxiliary cell
and the H-bridge cell are operated only two switches at a time shown in Fig. 2. Here,
a sharp distinction is observed among the switches which conduct/do not conduct for
voltage level generation. For the proposed nine-level topology, the bold red lines show
the conduction path through the conducting components for different voltage level
generations, and the thin (black) lines show that the components are not conducting
or contributing at the current state. Table 1, that can be used to generate the same
voltage levels, is not depicted in Fig. 2.

Table 1 On/off switching status (Sx) of the nine-mode operation of proposed for nine-level
symmetrical inverter (VDC11:VDC12:VDC22 = 1:1:2)

Mode Conducting switches
√ = ON; × = OFF Inv. O/P Voltage (Vo)

For auxiliary circuit For H-bridge circuit

T11 T12 T13 T14 S11 T21 T22 T23 T24

1 × √ √ × × × √ √ × 4VDC

2 × √ √ × × × √ √ × 3VDC

3 × √ × × √ × × √ √
2VDC

4 × √ × × √ × × √ √
1VDC

5 × √ √ × × √ √ × × 0

6 × √ × × √ √ √ × × −1VDC

7 × √ √ × × √ √ × × −2VDC

8 × √ × × √ √ × × √ −3VDC

9 × √ × × × √ × × √ −4VDC
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Mode-1: Conduction of the four switches T 12, T 13, T 22, and T 23, output voltage
magnitude of + 4VDC is generated at the inverter output terminals as depicted in
Fig. 2a.

Mode-2: Similarly, by the conduction of the four switches, either T 12, S11, T 22, and
T 23 an output voltage of magnitude + 3VDC is generated at the inverter terminals as
depicted in Fig. 2b.

Mode-3: In addition, by the conduction of the four switches, either T 12, T 13, T 23,

and T 24 an output voltage of magnitude + 2VDC is generated at the output terminals
as depicted in Fig. 2c.

Mode-4: Similarly, conduction of the four switches like either T 12, S11, T 23, and T 24

output voltage magnitude of + VDC is generated at the inverter output terminals as
depicted in Fig. 2d.

Mode 5: Lastly, conduction of the four switches like either T 12, T 13, T 21, and T 22 or
T 13, T 14, T 23, and T 24 is generated zero (0) at the inverter output terminals as shown
in Fig. 2e.

In a similar way, the set of remaining switches is conducting as per Table 1 to
obtain the negative voltage levels. The switching frequency for all proposed MLIs
in the simulation, as well as the corresponding experimental purpose, is considered
as 5 kHz.

2.2 For Symmetrical Seven-Level Inverter Topology

Proposed seven-level inverter modules equal value of all the DC-link voltage sources
in both of the configuration (auxiliary cell and the H-bridge cell) symmetrical models
and their ratio of DC-link voltages having VDC11:VDC12:VDC22 = 1:1:1 in same
manner of the symmetricalMLI as depicted in Fig. 1. Here details show the switching
status (on/off) of the proposed inverter to generate seven-level output voltages is
depicted in Table 2. For the proposed seven-level topology, the bold red lines show
the conduction path through the conducting components for different voltage level
generations, and the thin (black) lines show that the components are not conducting
or contributing at the current state. Many redundant states, as shown in Table 1, that
can be used to generate the same voltage levels, are not shown in Fig. 3.

Mode-1: Conduction of the four switches T 12, T 13, T 22, and T 23, output voltage
magnitude of + 3VDC is generated at the inverter output terminals as depicted in
Fig. 3a.

Mode-2: Similarly, by the conduction of the four switches, either T 12, S11, T 22, and
T23 or T 12, T 13, T 23, and T 24 an output voltage of magnitude + 2VDC is generated
at the inverter terminals as depicted in Fig. 3b, c.
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Table 2 On/off switching status (Sx) of the seven-mode operation of proposed seven-level
symmetrical inverter (VDC11:VDC12:VDC22 = 1:1:1)

Mode Conducting switches
√ = ON; × = OFF Inv. O/P voltage (Vo)

For auxiliary circuit For H-bridge circuit

T11 T12 T13 T14 S11 T21 T22 T23 T24

1 × √ √ × × × √ √ × 3VDC

2 × √ × × √ × √ √ × 2VDC

3 × √ √ × × × × √ √
4 × × √ × √ × × √ √

1VDC

5
√ √ × × × √ √ × × 0

6 × √ × × √ √ √ × × −1VDC

7 × √ √ × × √ √ × × −2VDC

8 × √ × × √ √ × × √
9 × √ √ × × √ × × √ −3VDC

10 × √ × √ × √ × × √
0

Mode-3: In addition, by the conduction of the four switches, either T 12, S11, T 23, and
T 24 an output voltage of magnitude + 1VDC is generated at the output terminals as
depicted in Fig. 3d.

Mode-4: Lastly, conduction of the four switches like either T 12, T 13, T 21, and T 22 or
T 13, T 14, T 23, and T 24 is generated zero (0) at the inverter output terminals as shown
in Fig. 3e, h.

In a similar way, set of remaining switches is conducting as per Table 2 to generate
the –ve o/p voltage levels. The switching frequency for all proposed MLIs in the
simulation and switches conducted at a time only four switches.

3 Control PWM Strategies of the Proposed MLI

To generate the gate pulses for the IGBT switches, several modulation scheme and
control paradigms have been discussed so far, such as selective harmonics elimi-
nation (SHE- PWM) [18], space vector modulation (SVPWM) [19, 20], sinusoidal
pulse width modulation (SPWM) scheme [20], nearest level control [20], etc. Multi-
carrier-based level-shifted plus width modulation (M-LSPWM) are chosen among
the aforesaid techniques due to its easier implementation in hardware, which can be
further fed to the switches like IGBT through appropriate gate driver circuits. Thus,
for implementing the LSPWM technique for the proposed seven-level inverter, six
triangular carriers (in same phase but are off-set with their +ve and −ve magni-
tude) for PWM technique for nine-level inverter, eight-triangular carrier signals in
the same phase, but their levels are shifted 90° and compared to the reference signal.
Here, switching states are decoded in Table 2 for a seven-level and Table 1 for a



88 M. K. Das et al.

T11 T12

T13 T14

DC11V

DC12V

b

Load

S12

T22

21DCV

T23 T24

c d

T21

a

T11 T12

T13 T14

DC11V

DC12V

b

Load

S12

T22

21DCV

T23 T24

c d

T21

a

T11 T12

T13 T14

DC11V

DC12V

b

Load

S12

T22

21DCV

T23 T24

c d

T21

a

T11 T12

T13 T14

DC11V

DC12V

b

Load

S12

T22

21DCV

T23 T24

c d

T21

a

T11 T12

T13 T14

DC11V

DC12V

b

Load

S12

T22

21DCV

T23 T24

c d

T21

a

T11 T12

T13 T14

DC11V

DC12V

b

Load

S12

T22

21DCV

T23 T24

c d

T21

a

T11 T12

T13 T14

DC11V

DC12V

b

Load

S12

T22

21DCV

T23 T24

c d

T21

a

DC(a) Mode-1 for (+3 )V

DC(b) Mode-2 for (+2 )V

DC(h) Mode-8 for (-2 )V

T11 T12

T13 T14

DC11V

DC12V

b

Load

S12

T22

21DCV

T23 T24

c d

T21

a

DC(i) Mode-9 for (-3 )V

DC(f) Mode-6 for (-1 )V

T11 T12

T13 T14

DC11V

DC12V

b

Load

S12

T22

21DCV

T23 T24

c d

T21

a

DC(g) Mode-7 for (-2 )V

DC(c) mMode-3 for (+2 )V

DC(d) Mode-4 for (+1 )V

(e) Mode-5 for (0)

T11 T12

T13 T14

DC11V

DC12V

b

Load

S12

T22

21DCV

T23 T24

c d

T21

a

(j) Mode-5 for (0)

Fig. 3 Voltage generation at different modes with direction of current a + 3VDC, b, c + 2VDC, d
+ VDC, e 0, f −VDC, g,h −2VDC, i,j −3VDC
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Fig. 4 LS-PWM technique and the corresponding switching states for a seven-level and b nine-
level inverters

nine-level inverter. The proposed asymmetrical MLIs modulation index (Mi) of a
fixed magnitude of the peak carriers (Ac) are presented in Fig. 4,

Mi = Am/Ac (1)

4 Comparison Between Proposed MLIs and Traditional
MLIs Topologies

In this paper to show the effectiveness of proposed MLI topology, compared to the
other reduced switch MLIs proposed (in Tables 3 and 4)indicates the comparison

Table 3 Comparative analysis between classical inverters to the proposed inverter

MLI TOPOLOGIES Unidirectional switching
devices

Bidirectional switching
devices

Total no DC
sources

NPC, FC, CHB 2 * [n − 1] 0 [n − 1]/2

Cascaded MLI
symmetric–asymmetric
[14]

4n/5 n/5 2n/5

Symmetric topology [P] 08 [n − 6] [n − 1]/2

Asymmetric topology
[P]

08 [n − 8] [n − 3]/2
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Table 4 Comparison analysis of losses and efficiency of the proposed converter MLIs with the
losses of the other classical reviewed MLIs

MLIs Inverter
output
power
(W)

Inverters
output
voltage levels

Total
standing
voltage
(TSV)

Employed
control
strategy

Switching
devices and
ratings

Efficiency/total
power losses
(%)

[16] 100 Thirteen-level 18Vdc Nearest
level
control

IGBT:
IKW25N120H3
1200 V, 25 A

98.50

[17] – Nine-level 20Vdc Selective
harmonic
elimination

IGBT:
GT50J325
600 V, 50 A
IGBT:
GT50J325
600 V, 50 A

–

[19] 200 Eleven-level 21Vdc Selective
harmonic
elimination

94

Proposed
(symmetrıcal)

288 Seven-level 14Vdc SPWM@
3 kHz

IGBT:
CT60AM-18F
900 V, 60 A

96.80

Proposed
(asymmetrical)

483 Nine-level 22Vdc SPWM@
3 kHz

96.70

of the proposed inverter between the other usual inverters topology in relations of
the no of IGBTs and no of DC-link sources of the proposed inverter configuration
required power electronics switches 9 IGBTs to gets output voltage nine-level of 3
DC sources with compared of 16 IGBTs in the following inverter configuration DC,
FC, and CHB-MLI are need of 4 DC sources of classical inverters.

5 Results

5.1 For Simulation and Experimental Results

The detailed simulation of the proposed inverter of the nine-level asymmetrical
depicted in Fig. 1 is done in MATLAB/Simulink platform. The so-called power
circuit consists of the proposed inverter circuit and the isolated DC power sources
obtained from anAC supply using rectifier–capacitor arrangements for the laboratory
prototype. On the other hand, the control circuit consists of a DS1103-based PWM
controller coupled with a PC generating PWM pulses, which is further processed
through a TLP250-based IGBT driver circuit as shown in Fig. 8. The simulation and
the respective experimental waveforms of the inverter voltage and load current of
the proposed at unity modulation index are shown in Fig. 5a, b at a RL load of R =
50 �, L = 100 mH. For symmetric (for seven-level) and asymmetric (for nine-level)
schemes and inverter topology can be extended to three-phase schemes. Further, the
simulation and experimental results of inverter output voltage (V inv) and load current
(I inv) for an RL load (R = 45 �, L = 100 mH) at the modulation index, Mi = 0.5,
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Fig. 5 Simulation result of proposed MLIs a for seven-level symmetric inverter, b for nine-level
asymmetric inverter

Fig. 6 Simulation and their corresponding %THD at a Mi = 1, bMi = 0.8, c Mi = 0.5

0.8, and 1 is shown in Fig. 6a–c. From 1 to 0.5 decreases Mi the number of output
of voltage also decreases from nine-level to five-level and value of the %THD keeps
on increasing. It is also found that the experimental results under steady-state condi-
tions are identical to the respective simulation results given in Fig. 7a (for seven-level
symmetric inverter), while Fig. 7b (for nine-level asymmetric inverter), the exper-
imental waveforms of the inverter voltage and the load current under the variable
Mi, as well as sudden load variations, are also presented in Fig. 7c. However, if the
load impedance changes, the magnitude of load current changes without altering the
voltage levels, and hence, they are verified using real-time simulators 1103 dSPACE.

6 Conclusion

The goal of this paper was to build a new MLI by cascading each cell with one
H-bridge. The proposed inverter can extend to both the symmetric and asymmetric
values of DC sources. A lower number of IGBTs, driver circuits are required to
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Fig. 7 Experimental results for proposed Inverter output voltage and the load current,a symmetrical
seven-level and b asymmetrical nine-level inverter, c modulation index at different modulation
indices

Fig. 8 Experimental setup
of proposed symmetrical
inverter

Inverter modules

Dspace

Current Probe

generate the higher voltage levels, resulting in cost reduction, circuit size, control
complexity, and area of installation. Depending on the parameters related to the
developed experimental prototype, the efficiency of the proposed seven-level is deter-
mined less also less switching loss and the conduction loss are found, respectively.
Various performance parameters of the proposed MLI are analyzed and have been
compared with newly discussed MLI topologies. The analysis is well carried out in
some sense—the two categories of switch number/level and DC sources/level are
useful for the comparison. For further clarification of performance parameters, i.e.,
efficiency, LSR, and TSV, are also calculated and compared with the newly discussed
MLIs.
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Chapter 8
A New Reduced Device Count
of Three-Phase Three-Level Switched
Capacitor-Based Grid-Connected
Inverter with LCL Filter

Aratipamula Bhanuchandar and Bhagwan K. Murthy

Abstract In this paper, a new reduced device count (RDC) of 3-Ph, 3-L switched
capacitor (SC)-based grid-connected inverter (GC1) with LCL filter has been eluci-
dated. In this topology, a common single DC source has been connected to all phases
and comprises four unidirectional switches, one discrete diode, and one switched
capacitor per phase. It has the capability to produce three levels in pole voltage and
five levels in the line voltages. Here, with parallel–series technique, all the switched
capacitors are self-balanced without need of any separate balancing circuits/sensors.
With respect to single DC source, the respective line voltage provides two times
boosting ability in the inverter structure. The topology provides less per unit total
standing voltage (TSV) and also provides an equal amount of blocking voltage across
all semiconductor devices. At the end, for higher ripple attenuation purpose, an LCL
filter has been integrated with grid. The combination of dq-frame current control
strategy and unipolar phase disposition (UPD) pulse width modulation (PWM) tech-
nique has been applied to the GCI, and with this, the unity power factor (UPF)
operation of grid has been elucidated vividly. Finally, the operation of an inverter
and control structure has been validated through MATLAB/Simulink platform.

Keywords Grid-connected inverter · Switched capacitor · Total standing voltage ·
Unipolar phase disposition · Pulse width modulation · Unity power factor

1 Introduction

Power conversion from DC to AC plays an important role and can be effectively
used in electric vehicle (EV) and grid-tied applications. Basically, the inverters are
classified as two-level and multilevel inverters (MLIs). The main aim of MLI is to
synthesize the stepped waveform into following a sinusoidal wave [1]. The tradi-
tional three-phase, two-level voltage source inverter (VSI) comprises one DC source
and three half-bridge legs. For better power quality, it demands larger filter circuit
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arrangement, and at a time, the inverter faces high dv/dt stresses across the switches
[2]. The MLI topologies are basically giving better harmonic profile, reduce electro-
magnetic compatibility problems, less voltage stress, smaller common-mode voltage,
reduce dv/dt stresses, drawing input current with lower distortion, small size filter
requirements or even eliminated, and high fault-tolerant capabilities [3]. The basic
traditional neutral point clamped (NPC), flying capacitor (FC), and cascaded H-
Bridge (CHB) inverters are facing the problems like unequal loss distribution among
switching devices, pre-charging of capacitors, and requirement of more number of
DCsources, respectively, for three-phase operation [4]. The topology [5] needs nearly
20 switches, 8 capacitors, 12 diodes, and one DC source for three-phase operation,
and finally, it provides high value of TSV. The TSVdecides basically the cost require-
ment switching devices of an inverter topology. The topology [6] gives TSV as 24Vdc

with six DC sources. However, in this there is no need of separate discrete diodes.
With 24 switches, the topology [7] gives TSV as 36Vdc with 2 DC sources. Without
discrete diodes and less number of switches, the topology [8] provides the TSV of
40Vdc. The topologies [9–12] with single DC sources arrangement are providing
high value of TSV, and then the cost requirement of switches drastically increases.
Most of conventional topologies do not provide self-balancing property of capaci-
tors. To reduce TSV requirement and maintaining self-balancing property of capac-
itors with single DC source arrangement, a new three-phase, three-level switched
capacitor-based grid-connected inverter topology has been reported in this paper
with dq-frame current control strategy. For higher ripple attenuation capability, the
LCL filter has been integrated with grid. However, careful design should be required
while designing the filter with stability considerations [13].

The rest of the paper is summarized as follows. Section 2 describes the operation
and control strategy of proposed work. The comparative study has been discussed
in Sect. 3. Section 4 represents simulation results for the GCI topology. Finally, the
conclusion has been reported in Sect. 5.

2 Operation and Control Strategy of Proposed GCI
Topology

2.1 Operation

A reduced switch count (RSC) of three-phase, three-level SC-based grid-connected
inverter with LCL filter is depicted in Fig. 1. In this topology, each phase contains
four unidirectional switches, one discrete diode, and one SC. A common single DC
source arrangement has been provided to all phases. Here, the pole voltage has to
be considered between phase point to positive DC bus point, and it can be indicated
as VAP. Table 1 shows switching arrangement for three-level output voltage as per
phase to be assumed. The zero level is obtained from conduction switches of S2a
and S3a. If S1a and S3a are in conduction mode, then the capacitor is discharged and
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Fig. 1 Proposed three-phase, three-level SC-based GCI with LCL filter

Table 1 Switching table:
Phase-A

S. No. ON state switches Capacitor (C1) Output voltage,
VAP

1 S2a–S3a C + 0Vdc

2 S1a–S4a – − 0Vdc

3 S1a–S3a D + 1Vdc

4 S2a–S4a C − 1Vdc

produces output voltage of+ 1Vdc. Similarly, if S2a and S4a are in conduction mode,
then the capacitor is charged and produces output voltage of − 1Vdc. This type of
operation is called parallel–series technique. With this technique, the self-balancing
of capacitors is possible in all phases that mean there is no need of separate auxiliary
circuits or sensors. The SC values are calculated from the longest discharging period
(LDP) method. Finally, in pole voltage, a three-level output is present and in the line
voltage a five-level output voltage is possible that means it provides boosting factor
(BF) as two. In the operation of switching strategy, the voltage stress of each switch
does not exceed input DC supply and finally it provides less per unit TSV per phase
and is depicted in Table 2.

In [11], with single DC supply, the pole voltage provides boosting ability.
However, for generating three-level output it takes more switch count, thereby
requirement of heat sink, protection, and gate driver circuits are more. Also, the
UPF operation of grid concept has not been explained in this. In proposed topology,
an LCL filter has been integrated with grid for higher ripple attenuation capability
purpose. By considering stability and resonant peak problems, an LCL filter has been
designed according to [13]. The design procedure has been represented in flowchart
as shown in Fig. 2. In the next section, the UPF of operation of GCI topology has
been explained through proper control strategy action.
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Table 2 Calculation of TSV:
Phase-A

S. No. Semiconductor devices Standing voltage (Phase-A)

1 S1a Vdc

2 S2a Vdc

3 S3a Vdc

4 S4a Vdc

5 Da Vdc

TSV in per unit 5 p.u.

Fig. 2 LCL filter design flowchart

2.2 Control Strategy

Figure 3 shows a dq-frame current control strategy for the proposed grid-connected
inverter topology. Firstly, the grid voltages (Vabc) have been sensed and generated
Vα and Vβ components through abc to αβ transformation. From the output, the PLL
has been implemented and it provides reference grid variable for the grid synchro-
nization. From αβ to dq transformation, the respective Vd and Vq components are
generated. Secondly, inverter side currents have been sensed and generated Iα and
Iβ components. From this output, Id and Iq components are generated using αβ to dq
transformation. Here, Id and Iq are correspond to active and reactive currents, respec-
tively. The Id and Iq are subtracted from Id(ref) and Iq(ref), and then it produces an
error. This error is fed to PI controller. From decoupled control strategy, the respec-
tive modulating signals are generated. For generating desired modulating signals,
a proper gain (PG) value is used according to line voltage and number of carrier
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Fig. 3 Control strategy-GCI

count. These desired modulating signals are given to absolute function (Abs), and
then it generates unipolar modulating waveforms. The repeating table generation
(RTG) has been developed according to level count. After comparison of Abs and
RTG signals, the generated output has been added and then finally generated aggre-
gated signal (AS). From the switching table, the switching table generation (STG)
has been developed. Both of ASG and STG signals are truncated and finally generate
desired gate pulses (GP’s) for the grid-connected inverter. Here, the PWM operation
is called, “unipolar level shifted in-phase disposition modulation technique.”

3 Comparative Study

Table 3 shows comparison of proposed inverter topology with other conventional
topologies. As compared, with all conventional topologies, the proposed topology

Table 3 Comparative study with other conventional topologies

S. No. Topology Ndc Nsw Nc Nd TSV

1 [5] 1 20 8 12 43

2 [6] 6 24 6 0 24

3 [7] 2 24 8 0 36

4 [8] 2 16 4 0 40

5 [9] 1 18 6 6 24

6 [10] 1 24 6 0 20

7 [11] 1 21 3 0 21

8 Proposed 1 12 3 3 15
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takes less number of switches, diodes, capacitors with single DC supply. The TSV
term signifies cost requirement of an inverter topology. The proposed topology gives
less amount of TSVas comparedwith other conventional topologies. In all phases, the
respective diodes and switches are faced an equal amount of voltage stress and kept
maintaining as Vdc only. From switching operation, the proposed topology provides
boosting ability in the line voltage with respect to single DC source supply.

4 Simulation Results

Table 4 shows simulation parameters for the proposed grid-connected inverter
topology. Figure 4 shows simulation results for proposed GC1 topology with step
changes in Id(ref). Figure 5 shows switch and diode voltage stresses of phase-A, and
Fig. 6 shows harmonic spectrum of grid current w.r.to Phase-A.

From the proposed control strategy, all switched capacitors are self-balanced at
Vdc with less voltage ripple even if step changes in Id(ref) operation also. The desired
three-level pole voltage and five-level line voltages have been obtained with peak
values of 398.7 and 798.7 V, respectively. The peak value of grid voltage is obtained
as 585.3 V with pure sinusoidal nature. According to step changes in Id(ref)=300
and 500 A, the grid current tracked exactly equal to with peak values of 299.8 and
150.6 A, respectively. Generally, Id(ref) is used to inject active power into the grid
and Iq(ref) is used to inject reactive power into the grid. By taking Iq(ref) as zero, the
UPF operation of grid has been achieved. From Fig. 5, it is concluded that all the
semiconductor switches are faced an equal amount of voltage stress and these are
do not exceed the input DC supply. Finally, from Fig. 6 it is concluded that the grid
current THD is obtained as 2.05% and it meets IEEE-519 standards.

Table 4 Simulation
parameters—GCI topology

S. No. Parameters Value

1 Grid voltage 415 V

2 Switching frequency 10 kHz

3 Grid frequency 50 Hz

4 Resonance frequency 1000 Hz

5 Rated power 100 kVA

6 Vdc 400 V

7 Inverter side inductance 490 μH

8 Grid side inductance 490 μH

9 Filter capacitance 100 μF

10 Switched capacitors 6600 μF
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Fig. 4 Simulation results—proposed GCI topology

Fig. 5 Voltage stress of semiconductor devices: Phase-A
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Fig. 6 Harmonic spectrum
of grid current with id_ref =
300 A

5 Conclusion

With reduced switch count and self-balancing property of switched capacitors, a
new three-phase three-level grid-connected inverter has been elucidated in this paper.
Generally, the RSC ensures that respective reduction in gate driver circuit, protec-
tion circuit, and heat sink, thereby cost of an inverter can become reduced. The
proposed topology provides less per unit TSV per phase and voltage stress of each
semiconductor device does not exceed input DC supply. Here, the self-balancing
of SC’s is eliminating the requirement of sensors and additional balancing circuits.
In this topology, the line voltage provides boosting ability with respect to single
DC source supply. By dq-frame current control strategy and unipolar level shifted
in-phase disposition PWM technique, the UPF operation of grid has been achieved
even if step changes in reference direct axis current values. This complete work is
suitable for photovoltaic and fuel cell-based grid-connected applications. Suppose if
PV panel is considered as input DC supply, then need to concentrate on common-
mode voltage (CMV) effect and leakage current analysis is going to be considered
as future scope of the work.
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Chapter 9
Reduction in Harmonics for PV-Based
Reduced Device Count Multilevel
Inverter Wıth Genetic Algorithm

Yatindra Gopal, Kaibalya Prasad Panda, Y. N. Vijay Kumar,
and G. V. Pradeep

Abstract Production of renewable energy sources (RES) has been exponential in
the present years and is essentially driven by factors like the escalation of green-
house emissions with depleting in fossil fuel reservoirs. Photovoltaic (PV) energy,
a prominent RES, produces electricity directly from sunlight. Nowadays, multi-
level inverter (MLI) is broadly worn in incorporation with RES and drives appli-
cation. Among various RESs, PV energy is the most generous and reliable. In this
manuscript reduced device countmultilevel inverter (RDCMLI) incorporatewith PV
system with maximum power point tracking technique (MPPT) and compared with
cascaded multilevel inverter (CHBMLI). Based on genetic algorithm (GA), selected
harmonic elimination (SHE) technique is considered for generate the proper firing
angles of PV support MLIs. The obtained firing angles are suitable to reduce the total
harmonic distortion (THD) of MLIs. The PV with RDC MLI is produced less THD
as compared to PV CHB MLI. Analysis of results is based on MATLAB/Simulink
software platform.
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1 Introduction

Generation of energy from RES has been exponential in current years and is essen-
tially driven by factors like the escalation of greenhouse emissions with depleting
in fossil fuel reservoirs [1–3]. Photovoltaic (PV) energy, a prominent RE source,
produces electricity directly from sunlight. Its operation is noiseless and harmless
to the environment. The PV system is interfaced with various essential power elec-
tronic components to achieve necessary efficiency in energy conversion to harness
renewable energy.

Controlling the output voltage of PV cells varies when regulating the irradia-
tion and environmental [4–7]. Hence, the necessity of MPPT technique and boost
converter is considered to generate desired output voltage by PV cells. A variety of
control techniques has been worn to discover the maximum power point (MPP).
Perturbation and observation (P&O) technique is very easy and simplicity with
simple implementation. P&O works based on iterative method, and it swings near
the point dP/dV = 0, i.e., MPP. Incremental conductance (IC) technique gives the
best dynamic performance and accuracy when fast change in atmospheric environ-
ment. In this paperwork, IC MPPT is worn with the adaptive distinction in size of
steps. IC method used to solve the difficulty of conventional process when the irra-
diance changes. IC method evaluates with some further variable step size methods;
the worn method is not complex instruction coefficient and estimates to progress the
computing speed.

Voltage production by PV is not efficient for network rating and hence considers
the DC-DC boost converters to boost the PV panels output. The boost output voltage
in form of DC, but requirements in commercial purpose in form of AC seeing as
most of the loads are AC loads.

Hence, MLI topologies are used to produce AC voltages to improve the voltage
performance with less THD [8–11].

CHB MLI, diode-clamped inverter (DCI), and capacitor-clamped inverter (CCI)
are very common topologies and fine expression in the literature [12–15]. CHB
MLI has various advantages compared to the conventional MLIs but requirements
of devices are more. Hence, RDC MLI configuration topology with GA is used in
this paper to minimize the THD.

The number of devices in MLI increases, and then cost, circuit configuration,
and reliability also increase. Hence, the configuration of MLIs with less number
of devices is the key element [16–29]. To generate the same output voltage levels
such as 7-level (7L) CHBMLI, a novel configuration is designed with 7L-RDCMLI
devoid of raising the number of bridges.

In this manuscript, SHE technique is taken to solve the nonlinear equations and
produced the best results of MLIs. In addition, this manuscript reports the on PV 7-
level (7L) RDC MLI topology; this process requires less switches and devices. The
voltage produced by 7L-RDC MLI similar voltage output generates via 7L-CHB
MLI.
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In this work, estimating the values of switching angles is through solving of tran-
scendental nonlinear equations with using GA. Newton–Raphson (NR) and resultant
theory (RT) method suffer from some disadvantages to calculate the optimal value
of switches [15]. NA and RT methods are not suitable when it applied to higher level
MLIs. Hence, in this work bio-inspired optimization method-based GA SHE is used
to the development of the system robustness.

GA is useful to solve the constrained and unconstrained troubles through the
suitable assortment of unique population and gradually regularly adjust the individual
population. By GA, find out the optimal values of angles of PV-based 7-L CHBMLI
and 7L-RDC MLI, this work is performed the minimum value of THD.

2 Modeling of PV Cell

The simpleway to represent a photovoltaic cell iswith one diodemodel [2]. It consists
of parallel with the current to a diode and required parameters such as diode identity
factor (a), (Voc) open-circuit voltage, and (Isc) short-circuit current.

The realized characteristics of PV cell by the fundamental equation of a one cell
as the source of current are placed in parallel by diode. The current output Eq. 1 is
as follows:

I = IPV − Io

[
e
q(V + IRs)

akT
− 1

]
−

[
V + IRs

Rρ

]
(1)

IPV is the function of irradiance (G) and the mathematical calculation of PV
current is given as in Eq. 2

IPV = [
IPV_STC + Ki�T

] G

GSTC
(2)

The saturation current (Io) of diode is formulated in Eq. 3 as follows:

Io = Io_STC

(
T

TSTC

)3

exp

[
qEg

ak

(
1

TSTC
− 1

T

)]
(3)

The flowchart representation of the PV current calculation is given in Fig. 1. The
detailed outputs of PV model are shown in Fig. 2.

3 Modeling of Boost Convertors

Boost convector is known as step-up convertor which converts DC to DC power [2].
This is similarly to switched mode power supply (SMPS) among a diode, a transistor
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Fig. 1 Flowchart of PV cell current calculation

 

Fig. 2 Output of the PV model

with storage element of energy such as capacitor and inductor. The basic principle
of boost convertor is that it can work in two modes. The first one is when the switch
is working mode, then energy stores in inductor and energy releases by capacitor. In
case when switch is not working, then energy stores in capacitor and released by the
inductor. The voltage across the inductor is mathematically given as represented in
Eq. 4.
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vL = Vs = L
diL
dt

Vs

L
= diL

dt
(4)

4 Incremental Conductance Method

IC is the method with the high performance, increased tracking speed better
efficiency, and ease in implementation [2].

The basic idea in IC algorithm is that slop of the PV curve becomes zero on MPP.
The slope of PV derivative power with respect to the voltage of PV has successive
relation with MPP [1, 2].

�P
�V = 0 at MPP, �P

�V > 0 left side for MPP,

�P

�V
< 0 Right side for MPP (5)

At the MPP : dI

dV
= − I

V
(6)

When working point left side for MPP:

dI

dV
> − I

V
(7)

When working point right side for MPP:

dI

dV
< − I

V
(8)

where dI/dV is IC and I
V is instantaneous conductance; MPP is found by evaluate

instantaneous conductance to the IC. The pictorial form of the IC is shown in Fig. 3,
and comparisons of different MPPT techniques are shown in Table 1.

MPPTmethods are key enablers of an extra energy sustainable culture, due to their
utilization ease, low cost, and malleable operation. The analysis is done on variable
irradiance and temperature conditions. It is observed that IC has better performance
than P&O techniques.
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Fig. 3 Flowchart of IC method

5 PV 7L-CHB MLI Topology

CHB MLI modular topology gives the preferred output voltage, power with higher
stability.Modular topology feature enables each inverter to be amodulewith a compa-
rable circuit topology, power arrangement, and modulation [9, 11]. Each inverter
level gives three different output voltages, i.e., + V dc, 0 or − V dc [12]. Three-level
structure investigated by [12], and total voltage positive half cycle is + 3V dc, and in
negative, half cycle is−3V dc. The number of output phase voltage steps is calculated
via n = (2 k + 1), and here k defines number of DC supply. The PV 7L-CHB MLI
configuration scheme is shown in Fig. 4. This configuration produced 7L voltage
steps with the use of 12 IGBTs electronics device and 3 DC supply. MLI switching
function with 12 switches and 3 DC supply is shown in Table 2.
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Table 1 Different of MPPT techniques

S. No. Methods Short circuit current Short circuit voltage P&O IC

comparative area

1 Tracking speed Low Low Low High

2 Convergence
speed

Average Average Average High

3 Hardware
implementation

Easy Easy Easy Easy

4 Level of
complexity

High High Low Low

5 Effect on
hardware

May damage May damage Secure Secure

6 Power loss More More Medium Less

Fig. 4 Configuration of 1-F
7L-CHB MLI with PV
scheme

6 PV 7L-RDC MLI Topology

In MLIs, the number of switches represents the price, volume of circuit, reliability,
and complexity. So the number of necessary switches to generate the essential voltage
level is necessary to designing aMLI. To achieve the same output in 7L-CHBMLI, a
novel structure is configured and less count of number of switches exclusive of rising
the number of H-bridges. Figure 5a shows the proposed MLI structure, and Fig. 5b
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Table 2 Switching function of 7L-CHB MLI

Switching condition T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12

+ 3Vdc 1 1 0 0 1 1 0 0 1 1 0 0

+ 2Vdc 1 1 0 0 1 1 0 0 0 0 0 0

+ Vdc 1 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0

−Vdc 0 0 1 1 0 0 0 0 0 0 0 0

−2Vdc 0 0 1 1 0 0 1 1 0 0 0 0

−3Vdc 0 0 1 1 0 0 1 1 0 0 1 1

Fig. 5 Seven-level RSMLI and its output voltage a Structure of 7L-RDC MLI, b Output voltage
waveform with corresponding switching condition

shows the novel MLI voltage waveform with consequent switching condition. The
switches operation (or polarity generation switches) is working at low switching
frequency while the steps formation switches T 1–T 3 working at high switching
frequency. Consequently, a price efficient solution is to choose lower switching
power equipments of the H-bridge and high switching power equipments for the
steps formation.

In comparison with a 7L-CHB MLI, the required number of switches in 7L-RS
MLI is very less. In 7L-CHB MLI, 12 switches are used, whereas only 7 switches
with 2 discrete diodes are used in design of 7L-RDCMLI. The 7L-RDCMLIworking
principle is summarized in the following modes.

Mode (a): When T 1 is ON, the current flows through two diodes and H-bridge
switches S1 and S2. Output voltage at load is+ V dc. Similarly, S3 and S4 are switched
ON, and voltage output is −V dc.

Mode (b): In this mode, switch T 2 is make ON and then path of current through
diode D2, switches S1 and S2. Output voltage at load is + 2V dc. Similarly, S3 and S4
are switched ON, and voltage output is −2V dc.

Mode (c): T 3 is ON, and this mode of operation starts. Path of current is switches
S1 and S2. Output voltage at load is + 3V dc. Diodes D1 and D2 are not performed
operation. Similarly, S3 and S4 are switched ON, and voltage output is −3V dc.
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Table 3 Switching scheme of 7L-RSC-MLI

Switching state T1 T2 T3 S1 S2 S3 S4 D1 D2

+ 3Vdc 0 0 1 1 1 0 0 Off Off

+ 2Vdc 0 1 0 1 1 0 0 Off On

+ Vdc 1 0 0 1 1 0 0 On On

0 0 0 0 1 0 1 0 Off Off

0 0 0 0 0 1 0 1 Off Off

−Vdc 1 0 0 0 0 1 1 On On

−2Vdc 0 1 0 0 0 1 1 Off On

−3Vdc 0 0 1 0 0 1 1 Off Off

Mode (d): Any set of S1 and S3 or S2 and S4 are ON in this mode. Switches T 1, T 2,

and T 3 are in OFF condition. Obtained load across voltage is zero.
TheRSC-MLI switching scheme is represented in Table 3. The voltage is obtained

from a RSC-MLI with corresponding switching states is depicted in Fig. 5a, b.

7 Calculation of THD Using Optimization Algorithm

As described earlier, the SHE technique significantly makes to produce the output
voltage of MLIs. MLIs voltage output waveform is positive half is equal to the
negative half, i.e., exhibits quarter symmetrical output. The formation of output
voltage waveform is shown in Fig. 7b, and it can be defined in Fourier form as,

V (t) =
∞∑
n=1

Vn sin(nαn) + Bn cos(nαn) (9)

The even harmonics usual canceled because it is quarter-wave symmetry, i.e., Bn

= 0 for all n. So the novel equation of output voltage becomes

V (t) =
∞∑
n=1

Vn sin(nαn) (10)

The amplitude Vn can be defined in terms of Fourier form with α varying in the
range 0 to π/2,

Vn = 4Vdc

nπ
(cos nα1 + cos nα2 + cos nα3) (11)

Three switching angles α1,α2, and α3, the fundamental component of output
voltage is adjust by the modulation index (M). The dominant lower order harmonics
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is necessary to eliminate from the output voltage. Accordingly, the three nonlinear
equations for elucidation of the problem are used in this paperwork as:

V1 = 4Vdc

π
(cosα1 + cosα2 + cosα3) = m

V5 = 4Vdc

5π
(cos 5α1 + cos 5α2 + cos 5α3) = 0

V7 = 4Vdc

7π
(cos 7α1 + cos 7α2 + cos 7α3) = 0 (12)

wherem = V f

(4Vdc/π)
, modulation index = M = m/NDC and NDC is the number of DC

sources, V f is the required value of fundamental voltage.
Fifth- and seventh-order harmonics are targeted to eliminate by solving the above

nonlinear as Eq. 13. The solution of these equations leads to discontinuity for the
certainmodulation index. Conventional technique such as NRmethod is able to solve
these problems involves much calculation time and difficult mathematical arrange-
ment. In order to reduce this, GA is used here to solve the objective function to
find the best value of switching angles. The optimal fitness function (FF) is taken to
remove the 5th and 7th component harmonics at optimal values of switching angles.
Fundamental component equation goes as under:

FF = 1

h
∗

[∣∣∣∣M − |V1|
NDCVDC

∣∣∣∣ +
( |V5| + |V7|

NDCVDC

)]
(13)

Subject to condition that,

0 < α1 < α2 < α3 <
π

2
(14)

To obtain least THD with possible modulation index, the total set is multiplied
with a factor 1

h . The target of this paper, 5th and 7th harmonics are set under the error
limit 1% (i.e., h = 0.01). To analyze the superiority of voltage THD, it can express
and calculated as under:

THD (%) =
[

1

V 2
1

∞∑
k=2

(Vk)
2

] 1
2

× 100 (15)

where Vk is the voltage of exacting harmonics.
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8 Genetic Algorithm (GA)

In this section, GA results obtained for the switching angles of 7L-CHB MLI and
7L-RDCMLI are described. GA [15] is the method of random search process used to
find optimal solutions of optimization problems. This is a search technique inspired
by biological evolution, such as selection, crossover, andmutation.Usually, evolution
starts from a random initial population and repeatedly modifies the solution in each
of generation. Multiple switching angles are selected over the successive generation
from current population and are used in the next iteration of the algorithm. It is
repeated till an optimal solution is reached with defined accuracy.

With continuous number of generations and a large population in each production,
the algorithm finally finds for a set of solutions of the problem. It computes the
different values of three switching angles to obtain the minimum FF keeping the
harmonics within the limit. Flowchart collection of theGA shown in Fig. 6 represents
the different steps for calculation of FF values.

The GA toolbox results obtained from GA are summarized in Table 4. To use GA
toolbox, The following information are entered.

Fitness function: The FF as given entered in the form@FF, where FF.m is a program
file that computes the FF.

No of variables: The length of input vector to the FF is entered. Three switching
angles are considered as variables.

Fig. 6 Flowchart
arrangement of the GA
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Fig. 7 Output voltage (V) and current (A) of PV system

Table 4 Results obtained from GA FOR 7L-MLIS

Results obtained
from GA

Generation count Obtained switching
angles (in degree)

Mean fitness Best fitness

100 α1 α2 α3 0.133 0.088

12.56 49.69 56.89

Constraint function for the problems is specified in constraints pane of
toolbox. Boundary variable for the variable is also specified. Population size, initial
population, and command are set in the options pane.

9 Results and Analysis

The configuration of PV, boost converter (DC-DC), and IC MPPT integrated with
MLI is designed at MATLAB platform. The generated voltage and current output by
PV without boost voltage are shown in Fig. 7.

The voltage should be increased for each PV panel as shown in Fig. 8. The PV
output voltage of 7L-RDC MLI interfaces with boost converter is shown in Fig. 8.

The simulated output voltage is observed from 7L-CHB MLI and 7L-RDC MLI
as shown in Fig. 9a, b.

FFT analysis of THD present in 7L- CHB MLI output voltage is 15.50% and
7L-RDC MLI 10.36% at the fundamental frequency of 50 Hz which is as shown in
Fig. 10. The comparisons ofMLIs performance and differentMPPT control schemes
are shown in Table 5.
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Fig. 8 Output of 7L-CHB MLI between boosted voltage (V) and time (s) of a PV panel1, b PV
panel2, and c PV panel3

Fig. 9 a Overall output voltage of 7L-CHB MLI, b 7-L RDC MLI
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Fig. 10 FFT analysis of THD present in the voltage output for a 7L-CHB MLI, b 7-L RDC MLI

Using a new 7L-RDC MLI topology reduced switch count was presented and
also compared with the conventional 7L-CHBMLI. The total number of switches is
almost halved as compared to the CHBMLI topology. So, switching loss is expected
to be reduced significantly and cost is also less.

10 Conclusion

This paperwork describes 1-F PV 7L-RDC MLI and 7L-CHB MLI with DC-DC
converters, IC control technique and compared it. The feature of PV-based 7L-RDC
MLI plays the important role for produce the sufficient power to fulfill the load
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Table 5 A comparison of MLIS performance and MPPT

S. No. Property Performance

1 Convergence speed (P&O) More

2 Convergence speed (IC) Medium

3 Oscillation close to MPP (P&O) More

4 Oscillation close to MPP (IC) Medium

5 Implementation complexity Easy

6 Power loss Less

7 PV 7L-CHB MLI circuit voltage THD 15.50%

8 PV 7L RSC-MLI circuit voltage THD 10.36%

9 Power semiconductor switches 7L-CHB MLI circuit 12

10 Power semiconductor switches 7L-RDC MLI circuit 7

11 Unbalancing voltage 7L-CHB MLI circuit Very small

12 Unbalancing voltage 7L-RDC MLI circuit Very less

demand with fewer number of semiconductor switches. The THD performance of
output voltage is improved with less number of components reducing the volume,
size, and price of MLIs. The MLIs have less the %THD without any filter circuit
requirement. GA optimization technique is used to faster response with less time-
consuming. SHE equation ofMLIs is solved byGA toolbox, and simulation is done at
MATLAB platform. From the calculated results by simulation, it clarifies GA-based
SHE technique can be useful to MLI. When the level of MLI is increased, the output
voltage waveform just goes to smooth sinusoidal appearance and also decreases the
THD.
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Chapter 10
Design and Implementation of 165 W
Current-Fed Push–Pull Converter
for Military and Space Applications

T. N. Dishashree, A. Usha, G. Kubendran, Bhoopendra Kumar Singh,
and Vinod Chippalkatti

Abstract The aim of this work is to implement the proposed DC-DC isolated
converter on a half brick-sized printed circuit broad (PCB), which is achieved in
the hardware by using a planar inductor and planar transformer. Current-fed push–
pull converter consists of a pre-regulated buck converter stage where the wide range
of input is regulated. The inductor of the buck stage acts as current source to the
push–pull converter stage. The buck converter output which is pre-regulated is fed
as input to the push–pull converter. Here the buck stage switches operate at 300 kHz,
and push–pull stage switches operate at half frequency of the buck stage, to reduce
filter size of converter. The output obtained is low voltage and high current. Also, in
the circuit, synchronous rectification is used to achieve high efficiency. The proposed
converter is hardware implemented to validate the design results.

Keywords Half brick-sized PCB · Current-fed push–pull converter · Push–pull
converter stage · Pre-regulated buck converter stage

1 Introduction

Current-fed converters are like voltage-fed converters in many ways. In current-fed
circuit, the voltage source is replaced by current source and the parallel DC-link
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capacitor is removed and a series inductor is placed, similarly forward blocking
devices by symmetric blocking devices. These converters are preferred in medium-
to high-power applications (hundreds of kilowatts to megawatts). Some examples
for high-power applications are ship propulsion, high voltage and HVDC systems.
Current-fed converters are having advantages such as higher reliability and easy
recoverability from short-circuit faults these [1].

Buck and push–pull converters which are cascaded are used in several applica-
tions such as high-level DC voltage equipments. Current-fed topology can also be
implemented, and this eliminates need of inductor at the output stage. For example,
medical and industrial X-rays, carbon dioxide laser-based systems and travelling
wave tube (TWT) in satellites. Electronic ballast that is used in compact fluorescent
lamps and light-emitting diodes also use current-fed push–pull topology that belongs
to forward converter topology [2–5].

In a pre-regulated current-fed push–pull converter, the buck converter acts as pre-
regulator reducing the voltage stress on push–pull switches. There is an inductor at
the input of push–pull stage, and this inductor is large and provides almost a constant
current source. The switches of the push–pull stage operate at a duty cycle greater
than 0.5. Here, both the switches are closed and current is distributed equally amongst
the windings [6–8].

Current-fed converter has some practical advantages which overcome drawbacks
of voltage-fed counterpart. Pre-regulatedbuck stagedecreases voltage stress onpush–
pull stage. In addition, it modulates the pulse width of buck stage andmaintains pulse
width of the push–pull stage constant. Synchronous rectification used in the converter
to supply low-voltage and high-current DC loads [9–11].

A 165 W current-fed push–pull converter which can be powered by DC source
is proposed in this work. Closed-loop hardware implementation of the proposed
converter is carried out along with design in Mathcad and simulation using Linear
Technology spice software. In this work, the converter is used to deliver 165Wpower
(3.3 V output voltage and 50 A output current) for various power applications in
space and defence fields, as the need for low-current and high-voltage applications is
increasing, whereas most of the existing topologies are high voltage and low current.
The converter is implemented on half brick-sized PCB for wide input voltage that
ranges from+ 17V to+ 40V. Further, ambient tests are performed for the developed
hardware module, and also, results are tabulated. The proposed converter can be used
in military and space applications for radar navigation.

2 Specifications of the Converter

Specifications of the converter are discussed in Table 1, and it depicts the minimum
to maximum input voltage range, output voltage, output current, maximum output
power, efficiency, line and load regulation and PCB size.
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Table 1 Specifications of the
converter

Input voltage 17–40 V (DC)

Output voltage 3.3 V

Output current 50 A

Maximum output power 165 W

Efficiency 85% at 50% load

81% at Full load

Line regulation ± (0.1–0.3) %

Load regulation ± (0.1–0.3) %

PCB size 60 mm × 58 mm × 4.8 mm

3 Circuit Design and Function

The buck converter which has buck regulation stage cascaded with a push–pull isola-
tion stage which also provides voltage reduction in transformer forms a current-fed
push–pull converter. The buck circuit is synchronous, both the upper and lower
MOSFETs are N-channel devices, and LM5101 driver is employed. Signals to this
driver are acquired from LM5041, and in turn, LM5041 drives directly the push–pull
converter switches.

Push–pull converter accesses directly from inductor current of the buck stage. The
buck inductor needs a current path, so the push–pull duty cycles slightly overlap.
Proper flux balance in the transformer is provided by applying one cycle of buck
regulator for each of the push and pull switching events.

When transformer operated in case, for both the primary windings are active
during the short overlapping time and this will not cause a problem to either trans-
former or current source. The impedance at VCT node falls towards zero and the
magnetomotive force of transformer breaks down when both windings are active.
During this period, the inductor source current divides evenly between both the
primary windings. As switching losses need both voltage and current to be present,
and some of the losses are avoided in the current-fed push–pull topology.

The output stage makes use of synchronous rectification to avoid a large
percentage of the 3.3 V output by the forward voltage drop of a Schottky recti-
fier. A feedback is taken from the output and processed by reference amplifier, and
it is coupled back to the LM5041 controller via opto-coupler. Block diagram of the
proposed converter is illustrated in Fig. 1.
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Fig. 1 Proposed converter block diagram

3.1 Pulse Generation Circuits

Feedback is acquired from current source, protection circuits and under-voltage
lockout, and this is applied as the input to comparators. The output of compara-
tors is applied to the logic circuit and SR flip flop to generate the pulses which in
turn drives the buck stage. The circuit diagram for this is demonstrated in Fig. 2.

Oscillator timing resistor pin and sync (RT/Sync) is accessed from a RC circuit
to set the frequency, and this is the input to the oscillator where the clock pulse is
generated. The output is divided by two and is applied to the driver of push–pull
stage. The circuit diagram for this is illustrated in Fig. 3.

3.2 MOSFET Selection and Design for Buck Stage

The buck stage is synchronous, both the upper and lower MOSFETs are N-channel,
and here both the MOSFETs are driven by LM5101 which in turn acquires signals
by LM5041.

The MOSFET selected for the upper part is BSZ096N10LS5ATMA1 with V ds =
100 V, Rds = 9.7 m�, 40 A.

where V ds is drain to source voltage and Rds is drain to source resistance.
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Fig. 2 Buck stage driver circuit

Fig. 3 Circuit to generate push–pull stage pulses

The MOSFET selected for the lower part is BSZ018NE2LSIXT with V ds = 25 V,
Rds = 1.5 m�, 40 A.

Some of the key features considered while selecting these MOSFETs are voltage,
current and temperature rating, switching frequency and lower Rds.

3.3 Inductor Design

Inductor acts as current source to the push–pull stage.
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• Synchronous buck minimum inductance is given by

Lmin = (Vin-max − BV out1)BDmin

�bI ∗ BI out1 ∗ BuckFSW
(1)

where Lmin is minimum synchronous buck inductance, V in-max is maximum input
voltage, BVout1 is nominal buck output voltage, BDmin is minimum buck duty
cycle.

�bI is input buck current ripple (20%), BIout1 is buck output current, and
Buck_FSW is buck switching frequency.

• Required inductor area Ap (Area product m4m4) is given by

ApM = 2PLEmax

IBm ∗ IKW ∗ IKc ∗ IJ ∗ 104
(2)

whereApM is required inductor area product, PLEmax ismaximum energy handled by
inductor, IBm is inductor maximum flux density, IKw is inductor window utilization
factor, IKc is inductor crest factor, and IJ is inductor current density.

3.4 MOSFET Selection and Design for Push–Pull Stage

The stress across MOSFETs in push–pull stage is represented as,

Voltagestress = (Vout ∗ N ∗ 2) + Vspike (3)

where V out is output voltage,N is number of transformer’s turns, and V spike is voltage
spike caused by leak inductance.

In this converter, push–pull MOSFET stress depends only on V out and not on the
V in for the input voltage range from 17 to 40 V.

The MOSFET selected for the push–pull stage is BSZ096N10LS5ATMA1 with
V ds = 100 V, Rds = 9.7 m�, 40 A.

3.5 Push–Pull Stage Transformer

Push–pull stage of converter work in two quadrants of BH curve swaying as each
of primary winding is activated, because of this the maximum power capability of a
push–pull converter is double to that of forward converter.

Required transformer area Ap (Area product m4) is represented by,
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TApM = 1 − PDmin

TBm ∗ TKW ∗ PFreq ∗ TJ ∗ 104

∗ (
Vct ∗ TIprms + PVout ∗ TIsrms

)
(4)

where TApM is required transformer area product, PDmin is minimum push–pull
duty cycle, TKw is transformer window utilization factor, TJ is transformer current
density, TBm is transformer maximum flux density, PFreq is push–pull frequency, V ct

is transformer centre-tap voltage, TIprms is max rms current of transformer primary,
PVout1 is push–pull output voltage, and TIsrms is max secondary rms current.

3.6 MOSFET Selection for Synchronous Rectification Stage

The voltage stress across MOSFETs in synchronous rectification stage is presented
as follows:

Voltage stress = (Vout ∗ 2) + Vspike (5)

In this converter, push–pull MOSFET stress depends only on V out and not on the
V in for the input range 17–40 V.

The current stress through MOSFETs in synchronous rectification stage is
represented by,

Current stress = Iout
2

(6)

where Iout is output current.

3.7 Overlap Time

Push–pull circuit receives input from the inductor current of buck stage, and this
inductor current needs a path, because of which the push–pull duty cycles overlap
slightly; however, this slight overlap does not cause any problem in transformer or
current source even if the transformer is operating when both the primary windings
are active.

The overlap time is presented as follows:

Overlap Time(ns) = (3.66 ∗ Rset) + 7 (7)

where Rset is external resistor to set the overlap time.
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The overall transfer function for buck and push–pull converters together is
represented by.

Buck stage transfer function:

Vct = Vin ∗ D (8)

where V in is input voltage and D is duty cycle.
Push–pull stage transfer function:

Vout = Vct

N
(9)

Overall transfer function from (8) and (9):

Vout = Vin ∗ D

N
(10)

4 Experimental Results and Discussions

The PCB top view for the hardware module and hardware setup is illustrated in
Fig. 4a, b, respectively. It consists of the converter, DC voltage source, regulated
DC source for DC fan, digital storage oscilloscope (DSO) and electronic load. The
input voltage is varied from 17 to 40 V at minimum, nominal and maximum load
conditions and efficiency, ripple voltages, line and load regulations are all tabulated
as presented in the tables below.

Fig. 4 a Printed circuit board top view and b Hardware setup module
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Table 2 Input power at min,
max and nominal load

Input voltage
V in (V)

Input current
I in (A)

Input power
Pin (W)

17 11.73 199.41

28 7.27 203.67

40 5.15 206.01

Table 3 Output power and
efficiency at min, max and
nominal load

Output voltage
Vout (V)

Output current
I in (A)

Output power
Pout (W)

Efficiency
η (%)

3.32 50 166.25 83.37

3.32 50 166.2 81.60

3.32 50 166.3 80.72

Table 4 Ripple voltage at
min, max and nominal load

Input voltage
V in (V)

Ripple voltage
�Vpk-pk (mV)

10% Load 50% Load 100% Load

17 21.6 23.2 58.0

28 42.4 41.6 64.0

40 30.4 43.2 64.0

4.1 Efficiency

The efficiency is calculated at minimum, nominal and maximum input voltages
varying from 17 to 40 V at full load, and these are tabulated in Tables 2 and 3,
respectively. The output voltage and input current are also presented which is later
used to calculate input and output power.

4.2 Ripple Voltage

Ripple voltage is measured for minimum, nominal and maximum input voltages that
vary from 17 to 40 V at 10, 50% and full load which is presented in Table 4.

4.3 Line and Load Regulations

Line and load regulations are calculated for minimum, nominal and maximum input
voltages that vary from 17 to 40 V at 10, 50% and full load, which is tabulated in
Table 5.
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Table 5 Line and load regulation at min, max and nominal load

Input voltage
V in (V)

Load condition Load regulation
(%)10% Load 50% Load 100% Load

17 3.32 3.32 3.32 −0.03

28 3.32 3.32 3.32 −0.03

40 3.32 3.32 3.32 −0.06

Line regulation (%) 0.00 −0.03 −0.03 –

Line regulation = Vout(atV in-min) − Vout(atV in-max)

Vout(atV in-nom)
∗ 100 (11)

Load regulation = Vout(at10%load) − Vout(at100%load)

Vout(at50%load)
∗ 100 (12)

4.4 Experimental Waveforms

The buck converter switchingmode for input voltage (V in): 40 V and full load current
(Iout) 50 A are illustrated in Fig. 5. Also, it is observed from the waveform that the
drain to source voltage (V ds) is 61.2 V.

The push switchingmode for push–pull converter for the input voltage (V in): 40 V
and full load current (Iout) 50 A is illustrated in Fig. 6. Further, it is observed from
the waveform that the drain to source voltage (V ds) is 84.0 V.

Pull switching mode for push–pull converter for the input voltage (V in): 40 V and
full load current (Iout) 50 A is illustrated in Fig. 7. Also, it is observed that the drain
to source voltage (V ds) is measured to be 77.0 V.

Fig. 5 Buck converter switching mode at V in-max and Iout-max
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Fig. 6 Push switching mode Vds at V in-max and Iout-max

Fig. 7 Pull switching mode Vds at V in-max and Iout-max

Synchronous rectifier, upper leg MOSFET’s drain to source voltage (V ds)
measured for input voltage (V in): 40 V and full load current (Iout) 50 A is illustrated
in Fig. 8. Also, from the waveform the drain to source voltage (V ds) is observed to
be 19.2 V.

Synchronous rectifier, lower leg MOSFET’s drain to source voltage (V ds)
measured for input voltage (V in): 40 V and full load current (Iout) 50 A is illustrated
in Fig. 9. Further, the drain to source voltage (V ds) is observed to be 17.2 V.

The ripple voltage for input voltage (V in): 40 V and full load current (Iout) 50 A
is illustrated in Fig. 10. It is observed from the waveform that the maximum peak-
to-peak ripple voltage (�V pk-pk) is 64 mV which is within the set limits.

The output voltage waveform for input voltage (V in): 40 V and full load current
(Iout) 50 A is presented in Fig. 11.
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Fig. 8 Synchronous rectifier, upper leg MOSFET’s Vds at V in-max and Iout-max

Fig. 9 Synchronous rectifier, lower leg MOSFET’s Vds at V in-max and Iout-max

Fig. 10 Ripple voltage at V in-max and Iout-max
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Fig. 11 Output voltage at V in-max and Iout-max

5 Conclusion

The hardware setup for current-fed push–pull converter is successfully implemented
on half brick-sized PCB in CENTUM Electronics Laboratory. Here, input voltage is
pre-regulated using a suitable buck converter. Further, low output voltage and high
output current are achieved with the help of synchronous rectification. Efficiency
is obtained for minimum, nominal and maximum input voltages, and it is observed
that its value higher than 85% at half load and more than 80% for full load. Ripple
voltages, line regulation and load regulation are also realized by experimental results.
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Chapter 11
A New Single-Phase Five-Level
Self-balanced and Boosting
Grid-Connected Switched Capacitor
Inverter with LCL Filter

Aratipamula Bhanuchandar and Bhagwan K. Murthy

Abstract In this paper, a newsingle-phasefive-level grid-connected switched capac-
itors (SC) inverterwithLCLfilter has been presented. It comprises nine unidirectional
switches, one discrete diode, one switched capacitor and one DC source. At the end
of an inverter output, the LCL filter has been integrated with grid. Basically, the
LCL filter provides greater ripple attenuation capability as compared with L and
LC filters. Based on parallel-series technique, the topology provides self-balancing
property of SC and also gives two times boosting ability with single DC source
arrangement. The topology also provides less per unit total standing voltage (TSV)
andmaintains uniform voltage stress among all semiconductor devices. Before going
to grid connection, the level outputwithRL load case has been checkedwith proposed
universal rounding control scheme (URCS), and it is the modified version of nearest-
level control (NLC) technique. In grid-connected case, the dq frame current control
strategy and unipolar phase disposition (UPD) pulse width modulation (PWM) tech-
niques have been applied. With step changes in direct axis current reference values,
the unity power factor (UPF) operation of grid has been elucidated. Finally, the oper-
ation and control strategies with both RL load- and grid-connected cases have been
validated through MATLAB/Simulink platform.

Keywords Universal rounding control scheme · Switched capacitor · Total
standing voltage · Unity power factor · Pulse width modulation

1 Introduction

The concept of reduced device count (RDC)-multilevel inverters (MLIs) is very
popular in renewable energy source applications, and these produce stair case wave-
form with imitation of sinusoidal wave [1]. Conventionally, there are three types of
MLIs that have been reported, viz., neutral point clamped (NPC), flying capacitor
(FC), and cascaded H-bridge (CHB). Generally for any MLI, the number of switch
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count, input DC sources, gate drivers, discrete diodes, capacitors, and total blocking
voltage (TBV/TSV) are important to decide the size of the inverter and requirement of
filter size in grid connection. For generating five-level output, the NPC inverter takes
more number of diodes and more number of capacitors, and voltage gain becomes
unity. Additionally, to balance the capacitors, separate auxiliary circuits or complex
control schemes are required [2]. In FCMLI, the number of capacitor requirement
is more as compared with NPC, and for better operation, the capacitors must be
precharged [3]. As compared with NPC and FC, CHB MLI has higher modularity
but requires more number of isolated DC sources [4]. The TBV is more in [5] for
generating five-level output with single DC source. Generally in most of MLIs, less
TSV has been preferred for reducing the cost. The topology [6] provides five-level
output with single DC source and two capacitors, but TBV/TSV becomes more, and
there is no boosting ability. For generating five-level output with single DC source, it
takes TSV of 11V dc [7]. The topologies [8, 9] produce TBV of 12V dc with the same
number of component count for generating five-level output, and separate backend
H-bridge is required in [9] for generating negative voltage levels. The topology [10]
requires two DC sources with TSV of 10V dc for generating five-level output, but
drawback of this topology is unity voltage gain that means there is no boosting
ability. For generating five-level output, the topologies [11, 12] require two capaci-
tors and single DC source. Here, both topologies give TSV of 14V dc. The topology
[13] gives less TBV but requires two DC sources, and there is no boosting ability.
The topologies [14–18] require high amount of TSV. The topology [19] gives TSV
as 8V dc, but there is no boosting ability. To alleviate aforementioned problems, a
new five-level inverter topology has been introduced in this paper, and it provides
self-balancing of capacitors and boosting ability with single DC source. Convention-
ally, there are different types of modulation techniques [20] which are available, and
in this paper, a new URCS has been reported in RL load case by taking reference
of nearest-level control (NLC) technique. For higher ripple attenuation purpose, the
LCL filter has been integrated with grid [21, 22].

The rest of the paper work is organized as follows: The operation and control
schemes of proposed grid-connected inverter (GCI) topology have been presented
in Sect. 2. In Sect. 3, the comparative study has been described. Section 4 presents
simulation results for both RL load and grid-connected cases. Finally, the conclusion
has been presented in Sect. 5.

2 Operation of Proposed GCI Topology and Control
Schemes

A. Operation of Proposed GCI Topology

The schematic of proposed single-phase, five-level SC-based GCI topology with
LCL filter is depicted in Fig. 1. The inverter topology consists nine unidirectional
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Fig. 1 Proposed GCI topology with LCL filter

switches, one discrete diode, one SC, and one DC source. For higher ripple attenua-
tion capability, an LCL filter has been integrated with grid. However, careful design
should be required while considering resonant peak problems and stability. Here, the
filter values are designed from [21, 22], and respective flowchart is depicted in Fig. 2.
In this topology, the single DC source arrangement can be assumed as either PVwith
boost converter or fuel cell with boost converter or batteries. If more number of PV

Fig. 2 Flowchart—LCL filter design [21]
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Table 1 Switching table S. no. Switches in ON state C1 Level output

1 S1 − S2 − S3 − Q1 − Q3 C 0

2 S1 − S2 − S3 − Q1 − Q4 C +VDC

3 S1 − S5 − Q1 − Q4 D +2VDC

4 S1 − S2 − S3 − Q2 − Q3 C −VDC

5 S2 − S4 − Q2 − Q3 D −2VDC

panels are considered, then there is no requirement of boost converter formaintaining
proper DC link voltage. For making zero leakage current, the grid neutral is directly
connected to negative DC source point, and it is known as “common ground system.”

Table 1 shows switching arrangement for generating five-level output and also
shows respective charging (C) and discharging (D) action of SCs. Basically, the
SC value can be calculated from the concept of longest discharging period (LDP)
method. From Table 1, the boosting factor is obtained as two with single DC source.
By parallel-series technique, the switched capacitor is self-balanced at Vdc with
very less voltage ripple, then there is no need of sensor arrangement and additional
balancing circuits. The sum of maximum blocking voltages of all switches can be
indexed with total standing voltage (TSV), and it decides the cost requirement of
semiconductor devices. Generally, each switching device should require respective
protection circuit, gate driver circuit, and heat sink; thereby, the number of require-
ment of switch count is more important in RSC-MLI topologies. Table 2 shows
the per unit TSV calculation of proposed topology. From this, the topology gives
five per unit TSV and maintains uniform voltage stress among all semiconductor
devices. Here, the voltage stress of each semiconductor device does not exceed input
DC supply. Finally, the proposed topology provides self-balancing property of SC,
boosting ability, and less per unit TSV.However, there is a possibility of inrush current
issue because of continuous fast charging and discharging operation. To curtail this
problem, a small value of indicator should be added in the charging loop. By using
PLECS/PSIM software, it is possible to calculate switching and conduction losses
easily through thermalmodeling approachwith respective data sheet values. Suppose
if all semiconductor devices are made up with silicon carbide (SiC) material, then
the switching losses are further decreased; thereby, efficiency of the system becomes
improved.

Table 2 Calculation of per
unit TSV

S. no. Switches Standing voltage

1 S1toS5 5∗VDC

2 Q1toQ4 4 ∗ VDC

3 D1 VDC

TSV (p.u)= 10VDC
2VDC

= 5 p.u
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Fig. 3 Universal rounding control scheme—URCS

B. Proposed Control Schemes

(i) URCS RL load case

The new URCS has been applied to the five-level inverter topology with RL load,
and its strategy has been depicted in Fig. 3. The proposed control scheme is the
modified version of NLC technique, and it is also called as universal rounding
control scheme (URCS). The URCS provides less computation time as compared
with conventional SHE PWM technique. Basically, it is more suitable for higher-
level inverter topologies. For lower-level inverter topologies, there is a possibility of
lower-order harmonics in the inverter output voltage.However, here, just for checking
level count, the URCS has been applied.

In this scheme, modulating signal is given to rounding function, and it generates
aggregated signal (AS). The switching table generation (STG) is taken from Table 1.
Because of truncation, there is no need of logic gate requirement for generating gate
pulses (GP). This control scheme is basically fundamental switching frequency tech-
nique; thereby, switching losses greatly reduce, and it also provides self-balancing
of capacitors. It is universally applicable for any MLI topology with valid switching
table.

(ii) dq frame current control strategy—grid-connected case

The control strategy for five-level SC inverter in grid-connected case has been
depicted in Fig. 4. Firstly, sense the grid voltage (let, V grid = V β), and through
proper PLL, the V d and V q components have been generated. Here, PLL has been
used to generate reference variable for grid synchronization. Similarly, the Id and
Iq components have been generated by sensing inverter current (let, I inv = Iβ). To
inject active and reactive power into the grid, Id(ref) and Iq(ref) have been used. From
decoupling control strategy, the modulating β-component signal has been generated.
By using proper gain (PG) value, it is possible to generate desired modulating signal.
By taking absolute function, it is possible to curtail the number of high-frequency
carriers present in repeating table generation (RTG) block. After truncation of ASG
and STG, the required switching pulses/gate pulses (GP) have been generated. By
taking Iq(ref) equal to zero, then it is possible to get UPF operation at grid side.



140 A. Bhanuchandar and B. K. Murthy

Fig. 4 Proposed dq frame current control strategy

3 Comparative Study

Table 3 shows the comparative study with different conventional five-level inverter
topologies. From this table, it is concluded that proposed topology gives less TBV
with single DC source supply; thereby, the cost requirement of switches becomes
decreased. Generally, switch requirement is reduced means respective protection
circuit, gate driver circuit, and heat sink also reduce; thereby, size of inverter becomes
decreased. The proposed topology also provides boosting ability and maintains
uniform voltage stress among all semiconductor devices.

Table 3 Comparative study with different conventional five-level inverter topologies

S.
no.

Description [5] [7] [8] [10] [11] [9] [13] [12] [14] [15] [16] [17] Proposed

1 Number of
levels

5 5 5 5 5 5 5 5 5 5 5 5 5

2 Number of
switches

12 6 8 6 8 8 8 10 6 9 8 8 9

3 Number of
drivers

12 6 8 5 8 8 8 9 6 9 8 8 9

4 Number of
diodes

12 7 8 6 10 8 10 10 7 11 9 8 10

5 Number of
sources

1 1 2 2 1 2 2 1 1 1 1 1 1

6 Number of
capacitors

2 1 0 0 2 0 0 2 1 2 2 1 1

7 TSV 20 11 12 10 14 12 10 14 11 16 13 15 10
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4 Simulation Results

A. RL Load Case

Table 4 shows simulation parameters with consideration of RL load. For producing
400 V peak value at the inverter output, the input DC source Vdc = 200 V is consid-
ered. The URCS has been applied to the proposed topology with step change in
MI values at t = 0.02 s, and respective simulation results are depicted in Fig. 5. In
this, the first result shows modulating and aggregated signals (AS) with MI values

Table 4 Simulation
parameters—RL load case

S. no. Parameters Value

1 Vdc 200 V

2 Boosting factor (BF) 2

4 R 100 �

5 L 30 mH

6 C1 2200 μF

7 Control scheme URCS

Fig. 5 Simulation results with step change in MI values at t = 0.02 s—RL load case
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Table 5 Simulation parameters—grid-connected case

S. no. Parameters Value

1 Grid voltage 230 V (RMS)

2 Switching frequency 10 kHz

3 Grid frequency 50 Hz

4 Resonance frequency 1405 Hz

5 Rated power(s) 2 kVA

6 Vdc 200 V

7 Inverter side inductance 3.9 mH

8 Grid side inductance 4 mH

9 Filter capacitance 5.9 μF

10 Switched capacitors 4700 μF

1 and 0.4. From 2 to 10, results show switching pulses for the proposed topology.
The 11th result shows self-balancing property of SC, and it is closely balanced at
Vdc = 200 V. Finally, the five-level output is obtained withMI = 1.0, and three-level
output is obtained with MI = 0.4. In the five-level and three-level outputs, the peak
values are obtained as 400 and 200 V, respectively. Finally, it is concluded that the
topology provides both self-balancing property and boosting ability.

B. Grid-connected Case

Table 5 shows simulation parameterswith consideration of grid. The dq frame current
control strategy and UPD-PWM technique have been applied to the proposed grid-
connected system, then the following simulation results are obtainedwith step change
Id(ref) values at t = 0.05 s, and it is depicted in Fig. 6. By considering Id(ref) =
20 A, the SC-C1 is self-balanced at 199 V with very less voltage ripple, and inverter
produces five-level output with peak value of 399.1 V. Because of filter involvement,
a pure sinusoidal grid voltage is obtained with peak value of 325 V. According to
Id(ref) = 20 A, the grid current is exactly tracked and gives peak value of 19.95 A.
Similarly, by considering Id(ref) = 10 A, the grid current is exactly tracked and
maintains UPF operation. Finally, even step changes in Id(ref) values, the SC-C1 is
self-balanced, with less voltage ripple, and always maintains UPF operation of grid
by considering Iq(ref) as zero. Fig. 7 shows harmonic spectrum of inverter output
voltage with Id(ref) = 20 A. At fundamental frequency, the peak value is obtained as
337.2 V and THD is obtained as 36.40%. Figure 8 shows harmonic spectrum of grid
current with Id(ref) = 20 A. At fundamental frequency, the peak value is obtained as
19.94 A and THD is 0.28%; that is, it finally meets the IEEE-1547 standards.
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Fig. 6 Simulation results with step change in Id_ref values at t = 0.05 s—grid-connected case

Fig. 7 Harmonic
spectrum—five-level inverter
output voltage
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Fig. 8 Harmonic
spectrum—grid current with
Id(ref) = 20 A

5 Conclusion

With single DC source arrangement, a new single-phase five-level SC-based GCI
with LCL filter has been elucidated vividly in this paper. Without involvement of
additional circuits or sensors or complex control schemes, the SC is self-balanced
with parallel-series technique operation. The topology provides two times boosting
ability and also provides less per unit TSV. A comparative study is also done with
other conventional five-level inverter topologies. It also gives uniform voltage stress
among all semiconductor devices. With step change in modulation index values, the
inverter-level output has been verified using URCS. Similarly, with step change in
direct axis reference current values, the UPF operation of grid has been achieved
using dq frame current control strategy. In real time, a small value of an inductor
should be added in the charging loop to mitigate high inrush current present in SC-
based topologies. Suppose if PV panel is considered as input DC source, then it
needs to concentrate on constant CMV for making zero leakage current, and it can
be considered as the future scope of the work.
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Chapter 12
Comparative Analysis of Different
Control Techniques Implementation
in UPQC for Power Quality Improvement

Pravat Kumar Ray, Pratap Sekhar Puhan, Arun K. Das, D. Pradhan,
and L. Meher

Abstract Selection of proper control techniques and its implementation plays the
most important roles for improvement of power quality. In this paper, different
control techniques are implemented in the proposed unified power quality conditioner
(UPQC) to enhance the power quality in a distribution system. The proposedUPQC is
designed with the combination of both shunt and series controller. Shunt controller
is used to mitigate the current harmonics, and the series filter is used to mitigate
the voltage harmonics in conjunction with hysteresis current and hysteresis voltage
controller, respectively. At first, the series part of the UPQC is controlled with UVTG
and hysteresis technique based on voltage and after that, unit vector template gener-
ation (UVTG), D-Q theory, P-Q theory, and D-STATCOM-based control approach
applied for the reference signal generation in the shunt part of the proposed UPQC.
Hysteresis control based on current techniques is associatedwith the fourmethods for
generation of switching signal. The effectiveness of all the controller is verified with
simulation usingMATLAB/Simulink platform, and a comparative analysis presented
and the effectiveness of the D-STATCOM-based control techniques is proved as the
best technique for UPQC to improve power quality.

Keywords Harmonics · Power quality · UPQC · UVTG · D-Q theory · P-Q
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1 Introduction

In these days, there is first-rate significance of electrical power as it is far the
maximum well-known form of energy and all are hugely counting on it. Without
supply of electricity, life is very difficult. Initially, people thought about the relia-
bility of the power system which means the continuity of power supply. Instead of
reliability now people are thinking about the quality power termed as power quality
[1–3]. The modern power system utilizes a vast power semiconductor device starting
from transmission to distribution level, and these devices are the main cause of
polluting the signals which deteriorate the power quality. It is not only the domestic
sector but also industrial sector, commercial sector, transportation sector, communi-
cation sector, etc., where power quality is important. A customer needs the quality
power, and it is the responsibility of the utility to provide the best solution for the
same. The power quality problems are inter-related issues between customer, utility,
and manufacture also [4, 5]. There are various power quality issues such as voltage
and current variation and events. Voltage magnitude variation, voltage phase vari-
ation, voltage distortion, current magnitude, and phase variation are coming under
voltage and current variation whereas long interruption due to any kind of fault
comes under event [6, 7]. Voltage-related problem such as sag, swell, overvoltage,
under voltage is threat to the sensible equipments in the power system, and similarly,
voltage- and current-related harmonics are also a great threat to the customer [7].
As per the evolution of the power quality conditioner is concern, initially low-pass
filter is preferred [1–3], and it was found; it is not suitable because of the large and
bulky size and resonance problem [8]; it affects the performance of other equipment
[9]. The development of active power filter with different topology enhances the
mitigating capacity of the power quality problems [10, 11]. Unified power quality
conditioner is one of the mitigating equipment which incorporates both series and
shunt part to solve both current- and voltage-related issues [5]. Conventional and
soft computing approach-based control techniques are the recent trend for active
filters. Indirect current control, synchronous detection, PQ theory, DQ theory, fuzzy
logic, neural network, combination of both NN and fuzzy [12, 13] have played a
major in this area. Besides these some of the optimization techniques such as genetic
algorithm, bacteria foraging optimization, participle swarm optimization are used to
optimize the gain of controller to achieve better performance for the filtering [14,
15]. Researchers suggested the best technique to improve the power quality in power
system network, and still research is going on in various fields such as distributed
generation, combining renewable-based distribution systemwith grid [13] to improve
the same. A three-phase series active filter is designed to solve the voltage issues [2].
UPQC-PandUPQC-Q reactive power analyses are presented [6]. Synchronous detec-
tion techniques [7, 12, 16, 17] are presented, and comparative analysis is presented.
D-Statcom-based shunt APF using SPWM technique is presented [14]. Hysteresis
controller used in many papers [15, 18] for achieving the proper signal. Combine of
fuzzy-NN, fuzzy hysteresis presented [13, 17].
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Fig. 1 Proposed system for this work

There are total of five sections followed by introduction in Sect. 1. Sections 2 and
3 present the proposedUPQC and different control approach to theUPQC. Sections 4
and 5 associate with analysis of the obtained results and conclusion, respectively.

2 Design of the Proposed System

The proposed UPQC is designed to maintain constant voltage across the load and
regulate it properly as and when required. It also filters the harmonic contents signals
which come from the source and maintain distortion-free signal. It is the combina-
tion of series-connected voltage source inverter and shunt-connected voltage source
inverter. [4] both are connected through a common DC link [3]. Figure 1 shows
the proposed UPQC model used in this work. The parallel one is termed as the
shunt compensator and series-connected one is treated as series compensator. Shunt
compensator tracks the current-related problem, and series compensator is the best
appropriate to tackle the voltage-related problem. Three-phase load which is bridge
rectifier with resistance, and inductance is connected to the system. This load is
intensely connected to the system to develop harmonics. One interfacing inductor
Lsh and capacitor Csh is connected to the network for coupling purpose and removal
of switching frequency component. The LC filter is provided to filter out the higher-
order harmonics. The transformer linked the series inverter, and system works as
step up and step down as per the voltage-related problem.

3 Different Control Approach

In this work, first the series part of the controller is implemented to obtain the voltage
across the load same as the supplywith unit vector template generation and hysteresis
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voltage controller techniques, four control techniques such as synchronous refer-
ence frame (SRF) theory or D-Q method, unit vector template generation or UVTG
method, instantaneous reactive power (IRP) theory or P-Qmethod, distribution static
compensator or D-STATCOM method along with hysteresis voltage and current
controller technique used for reference current and switching signal generation for
the UPQC. The process of implementation of the techniques is described below.

3.1 Control Algorithms of Series Part of the UPQC

Reference signal for the series filter estimated using various algorithms both in time
and frequency domain [5]. In this work, unit vector template generation (UVTG) is
used.

3.1.1 UVTG in UPQC

A simple control algorithm based on UVTG [1] is used to control the series APF of
proposed topology. Injection voltages (Vfa, Vfb, Vfc) cancel out the supply voltages
(Vsa, Vsb, Vsc) andmake (Vla, Vlb, Vlc) perfectly sinusoidalwith the desired amplitude
at PCC.

3.1.2 Hysteresis Band-Based Controller

PWM signal for the proposed series active filter is achieved using hysteresis band
based on voltage controller. The sensed output and UVTG used reference voltage
signals are compared, and accordingly, the hysteresis control acts taking the error
signals in to consideration for the voltage source inverter. On and off operation of
the switching is depending on [6].

3.2 Control Algorithms of Shunt Part of the UPQC

After achieving the load voltage verymuch close to ideal, different control techniques
as discussed are implemented one by one in the shunt part of the UPQC.

3.2.1 Synchronous Reference Frame (SRF) Theory or D-Q Method

This is used to extract the harmonics components with the help of reference frame
current generation. Park’s transformation simplified the algorithm [4]. One PLL is
used for synchronization purpose. The mathematical steps for the reference signals
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are presented in Eqs. 1 and 2. Park’s transformation is carried out as:
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where ‘ϕ’ is the output which is synchronized through PLL block [5]. The control
strategy for the (d-q) method is shown in Fig. 5

3.2.2 Unit Vector Template Generation or UVTG Method

In this method. PI controller output is treated as the reference current magnitude
(I * m). Three in-phase reference current signal is obtained by multiplying (I * m)
and in-phase unit current vectors [1, 6].

3.2.3 PQ Method

This method uses instantaneous reactive power results from power oscillations
between source and load, and it is basically applied in both balanced and unbal-
anced sinusoidal voltage signals [4, 9]. The mathematically steps for the Clarke
transformation are described in the below equations.
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The power component P and Q related to α-β voltages and current is represented
as follows

[
p
q
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(5)
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Fig. 2 Control of P-Q method

After selecting the powers to be compensated, the α-β currents are calculated as:
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Now inverse Clark transformation is done using the following equation as [9]
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The control strategy for (P-Q) method is in Fig. 2

3.2.4 D-STATCOM

It is a reactive power-based controlled method, and the main components are the
voltage source converter [3]; the main function of this method is to maintain the
voltage constant at point where the sensitive loads are connected to the system in
case of system disturbances [7]. The switching pulse generation using D-STATCOM
and sinusoidal pulse width modulation (SPWM) is presented [9] followed by Fig. 3
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Fig. 3 Control block diagram D-STATCOM

All the four techniques hysteresis techniques based on current are implemented
[15].

4 Simulation Results and Comparative Analysis

The simulation test system data for different control techniques is presented in Table
1. The model is designed, and the implementation of the control techniques carried
out.

The simulation results obtained are discussed in Table 2.

4.1 Series Part of UPQC Using UVTG Method

At first, a source voltage waveform with sag and swell of each 20% is developed.
Then the UVTG techniques are implemented alongwith hysteresis voltage controller
to generate the proper switching signal for injection of the compensated voltage.
The source voltage with sag and swell, injected voltage and the load voltage after
compensation of both sag and swell is presented in Figs. 4, 5, and 6, respectively.
The load voltage after compensation is showing very close to sinusoidal nature.
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Table 1 Simulation parameters MATLAB/Simulink

Systems Parameters UVTG D-Q P-Q D-Statcom

Source Voltage 415 V
(RMS)

415 V (RMS) 415 V 415 V

Source
impedance

Resistance,
Inductance

0.01 �,
1.5 mH

1 �, 1e-3H,
1e-6F

1e-6 �,
1e-8H

1e-3 �,
1.2e-8H

Load Diode rectifier,
resistor, inductor

Six diode,
42 �,
35 mH

1�, 1e-3H,
1e-6F

Six diode,
5 �, 0.1 mH

Six diode,
1 �, 1 1

Line Resistance,
Inductance,
frequency

1 �, 1e-3H,
50 Hz

1 �, 1e-3H,
1e-6F, 50 Hz

1e-6 �,
1e-4H, 50 Hz

1 �, 1 mH,
1 µF, 50

Dc Link,
Shunt
Converter

Reference DC
voltage,
capacitance,
Resistance,
Inductance

650 V,
4000 µF,
(2.1 mH,
0.1 �),
10 kHz

650 V, 4000 µF,
1 �, 1e-3H

600 V,
400e-6 µF,
1.8e-3 mH

600 V,
400e-6 µF,
1 mH

Series
converter

filter inductor,
Capacitance,
resistance

2.1 mH,
60 µF,
0.1 �

Voltage sag
and swell

20%

Fig. 4 Source voltage with 20% voltage sags and swells

Fig. 5 Injected voltage to compensate voltage sag and swell
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Fig. 6 Load voltage at PCC after compensation

Fig. 7 Load and source current with SRF

4.2 Shunt Part of UPQC with Different Control Approach

Once the voltage is obtained, the load is fed and the simulated waveform of the load
current and source current is presented.

4.2.1 Synchronous Reference Theory (D-Q Method)

The simulated waveform of the load current before controller implementation and
after control implementation is in Fig. 7. The FFT analysis of the same is in Figs. 8,
and 9. FFT analysis shows total harmonic distortion (THD) and reduces from 29.08%
percentage of fundamental to 4.75%

4.2.2 UVTG Controller Technique

The simulated waveform of both load and source signal is presented along with FFT
diagram in Figs. 10, 11, and 12. FFT analysis shows the total harmonic distortion
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Fig. 8 FFT analysis before compensation SRF

Fig. 9 FFT analysis after compensation SRF

(THD) and reduces from 26.76% percentage of fundamental to 4.56% fundamental
which is encouraging and acceptable by IEEE 519.

4.2.3 Instantaneous Real and Reactive Power Theory (P-Q Method)

The simulated waveform of both load and source signal is presented along with FFT
diagram in Figs. 13, 14, and 15. FFT analysis shows the total harmonic distortion
(THD) and reduces from 43.74% percentage of fundamental to 3.04% fundamental
which is encouraging and acceptable by IEEE 519.
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Fig. 10 Load and source current with UVTG

Fig. 11 FFT analysis before compensation UVTG

4.2.4 D-STATCOM Technique

The simulated waveform of both load and source signal is presented along with FFT
diagram in Figs. 16, 17, and 18. FFT analysis shows the total harmonic distortion
(THD) and reduces from 28.78% percentage of fundamental to 2.81% fundamental
which is encouraging and acceptable by IEEE 519.

The comparative analysis of total harmonics distortion (THD) is presented in
Table 2. All the obtained THD from different techniques is quite satisfactory but
THD of D-STACTCOM technique is very much encouraging, and it is justifying to
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Fig. 12 FFT analysis after compensation UVTG

Fig. 13 Load and source current with P-Q

Fig. 14 FFT analysis before compensation P-Q
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Fig. 15 FFT analysis after compensation P-Q

Fig. 16 Load current and source current D-STATCOM

Fig. 17 FFT analysis before compensation D-STATCOM



160 P. K. Ray et al.

Fig. 18 FFT analysis after compensation D-STATCOM

Table 2 THD analysis of
simulation results

Control technique
used

THD before
compensation

THD after
compensation

D-Q method 29.08 4.75

UVTG controller 25.67 4.55

P-Q method 43.74 3.04

D-STATCOM 20.76 2.81

use this D-STACTCOM-based control technique for power quality improvement in
UPQC.

5 Conclusions

The effectiveness of all the controllers has been verified. The voltage profile of the
UPQC is maintained through series controller using unit vector template generation
(UVTG) alongwith hysteresis voltage controller. The source voltage after compensa-
tionwhich appears at the point of common coupling is nearly equal to sinusoidal. The
current profile of the system is maintained through controlling the shunt part of the
UPQC with different techniques such as D-Q method, UVTG method P-Q method,
and the combination of D-STACTCOM and SRF, in each and individual cases the
THD is calculated and analyzed. It observed from the analysis D-STACTCOM with
SRF techniques shows very encouraging results to maintain the current profile and
also improve the reactive power capacity.

Acknowledgements The authors would like to thank DST, the Government of India for supporting
the research video no. DST/INT/Thai/P-12/2019
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Chapter 13
Design and Implementation of a Control
for Solar PV Fed Unified Power Quality
Conditioner

Akhila Mohan and T. Samina

Abstract In this work, a solar photovoltaic (PV) array-integrated unified power
quality conditioner (PV-UPQC) system is presented for power quality (PQ) improve-
ment.Major task in the control ofUPQC is generation of reference signal. The control
algorithms in time domain (TD) and frequency domain (FD) do not consider DC off-
set present in the input signal and this got affected in the reference signal generation.
A control algorithmbased onmodified second-order generalized integrator (MSOGI)
with DC offset elimination capability is presented in this work. This MSOGI is inte-
gratedwith conventional pq-theory-based control for extracting in phase fundamental
and quadrature fundamental component of distorted input signal and for eliminat-
ing DC offset present in the input signal. The dynamic performance of the system
is evaluated under various dynamic conditions like grid voltage sag and swell and
change in solar irradiation in MATLAB Simulink. The proposed system improves
power quality and generates clean energy from PV array and also enables operation
of the system in the absence of grid. The total harmonic distortion (THD) of system
is limited according to the IEEE-519 and IEEE-1159 standards.

Keywords Power quality · PV-UPQC · Series VSC · Shunt VSC · DC offset ·
MSOGI

1 Introduction

In earlier situation, our researches are mainly concentrated on supply of electrical
energy at the consumer side; therefore, the quality of supply was rarely an issue.
Later in 1980s, PQ problems arise with the introduction of commercial and industrial
power system and presently AC distribution systems are facing severe PQ issues. The
primary objective of electric utilities is to supply an uninterrupted sinusoidal voltage
to customer, but high reactive power burden, unbalanced loads, harmonic rich load

A. Mohan (B) · T. Samina
Department of Electrical Engineering, College of Engineering Trivandrum, Trivandrum, Kerala,
India
e-mail: akhilamhn030@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
G. Panda et al. (eds.), Sustainable Energy and Technological Advancements,
Advances in Sustainability Science and Technology,
https://doi.org/10.1007/978-981-16-9033-4_13

163

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9033-4_13&domain=pdf
mailto:akhilamhn030@gmail.com
https://doi.org/10.1007/978-981-16-9033-4_13


164 A. Mohan and T. Samina

Table 1 FD-based control algorithms with their behaviour

FD-based algorithms Behaviour

Discrete Fourier transform [1] Detects different harmonic components, accuracy is least under
frequency variation

Fast Fourier transform [2] High computational burden and require more memory

Kalman filter [3] Utilized to calculate voltage and current component of
frequency, more complex

Wavelet transformation [4] Detect the load changing moment, amount of load change and
component need to be injected, design of mother wavelet is a
challenge

currents, an excessive neutral current etc., destroys the PQ at the consumer end. The
electric utilities were unable to avoid the voltage swell, sag, flicker and harmonics
in the supply voltages.

Renewable energy sources (RES) like PV systems and wind energy systems are
commonly used now because it generates clean energy and ensures operation during
unavailability of grid. The intermittent nature of RES makes voltage distortion at
point of common coupling (PCC) causes poor PQ. Therefore, to maintain the quality
of power at distribution network, custom power devices (CPD) are used. The CPD
can be connected in parallel, series or a combination of the two with distribution net-
work. Shunt-connected devices like distribution static compensator (DSTATCOM)
compensate PQ issues related to current. Series-connected devices like dynamic volt-
age restorer (DVR) compensate PQ issues related to voltage. Therefore, a UPQC,
which is a combination of series (DVR) and shunt (DSTATCOM) compensator, is
proposed as a single solution for mitigating PQ issues. The integration of UPQCwith
PV array results in improved PQ.

A UPQC’s power circuit consists of two voltage source converters (VSCs) or cur-
rent source converters (CSCs) connected back to back at the DC bus by a common
DC link capacitor or inductor, respectively. In order to improve PQ in current and
voltage, DSTATCOM and DVR are needed to control separately. In the control, ref-
erence signals for DVR (load voltage) and DSTATCOM (grid current) are generated.
TD and FD algorithms are used for the control of UPQC and these algorithms gen-
erate gating signals for respective converters. Behaviour of control algorithms in FD
and TD are given in Tables 1 and 2. Compared to FD algorithms, TD algorithms offer
several advantages such as high accuracy, better disturbance rejection capability and
low sensitivity to disturbance and grid voltage variation.

DC offset in the input signal is a major problem for the reference signal generation
and it is mainly due to measuring problems, rectifiers, analog to digital converters
(ADC) and distributed generation (DG) systems. For resolving these issues an addi-
tional DC offset, elimination loop is added with second-order generalized integrator
(SOGI), i.e., amodified SOGI circuitMSOGI is introduced in this work. TheMSOGI
is integrated with conventional pq-theory-based control for extracting fundamental
component of reference signal and for eliminatingDCoffset. The proposed algorithm



13 Design and Implementation of a Control for Solar … 165

Table 2 TD-based control algorithms with their behaviour

TD based algorithms Behaviour

dq-theory [5] d axis contains double harmonic component of current during
unbalanced load condition, require low pass filter with low cut off
frequency

pq-theory [6] Extended to single phase system, poor harmonic filtering capability

Delay signal cancella-
tion [7]

Reference signals calculated from fundamental frequency positive
sequence voltage using pq-theory, high computational burden

Instantaneous symmetri-
cal component theory [8]

Poor harmonic filtering capability during load unbalanced condition
due to the presence of third order harmonic component in the load
current

Artificial neural network
[9]

Improved convergence during dynamic operating conditions, poor DC
offset filtering capability

Least mean fourth [10] Operated by minimizing a cost function with order 4, poor steady state
performance

Second-order general-
ized integrator [11]

Less complex, does not eliminate higher order harmonics

eliminates all the drawbacks associated with conventional pq-theory. The dynamic
performance of the system is checked under various dynamic conditions like grid
voltage sag and swell and various solar irradiance in MATLAB Simulink. A com-
parison between conventional SOGI and MSOGI is also described in this work by
analysing the frequency response plot and DC offset elimination capability.

2 Configuration of Grid Connected PV-UPQC System

The configuration of a grid connected three-phase three-wire VSC-based right shunt
PV-UPQC system is shown in Fig. 1. UPQC consists of shunt VSC and series VSC
which are connected to a common DC link. A solar PV array is also connected in
parallel with the common DC link through a reverse blocking diode. Here, series
VSC is connected before the load in series with grid using matching transformer
and interfacing inductors. Shunt VSC is connected in parallel with grid at the PCC
through interfacing inductors. Thus, forming a right shunt UPQC. Grid-connected
three-phase three-wire PV-UPQC system is connected to nonlinear load. Rectifier
withRLcomponents are treated as nonlinear load. Interfacing inductors act as a buffer
between converter voltage and PCC voltage because converter output voltage varies
from PCC voltage. RC ripple filters are connected across the series transformer and
PCC for eliminating the switching harmonics. Series, shunt VSCs control algorithms
generate switching pulses for respective VSCs. PV array operated at a point of
maximum power. For gettingmaximum power, perturb and observeMPPT algorithm
is utilized here.
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Fig. 1 Schematic diagram of grid connected three-phase three-wire PV-UPQC system

3 Design of Grid-Connected PV-UPQC System

The design of grid connected PV-UPQC system includes the design of PV array, DC
linkvoltage,DC link capacitor, interfacing inductor and series connected transformer.
The design of grid-connected PV- UPQC is described below [5].

3.1 PV Array Parameters

The PV array parameters are taken in such a way that it handles load active power
and feeds power into the grid. The shunt VSC need to handle the peak power from
the PV array; based on this, its ratings are taken. PV array parameters are given as,
Ppv = 23.4 kW, Ns = 22, Np = 5, Voc = 36.6 V and Isc = 7.97 A.

3.2 DC Link Voltage

For a three-phase system, DC link voltage should be greater than twice the peak of
per phase voltage. Here, 400 V, 50 Hz system is taken as grid. The DC link voltage
is given as,

Vdc = 2
√
2VLL√
3m

= 653 V (1)
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wherem is the depth of modulation and its value is arbitrarily chosen as 1. VLL is the
line value of grid voltage. The DC link voltage is taken as 700 V (approx.).

3.3 DC Link Capacitor

The DC link capacitor is selected based on DC link voltage and power requirement.
The energy balance equation of DC link capacitor is,

Cdc = 3kaVph Isht

0.5 ∗ (
V 2
dc − V 2

dc1

) = 1.569 mF (2)

where Vdc is averageDC link voltage = 700V, Vdc1 is lowest required value ofDC link
voltage = 653 V, Vph is phase value of grid voltage = 230.9 V, Ish is per phase value of
shunt compensator current = 20 A, k is energy variation factor = 0.1, a is overloading
factor = 1.2 and t is minimum time for attaining stability after disturbance = 30 ms.

3.4 Interfacing Inductor for Shunt VSC

The interfacing inductor of the shunt VSC depends upon ripple current, switching
frequency and DC link voltage. The expression for the interfacing inductor is,

L f =
√
3Vdc

2πa fs Irp
= 8 mH (3)

where fs is switching frequency = 10 kHz and Irp is inductor ripple current = 2 A
(10% of grid current).

3.5 Series Transformer

The grid connected PV-UPQC is designed to compensate a sag of 0.3 pu, i.e., 69.27V.
The injected voltage is 69.27 V for sag. For injecting a voltage corresponding to sag
or swell, a transformer of turns ratio 1:1 is used. VSE is the series VSC voltage and
ISE is the series VSC current.

SSE = 3VSE ISE = 4 kVA (4)
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Fig. 2 Control structure of series VSC

4 Control Scheme of Grid-Connected PV-UPQC System

Grid-connected PV-UPQC system needs to control in a proper manner to provide
compensations for voltage and current-related PQ issues. Control of series and shunt
VSC is described in this section.

4.1 Control of Series VSC

Control of series VSC is given in Fig. 2. The series VSC control is designed in
such a way that PCC voltage is free from sag/swell occurs in the source side. For
this series, VSC injects appropriate voltage through series connected transformer.
Injected voltage is in-phase with grid voltage during sag and out-off phase with grid
voltage during swell. Thus, maintains a constant voltage across load.

For calculating the reference load voltage, first need to estimate the unit values of
source voltage. This unit values of source voltage for each phase represent angular
displacement. The line value of grid voltage is given to phase voltage calculation
block where phase voltage is calculated as follows.

Vsa = 2Vsab + Vsbc

3
(5)

Vsb = −Vsab + Vsbc

3
(6)

Vsc = −Vsab − 2Vsbc

3
(7)
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Fig. 3 Control structure of shunt VSC

where Vsab and Vsbc represent line value of grid voltage, Vsa , Vsb, and Vsc represent
phase value of grid voltage.
The grid voltage amplitude, VS is calculated as follows.

VS =
√
2

(
V 2
sa + V 2

sb + V 2
sc

)

3
(8)

The unit values of voltage for each phase,Usa ,Usb andUsc are calculated by dividing
phase voltage with grid voltage amplitude. Reference load voltages are calculated by
multiplying reference PCC voltage V ∗

L , with unit values of grid voltage. V ∗
L is peak

value of per phase grid voltage. The phase value of actual load voltage is calculated
in the same way as described in Eqs. (5)–(7). Reference load voltage and actual
load voltage of each phase are compared and given to hysteresis controller which
generates switching pulses for the series VSC.

4.2 Control of Shunt VSC

Control of shunt VSC is given in Fig. 3. The shunt VSC provides compensation
for current-related PQ problems that occurs at load side such as distorted current
and unbalanced loading. It also compensates reactive power. Thus, maintains unity
power factor at source side. Along with this, shunt VSC supplies real power into the
load and grid from PV array.

In practical condition, grid voltage may deviates from ideal voltage because of
the presence of DC offset. Even if DC offset is absent in source voltage, it may get
introduced in load current because of data conversion and measurement errors. The
grid voltage is represented as follows.

⎡

⎣
Vsa

Vsb

Vsc

⎤

⎦ =
⎡

⎣
Vm sin(ωt) + Va0

Vm sin(ωt − 2π
3 ) + Vb0

Vm sin(ωt + 2π
3 ) + Vc0

⎤

⎦ (9)
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where Vm and ω are the grid voltage magnitude and frequency, respectively. Va0, Vb0

and Vc0 are the DC offset.
In conventional pq-theory-based control, grid voltage and load current is converted

into the α − β domain for calculating instantaneous active and reactive power. By
applying Clark’s transformation, the grid voltage is expressed as,

⎡

⎣
Vsα

Vsβ

Vs0

⎤

⎦ =
√
2

3

⎡

⎢
⎣

1 − 1
2 − 1

2

0
√
3
2 −

√
3
2

1√
2

1√
2

1√
2

⎤

⎥
⎦

⎡

⎣
Vsa

Vsb

Vsc

⎤

⎦ (10)

Instantaneous active and reactive power are represented by Eqs. (11) and (12). The
α, β component of load current with DC offset is calculated in the same way as
grid voltage. The α, β component of grid voltage and load current are utilized for
calculating instantaneous active and reactive power with pq-theory.

P = VsαiLα + Vsβ iLβ (11)

Q = Vsβ iLα − VsαiLβ (12)

The instantaneous active and reactive power calculated from Eqs. (11) and (12) con-
tain both fundamental component and oscillating component. The reference current
calculated for compensation is given byEqs. (13) and (14),where i∗sα and i∗sβ represent
α and β component of reference source current. Reference power Pref is calculated
by Eq. (15).

i∗sα = VsαPref
V 2
sα + V 2

sβ

(13)

i∗sβ = Vsβ ∗ Pref
V 2
sα + V 2

sβ

(14)

Pref = P + Ploss − Ppv (15)

Ploss represent active power losses in the VSCs and filters. To get Ploss, a PI controller
is used which also regulates DC link voltage to the desired value VDCref. The error
between VDCref and actual DC link voltage is fed to the PI controller with gain
Kp = 61 and Ki = 1which provides Ploss component. The reference value ofDC link
voltage VDCref is obtained from perturb and observe MPPT algorithm. Ppv represents
maximum PV power from the MPPT algorithm. Pref indicates the power required
to be drawn from grid. The reference current generation depends upon α and β

component of source voltage and load current. Hence, the DC offset present in the
source voltage and load current get influenced in the reference current generation.

For improving the filtering performance, α and β component of source voltage
and load current pass through a fundamental positive sequence component (PSC)
generation structure represented in Fig. 4, which calculates fundamental PSC (V

′
sα ,
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Fig. 4 Extraction of positive sequence components with MSOGI

V
′
sβ , i

′
Lα and i

′
Lβ) of the input signal and is free fromDC offset. This structure consists

of two MSOGI. MSOGI represented in Fig. 5 contains an additional DC offset
elimination loop with conventional SOGI structure. The value of k is selected as 1.41
for better filtering performance and stability [12]. Thus,MSOGI gives twoorthogonal
signals xm and qxm as output which are free from DC offset. This signal is further
utilized for generating fundamental PSC of input signal. The α − β component from
PSC generation structure are utilized to generate P and Q as described in Eqs. (11)
and (12). The i∗sα , i∗sβ and Pref are calculated in the sameway as described in Eqs. (13)–
(15) with modified α − β component of source voltage and load current. Reference
source current i∗sa , i∗sb and i∗sc are calculated from i∗sα and i∗sβ by applying inverse
Clark’s transformation as described in Eq. (16). The abc component of reference
current compared with source current and error signal given to hysteresis controller
which provides switching signals for shunt VSC.

⎡

⎣
i∗sa
i∗sb
i∗sc

⎤

⎦ =
√
2

3

⎡

⎢
⎣

1 0

− 1
2

√
3
2

− 1
2 −

√
3
2

⎤

⎥
⎦

[
i∗sα
i∗sβ

]
(16)

5 Simulation Results

The grid-connected PV-UPQC system is simulated in MATLAB Simulink. The per-
formance of this system is checked for different dynamic conditions like grid voltage
sag, swell and variable irradiance. Following signals are included in the simulation
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Fig. 5 Internal structure of MSOGI

results, grid voltage Vs, load voltage VL, injected voltage by series VSC VSE, DC link
voltage VDC, grid current is, load current iL, PV array current Ipv, solar irradiance G,
PV array power Ppv, grid active power Ps, grid reactive power Qs and load active
power PL for different dynamic conditions.

5.1 System Performance During Grid Voltage Sag and Swell

The performance of grid-connected PV-UPQC system during grid voltage sag and
swell is given in Figs. 6 and 7. The voltage sag and swell of 0.3 p.u. are applied for
duration t = 1 to t = 1.1 s and t = 1.5 s to t = 1.6 s, respectively. The sag applied
is more than the voltage sag limit, 10% of grid voltage and similarly swell applied
is more than the voltage swell limit, 5% of grid voltage that described in IEEE-1159
standard. Series VSC injects 98 V (Peak value) in-phase and out-off phase with grid
voltage during sag and swell, respectively. Thus, maintains a constant voltage across
load. For maintaining grid power balance, an increase in grid current occurs during
sag condition and grid current is decreased during the swell condition. Even if load
current contains distortions, source current is free from distortions. Because of the
action of shunt VSC, grid reactive power is zero and operates at nearly UPF. The
solar irradiance is fixed at 1000 W/m2 during the operation. The PV array supplies
the load power and also feeds power into the grid. DC link voltage is maintained at
the constant value of 700 V by the PI controller.



13 Design and Implementation of a Control for Solar … 173

F
ig
.6

Pe
rf
or
m
an
ce

of
gr
id

co
nn
ec
te
d
PV

-U
PQ

C
sy
st
em

fo
r
vo
lta
ge

sa
g

(V
s,
V
L
,
V
SE

,
V
D
C
,
i s

,
i L

,
G

,
I p
v
,
P p

v
,
P s

,
Q

s,
P L

)



174 A. Mohan and T. Samina

F
ig
.7

Pe
rf
or
m
an
ce

of
gr
id

co
nn
ec
te
d
PV

-U
PQ

C
sy
st
em

fo
r
vo
lta
ge

sw
el
l(
V
s,
V
L
,
V
SE

,
V
D
C
,
i s

,
i L

,
G

,
I p
v
,
P p

v
,
P s

,
Q

s,
P L

)



13 Design and Implementation of a Control for Solar … 175

F
ig
.8

Pe
rf
or
m
an
ce

of
gr
id

co
nn
ec
te
d
PV

-U
PQ

C
sy
st
em

fo
r
ir
ra
di
at
io
n
ch
an
ge

(V
s,
V
L
,
V
SE

,
V
D
C
,
i s

,
i L

,
G

,
I p
v
,
P p

v
,
P s

,
Q

s,
P L

)



176 A. Mohan and T. Samina

Fig. 9 Bode plot of a in-phase component for SOGI and MSOGI, b quadrature component for
SOGI, c quadrature component for MSOGI

5.2 System Performance During Irradiation Change

The performance of grid-connected PV-UPQC system for irradiation change is given
in Fig. 8. The solar irradiation changes from 1000 to 700 W/m2 at time 2 s. During
irradiation change, there is no change in load voltage. Because of irradiation change,
PV power and current are decreased. Here, PV array feeds power into the grid and
load. Thus, power feeding to the grid from PV array and grid current are reduced. If
PV array does not generate sufficient power, then excess power required by the load
is taken from grid. The DC link voltage maintained at constant reference value of
700 V. Shunt VSC compensates reactive power Qs = 0, and thus maintains nearly
UPF operation.



13 Design and Implementation of a Control for Solar … 177

F
ig
.1
0

D
C
of
fs
et
el
im

in
at
io
n
ca
pa
bi
lit
y
of

a
SO

G
I,
b
M
SO

G
I



178 A. Mohan and T. Samina

5.3 Comparative Performance of MSOGI and SOGI

The performance ofMSOGI and SOGI are analysedwith the frequency response plot
given in Fig. 9. The bode plot of in-phase component of MSOGI and SOGI are same,
and it is given in Fig. 9a. The in-phase component has band pass filter characteristics
with better filtering performance and phase angle is 0◦. The bode plot of quadrature
component for SOGI and MSOGI are given in Fig. 9b, c, respectively. SOGI shows
LPF characteristics and phase shift is 90◦ with poor DC offset elimination capability.
But MSOGI shows BPF characteristics with better DC offset elimination capability
and phase shift is 90◦. Figure 10a represents alpha–beta component of load current
before and after SOGI with THD analysis. The same for MSOGI is given in Fig. 10b.
DC offset is present in the alpha–beta component of load current after SOGI. But
for MSOGI, DC offset is completely eliminated. The absolute value of DC offset for
SOGI is 0.03 and THD is 3.18%. The absolute value of DC offset in the MSOGI
is 0.0007063 with THD of 2.01%. Thus, the presented MSOGI circuit shows better
DC offset elimination capability.

6 Conclusions

The control of a grid-connected PV-UPQC system is presented in the work. Simu-
lation with MATLAB Simulink demonstrates the effectiveness of the system. Here,
a modification of SOGI is presented for extracting fundamental component of refer-
ence signal along with DC offset elimination capability. MSOGI is integrated with
conventional pq-theory-based control. Thus, it eliminates the drawbacks of conven-
tional pq-theory-based control. This system shows better performance for different
dynamic conditions like grid voltage sag and swell and irradiation change. The fil-
tering performance of proposed system is improved by the addition of MSOGI and
control has less complexity compared to existing techniques. The system supplies
clean energy from PV array and also operates in the absence of grid. Comparative
analysis between SOGI and MSOGI is described in this work. The grid currents
and voltages are balanced and operates in UPF and THD is within limits according
to IEEE-519 and IEEE-1159 standards. The integration of PV-UPQC system with
energy storage system is considered as future scope for this work.
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Chapter 14
Power Quality Improvement
in Distribution Network Using PV
Integrated DSTATCOM

Pallavi Kumari, P. Narendra Babu, Kaibalya Prasad Panda,
Sanjiba Kumar Bisoyi, and Gayadhar Panda

Abstract In the modernization, enlargement and improvement of electricity grids,
applicable usage of electrical networks could be very essential. Because of the
excessive price of production and improvement of electrical networks, mitigation
of voltage profile issues, voltage instabilities, reliability troubles, etc., is inevitable.
Distribution static compensator (DSTATCOM) is used as an efficient solution
for these issues for improving power, voltage fluctuation and stability of power
system. DSTATCOM a shunt-connected FACTs controller device particularly used
to compensate reactive power and unbalance due to numerous loads in distribution
side. As the clan energy generation demand is increasing, thus this paper presents
photovoltaic (PV)-DSTATCOM operation and analysis as a great solution. The PV-
DSTATCOMhas beenmodelled and simulated inMATLAB/Simulink for enhancing
the power quality of distribution side considering linear loads and nonlinear loads
connected to the system.
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1 Introduction

Nowadays, power system mainly consists of nonlinear load because of growth in
electronic devices that consume high power, whereas the three-phase distribution
network is going through excessive power quality issues such as bad voltage regu-
lation, excessive reactive power burden, harmonics current and unbalancing due
to connected load and also decreases the operating frequency. Integration of non-
traditional generation technology like gasoline cells, wind generators and PV system
with utility grids which frequently needs power electronic interfaces. The power
electronic systems additionally make contribution towards power quality problems
(producing harmonics). Expansion of flexible and adaptable solutions for power
quality problems, with calls for passive filter, active filter, hybrid filter and custom
power devices time to time. Lossless passive filters (LC) have been applied for a long
time to minimize oscillations and to address the reactive power compensation issues.
Passivefilters, on theother hand, haveprolonged compensation and resonatingmostly
with distribution network that is often overcome by active filters. Exploration of
active filters in shunt, series, series-series and shunt-series configurations have been
applied to compensate current and voltage-based distortions; however, they have got
few drawbacks in terms of rating and costly also. Thus, hybrid filters are taken into
consideration certainly considered one among alternatives owing to reduce price,
simple design, controllable and high reliability in comparison with other alternatives
for improving the power quality. Electronic power stability controllers, also known
as custom power devices, are used to improve the quality of power on the consumer
end. The word “custom power” refers to the future value of electric power or energy
providers companies will give to their consumers. The power electronic applications
in power distribution system for the benefit of a customer or group of customers
are called custom power. The Distribution static compensator (DSTATCOM) is one
such custom power device connected in shunt that can effectively compensate for
the power quality problems [1–5].

Various power quality problems like overvoltage, voltage unbalance, dip/swells
and harmonics propose a unique perception of operating PV inverters as PV-
DSTATCOM with new control topologies for enhancement of better power quality.
DSTATCOM’s voltage control method is used to prevent system voltage infractions
caused by excessive power production during maximal solar irradiation periods,
allowing solar energy to be efficiently utilized. Various solutions have been exam-
ined and suggested within the literature [1, 2], and customized power devices play an
important role in the electrical network. For current associated power quality issue,
DSTATCOM is one among of the custom power devices used in distribution system.
DSTATCOM follows self-supporting topologies that were suggested based on the
current research [3, 4], and the AC grid is used to provide active electricity to keep
the inverter capacitor voltage constant.

PV systems integrated DSTATCOM schemes [4-10] have now been explored for
more than a few years. The authors introduced a PV integrated DSTATCOM design
in [4], in which Icos∅ control is used to maintain the system’s power quality. The
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authors investigated an adaptable control mechanism in [5], which is a reweighted
zero attracting systemmodel that extracts the source grid frequency using this control
method. When PV system generates energy, this approach works as a solar array
system with DSTATCOM functionalities in power grid. When PV services are not
available, it acts as a shunted active filter, and the system switches to DSTATCOM
state, all power from the grid and the converter device delivered towards the load.
In [6], the PV converter in addition to active filter characteristics is known as PV
integrated DSTATCOM (Photovoltaic-Distribution Static Compensator), needed as
it changes the DC-AC voltage and tries to solve the power problems by enhancing the
quality of power by proscribing harmonic distortions, compensating reactive power
so that balanced all the three phases in the distribution system. In [7], investigation on
grid-connected PV-DSTATCOM technique collects maximal PV power and delivers
it to the load linked while also delivering excess power to the grid, as well as several
maximum power point tracking (MPPT) algorithms used.

Furthermore, theDC-link voltage is regulated depending on the peak voltage of the
PV array to extract energy from solar energy source, as determined by the maximum
power point tracking (MPPT) method, for all previous topologies presented in the
literature. Furthermore, as the DC-link voltage rises, the switching losses rise as well
[10]. In order to address this, the researcher calculated the lowest DC-link voltage
related to the linked reactive load for a hybrid active power filter [10–12]. Even
though the DC-link voltage is flexibly regulated as per filter current in [11–13], it
has a delayed reaction and a ripple in the DC-link voltage. The DC-link voltage
is maintained by the converter in [12, 13], to adjust the DC-link voltage, multiple
switching methods are employed.

VSC is controlled by producing a load essential factor and then using the same
algorithm to achieve both synchronization and power quality enhancement. The
ability of aDSTATCOMcontroller to extract the performance of current signal.Many
control systems have been investigated that use filters to acquire the reference current
signals from the load currents, such as synchronous reference frame (SRF), instanta-
neous reactive power theory (IRPT), hybrid Least Mean Square-Least Mean Fourth
(LMSLMF) and leaky LMS current control. The reference current waveforms are
also extracted using phase-locked loops. Moreover, the suggested technology solves
the power system’s impact for nonlinear loads while maintaining total harmonic
distortion (THD) within IEEE standard 519-1992 [12–14].

2 DSTATCOM Principle

A power electronics switching device, either GTO or IGBT, a capacitor bank as
an energy storage device, a coupling transformer and a controller are illustrated in
a single-line schematic of a DSTATCOM. The VSC, which is based on IGBTs,
converts the DC voltage across the storage device into three-phase AC output volt-
ages. Through the coupling transformer’s reactance, these voltages are in phase with
the AC system (Fig. 1).
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Fig. 1 Single-line schematic diagram of DSTATCOM

The active and reactive power conservations between the DSTATCOM and the
AC grid could be effectively controlled by adjusting the phase and magnitude of the
DSTATCOMoutput voltages. The reactive power exchange of the DSTATCOMwith
the AC system is controlled by regulating the amplitude of the DSTATCOM output
voltage. DSTATCOM supplies the reactive power that is-

(Reactive power) Q = (Vc − Vs) ∗ Vs

X

where

V c represents DSTATCOM output voltage
V s represents voltage source
X represents the equivalent impedance between DSTATCOM and the network

DSTATCOM operating modes:

• If V c > V s, the DSTATCOM is in capacitive mode and is supplying reactive power
to the grid.

• If V s > V c, the DSTATCOM is inductively working and absorbing reactive power
from the grid.

• If the magnitude of V c = V s, no reactive power is exchanged between the grid
and the DSTATCOM, and the DSTATCOM is in a floating condition.

Both the voltage source inverter (VSI) and the current source inverter (CSI) topolo-
gies can be used to build a DSTATCOM configuration. Mainly VSI is commonly in
use for the DSTATCOM.
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2.1 Power Quality Issues

Concern about power quality is very normal because of increasing nonlinear load.
The advancement of power electronics-based equipments has a significant effect
on electric power supply quality. Harmonics in network voltages are caused by the
widespread usage of electronic equipment such as information technology equipment
and power electronics devices. Voltage fluctuation, imbalance and flicker are also
caused by classical loads such as huge arc furnaces and welding machines. When
these loads function at the same time, they become the primary victims of power
quality issues. As a result, power quality has significant financial consequences for
consumers, utilities and electrical appliances.

2.2 PV Energy Storage System

According to a recent study, thePV inverter can operate as aDSTATCOM—aFlexible
ACTransmission System (FACTS) device, which is termed as PV-DSTATCOM. The
PV inverter has been shown to improve the connection of neighbouring wind farms
and the power transfer capacity over long transmission lines using these STATCOM
capabilities. PV-STATCOM uses the whole solar inverter capacity at night and the
remnant inverter energy during real power production through the day to interchange
reactive power with the grid to achieve various goals such as voltage control, current
control and so on (Fig. 2).

PV-DSTATCOM’S MAIN COMPONENTS INCLUDE: The voltage source
converter (VSC), SPV array, transformer and ripple filter are the key components of
DSTATCOM.Through a tie reactor and capacitor, theVSCconverts aDCvoltage into

Fig. 2 Single-line diagram of PV-DSTATCOM
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a three-phase AC voltage that is synced with the PCC. Tomatch the inverter output to
the line voltage, a transformer is employed. PV energy sources are renewable source
of energy which are expected to contribute in the development of fulfilling future
energy demands. Grid-connected PV systems often use a hysteresis-band current
controller to shape grid current to follow a specified sinusoidal reference.

2.3 PV Integration with Distributed Generation

Renewable energy is becoming increasingly popular around the world as a result of
its several benefits, including pollution-free, low cost of input power and friendly
with nature and user usage. It is possible to construct a DSATCOM that will inject
active power from this renewable source while also improving the power quality of
the grid bus towhich it is linked. Because the electrical energy supplied by this renew-
able source is normally DC, it must first be converted to a fixed DC using a DC–DC
converter in order to maintain a constant DC bus voltage. Electric power generation
that is physically distributed within a distribution network or on the customer side
of the network is referred to as distributed generation. The power flow in distributed
generation is bidirectional, which means it can travel from the grid to the load and
back again when the power is generated by distributed generation, such as a PV
system. The DC–AC converters can connect the PV system’s power to the grid’s
AC bus directly. An inverter with a PV array and an active filter function designated
as PV-Distribution Static Compensator PV-(DSTATCOM) were designed to trans-
form DC voltage into AC and enhance stability by suppressing switching losses, to
compensate the reactive power and to maintain balance in all three phases of power
distribution network. PV systems will continue to advance in future, with the goal of
becoming an important component in the generation of power for houses and indus-
tries. Despite the fact that it has a low acceptance rate because of its high price and
low efficiency, current research is eliminating these restrictions, and PV electrical
sources are becoming more popular.

2.4 Detailed System Description

The structure of the system is depicted in Fig. 3 which includes an AC grid having
linear and nonlinear loads, a PV integrated DSTATCOM along with VSI is coupled
to the AC grid’s point of common coupling (PCC), and VSI control mechanism
is also implemented. PV-DSTATCOM is connected to the AC grid’s PCC via the
interface inductance. RC ripple filters, on the other hand, can be used to remove
ripple caused by switching. The SRF control approach is used for the shunt coupled
VSI by correlating the control signal of grid current with the produced reference
grid current. PV-DSTATCOM extracts the maximum power from PV regardless of
irradiance when PV power is available, and the incremental conductance algorithm
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Fig. 3 Schematic diagram of VSI-based PV integrated DSTATCOM

is used to track the maximum power point from the PV system. If PV power is
unavailable, the DC-link voltage can be adjusted based on the linked capacity or
load to minimize VSI power wastage for improved operation.

2.5 Control Scheme

A. Maximum power point tracking (MPPT) controller

The irradiance, temperature and current drawn from a PV system comprising one
or more PV cells determine the electricity delivered. It is utilized to get the most
power out of these systems. Under certain conditions,MPPT is a rechargeable battery
algorithmwhich collects themost available power from such a PVmodules. The peak
power voltage of a PV module is the voltage at which it can produce the maximum
electricity. Maximum power is affected by sun radiation, temperature change and
PV cells temperature. MPPT is much more beneficial in the following situations.
Weather that is cold, rainy, or hazy. In cold weather, PV modules frequently perform
better, and MPPT is employed to obtain the most electricity feasible. Also, if the
battery’s state of charge lowers and the battery is deeply exhausted, MPPT could
also draw additional current and charge the battery.
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There are numerous methods for increasing the power output of a PV system. The
power conversion engineer must weigh the various possibilities based on the final
use and the irradiance dynamic.

(1) Perturb and observe (P&O)
(2) Incremental conductance (IC)
(3) Fractional open-circuit voltage
(4) Fractional short-circuit voltage
(5) Fuzzy logic control.

The most prevalent approach is perturbed and observed, but the incremental
conductance method overcomes the limitation of perturb and observe in tracking
peak power under rapidly changing atmospheric circumstances.

P = V ∗ I (1)

whereP denotes the power of a solarmodule,V denotes the voltage of a solarmodule,
and I denotes the current of a solar module.

Differentiating w.r.t V

dP

dV
= 1 + V ∗ dI

dV
(2)

The above equation serves as the foundation for the entire method. At its most
powerful,

dP

dV
= 0 (3)

dI

dV
= −I/V (4)

If the power curve’s operating point is to the right, we obtain

dP

dV
< 0 (5)

dI

dV
< I/V (6)

If the power curve’s operating point is to the left, we obtain

dP

dV
> 0 (7)

dI

dV
> I/V (8)
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Using Eqs. (4), (6) and (8), the maximum peak power can be traced.
This technique outperforms perturb and observe in that it can tell when the MPPT

has arrived at the MPP, whereas perturb and observe oscillate about the MPP. In
addition, incremental conductance is more accurate than perturb and observe at
tracking quickly increasing and declining irradiance conditions. Because it requires
two sensors, this approach has a higher level of complexity than perturb and observe.
For example, current and voltage require two sensors, whereas the P&O approach
just requires one, which is voltage.

B. Voltage source controller

Depending on the compensation required, a voltage source converter is utilized to
generate an output voltage wave, that is, regulated in magnitude and phase angle to
provide either leading or lagging reactive current. It transforms theDC voltage across
storage devices into a three-phase AC output voltage set. It could be three-phase,
three-wire VSC or a three-phase, four-wire VSC. AVSC converter can be a two-level
or three-level converter. The most common PLL approach is the synchronous refer-
ence frame phase-locked loop (SRF-PLL), which is mostly employed in three-phase
systems in grid-connected power converters. The SRF-PLL is used to synchronize
the grid voltage, frequency and phase. The reference current is extracted using the
synchronous reference framemethod (SRF), and the reference current is compared to
the filter current in the hysteresis loop, with appropriate pulses delivered for inverter
switching (Figs. 4 and 5).

3 Results and Simulation

Here simulation performed for 100 kW PV array is connected to a 25 kV grid via
a DC-DC boost converter and a three-phase three-level voltage source converter in
this PV-DSTATCOM (Table 1).

Case 1 [0.05–0.6 s] Throughout this period of time, solar irradiance and tempera-
ture are set 1000 W/m2 and 25 °C, respectively, where V ref; i.e. DC-link voltage is
regulated as 500 V as shown in Fig. 6. Steady state is reached at 0.2 s, resulting V pv

is 250 V, and the output PV array power is about 96 kW, whereas specified maximum
power is 100 kW at 1000 W/m2 sun irradiance. Grid voltage and current are in same
phase in this interval. The voltage corresponding to the solar PV’s maximum power
point, as desired by the incremental conductance method, is too high, and the power
provided to the grid is insufficient. Also, stress is provided across the switchVSC(V),
i.e. 500 V which is same as the DC-linked voltage. For connected loads, the switch
from PV-DSTATCOM to DSTATCOM mode began.

Case 2 [0.6–1.2 s] In this time interval, as shown in Fig. 8a, sun irradiance level
started ramped down and decreased from 1000 W/m2 to 250 W/m2 at t = 1.1 it
fully ramped down. The conversion from PV-DSTATCOM mode to DSTATCOM
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Fig. 4 Flowchart of MPPT using incremental conduction

Fig. 5 Synchronous Reference frame theory
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Table 1 System parameters

PV panel Module: SunPower (SPR-305E-WHT-D), maximum at 100 kW at
1000 W/m2 sun irradiance
66 model string, 2 parallel string
100 kW panel, Voc = 64.2 V, Isc = 5.96A
Voltage and current at maximum power: Vmp = 54.7 V, Imp = 5.58 A

3-level 3-phase VSC 1.98 kHz-500 V

DC-DC boost converter 5 kHz–500 V

Capacitor bank 10 kvar

Utility 100 kVA, 260 V/25 kV
25 kV distribution feeder
2 MW linear load (R), Nonlinear load (R−L) 30 MW-2 Mvar &
20 MW-2 Mvar at 60 Hz

Fig. 6 I_pv & P_pv characteristics of PV module

mode takes place for the same load connected as in the previous scenario. During
this rapid irradiance change, the reference DC-link voltage estimation begins as PV
power drops to 25 kW and the DC-link voltage is managed to roughly 500 V, and
MPPT continues to track maximum power. The compensatory current is injected by
VSI, causing the grid current to become sinusoidal and in phase with the grid voltage,
keeping THD below 5%. When PV electricity is unavailable, the AC grid steps in to
provide full power to the associated load. As indicated in Fig. 7a, the DC-link voltage
and controlled stress voltage are both 500 V. Here gird current shows harmonic and
its amplitude decreases as grid power comes to 25 kW.

Case 3 [1.2–2.5 s] In this time interval, sun irradiance level is started to restored
back to 1000W/m2 and then the temperature is increased to 50 °C as shown in Fig. 9.
As the temperature increases from 25°C to 50 °C at t = 2.1 s, the PV power output
decreases from 100 kW to 93 kW that can be verified from Fig. 8. Here transition
occurred from DSTATCOMmode to PV-DSTATCOMmode. Here also grid current
shows harmonic and its amplitude increases because VSI injecting compensating
current so that grid current and voltage remain in same phase. DC-link voltage and
VSI voltage maintain dynamic.
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Fig. 7 Simulation result of PV-DSTATCOM, sun irradiance I r(W/m2), Vpv (V), Ipv (A), Ppv (kW),
grid current Ig (A), gird voltage Vg (V), grid power Pg (kW), V ref, i.e. DC-link voltage(V), voltage
across inverter, i.e. switch stress voltage VSC(V)

Case 4 The current THD under different loading is shown in Fig. 10 matched with
IEEE standard 519 for the power system.

When PV power is unavailable, the DC-link voltage is maintained depending on
the nature of load to improve PV-DSTATCOM performance, and when PV energy is
available, the DC-link voltage is matched with theMPPT peak, with the PV system’s
peak voltage extracting maximum power as determined by incremental conductance
technique.

4 Conclusion

A study of PV-DSTATCOMoperation is performed, and results are obtained through
simulation. TheDSTATCOMhas beenmodelled and analysed for the PV systems and
being integrated into the low-voltage distribution power grid towards the customer
side by employing DSTATCOM to mitigate harmonics from the grid side and other
loads. The DSTATCOM’s main goal is to circulate excess power throughout the
phases in order to improve power quality. At the same time, it is predicted that sources
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Fig. 8 Simulation result of PV-DSTATCOM, sun irradiance I r (W/m2), Vpv (V) or Vmean, Ipv (A),
Ppv (kW) or Pmean, grid current Ig (A), gird voltage Vg (V), grid power Pg (kW), V ref, i.e. DC-link
voltage (V), voltage across inverter, i.e. switch stress voltage VSC(V)

Fig. 9 Temperature curve w.r.t time set to PV array

will be able to operate at unity power factor. Results’ analysis under dynamic oper-
ating condition shows the power quality that is maintained well within the specified
standard.
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(a) linear load (b) Non-Linear loads

Fig. 10 THD analysis at different load
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Chapter 15
Instantaneous Reactive Combined Loss
Componenet Power Theory-Based
Hybrid Filter for Power Quality
Improvement in Distribution System

Pratap Sekhar Puhan, Santanu Kumar Dash, Pravat Kumar Ray,
Gayadhar Panda, and Manidra Pothauri

Abstract This paper presents an improved instantaneous reactive power theory
control technique for successful operation of hybrid filter to improve power quality.
Power quality issues due to different types of nonlinear loads are analyzed and accord-
ingly a hybrid filter is designed. The performance of the hybrid filter is enhancedwith
the proposed control technique, in this technique loss component of the shunt active
filter is incorporated with the power to generate the reference signal. Then the actual
power is compared with instantaneous power of load. The obtained error passes to
the next level for successful switching action of shunt active filter. The effectiveness
of the developed controller is verified through simulation and experimentation.

Keywords Hybrid filter · Improved IPR control technique · Harmonics · Power
quality

1 Introduction

Harmonics in power system network and its mitigations with different method are
one of the recent trends of research in power quality [1]. In the past, impact of
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harmonics in the electrical network was less. The vast use of power semiconductor
and microprocessor-based equipment after 1980s raises the concern of harmonics
parameters which is becoming one of the major problems for degradation of power
quality. [1, 2]. There are many reasons for power quality issues such as variation
of loads, switching on and off the motor, external events which includes lighting
and weather condition [3, 4], but the use of nonlinear loads are the main source of
harmonic currents in the power system network and leads to voltage distortion which
affects the system performance. [5] The nonlinear current includes fundamental and
harmonics if proper filtration mechanism is not provided then these harmonics leads
to inter harmonics and sub harmonics which have also degrades the efficiency of
the system so, it is important and crucial to analyze the harmonics and remove it
from the system so that an efficient system can be achieved. [6, 7]. Though other
power quality issues such as transient, over voltage, under voltage, voltage sag,
voltage swell, voltagefluctuation, voltageflicker et are there, but thework concentrate
on harmonics. To eliminate the harmonics, different mitigating devices such low
pass filter, series active filter, shunt active filter and hybrid filter has already been
developed and still research is going on for newer device to come.All these developed
devices have associated with some advantage and also disadvantage [5, 6, 8]. Low
pass filter has resonant problem [9]; shunt filter has the problem to mitigate voltage
related issues, whereas series filter has the problem of suppressing current related
issues [7, 9, 10]. Though hybrid filter is used to overcome the issues but the design
complexity is not suitable for all applications [11]. So, it is better to recommend
different types of configuration for specific problems. The performance of all the
discussed harmonics mitigating devices is not only depends on the design but also
depends on the implementation of control techniques. The working of the filters
needs the generation of a reference signal which is to be compared with the actual
signal and accordingly the error originates fed to a controller to generate pulses for
the voltage source converter which is the main components of the filters. Several
reference signal generation algorithms such as indirect current control technique,
synchronous detection techniques, instantaneous reactive power theory, and unit
vector template generation techniques have already been developed and implemented
in many filters [12, 13]. For generation of pulses current controller techniques-based
PWM controller also used in many filters [14].

In this work, further improvement of performance of a hybrid filter [8] is presented
in which the reference signal is achieved by incorporating the loss component of
the filters in the existing instantaneous reactive power theory. The gate pulses are
generated using the conventional hysteresis current controller.

In this paper, total six sections presented including Sect. 1. Section 2 describes
proposed hybrid filter. Section 3 presents the implementation of the improved
controller Sect. 4 result and analysis, Sect. 5 experimental verification and finally in
Sect. 6 conclusions.
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2 Description of the Proposed System with Controller

Figure 1 shows the developed hybrid shunt power filter with details of specifica-
tion and configuration. The filter is connected in the distribution system in parallel
between the supply mains and the power electronics-based nonlinear load [9–11] In
the proposed system, diode bridge with RL, RC, R connected as nonlinear load.

The proposed system consists of hybrid filter and its control techniques first
component is a low pass filter with inductor and capacitor are the main element.
Secondone is the active components constitutes six IGBTanda capacitor. Thepassive
filter is responsible for higher order harmonics, whereas the shunt active filter is
responsible for elimination of third harmonics which is very dangerous to the system.
For proper operation of the hybrid filter, an improved and modified instantaneous
reactive power theory is implemented for efficient and smoothing switching action
of the voltage source converter. The low pass part is tuned to eliminate higher order
harmonics. In this work, at first harmonics are generated intentionally by connecting
different types of nonlinear load in the source. One. PQ theory is developed followed
by the steps.

Fig. 1 Proposed system with improved controller
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3 Improved Instantanou Reactive Power Theory

In this work, at first harmonics are generated intentionally by connecting different
types of nonlinear load in the source. One part of the hybrid filter consists of LC
passive filter to eliminate the higher order harmonics, other part of the same hybrid
ffilter, i.e., the shunt active filter works to eliminate the lower order harmonics. The
main focus is to develop one control technique taking the PQ theory incorporating
the loss component for generation of reference signal in the proposed converter. PQ
theory is developed followed by the steps [4, 8, 15].

[
iα
iβ

]
=

⎡
⎣ 1 −0.5 −0.5

0 0.866 −0.866
0.5 0.5 0.5

⎤
⎦

⎡
⎣ iLa
iLb
iLc

⎤
⎦ (1)

In the same manner, α, β components of the system voltage can be expressed as
follows

[
Vα

Vβ

]
= 0.66

⎡
⎣ 0 −0.5 −0.5

0 0.866 −0.866
0.5 0.5 0.5

⎤
⎦

⎡
⎣Vsa

Vsb

Vsc

⎤
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From the above two equation, instantaneous active and instantaneous reactive
power drawn by the load can be expressed as refer in [8]

pL = Vαiα + Vβ iβ = PLDC + PLAC (3)

qL = Vαiβ + Vβ iα = QLDC + QLAC (4)

Vα, Vβ presents the instant voltage at point of common coupling and iα, iβ along
α, β axis represents the instantaneous value of the load current. The DC values of
PLDC and QLDC stands for active and reactive powers of the load in the fundamental
component, whereas PLAC, QLAC stands for ripples of active and reactive power
which are the results of harmonics and negative sequence components of current
due to nonlinear load. To extract the DC value of PLDC, in the proposed hybrid
filter a second-order low pass filter with cut off frequency of 20 Hz is inserted. The
component of the power passes through the low pass filter to remove the oscillating
component which is responsible for harmonics. Then a comparison is made between
themVDC and anotherDCvoltage of designed 700Vand the error generated is passed
through the proportional integral controller and loss in the active part is calculated.
The loss in the active part is added to the PLowpass to find the value of total PComponent,
then pComponent and the actual power p is compared. The error obtained PError is passed
to the next level. Now the instantaneous current iαx and iβx can be calculated as per
the following equations
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iαx = VαPError
V 2

α + V 2
β

(5)

iβx = Vβ PError
V 2

α + V 2
β

(6)

Now reverse Clarke’s transformation is implemented and the reference grid
currents are obtained followed by the below equation
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⎤
⎦ =
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]
(7)

Switching action of converter initiates after the error generates by making a
comparison with reference current and actual source current is fed to the hysteresis
controller. The block diagram of the complete control technique for generation of
switching action is given in Fig. 1.

4 Simulation Results and Comparative Analysis

In this section, the performance of the developed hybrid shunt power filter with
the proposed improved reactive power theory has been verified by connecting three
different types of nonlinear load such as R-L load with diode bridge rectifier, R-L
and L with diode bridge rectifier and RC load with the diode bridge rectifier in the
system.

4.1 Case 1-Diode Bridge Rrectifier and R-L Load

Details of the simulation work has been carried out by usingMATLAB/SIMULINK.
At first the model is prepared as per the magnitude of the parameter and improved
reactive power theory is implemented for switching action of the converter alongwith
hysteresis controller for three phase systemwith R-L connectedwith the diode bridge
rectifier. The simulated waveform of source voltage, load ccurrent, filter current and
source current after compensation is shown in the Fig. 2a–d the corresponding FFT
analysis of the ssource current before compensation and after compensation is shown
in the Fig. 3a, b, respectively. From FFT analysis, it is clearly understood that the
THD without using active power filter was 21.41% and it is reduces to a value of
1.45%.,which iswithin IEEE-519 standard. Each content of the harmonics amplitude
and phase after compensation is presented in Table 1.
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Fig. 2 Diode bridge rectifier with R-L load simulated waveform of a grid voltage, b load current,
c filter current, d source current

(a) (b)

Fig. 3 FFT analysis of diode bridge rectifier with R-L load, a load current, b source current

Table 1 Magnitude and phase of each harmonic’s contents of R-L Load

Harmonic order Percentage of reduction of magnitude
with the Improved controller

Phase angle with the improved
controller in degree

0 Hz (DC) 0.02 270.0

50 Hz (Fund) 100 1.5

150 Hz (h3) 0.01 58.2

250 Hz (h5) 0.24 201.4

350 Hz (h7) 0.16 93.7

450 Hz (h9) 0.03 159.0
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4.2 Case 2-Diode Bridge Rrectifier and R-L and R Load

Three phase system with R-L and R connected with the diode bridge rectifier. The
simulated waveform of source voltage, load current, filter current and source current
after compensation is shown in the Fig. 4a–d. The corresponding FFT analysis of the
source current before compensation and after compensation is shown in the Fig. 5a, b,
respectively. From FFT analysis, it is clearly understood that the THD without using
active power filter was 21.41% and it is reduces to a value of 1.52% by connecting
the developed hybrid filter with the proposed improved reactive power theory, which

Fig. 4 Diode bridge rectifier with R-L with R load simulated waveform of, a grid voltage, b load
current, c filter current, d source current

Fig. 5 FFT analysis of diode bridge rectifier with R-L and R load, a load current, b source current
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Table 2 Magnitude and phase of each harmonic’s contents of R-L and R Load

Harmonic order Percentage of reduction of magnitude
with the improved controller

Phase angle with the improved
controller in degree

0 Hz (DC) 0.80 90.0

50 Hz (Fund) 100.00 0.9

150 Hz (h3) 0.32 268.5

250 Hz (h5) 0.06 267.3

350 Hz (h7) 0.26 129.0

450 Hz (h9) 0.01 105.3

is within IEEE-519 standard. Each content of the harmonics amplitude and phase
after compensation is presented in Table 2.

4.3 Case 3-Diode Bridge Rrectifier and R and C Load

Three phase system with Rand C connected with the diode bridge rectifier. The
simulated waveform of source voltage, load current, filter current and source current
after compensation is shown in the Fig. 6a–d and corresponding FFT analysis of the
source current before compensation and after compensation is shown in Fig. 7a–b,
respectively. From FFT analysis, it is clearly understood that the THD without using

Fig. 6 Diode bridge rectifier with R–C load simulated waveform of, a grid voltage, b load current,
c filter current, d source current



15 Instantaneous Reactive Combined Loss Componenet … 203

Fig. 7 FFT analysis of diode bridge rectifier with R–C load, a load current, b source current

active power filter was 21.41% and it is reducing to a value of 1.81% by connecting
the developed hybrid filter with the proposed improved reactive power theory.

Each content of the harmonic’s amplitude andphasebefore and after compensation
is presented in Table 3. In Table 4, THD before and after compensation of three cases
presented.

Table 3 Magnitude and phase of each harmonic’s contents of R and C Load

Harmonic order Percentage of reduction of magnitude
with the Improved controller

Phase angle with the improved
controller in degree

50 Hz 100.00 1.6

150 Hz 0.16 −78.8

250 Hz 2.53 188.7

350 Hz 2.07 16.6

450 Hz 0.05 −62.0

Table 4 Analysis of THD for
the three different loads

S. No Diode bridge
rectifier

THD before
compensation

After
compensation

1 R-L 21.41 1.45

2 R-L and R 21.41 1.52

3 R and C 21.41 1.81
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Fig. 8 Experimental setup

5 Experimental Validation

The validation of the efficiency of hybrid power filter with the discussed controller is
carried out through experimental work, a laboratory prototype is set up in the power
system laboratory in. For the laboratory prototype development, programmable AC
source, Semikron inverter with diode bridge rectifier, resistive, inductive and capac-
itive load banks have been utilized. For the controller implementation dSPACE
embedded control board has been employed.

This control board received sensed voltage and current signals by utilizing voltage
and current sensors. By the execution of controller switching signals has been gener-
ated for the hybrid shunt power filter to provide the compensating signals. The current
harmonics present in the load current due to the presence of nonlinear loads have
been mitigated by the hybrid shunt filter.

The experimental setup along with the results are shown in the Figs. 8 and 9a–b,
respectively. THD analysis of the experimental results shown in Fig. 10a, b.

6 Conclusions

The proposed hybrid active filter with the improved reactive power theory imple-
mentation as controller for switching operation is verified through simulation and
experimentation. It is observed that improved reactive power theory with combine
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Fig. 9 a Source voltage and load current, b source voltage and source current

(a) THD load current (b) THD source current

Fig. 10 a THD load current, b THD source current

current controller works efficiently to reduce the level of harmonics in different types
of load such as diode bridge rectifier with RL, R-L and R, R and C. In each case the
total harmonics distortion is measured before compensation and after compensation.
This result is acceptable by the standards of IEEE 519. In conventional reactive power
theory the low pass filter error has not been taken into account but in this improved
method error has been taken in to consideration which leads to better performance.

7 Appendix

Circuit Parameter Values

Nominal frequency in Hz 50

Source voltage (Line Voltage) in Volt 120

(continued)
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(continued)

Circuit Parameter Values

Line inductance in H 0.001

Reference dc voltage in Volt 400

Dc bus capacitance in micro farad 1000

PI controller gain chosen 0.3

Load resistance and inductance in Ohm and Henry 3, 0.010

APF inductance value in mH 1
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Chapter 16
Space Vector Pulse Width
Modulation-Based DSTATCOM for
Harmonic Compensation

Pushpanjali Shadangi, Sushree Diptimayee Swain, and Gayadhar Panda

Abstract This article deals with the implementation of Distribution Static Com-
pensator (DSTATCOM) with space vector pulse width modulation (SV-PWM) tech-
nique for harmonic compensation. To create reference current for compensation,
here, we are applying Modified Instantaneous Reactive Power Theory (M-IRPT)
control mechanism. Pulses pattern for switching is generated by using SV-PWM
technique. Main objective of using this control mechanism is to bring down total
harmonic distortion (THD) below 5% to satisfy the IEEE-519-1992 standard recom-
mendation for THD. The proposed model is simulated by using Simulink version of
MATLAB2016 for M-IRPT control scheme for SV-PWM followed by experimental
verification. The obtained result is then again verified for both techniques by using
SV-PWM technique and carrier-based pulse width modulation (CB-PWM).

Keywords Harmonics · DSTATCOM · Modified instantaneous reactive power
theory (MIRPT) · Space vector pulse width modulation (SV-PWM) · Carrier based
pulse width modulation (CB-PWM)

1 Introduction

When we talk about harmonic compensation, the first element comes in our mind is
DSTATCOM[1] (distribution static compensator) is nothing but amember of flexible
alternating current transmission systems [2] (FACTS) ancestry, which is fabricated
to tackle all power quality-related issues. As everybody knows about the applications
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of nonlinear loads [3] in all the load centers, they absorb non-sinusoidal component
of power for their operations. These loads like converters, switching devices, fur-
naces etc. These nonlinear loads generate bulk amount of distortions in the power
supply, consequences of which affects the operations of all the connected devices.
It disturbs the stability and power quality parameters. These nonlinear loads cause
harmonic pollution in the power electronics environment. A power system is said
to performs better when it satisfies all the IEEE standards. With the use of ample
amount of thyristor-based devices in load centers are generating harmonic distortions
[4]. There are many devices such as cyclo-converters, furnaces, thyristor rectifiers
and inverter-based appliances. The nonlinear loads creates the power quality [5]
problems; they create poor performance, worst power factor and also diminishes the
machines working span. These creates insulation breakdown of insulators. Distribu-
tion static compensator (DSTATCOM) mitigates all harmonic content of current of
higher orders. As the application of nonlinear loads are widely used by the sectors
such as in industries and commercial.

Due to vast applications of nonlinear loads, harmonic distortions of power supply
take place. Results into load perturbations and produces more power quality issues.
Main causes of harmonics generations influences poor quality and leads tomanymore
disturbances. DSTATCOM environment is very helpful and mature technology for
reactive power compensation [6], bus voltage regulation, load balance and neutral
harmonic current suppression in the mains. DSTATCOM is mainly utilized for the
reactive power equilibrium and neutral current compensation [7]. It also overcomes
the voltage-related issues. DSTATCOM is very much suitable for current-related
power quality issues.

Performance of DSTATCOM depends upon the reference current generation
scheme [8]. M-IRPT (modified instantaneous reactive power theory) is proposed
by Akagi is utilized here. There are lots of methods to generate reference frames are
available like instantaneous-reactive-power-theory (IRPT) [9], synchronous-frame-
theory (d–q theory), modified IRPT, dual IRPT etc. Main motive of considering
DSTATCOM technology is the advent of fast self-recovery from waveform distor-
tion due to use of insulated gate bipolar transistor (IGBT) [10].

Control algorithm is designed to rectify the power factor, elimination of harmonics
distortions.DSTATCOMinjects the compensating current at commoncouplingpoint.
DSTATCOM with some improvements is able to provide fast corrections for the
dynamically changing loads such as arc furnace and traction. Pulse widthmodulation
[11] scheme eliminates frequency fluctuation issues.

SV-PWM [12] is a specific switching plan combines six IGBTs. The switching
pulses [13] of device can be adjusted easily.

SV-PWMismost versatile due to its robustness both in hardware and software. SV-
PWM is very critical if it is very sophisticated while generation of switching pulses.
SV-PWM depends on CB-PWM (carrier based PWM) [14] to obtain best output.
Motive of writing this paper for dealing with SV-PWM, the difference between M-
IRPT-SVPWM and M-IRPT, CB-PWM. To get better control such type of control
scheme is required.
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Fig. 1 Circuit diagram of DSTATCOM

In this paper, SV-PWM and CB-PWM control approach is proposed for the
DSTATCOM.Proposed scheme is to enhance the compensation capability ofDSTAT-
COM. The execution characteristics of scheme is used to maintain the power balance
[15] at three-phase three-wire system.

The paper organized as: Sect. 1 dictates introduction, Sect. 2 elaborates the
model configuration alongwith providing deep information about existing controller.
Section 3 shows controller designing and mathematical analysis of M-IRPT algo-
rithm. Section 4 explains about SV-PWM technique. Sections 5 and 6 deal with the
simulation and exploratory results part respectively and the last section, i.e., Sect. 7
wind up of article with superior outcomes.

2 Model Configurations

The topology of DSTATCOM is presented by Fig. 1. The diode bridge-rectifier con-
nected series (R–L) load, chosen as nonlinear load. Rs represents source resistance.

In M-IRPT DSTATCOM system with resistive impedance Rf and inductance, L f

of balanced source is couples with a dynamic load via transmission system.
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3 Controller Design

3.1 Mathematical Modeling of Modified Instantaneous
Reactive Power Theory (M-IRPT)

The IRPT is based on a–b–c to d–q–0. This theory considers whole into a single
unit. The p-q theory is a set of real matrix which contains three phase quantities
into alpha–beta stationary frame. Only α − β components will be considered here
because no zero component exist in the three-phase three-conductor system analysis.
In IRPT-based algorithm of DSTATCOM, load currents and voltages at the point of
common coupling is sensed for calculating the instantaneous reactive and active
powers as shown in Fig. 2.

[
vα

vβ

]
=

√
2

3

[
1 − 1

2 − 1
2

0
√
3
2 −

√
3
2

]⎡
⎣ vsa

vsb
vsc

⎤
⎦ (1)

[
iα
iβ

]
=

√
2

3

[
1 − 1

2 − 1
2

0
√
3
2 −

√
3
2

]⎡
⎣ iLa
iLb
iLc

⎤
⎦ (2)

The above twoEqs. (1) and (2), real and reactive power can be as evaluated Eq. (3).
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DC and AC components of active-reactive power can be written as in Eqs. (4) and
(5).

p = p̄ + p̃ (4)

q = q̄ + q̃ (5)

In given expressions, DC powers must be evaluated by applying filters. Power factor
correction mode is considered for power calculation as given below:

p = p̃ + ploss (6)

q = 0 (7)

Reference current can be written as shown in Eqs. (8) and (9).
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Fig. 2 Block diagram of M-IRPT reference signal generator
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ω is the angular rotation of d–q axes. Voltages vd and vq as in Eq. (10) are then send to
filters for harmonic filtration by using filter having cut-off 50Hz. Harmonic filtration
for voltage is given by usingM-IRPT control technique for source voltage harmonics
filtration to make it perfectly sinusoidal. Zero-sequence voltage components are
filtered out. The obtained results after harmonics elimination, vd and vq are converted
to αβ by applying conventional IRPT method as in Eq. (11):

[
vcα

vcβ

]
=

[
cosωt sinωt

− sinωt cosωt

] [
vd

vq

]
(11)
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Fig. 3 SV-PWM implementation block

4 Controller Design for DSTATCOM Using SV-PWM
Technology

Voltage controllers are applied to control the switching operation of IGBT’s in
DSTATCOM is space vector pulse width modulation (SV-PWM). It has six num-
ber of IGBT switches (from s1 to s6). Different switching combination are used, this
controller generates many combination of outputs. This SV-PWM is an another kind
of pulse width schemes. It generates a vector as a reference signal. SV-PWMmethod
is superior than other pulse width modulation techniques. Reference vector is a tes-
timonial recompense voltage evaluated by M-IRPT method using d–q-plane in αβ.
The ON–OFF conditions of IGBT’s are depends on the availability of recompense
voltage vector on α − β-plane.

Probable combination of commuting pulses are: 000, 001, 010, 011, 100, 101, 110,
111. Total eight pulses, switching pulses (v1–v6) and dual-zero pulse states is (V0).
There are some certain steps are required for SV-PWM control signal generation:
Step-1: Calculate the reference signal magnitude and vector. Step-2: Calculation
pulse duty cycle TA, TB , TC for individual zone. Step-3: Determination of on-off
duty of IGBT switch. Step-4: Comparison of duty triangular wave to produce six-
pulses for IGBT’s. Control pulse generation procedure for SV-PWMscheme is shown
as Fig. 3.

Step-1: Reference voltage vector parameters is written as:

∣∣V ∗∣∣ =
√
V ∗2
cα + V ∗2

cβ (12)
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θ∗ = tan−1

(
V ∗
cβ

V ∗
cα

)
(13)

V ∗
cα and V ∗

cβ are recompense voltage components byM-IRPTmethod in αβ-plane,
V ∗ is the recompense pulse vector, θ∗ is angle of reference signal.

Step-2: Switching duty and switching pattern calculation: Duty period: V ∗ creates
dual active and single zero vector. For sector-1 (0–π /3): V ∗ are created with V0, V1,
V2. V ∗ can be estimated in terms of time duration as:

Vref · Tc = V1 · T1/T2 + V2 · T2/Tc + V0 · T0/Tc (14)

V ∗ = V1T1 + V2T2 + V0T0 (15)

Tc is the total cycle
Tc = T1 + T2 + T0 (16)

V ∗, V1, V2, V0 is written in the form of magnitude and vector as given below:

V ∗ = V ∗r jθ (17)
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3
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3
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j π
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V0 = 0 (20)
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3
+ j sin

π

3
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Place the values of V ∗, V1, V2 and V0
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Separate real and imaginary terms given Eq. (23), T1 and T2 can be calculated as

T1 = Tc ∗
√
3V ∗

Vdc
sin

(π

3
− θ

)
= Tc ∗ a ∗ sin

(π

3
− θ

)
(24)

T2 = Tc ∗ a ∗ sin θ, (25)
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0 < θ <
π

3
(26)

Modulation index is ‘a’. The calculation of duty times for ‘n’ no. of sectors is,
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(
π

3
− θ + n − 1

3
∗ π

)
(27)
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3
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(
(n − 1) π

3

)]
(29)

T0 = Tc − T1 − T2 (30)

Step-3: Pulse with timing evaluation for every slot contains seven switching pulse
states for every cycle. For example, when first sector goes through switching states
as follows: 000–100–110–111–110–100–000, one complete cycle then returns to its
initial point. That happens at the interval Tc and can be divided into seven switching
pulse slots. There are three zero vectors.

Tc = T0
4

+ T1
2

+ T0
2

+ T2
2

+ T1
2

+ T0
4

(31)

For first sector, the switch kept “ON” in duration T0 and Tc − T0
4 in the first cycle

of phase, then between T0
4 + T1

2 for second cycle of phase, and like wise. The duty
period of every slot can be seen from Table 1.

Step-4: Comparison of T1, T2, T0 with the triangular carrier six pulse generation
needed with IGBT’s.

5 Simulation Results

The block form representation of M-IRPT with SV-PWM modeled DSTATCOM
can be realized by using MATLAB simulation. Effectiveness of the proposed plan
is examined with verification is also confirmed. Availability of total harmonics dis-
tortions (THD), are they confined with in the IEEE standard tolerance band or not?
After the examinations it can understood that the THD remains under IEEE Stan-
dard 519-1992. For the validity of M-IRPT with SV-PWM modeled DSTATCOM,
two chronologies have been taken which are (i) Case-1: For diode modeled rectifier
coupled to R–L type load, (ii) Case-2 For system parameter variations.
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Table 1 Switching pattern generation

Sector Top switches: S-1, S-3, S-5 Bottom switches: S-4, S-6, S-2

1

S1 = TA + TB + T0
2

S3 = TB + T0
2

S5 = T0
2

S4 = T0
2

S6 = TA + T0
2

S2 = TA + TB + T0
2

2

S1 = TA + T0
2

S3 = TA + TB + T0
2

S5 = T0
2

S4 = TB + T0
2

S6 = T0
2

S2 = TA + TB + T0
2

3

S1 = T0
2

S3 = TA + TB + T0
2

S5 = TB + T0
2

S4 = TA + TB + T0
2

S6 = T0
2
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2

4
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2
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2
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2
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2
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2
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2

S3 = T0
2
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2
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2
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2

6

S1 = TA + TB + T0
2
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2
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2
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2
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2
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2
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Fig. 4 Source current THD without compensation a Case-1, b Case-2; source current THD with
compensation c Case-1, d Case-2

Before compensation, simulation results of source current for R–L load condition
for Case-1 is 24.7% and for Case-2 is 34.29%. Figure4a, b shows that THD is now
reduced up to 3.73 and 4.23% displayed in Fig. 4c, d, which is very less and under
the IEEE standards.
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Fig. 5 Experimental results obtained for a before compensation load current waveform, post com-
pensation source current waveform for Case-1, b post compensation source current waveform of
Case-2

6 Experimental Results

For validating the working characteristics of M-IRPT with SV-PWM modeled
DSTATCOM, an experimental set-up has been prepared. For different load fluc-
tuations like (i) Case-1: For diode modeled rectifier with R–L load, (ii) Case-2 For
system parameter variations are taking into account for experiment. Supply voltage
of value 100V was chosen for investigation purposes. SEMIKRON-based inverter
interpolates as ON-OFF component.Results obtained from hardware set ups are visu-
alized by CRO. Figure5a displays load current waveform before compensation and
source-current post corrections for Case-1. The experimental source current wave-
forms with by M-IRPT modeled DSTATCOM for Case-2 displayed by Fig. 5b.

7 Conclusion

DSTATCOM implemented with control algorithm of M-IRPT with SV-PWM as a
reference signal generation has been proposed in this paper. This strategy exploits
harmonic components by employing proposed control approach. As we all know
that conventional control technique-based DSTATCOM has been studied by many
researchers are very simple in realization achieved good performance under specific
load dynamics. But there is a time delay in the conventional methods found, hence,
theDSTATCOMperformance became slow.Hence, harmonic suppression is not fast.
Therefore, a SV-PWM along with M-IRPT based DSTATCOM is developed. A real-
time realization of DSTATCOMmodel has been executed on experimental hardware
set up. Simulation using MATLAB as well as exploratory performances proves the
efficaciousness of themodel SV-PWMwithM-IRPT approach. Source current output
obtained from simulation without compensation with R–L load for Case-1 is 24.7%
and for Case-2 is 34.29%. Figure 4 shows that the THD is decreased up to 3.73
and 4.23%. From experimental result, we can see the clarity and smoothness of load
current and source current wave forms. This investigation specifies the requirement
of compensating network set up with appropriate control mechanism is required
while working with any kind of power system functioning.
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Chapter 17
PV-Fed DC Link Voltage Control
Techniques Implementation in Shunt
Active Filter

Padiyar Dharani Deepika and Pratap Sekhar Puhan

Abstract Issues of power quality on combined conventional and non-conventional-
based sources and its solution are one of the recent researches in the area of power
quality. This paper presents power quality improvement using a PV-fed shunt active
power filter. The proposed system is designed to keep two things in mind: PV-based
renewable source is used to maintain the capacitor voltage of inverter constant and
also maintain the supply as and when required and conventional PQ theory and P&O
algorithm used in the system for smooth operation of the filter and maximum power
point tracking, respectively. The performance of the proposed system is verified
through simulations.

Keywords Harmonics · PQ · SAPF · PQ theory · P&O · MPPT

1 Introduction

Harmonics in generating station is very less, and it is negligible, but in distribution
system, it is becoming more and more as the use of power semiconductor devices
increases in a rapid rate in the recent age [1–3]. Starting from the domestic sector to
other important sector such as industrial, communication and transportation, elec-
tronics equipment plays the major role as load. These loads are nonlinear in nature
and draw nonlinear current from the source; the nonlinear current that multiplies
with source impedances results in nonlinear voltage; when this nonlinear voltage is
removed from the sinusoidal source voltage, the result is a non-sinusoidal voltage
which will appear across the point of common coupling in the distribution system
[4–6] and affect the operation and performance of all other equipment connected to
the same PCC [3], so it is crucial and necessary to maintain the voltage across all the
loads constant so that the power quality can be maintained properly [7, 8].
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The effect of these harmonics is suppressed through different types of arrangement
in the past. Recent development trends are toward the active filters, hybrid filters, etc.
[9]. Though many work in the literature discussed the performance development of
different types of filters [10] using various techniques to improve the power quality
in a distribution system, still research is going on for further development in this area
[11].

The use of conventional source of energy in the recent age is not only creating
different types of adverse effect such as stability issues, pollution of the environment
[7], but also it gradually depleted, so the alternative is the renewable energy source,
and now, distributed generations are coming with a large number. The combina-
tion of conventional and non-conventional-based power systems is one of the best
alternatives for stability and environmental aspect.

In this work, a system is proposed to eliminate the impact of harmonics contents
and maintain the power quality, and a shunt active filter is designed to eliminate
the harmonics due to the nonlinear load. The accurate operation of the filter not
only depends on the reference signal generation technique but also depends on the
magnitude of the DC voltage across the voltage source converter. In order tomaintain
the voltage constant a PV source is fed to it, the main objective of the PV connection
ismaintaining voltage of the filter and giving supply to the load as andwhen required.
Though several work is reported in this area [12, 13], the design aspect and proper
control implementation in the active power and proper operation of the PV source
play the major role for further performance improvement to maintain the power
quality.

The paper’s introduction is discussed in Sect. 1 which includes some reviews
based on power quality analysis through different configuration, Sect. 2 presents
the proposed system of the work, Sect. 3 presents the details about maximum point
tracking and the PQ theory implementation for generation of reference signals, and
Sects. 4 and 5 present the result and analysis and conclusions, respectively.

2 Proposed System

The proposed system is designed to keep two problems in mind: First, the system
supply will continue throughout the operation and harmonics contents suppression
due to load. The system consists of both conventional and non-conventional PV
sources, a shunt active filter, and diode bridge rectifier along with R–L as load.
The used filter is a voltage source filter which constitutes of six IGBT and DC link
capacitor. To maintain the voltage in the link constant throughout the operation for
successful switching action of the inverter, PV source is fed to the capacitor through a
boost converter which consists of several components such as IGBT, inductor, capac-
itor, and a diode bridge as shown in Fig. 1. The PV source is associated with voltage
and current sensors as it is required for MPPT. MPPT controller gives the signal to
the boost converter as and when required. The control technique implementation is
in the proposed filter, and PV source is described in the next section.
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Fig. 1 Basic configuration of the system

3 Control Techniques in the Proposed System

In this work, two important control techniques are implemented to the PV source
and proposed filter to extract the maximum power and generation of the reference
signals, respectively. The control techniques are described separately for simplicity.

3.1 MPPT Algorithm Implementation in PV Source

PV cell along with DC/AC modules frames the PV system. When the PV system
comes under the influence of sunlight, photons are observed and develop hole which
is proportional to the radiation. The output current equations for the analysis and
maximum power point tracking using P&O algorithm are accessible from Fig. 2 and
flowchart in Fig. 3.

Fig. 2 Proposed circuit of PV system
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Fig. 3 Flowchart for P&O algorithm

In the given figure, the total current and photon current are related by the equations

I = Iphi − Idi − Ishi (1)

Iphi, Idi, Ishi stand for light, diode, and resistance current.
Ideal diode current magnitude is expressed as

Idi = I0
[
exp(v + I Rsh/nvt) − 1

]
(2)

n, I0, vt stand as diode factor, current saturation, and voltage in the thermal range.

vt = KTc
Q . K is constant.
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Combining the equation for diode current and shunt current, the output current
equation is given by

I = IPhi − I0
[
exp(v + I Rsh/nvt) − 1

] − v + Ishi
Rsh

(3)

The most popular algorithm P&O is used in this work which is dependent on
current and voltage incremental conductance values to track maximum power point
(MPP) due to its simplicity [7, 12]. The VI Characteristics and PV characteristics are
shown in (Figs. 4 and 5). The P&O algorithm can be understood by the flowchart as
shown in Fig. 6 and used in this work to track the maximum power.

As per the work, IV and PV characteristics are extracted at a value of 1000 W/m,
2500 W/m2, and 100 W/m2 at 25 °C and are presented in Figs. 7 and 8, respectively.
The solar power increases as radiation increases, keeping temperature constant, and
solar power decreases as temperature varies, keeping radiation constant.

Fig. 4 V–I characteristics of
solar panel

Fig. 5 PV characteristics of
solar panel
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Fig. 6 Block diagram of PQ theory

Fig. 7 Load current

Fig. 8 Compensating current
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3.2 PQ Theory Implementation in the Proposed Filter

The accurate switching signal generation of the proposed shunt active filter for injec-
tion of compensating current is achieved if the reference signal generation is appro-
priate. Many works in the literature reported PQ theory for its accurate estimation of
reference signal [12], and this work is also PQ theory [13]. The mathematical steps
presented are followed by the block diagram shown in Fig. 6, assuming the voltage
of the voltage source inverter is constant, and it is maintained by the PV system.

This theory transforms the voltage and current of the load into two components
as α, β followed by the below equations

[
Vα

Vβ

]
=

√
2

3

[
1 − 1

2
1
2

0
√
3
2 −

√
3
2

]⎡

⎣
Va

Vb

Vc

⎤

⎦ (4)

[
iLα

iLβ

]
=

√
2

3

[
1 − 1

2
1
2

0
√
3
2 −

√
3
2

]⎡

⎣
iLa
iLb
iLc

⎤

⎦ (5)

Active and reactive power at a particular instant under consideration

[
PL
QL

]
=

[
Vα Vβ

Vβ −Vα

][
iLα

iLβ

]
(6)

PL and QL are expressed as follows

PL = P̃ + p

QL = Q̃ + q
(7)

where P̃, p, Q̃, q stand as desired real, compensating, desired reactive, and compen-
sating power at the particular instant.

Compensating power is expressed as follows in Eq. 7

pc = −p + ploss
qc = −qL

(8)

where loss compensation is done by active power loss as ploss. Inversion of matrix
takes the loss component into consideration for reference

[
i∗cα
i∗cβ

]
= 1

v2α + v2β

[
Vα Vβ

Vβ −Vα

][−p + ploss
−qL

]
(9)
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− 1
2
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3
2

1
2

−√
3

2

⎤

⎥
⎦

[
i∗cα
i∗cβ

]
(10)

For separation of the instantaneous power direct term from alternating one, a
low pass filter (LPF) with feedforward effect is used. DC link voltage regulator is
responsible for compensation as well as for transient response. Hence, the actual
value of DC capacitor voltage has to be compared with the reference one, and the
differential error is fed to a PI control.

4 Results and Analysis

The results of simulation of PV-fed filter can be observed in the figures. Proposed
filter is perfectly filtered out the harmonics by using PQ theory which reduces the
THD of the system and improves power quality of the system and also supplies the
PV output power to the load. The simulatedwaveform of the load current is presented
in Fig. 7, the load current signal is distorted, and to make it sinusoidal, filter current
is injected from the shunt active filter after t = 0.02 s. The simulated waveform of
the filter current and source current is shown in Figs. 8 and 9, and the source voltage
is shown in Fig. 10.

At t = 2 s, PV system is connected. Figures 11 and 12 present the DC voltage
with and without PV and source current with and without PV, and source current
is decreased as the PV system is connected at t = 2 s to t = 5 s which means the
contribution of power to load is higher from PV. The transfer of real power from
source to the load also reduced at t = 2 s as shown in Fig. 13 means the higher
contribution from solar. Figure 14 shows the active power which is compensated at
t = 0.02 the shunt active filter.

Fig. 9 Source current

Fig. 10 Source voltage
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Fig. 11 DC voltage with and without PV

Fig. 12 Source current with and without PV

Fig. 13 Active power with and without PV

Fig. 14 Reactive power with and without PV

The analysis of power quality with PV and without PV is carried out through
total harmonics distortions (THD). In the presence of nonlinear load, the harmonics
content is 28.33% of fundamental as shown in Fig. 15. The moment the filter is on it
comes down to 4.98% of fundamental, and when PV is fed to shunt, it comes down
to 3.33% of fundamental followed in Figs. 16 and 17, respectively.
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Fig. 15 THD analysis without filter

Fig. 16 THD analysis without PV

Fig. 17 THD analysis of shunt active filter with PV
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5 Conclusions

The efficient operation of the proposed system for the power quality is verified
through simulation. PV-fed shunt active power filter not only reduces the harmonics
contents in the signals efficiently but also compensates the reactive power in an
efficientmanner.MPPT algorithm implementation is suitable to export themaximum
active power to the load as and when required. It also supplies the PV power to
the load the moment when some disturbances occurred in the conventional system.
THD analysis of source current without PV gives good results, but with PV, the
performance is improved by reducing the harmonics contents which are within the
IEEE 519 standard.
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Chapter 18
Detection and Classification
of Transmission Line Faults Using ANN

Parveen Poon Terang, Sanjiba Kr Bisoyi, Chitra Ranjan, Aviral Krishna,
Aysuh Raman Rai, and Anushka Singh

Abstract Transmission lines of any electrical power system are a crucial means to
provide electricity continuously to the end consumers. However, since these trans-
mission lines are vulnerable to their surroundings, there are higher chances of an
event leading to a run down. Such a disruption needs to be remedied quickly to
protect the power system and continue the flow of electricity as per demand. There-
fore, this paper has an objective to present a valid solution to control such a situation
for betterment of the power system. The work attempted in this paper is an abso-
lute, reliable and swift technique using the artificial neural network (ANN) to detect
and classify the faults that occur in electrical transmission lines. The proposed idea
takes into account an IEEE 9 bus system for generating data sets for training the
ANN. Implementation of the presented method is done on the IEEE 9 bus system
for detection and identification of fault types to provide evidence of its credibility.

Keywords Artificial neural network · Backpropagation · Fault detection · Fault
classification · IEEE 9 bus system ·Mean square error (MSE)

1 Introduction

Transmission lines are an integral segment of the electrical system that is complex
and spreads over an extensive area and performs a pivotal role of connecting both
the generation and the distribution subsystems. They transfer power to the load sites
making them a crucial segment of the electrical power system. Exposure of trans-
mission lines to the environment makes them susceptible to the surrounding, subse-
quently making them more prone to faults. There could be various environmental

P. P. Terang · S. K. Bisoyi · C. Ranjan · A. Krishna (B) · A. R. Rai · A. Singh
Department of Electrical Engineering, JSS Academy of Technical Education, Noida, India

P. P. Terang
e-mail: ppterang.eed@jssaten.ac.in

S. K. Bisoyi
e-mail: sanjibabisoyi.eed@jssaten.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
G. Panda et al. (eds.), Sustainable Energy and Technological Advancements,
Advances in Sustainability Science and Technology,
https://doi.org/10.1007/978-981-16-9033-4_18

233

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-9033-4_18&domain=pdf
mailto:ppterang.eed@jssaten.ac.in
mailto:sanjibabisoyi.eed@jssaten.ac.in
https://doi.org/10.1007/978-981-16-9033-4_18


234 P. P. Terang et al.

conditions responsible for the occurrence of faults such as strong winds, storms or
deposition of snow or ice on the lines. Fault is an anomalous condition of flow of
current in the electrical system [1]. The faults that occurred could be open and also
could be a short-circuit fault [1]. Open circuit or series fault disturbs the symmetry
of the system and causes unbalance. The short-circuit fault can be classified further
into two parts. Symmetrical faults, i.e. three-phase fault is an acute fault occurring
albeit it occurs rarely. When a conductor comes in contact with the ground, an L–
G fault takes place. Seventy per cent of L–G faults occur, whereas L–L or L–L–G
faults occur 15% and 10% times, respectively. The unsymmetrical faults have to be
corrected as soon as possible to avoid the cascading of faults which could lead to a
three-phase fault which damages the entire system. Pressure is applied on the system
during a fault that is capable of harming the insulation and the various other elements
of the system [2–4]. In order to rectify the fault, it is paramount to determine and
classify the faults. Different methods each having their own pros and cons have been
invented through the course of time, namely Fourier transform [5, 6], wavelet method
[7–9], fuzzy logic [10–12], artificial neural network [13–15]. Researchers these days
are inclined towards the use of intelligent methods so as to obtain a better result for
fault recognition.

In this paper, an attempt has been made to lay emphasis on the application of
artificial neural network (ANN) for obtaining a system that determines and classifies
the faults occurring in an IEEE 9 bus system. ANN is a popular technique when it
comes to prediction andmodelling because of its generalization capacity, robustness,
high processing speed and tolerance to faults even in large and complex systems.
The system in this work takes into account all the ten faults that occur in the system.
MATLAB/Simulink is used for simulation of the 9 bus system, and the neural network
toolbox is used for the detection and classification purpose.

2 Proposed System

The standard system taken into consideration is IEEE 9 bus system. This system
consists of nine buses, three sources, three transformers, three loads and one fault
box. Here, the three sources include two PV generators and one swing generator. In
the case of buses, Bus 1 is a slack bus connected with a swing generator, and Buses
2 and 3 are voltage buses connected with a PV generator. All the remaining buses
are load buses connected with the three loads. The loads taken are three-phase RLC
parallel loads. All the transformers here are step-up transformers, a transformer at
Bus 1 steps-up the voltage from 16.5 to 230 kV, a transformer at Bus 2 steps-up the
voltage from 18 to 230 kV, and a transformer at Bus 3 steps-up the voltage from
13.8 to 230 kV. A nominal pi model transmission line is taken here, having a length
100 km, and the frequency used for RLC specification is 60 Hz. The fault box, which
is placed in between two buses, is there to provide the type of fault which is to be
considered in this system (Fig. 1).
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Fig. 1 SLD of the considered system

3 Methodology

Figure 2 shows the flowchart of the methodology. This flowchart shows the step-by-
step process followed to use ANN for fault detection in electrical transmission lines.
First of all, the different fault conditions are created using the IEEE 9 bus system
Simulink model. The fault between Bus 8 and Bus 9 was assumed for simulation
of faults. Different fault conditions were created which were single line-to-ground,
line-to-line and double line-to-ground and three-phase faults. Then, the faulty voltage
and current values were obtained and tabulated in an Excel sheet for different phases
that gave a total of ten types of faults. The values obtained were used as the input data
set for the ANN toolbox that helps in the fault detection and classification processes
[16]. The ANNwas trained using the neural network toolbox. The feedforward back-
propagation algorithm used as in the output set was used as a feedback to the input.
The Levenberg–Marquardt algorithm was used as the training algorithm for both the
processes of identification and classification. Training is done for fault classification
in ANN after the successful completion of the fault detection. The output obtained
is swift, accurate and reliable through training and testing of ANN done until the
desired performance is satisfactorily obtained. In the final step, implementation was
done after running the ANN by adding it to the simulation model.
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Fig. 2 Methodology

4 Artificial Neural Network

Theword neural comes from the name coined for the basic unit of the nervous system
called the ‘neuron’. The network of such is regarded as the neural network. When
the power of a network of neurons in a brain is implemented into an artificial set
of things which can somewhat simulate a similar behaviour, thus it is regarded as
artificial neural networks. ANN can be described as a set of primary neurons that are
interlinked in biologically inspired simulations configured to do certain tasks like
clustering, detection, classification, pattern recognition. These neuron-termed units
are organized in several layers, and the architecture of ANN can be understood with
the layers it comprises as shown in Fig. 3.
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Fig. 3 Model of artificial neural network

1. Input Layer
The artificial neurons (termed as units) received as input from the experimenter
comprise the input layers. The actual learning and recognition on the network
happen in this part of the architecture.

2. Hidden Layer
The hidden layers are the middle layers hidden in between input layers and the
output layers. The significant role of a hidden layer is to take the input from
the input layers and derive something meaningful to transform this data for the
output layer to use it in some useful way.

3. Output Layer
The last layer, that is the output layer, consists of units that react to the data fed
into the system and also understand whether the system learned any/null tasks.

4.1 Characteristics

ANN is a highly accepted and implied method for fault detection and identification
due to the following mentioned characteristics of ANN implication:

1. ANN can model nonlinear problems to predict output for a given input from
the training values.

2. The functionality of ANN is affected by the training algorithm employed.
3. The quantity of the output data set is somehow directly proportional to the

number of variables recognizable.
4. Multiple transmission line configurations are possible for training and testing

of ANN.
5. Simulation of the network can be done with various methods.
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6. ANN is highly capable to deal with the physical changes in the power system.
7. Its working depends on simple operations, and the result obtained is quick,

accurate and reliable.
8. It can easily deal with problems having massive amount of information.
9. It has a great degree of fault tolerance and processing speed which deal with

complicated calculations easily.
10. Its ability to learn the relation between the selected input and output allows the

users to test and explore the simulation easily and in a short duration of time.

4.2 Backpropagation Algorithm (BPNN)

Backpropagation algorithm is a technique with the help of which the weights are
tuned to decrease the error rate. In this algorithm, the output has been used as a
feedback to input which helps in calculating the changes in value of weights. The
product of input data and weights is used as an input into the hidden layer, and then
products of weight and output of the hidden layer are given into the output layer as
an input which has then been compared to the output of the output layer and target
output by which MSE is calculated. If MSE is within the permissible boundary, then
the algorithm will end, but if it is very large or not good, then this goes back to the
input layer, and now, weights are changed, and this process is repeated until we get
the best result. This whole process is done in each iteration until a zero or very less
error is obtained; which means the difference in target output and system output is
zero or very less [17].

5 Fault Detection Using ANN

For fault detection, the neural networkfitting tool inMATLABhasbeenused. For this,
one input layer with six neurons which are the RMS value of currents and voltages
of all the three faults, twelve hidden layers and one output layer with one neuron
which will either be 0 or 1 has been considered. In this method, six inputs are the
RMS voltage value of all three-phases and the RMS current value of all three phases.
The target output has been set as 0 and 1, which means 0 for no fault conditions and
1 for fault conditions. In this work, 850 values of RMS voltages and RMS currents
of each of the 10 faults were taken; total of 8500 values for fault and 1000 values of
RMS voltage and RMS current of all three phases for no-fault condition. For training
purposes, algorithm used is the Levenberg–Marquardt algorithm which is the most
robust and fastest algorithm [18]. In Table 1, it can be clearly seen how the input and
target output has been taken (Fig. 4).
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Table 1 Input data and target output data

Input data Target output data

Voltage Current Target output

Phase a Phase b Phase c Phase a Phase b Phase c

9979.366 9911.603 3392.361 2773.193 2874.185 4231.629 1

19,979.38 9911.609 3392.356 2773.229 2874.16 4231.622 1

9979.395 9911.613 3392.352 2773.265 2874.135 4231.614 1

9979.411 9911.616 3392.347 2773.301 2874.11 4231.607 1

9979.428 9911.619 3392.343 2773.338 2874.086 4231.599 1

9979.447 9911.62 3392.34 2773.375 2874.063 4231.591 1

9979.466 9911.62 3392.337 2773.413 2874.04 4231.582 1

9979.486 9911.618 3392.334 2773.451 2874.018 4231.573 1

9979.507 9911.615 3392.332 2773.489 2873.996 4231.565 1

9979.529 9911.611 3392.33 2773.527 2873.975 4231.555 1

9997.69 9997.493 9997.928 2840.113 2840.094 2840.209 0

Fig. 4 Neural network configuration 6-12-1

6 Fault Classification Using ANN

Fault classification was also done by using a neural network fitting tool. In classifica-
tion, one input which has six neurons, the same as in fault detection which are RMS
value of currents and voltages of all three phases, was considered. In addition, 16
hidden layers and 1 output layer with 4 neurons which are three phases and ground
were considered. For classification, four neurons are output with three phases and
ground, so as an example, if there is a fault of type a–g fault, then output will be 1
for Phase a and ground and 0 for Phases b and c. In classification, the training set is
the same as fault detection which is 8500 values of fault which means 850 values of
each of the 10 faults and 1000 values for no fault. For training purposes, the same
algorithm which is the Levenberg–Marquardt algorithm has been used. In Table 2,
the input and target output data have been shown in a tabular form (Fig. 5).
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Table 2 Input and target output data of fault classification

Input data Target output
data

Va Vb Vc Ia Ib Ic a b c g

9997.69 9997.493 9997.928 2840.113 2840.094 2840.209 0 0 0 0

3410.011 9983 9909.681 5277.715 2773.43 2878.279 1 0 0 1

9941.627 7128.565 10,088.18 2783.374 6254.565 2846.215 0 1 0 1

9980.351 9910.591 3392.672 2772.521 2873.175 4230.954 0 0 1 1

2571.511 3383.13 9902.602 7116.9 6678.951 2809.955 1 1 0 1

7788.08 10,029.3 7762.816 4443.239 2788.458 3674.896 1 0 1 1

10,025.96 7450.482 7565.086 2787.279 6854.456 3983.794 0 1 1 1

4573.124 6193.073 9997.573 7654.959 6050.137 2840.369 1 1 0 0

6475.096 9997.645 4915.066 3663.368 2840.392 5924.391 1 0 1 0

9997.264 5919.223 7284.161 2840.151 5959.867 4211.249 0 1 1 0

2690.251 2620.84 3055.978 6680.631 6867.707 4691.82 1 1 1 0

Fig. 5 Neural network configuration 6-16-4

7 Result and Implementation

(a) Result of fault detection: After running the training process several times,
the best performance of ANN for fault detection is in configuration 6-12-1.
Result is shown in Fig. 6, for this configuration showing a very small MSE of

Fig. 6 Result of fault detection ANN



18 Detection and Classification of Transmission Line Faults … 241

1.29090 * 10−3. This training is very good as seen in the graph between mean
square error and iterations in Fig. 7, where it can be concluded that MSE is
decreasing with each iteration in both validation and testing. After the MSE
graph, the observation of the regression graph is in Fig. 8 in which coefficient
correlation is indicated byR and its value is 0.99408which is near to 1 allowing
a conclusion that the output obtained is very close to the target output. These

Fig. 7 Performance graph of fault detection

Fig. 8 Regression graph of fault detection
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two graphs show that the performance of our artificial neural network for fault
detection gives very promising results.

(b) Result of fault classification: In classification, here, the configuration used is
6-16-4 which gives good performance while classifying the fault. From Fig. 9,
it can be said that the result of all three training, validation and testing is
very good as it can be seen that the mean square error is very less. From the
performance graph in Fig. 10, which have four lines—test, train, validation
and best, which is a dotted line, it can be clearly seen that all the three lines
are overlapping or very near to the best line which means that results are very
satisfying and the error is very less. In Fig. 11, there is the regression graph
where it can be seen that the coefficient of correlation is 0.98 which means that
the overall accuracy of ANN is 98%.

Fig. 9 Result of fault classification model

Fig. 10 Performance graph of fault classification
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Fig. 11 Regression graph of fault classification

(c) Implementation: After running both the ANN, they have been connected to the
simulated model as shown in Fig. 12. RMS currents and voltages values are an
input to both the models of ANN. Fault detecting model output is given to the
display block as 1 for fault and 0 for no fault, and fault classification model
output is sent to the logical box. With the help of logic gates, an input is given
to the scope. In scope, all ten faults and one graph of fault detector shown in
Fig. 13 are obtained, for example if there is an a-to-g fault, then the value in
the graph of the detector will be seen for a time period of the fault, and the

Fig. 12 Simulink model
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Fig. 13 Result of implementation

graph of a-to-g fault shows 1 for the time period in which fault is occurring,
and rest all graph shows zero.

8 Conclusion

It is very crucial to find the fault in a transmission line in the shortest possible
time and even more important is to do so accurately. Therefore, the work attempted
in this paper is to apply ANN for fault detection and fault classification. It is a
suitable method to use to prevent any cascade damage to the power system with
good performance. The software tools used for performing the proposed technique
are MATLAB software and ANN toolbox. The ANN utilized three-phase voltage
and current values obtained from the standard IEEE 9 bus system as an input data
set for training. The completion of the identification and classification is calculated
using the mean square error (MSE) and linear regression. The detection obtained a
tolerableMSE of 4.75815e−04. The correlation of 0.99408 is obtained for detection,
giving a suitable performance of the system. The classification obtained a tolerable
MSE of 9.02123e−03. The correlation of 0.98382 is obtained for classification. An
accuracy of 98% is obtained proving that this method is acceptable and predicts good
performance. By altering the size of the training data set, the number of hidden layers
and the number of neurons in each layer can help in further enhancing the overall
performance of the proposed method [19–21].
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Chapter 19
A DWT-RNN-Assisted Intelligent
Differential Protection Scheme
for Grid-Tied and Islanded DC
Microgrid

Satyavarta Kumar Prince, Shaik Affijulla, and Gayadhar Panda

Abstract The integration of renewable sources into a DC microgrid offers clear
advantages such as high efficiency and effective simple control. Despite this, the high
penetration of distributed generators can cause problems such as safety, and islands
in the microgrid can affect the reliability of the power system. Because the nature
of the fault current in the DC, microgrid is different from that of AC, which brings
a great challenge for fault detection and diagnosis. To address this issue, this paper
presents an intelligent differential protection scheme for microgrids that employ
the machine learning (discrete wavelet transform and ANN) method. The proposed
differential protection scheme employs DWT for fault detection and ANN for event
classification. The discrete Fourier transform is used in this study to preprocess
the voltage and current signals in order to calculate the microgrid fault formation.
Subsequently, availableANN-based classifiers are presented to evaluate the proposed
scheme’s efficiency in terms of defect detection, identification, and classification.
This study collects data from various aspects by simulating different fault and no
fault cases for themicrogrid configuration in grid-tied and islandmodes of operation.
The simulation is performed on a standard medium-voltage microgrid employing
MATLAB/Simulink. The results also show that the proposed method can detect the
faults in grid-tied and islanded microgrids.
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1 Introduction

The concept of microgrid has been developed to increase the efficiency of modern
power system and avoid the problem of blackout with proper use of renewable energy
[1, 2]. High demand and loss of partial production due to cyber attacks or natural
disasters can be factors contributing to these blackout incidents. Distributed genera-
tors (DGs), energy storage systems (ESSs), microgrids with controllable loads can
overcome these problems to some extent by self-healing [3]. Renewable energy
sources microgrid systems have gained popularity due to modern loads with PV
interfaces in energy storage devices and especially DC in nature. Hence, the DC
microgrid provides more efficient and reliable power delivery with fewer energy
conversion steps than the ACmicrogrid [4]. Alongwith this, problems like frequency
regulation, phase synchronization, reactive power flow are not found inDCmicrogrid
system. Microgrids can be performed on grid-connected or island mode to enhance
local energy balance and robust transmission efficiencies. The inherent randomness
of energy fluctuations in renewable energy sources can also lead to problems such
as extreme power inequality, insufficient transmitting capacity, and power quality
disturbances [5–7].

When working with microgrids, problems such as safety, grounding, and landing
can be the most seriously challenging. In inverter-based PV and battery systems, the
fault current characteristic is much lower than in synchronous generators [8]. This
can be a major problem when the DC microgrid is operating in island mode, as the
overcurrent protection scheme may not be effective. DC microgrids have different
fault current characteristics than AC, because in DC systems, short lines/cables of
converters and DC link capacitors cause severe current flow during a fault [9, 10].
Faults in DC system cables occur due to cable insulation failure caused by electrical
stress, environmental conditions, ageing, and physical damage. Pole-to-ground faults
are common inDCcables,whereas pole-to-pole faults are rare due to severe insulation
impair to both the positive and negative conductors.

DC fault current can cause damage to the converter and other nearby equipment
due to its large amplitude and fast transients. Short-circuit levels are significantly
reduced when the DC microgrid is functioned in islanded mode [11]. The current
relaying scheme may not be adequate to protect the microgrid from the challenging
environment. A fault detection method for AC microgrids in island mode uses vari-
ances in current frequency components at both ends of the line to detect faults.
The AC microgrid has been protected using a travelling wave protection principle
[12]. However, the feasibility of using this scheme for DC or hybrid microgrids has
yet to be determined. Negative sequence impedance is used to detect faults in this
directional overcurrent relay-based protection scheme [13].

As a result, for DC microgrids, current-differential protection is the best option.
When a branch current (such as a fault branch) cannot bemeasured, the vector sum of
the inflow and outflow currents equals the fault branch current. The scheme, however,
endures from the large computational complexity of the s-transform in calculating
the differential energy, resulting in a delayed response time during the fault [14].
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Given the aforementioned safety concerns, there is a robust incentive to develop
an intelligent protection relay capable of providing comprehensive protection for
the microgrid. A DWT-based intelligent current-differential scheme is proposed for
protection of microgrids in grid-connected and islanded modes.

This paper develops a new DWT-ANN-based differential protection schemes
for fault detection and classification under pole-ground fault. In this method, when
there are a grid fault and island fault detection, the system current changes during
different pole-ground fault condition accordingly. The rest of the parts in this paper
are arranged as follows: Sect. 2 illustrates the test system and presents a theoret-
ical background of fault detection techniques. Then, in Sect. 3, the developed fault
detection algorithm is described. The results of evaluation of the effectiveness of the
system by the proposed method are represented in Sect. 4. Finally, the conclusion is
obtained in Sect. 5.

2 Fault Detection Method for DC Microgrid

This section discusses the proposed ANN-based differential protection scheme in
detail, including the microgrid architecture employed to test the efficacy of fault
detection in the MATLAB/Simulink platform.

2.1 Model Description

The performance of the proposed protection scheme in both grid-connected and
islanded modes is evaluated using a six-bus microgrid system, as manifested in
Fig. 1. In the event of a pole-to-ground fault, the protection in this configuration
has been found to be more robust and reliable. This microgrid system is linked to a
solar photovoltaic (PV) system via a DC–DC converter [15] and a wind turbine via
an AC-to-DC converter via a VSC. The maximum power point tracking principle is
used by both of these converters. VSC and an AC-to-DC converter connect the diesel
generator source and the grid to the DC bus. DC and AC loads of constant resistance
are used. Energy-storage systems are used to keep the load and generation in balance.
The grid VSC controls the DC bus voltage in grid-connectedmode, whereas a battery
converter controls the DC bus voltage in island mode. Table 1 displays the ratings
for the DC microgrid modules. The status of the switch determines the operating
modes (grid connected or islanded). Furthermore, faults (F1–F6) are incepted at the
midpoint of each feeder to determine the fault currents detected by relays (R1–R12).
Meanwhile, whether in grid-connected mode or island mode, the protection system
must detect the fault for proper operation of the microgrid. In such a case, an ANN-
based differential protection scheme is used under the pole-ground fault, as shown
in Fig. 2.



250 S. K. Prince et al.

Fig. 1 Typical islanded and grid-connected DC microgrid system with pole-to-ground fault
condition

Table 1 DC microgrid
parameters

Parameter Specification

System voltages Vdc = 500 V

Short-circuit current Isc = 5.69 A

System voltages Vdc = 500 V

Line parameter R = 0.1 �/km, L = 0.4 �/km

Wind energy conversion
system

PMSG, Pm = 20 kW

Battery 0.5 MW, 1.5 kAh, nickel
cadmium

Loads Load 1 = 10 kW, load 2 =
5 kW
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Fig. 2 Proposed DWT-ANN-assisted intelligent differential protection scheme

3 Proposed Fault Detection Method

3.1 Fault Analysis

In a DC microgrid system, there are two types of faults: (a) pole-ground faults and
(b) pole-pole faults. The aim of this research is to propose a novel DWT-ANN-based
protection scheme for a DC microgrid arrangement in grid-connected and islanded
modes in order to address the aforementioned issues. The viable protection challenges
are stated in Sect. 1 and studying the test system as depicted in Fig. 1 for various
fault instances. Regarding the differential (usual) protection scheme, the Relays R1,
R3, R5, R7, R9, and R11 are used to protect the microgrids DLI, DLII, DLIII, DLIV,
DLV, and DLVI, respectively.

3.2 Current-Differential Protection Scheme

The current must contain sufficient information to distinguish between a fault and
no fault. As a result, a differential current-based protection scheme is used, which
measures the errors caused by distinct CT characteristics in the two row ends. At
non-fault, the systems relay to measure false differential currents. The differential
relay calculates the current from an initial point along a curve that increases in
proportion to the current. This natural rise in trip point enables relay system errors
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to be proportional to current level. CT measurement errors and analogue circuitry
errors are two examples of such effects.

The sum of the local (IA) and remote current (IB) is called the operating current:

|IA + IB| = Idifferential (1)

The restraint quantity is usually a function of the total current, and the function
is frequently a constant k:

k(|IA| + |IB|)/2 = IRestraint (2)

The following criteria must be met for a differential relay to operate:

IDifferential > IRestraint + Imin (3)

where k is the slope.
Neglecting Imin for calculation as it is not of significant value.
The operation of a differential relay is

|IA + IB| > K (|IA| + |IB|)/2 (4)

Based on the ANN, the proposed scheme constructs an intelligent differential
protection relaying scheme for microgrid protection. The method took into account
PG faults at multiple locations along distribution lines that were closely linked to the
grid as well as islanded modes of microgrid. The proposed method retests the fault
current and voltage at two ends of the relevant feeders and carries forward sensitive
characteristics such as rate of change of current at both ends of the feeder through a
DWT preprocessor. The features at both ends of the feeder are utilized to calculate
the differential features. The differential features are employed in the construction
of the ANN-based prototype for accounting the fault situation and issuing the trip-
ping command. Figure 2 depicts a schematic diagram of the proposed intelligent
differential microgrid protection scheme based on ANN.

4 Results and Discussions

The test platform and DC microgrid model are shown in Fig. 1, where the differen-
tial protection scheme is performed for grid-connected and isolated modes and the
rated voltage is 500 V. In this study, the bus voltage and line current behaviour are
investigated by switching any protection devices during a pole-to-ground fault. Since
simulation is mainly used to identify distribution line faults and verify isolation by
the proposed method, here, the distributed power supply is operated in a DC bus.
The developed scenarios are based on different operatingmodes for distribution lines
under pole-ground faults. The effectiveness of ANN-based differential protection for



19 A DWT-RNN-Assisted Intelligent Differential Protection Scheme … 253

different switching condition and for a period of 0.6–1.5 s is shown in the simulation.
In each situation, a pole-ground fault is made at t = 1.0 s.

4.1 Case 1: Validation of System Performance Under
Pole-to-Ground Fault Scenarios During Grid-Tied DC
Microgrid

The fault currents observed by relays (R1, R3, R5, R7, R9, and R11) in faulty
distribution lines under pole-ground fault (PG) in grid-connected mode are shown in
Fig. 3, whereas the peak fault currents observed by the other-end relays (R2, R4, R6,
R8, R10, and R12) are given in Table 2. It is observed that in grid-connected mode,
the fault current seen by the relay placed at End 1 is higher than End 2 because of the

Fig. 3 Waveform of line current of DL1, DL2, DL3, DL4, DL5, and DL6 during pole-to-ground
fault at grid-connected mode

Table 2 Fault current measured for grid-connected and islanded modes at 1.005 s

Operating modes Relays

R2 R4 R6 R8 R10 R12

Grid-connected mode of End 2 (A) 250 234 540 580 254 825

Islanded mode of End 2 (A) 310 250 210 195 181 260
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Fig. 4 Differential features extraction during pole-to-ground at grid-connected mode

fault current influence from the utility. Figure 3 shows the fault current observed by
the relay for the various distributed lines under the pole-to-ground fault conditions,
and Fig. 4 shows the feature extraction using differential protection scheme on grid-
connected mode.

4.2 Case 2: Validation of System Performance Under
Pole-to-Ground Fault Scenarios During Islanded DC
Microgrid

When the grid is lost, the fault current view by the various relays in the different
distribution lines is depicted in Figs. 5 and 6. It is noticed that in islanded mode, the
value of fault current is less as compared to grid-connected mode due to restricted
current offering from the local DGs only, whereas for islandedmode, the fault current
observed by the relay placed at End 1 (R1, 3, 5, 7, 9, and 11) is found to be smaller
than that at End 2 (R2, 4, 6, 8, 10, and 12), and the fault current observed by relays
placed at End 1 (R5 and R7) is larger than End 2 (R6 and R8). This related fault
situation occurs because of the entry level of the DG. It is easily observed that the
differential protection scheme is successfully discriminated between fault and no
fault conditions.
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Fig. 5 Waveform of line current of DL1, DL2, DL3, DL4, DL5, and DL6 during pole-to-ground
fault at islanded mode

Fig. 6 Differential features extraction during pole-to-ground at islanded mode
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5 Conclusion

In this paper, a novel fault detection technique based on discrete wavelet transform
and ANN is proposed under pole-ground fault condition. In this technique, the fault
line is identified by determining its high peaks. In this protection scheme, each line
is provided with two relays at both ends, which process the current measurement.
Each relay preprocesses the current module using DWT and ANN and trains the
signal for distinguishing between fault and no fault. For detection accuracy assessed
by discrete wavelet transform, the proposed method shows more stable and accurate
classification performance. Simulation results have shown amore authentically supe-
rior performance than other methods. Thus, the proposed fault detection algorithm
performs better even in islanded mode.
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Chapter 20
Application of Differential Evolution
to Determine Single-Stage Impulse
Circuit Parameters

G. Ramarao, B. Hari Krishna, D. Rajesh, A. Ravikumar, and B. Rakesh

Abstract Differential evolution optimization algorithm (DEOA) is effectively
utilized in this paper to determine the parameters of single-stage impulse gener-
ator circuit (SSIGC) (such as R1, R2, C1, and C2) for generating standard lightning
impulse (SLI) waveform in the high voltage (HV) testing laboratory. Further, this SLI
waveform is sufficient to evaluate dielectric strength of HV equipment used in power
system network. The results that are evaluated and illustrated in this paper are bene-
ficial to generate SLI voltage waveforms as given in standards IEC 62305-1, 2010
and IEEE 4-2013. The attempt made in this paper is the first of its kind to use DEOA
as searching tool to determine the parameters of SSIGC. This methodology assists
to conquer the conventional methods for determining the parameters SSIGC. These
results reported in this paper are validated through the SSIGC prototype developed
in MATLAB/Simulink.

Keywords Differential evolution optimization algorithm · High voltage
equipment · Lightning impulse

1 Introduction

Distribution of electric power from generating station to receiving-end station is
predominant continuous activity in power system in order to ensure the reliable
operation. The bulk amount of voltage needs to be transmitted for longer distances
due to economic considerations as per standards. For doing so, the high voltage
(HV) apparatus plays a vital role to meet desirable objectives. Generally, these HV
apparatus used in the power system network are exposed socio-environment. Hence,
there is chance of deterioration in insulation due to over voltages induced in them
due to the direct or indirect lightning strokes that occur inside or nearby by them.
The insulation of HV apparatus portrays a significant role in maintaining reliable
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operation of power system. In order to assess the withstand capacity of insulation of
HV apparatus, those need to undergo impulse testing in HV laboratory [1–3].

Basically, the impulse testing carried out in HV laboratory is primarily depending
upon on the generation of lightning impulse (LI) voltage waveforms in prescribed
shapes as given in IEEEand IEC standards.Generation of theseLI voltagewaveforms
is tough task. There are two ways to generate standard lightning impulse (SLI)
waveforms. Theoretical generation through double exponential (DEXP) function
(given by Eq. 1) and practical generation by single- ormulti-stage impulse generation
circuits (Fig. 2) [4, 5].

V = V0[e(−αt) − e(−βt)] (1)

where in Eq. (1), V 0 is peak voltage and α, β are the DEXP function constants. There
are two ways to maintain LI waveform polarities, one is positive, and other one is
negative. In order to generate LI waveform with positive polarity, the constant as
DEXP function must follow the condition, i.e., β > α > 0 [6] and vice versa. K is
the correcting factor for peak amplitude [7]. The SLI voltage waveform provided in
Fig. 1 is basically characterized by the major physical parameters, namely rise time,
tail time, and peak amplitude. The time difference between 90% of peak value and
10% of peak value in wavefront portion is defined as rise time, the time difference
between 50% peak value in tail portion and 10% of peak value in wavefront portion is
defined as tail time, and finally, the peak voltage is defined as the waveform reaches
to its peak value [8].

The generation of LI is pretty easy to generate LI voltage waveforms in theoretical
way, but it is difficult to generate the SLI voltage waveforms practically (i.e., through
SSIGC) which is given in Fig. 2. The values of the practical SSIGC parameters (R1,
R2, C1, and C2) should be properly evaluated for the generation of SLI voltage
waveforms as illustrated in the standards (IEEE and IEC). Hence, the researchers

Fig. 1 Standard lightning impulse (1.2/50 µs) [9, 10]
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Fig. 2 SSIGC [16]

are trying to evaluate the parameters for generating SLI waveforms theoretically as
well as practically. The trial-and-error method has previously been used to evaluate
DEXP and SSIGC parameters. The design details of very low energy SSIGC for
generating the impulse voltagewaveforms are illustrated in [11]. The time parameters
estimation of standard and non-standard switching impulse voltages is evaluated and
presented in [12]. The aforementioned literature has discussed about to generate the
standard lightning and switching impulse waveforms by designing of SSIGC but
unable to focus on evaluation of SSIGC parameters. For doing so, the parameters of
DEXP along with single and multi-stage impulse generation circuit parameters are
evaluated and reported in [13, 14]. The SSIGC parameters are evaluated by using
PSO algorithm and are reported in [15]. In line this, a newmethodology is developed
based on differential evolution optimization algorithm (DEOA) that is effectively
utilized in this paper to generate the parameters of SSIGC.

2 Application of DEOA to Evaluate SSIGC Parameters

DEOA is a population-based metaheuristic globally search optimization algorithm.
The complete details about the DEOA are illustrated in [17]. In this article, the
parameters of SSIGC (such as R1, R2, C1, and C2) are determined by effective
utilization of DEOA. The objective function or fitness function is the main heart
of whole work. The objective function is formed from the physical parameters SLI
voltage waveform such as rise time (trise) and tail time (ttail). The MATLAB code is
effectively written based on aforementioned fitness function and is considered in this
paper to generate the unknown parameters of SSIGC. The fitness function is formed
and given by Eq. (2) to diminish the error between two physical parameters (such as
rise and tail times) of desired and computed SLI waveforms.

Fitness function, f =
∣
∣
∣
∣

triseD − trise
triseD

∣
∣
∣
∣
+

∣
∣
∣
∣

ttailD − ttail
ttailD

∣
∣
∣
∣

(2)

where f is the fitness function, trised is the rise time of SLI voltage waveform, trisec
is the rise time of the computed LI voltage waveform, ttaild is the tail time of SLI
voltage waveform, and ttailc is the tail time of the computed LI voltage waveform.
Herein DEOA, the size of population is taken as 50, total number of iterations is
considered as stopping criteria, and its value is taken as 200 (Fig. 3).
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Enter desired Rise and Tail time of SLI Waveform
illustrated in IEC 62305-1 and IEEE 4-2013 standard

Specify DEOA parameters, Total number of iteration (Niter),Size of population
(P), number of design variables (D, i.e., Wave front Resistor (R1) and Wave tail 

resistor (R2)), and define upper and lower bounds for each design variables

Create and initialize the vector (X) randomly

Evaluate fitness (f) of each particle in X using (2)

randXXXX jjjij ×−+= )( min,max,min,

Generate Donor Vector Vi
).( 3,2,1, ririri

g
i XXFXV −+=

If

?

( ) CRrand ≤1,0g
i

g
i XU = g

i
g
i VU =

No Yes

If

?

( ) ( )gig
i XfUf ≤ g

i
g
i UX =+1g

i
g
i XX =+1 No Yes

Is
i <= Niter

?
i = i + 1

Yes

Best values of SSIGC Parameters

No

Fig. 3 DEOA flowchart for determining the parameters of SSIGC to generate SLI waveform

3 Results from Proposed Methodology

The parameters of SSIGC, i.e., C1, C2, R1, and R2 for producing the SLI voltage
waveform are evaluated fromproposedmethodology given in Sect. 2 and are reported
in Table 1.

The SSIGC parameters for generation of SLI waveform as shown in Table 1 need
to be validated so that they can be used in HV laboratory for testing of insulation of
HV apparatus. The results validation and the discussion on percentage error between
the waveform obtained from proposed methodology and SLI will be discussed in
Sect. 4.
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Table 1 Results of SSIGC parameters obtained from DEOA

Standard lightning impulse waveform physical parameters
(rise and tail times) (µs)

Results of SSIGC parameters
evaluated from DEOA

C1 (µF) C2 (µF) R1 (�) R2 (�)

1.2/50 0.1 0.001 607.88 679.1

4 Results Analysis and Validation

TheSSIGCprototype is developed inMATLAB[18] and illustrated in Fig. 4. Figure 4
is used here to validate the results obtained from the proposed methodology. The
parameters of SSIGC (C1, C2, R1, and R2) reported in Table 1 are substituted in their
places in Fig. 4 for the validation purpose. The LI voltage waveform generated by
MATLAB prototype circuit (Fig. 4) is illustrated in Fig. 5 and represented with black
solid line. The SLI waveform is also merged in same Fig. 5 and is represented with
red dashed line. The SLI waveform is precisely compared with the LI waveform
obtained from proposed methodology. The percentage error is precisely computed
in three basic physical parameters between SLI voltage waveform and computed LI
voltage waveform obtained from DEOA and reported in Table 2.

Eventually, it is clearly concluded from Fig. 5 that the LI voltage waveform that is
produced by the proposed methodology exactly merges with the SLI voltage wave-
form.Also, it is observed fromTable 2 that themaximum error observed between SLI
and computed LI is less than or equal to 0.24%. Moreover, the results obtained and
reported in this paper are compared with results reported in [13] and identified that
the proposed method exhibits least percentage error. Due to this lower percentage
error, it can be concluded that the parameters of SSIGC definitely help to precisely

Fig. 4 SSIGC developed in MATLAB
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Fig. 5 Comparison between
SLI waveform and computed
waveform

Table 2 Comparison
between SLI waveform and
computed LI waveform by
DEOA

Rise time (%) Tail time (%) Peak voltage (normalized) (%)

0.24 −0.14 0.00

develop the SLI in HV testing laboratory in order to test the insulation of HV power
equipment effectively.

5 Conclusion

Differential evolution optimization algorithm (DEOA) is effectively utilized here
to evaluate the parameters of SSIGC. The parameters of SSIGC are evaluated and
reported in this paper. These results are theoretically validated through SSIGC proto-
type implemented in MATLAB/Simulink. The percentage error is precisely calcu-
lated in all physical parameters between the SLI voltage waveform and computed
waveform by proposed methodology. Maximum error observed in the proposed
approach based on DEOA is less than 0.24%. Thus, the SSIGC parameters eval-
uated and reported in this paper are definitely helpful in HV testing laboratory for
generating SLI voltage waveforms. Further, these waveforms are needful for testing
of the insulation of HV equipment.
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Chapter 21
Frequency Control of GWO-Optimized
Two-Area Microgrid with TIDF-II, I-PD
and I-TD

Sourabh Prakash Roy, Shubham, A. K. Singh, R. K. Mehta, and O. P. Roy

Abstract This paper presents modelling of two-area microgrid system. The
proposed system includes biogas, solar, wind, tidal and Archimedes wave energy
conversion generating units. Furthermore, storage units are alsomodelled as flywheel
energy storage, battery energy storage, super magnetic energy storage and static
synchronous series compensator. The performance of the microgrid is studied with
three controllers, namely TIDF-II, I-PD and I-TD. The controllers are tuned using
grey wolf optimizer. Finally, comparative analysis of all the controllers is done.

Keywords Two-area ·Microgrid ·Metaheuristic · GWO · TIDF-II · I-PD · I-TD ·
2-DOF · Step load · Random load change

1 Introduction

Microgrid is a type of energy system which is self-sufficient when operating
autonomously, i.e. islanding. Microgrid provides opportunities to serve the needs
of communities in extreme cases like power outage, grid failure etc. [1]. They are
more localized, resilient and flexible. They can also increase the reliability of critical
infrastructure like military installation, telecommunication system, space centre etc.
For a typical microgrid, voltage control, power control and frequency control are
required for proper working of the system. In this paper, we have exclusively put our
attention to frequency control.

The frequency control is required for microgrid because of the following reasons

1. Frequency deviation affects the operation and reliability.
2. Large frequency error will result in abnormal condition of the microgrid leading

to the damage of expensive equipment and instability.

In order to control frequency, different types of controllers are put forwarded in the
literature. Some of them are PI, PID, FOPID, TID and other cascaded controllers [2].
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Manual tuning of these controllers is time-consuming and cumbersome. Therefore,
these controllers are tuned with different types of algorithms.

Heuristics means “to find” and meta means “beyond”. Heuristics are the rules that
are used to find solution to complex optimization problems. Problem with them is
that the obtained solution is local optimum not global optimum. Metaheuristic algo-
rithms are used to solve optimization problems in finite amount of time. They escape
the local optimum and try to reach towards global optimum by using exploitation
and exploration. Many metaheuristic algorithms are being developed to solve the
problems, some of them are—GA, BFOA, TS, ABC, DE, ICA, QOHS, ALO and
TLBO [3]. In this paper, GWO is used to tune the parameters of TIDF-II.

Guha et al. [4] model two-area non-reheat thermal generating unit. The controller
used is proportional cascaded tilt–integral–derivative controller (CC-TID) whose
control parameter is tuned using salp swarm algorithm (SSA) technique. The result is
comparedwith I-, PI-, PID-, cascadePI-PDandTID-controllers.Kumari andShankar
[5] model multi-source two-area interconnected system comprising thermal, hydro
and nuclear generating unit with non-linearities. The integral–tilt–derivative (I-TD)
controller, fine-tuned using water cycle algorithm (WCA), and result is compared
with conventional proportional–integral–derivative controllers.

Kumar and Shuhag [6] model multi-source hydro-thermal non-linear power
system. The control parameter of the PID controller is tuned using differential evolu-
tion (DE) algorithm. The impact of thyristor-controlled phase shifter (TCPS) and
superconducting magnetic energy storage (SMES) on the LFC performance is anal-
ysed. Yang et al. [7] use model predictive control for LFCwith wind turbines genera-
tors. Power generated due to wind turbines are unpredictable, due to which frequency
control becomes problematic. Authors used MPC for wind power prediction for
smoothing the frequency.

Mahto and Mukherjee [8] model two-area hybrid system with thermal and
wind diesel unit. The energy storage devices connected for compensation of load
demand are capacitive energy storage and static synchronous series compensator.
The PID controller is tuned using quasi-opposition harmony search (QOHS) algo-
rithm. The result is compared with binary coded genetic algorithm. Saha and
Saikia [9] model three-area dissimilar interconnected system with non-linearities.
The cascade combination of integer order integral–derivative with filter (IDN) and
fractional order proportional derivative (FOPD) is considered. The control param-
eter of IDN-FOPD is tuned using whale optimization algorithm. The simulation
result of proposed controller is compared with integral, proportional–integral and
proportional–integral–derivative with filter (PIDN).

Contributions of this paper

(a) Modelling of biogas, solar, wind, tidal, AWEC generating plants to form
proposed isolated microgrid.

(b) Designing of TIDF-II, I-PD and I-TD controllers and tuning them using GWO.
(c) Stability and performance analysis for the two-area microgrid.

Thework in the paper is arranged as follows: Sect. 2 describes two-area configura-
tion of the considered system. In Sect. 3, controller design methodology is discussed.
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A brief overview of the GWO algorithm is expressed in Sect. 4. Lastly, result and
discussion as well as conclusion is illustrated in Sects. 5 and 6, respectively.

2 Two-Area Configuration

The system comprises of many renewable energy sources like biogas, solar, wind,
tidal and AWEC. Also, energy storage elements are also added. The values for speed
regulator R1 and R2 are 2.4, M = 0.2 and D = 0.012. The proposed system as in
Fig. 1 consists of two areas—in area 1, solar and AWEC are the generating units
and FESS, SMES, SSSC are the energy storage devices, whereas in area 2, wind
and tidal are the generating units and BESS, SMES are the energy storage devices.
Biogas-based generating unit is common to both areas. The realistic model of BESS
and FESS [10] is included. Power balance equation of the system is given by

�Pgen1 = �PBG + �PS + �PAWEC ± �PFESS ± �PSMES

− �Pload − �PT12 + �PSSSC (1)

�Pgen2 = �PBG + �Pw + �PTD ± �PBESS ± �PSMES

− �Pload − �PT21 + �PSSSC (2)

Fig. 1 Two-area microgrid representation
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2.1 Biogas Turbine Generator

Biodegradable scraps and wastes are used for production biogas, which is then used
for power generation. It consists of inlet valve, combustor and turbine [11]. Model
is given by Eq. (3)

�PBG =
(

s + Kv

(s + Tv1)(s + Tv2)

)(
KDL

1 + sTDL

)(
1

1 + sTT

)
(3)

2.2 Tidal Power Generator

It produces electricity using tides of ocean [12]. It is conceptually similar to wind
turbines. Its model is given by Eq. (4)

�PTD = 1

1 + sTTD
(4)

2.3 Archimedes Wave Energy Conversion Generator

In this generator, mechanical energy is converted into electrical energy when AWS
(Archimedes wave swing) is coupled with PMSG [13]. Linearized model is given by
Eq. (5)

�PAWEC = 1

1 + sTAW
(5)

3 Controller Design Methodology

Three controllers are tested in the proposed system, namely TIDF-II, I-PD and I-TD.
Wherein, I-PD and I-TD are 2-DOF controllers whereas, TIDF-II is a type of 1-
DOF fractional order controller. Figures 2, 3 and 4 depict the structure of the control
strategy used to stabilize the two areas. The tuned controller gains are indicated in
Tables 1 and 2.
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Fig. 2 TIDF-II controller
representation

Fig. 3 I-PD controller
representation

Fig. 4 I-TD controller
representation

4 GWO Algorithm

In 2014,Mirjalili and others proposed grey wolf optimizer in the paper [14]. The said
optimiser is a type of swarm-based intelligent algorithm. Grey wolves are native to
European, Asian and North American continents. Optimizer utilizes the cooperative
hunting plan of wolves. Wolves packs are separated into four types based on their
roles namely alpha, beta, delta and omega. As the name suggests, alpha are the
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Table 1 Two-area system models and its values

S. No. Generating unit Transfer function Values

1. Biogas
(

s+Kv
(s+Tv1)(s+Tv2)

)(
KDL

1+sTDL

)(
1

1+sTT

)
Kv = 0.6, Tv1 = 1,
Tv2 = 0.05, KDL =
0.01, TDL = 0.23, TT
= 0.2

2. Solar
(

1
1+sTs

)(
1

1+sTIN

)(
1

1+sTIC

)
T s = 1.8, T IN = 0.04,
T IC = 0.004

3. Wind 1
1+sTw

Tw = 1.5

4. Tidal 1
1+sTTD

TTD = 0.08

5 AWEC 1
1+sTAW

TAW = 0.3

S. No. Energy storage Transfer function Values

1. BESS
(

1
1+sTC

)(
1

1+sTCM

)(
1

1+sTDM

)
TC = 0.1, TCM =
0.01, TDM = 0.1

2. FESS
(

1
1+sTC

)(
1

1+sTCM

)(
1

1+sTDM

)
TC = 0.1, TCM =
0.01, TDM = 0.1

3. SMES
(
1+sT1
1+sT2

)(
1+sT3
1+sT4

)(
KSMES

1+sTSMES

)
T1 = 0.121, T2 =
0.8, T3 = 0.011, T4
= 0.148, KSMES =
0.297, TSMES = 0.03

4. SSSC
(
1+sTs1
1+sTs2

)(
1+sTs3
1+sTs4

)(
KSSSC

1+sTSSSC

)
T s1 = 0.2587, T s2 =
0.2481, T s3 = 0.2333,
T s4 = 0.060, KSSSC
= 0.2035, TSSSC =
0.03

Table 2 Value of controller parameter

S. No. Controller Parameters values

1. TIDF-II Area 1 KT, n K I KD K I1 Nc

100, 0.0651 23.077 100 0.0702 78.970

Area 2 KT, n K I KD K I1 Nc

99.824, 0.189 38.314 99.989 0.297 51.748

2. I-PD Area 1 K I KP KD

6.549 45.195 77.985

Area 2 K I KP KD

16.249 21.120 32.639

3. I-TD Area 1 K I KT, n KD

17.179 36.763, 0 79.401

Area 2 K I KT, n KD

19.858 3.400, 0.727 87.973
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Fig. 5 Pseudocode of GWO

leaders, beta are the enforcers, delta are the scouts and omega are the scapegoats of
the pack. Hunting plan involves

1. Searching the game
2. Following the game
3. Harassing the game
4. Striking the game.

The pseudocode of GWO is depicted in Fig. 5, which includes following nomen-
clature: a = 2 − N ∗ ((2)/Max N), it decreases linearly from 2 and 0; A = 2 ∗ a ∗
r1 − a and C = 2 ∗ r2 are the coefficient vector which includes r1 and r2 as random
number.

The idea behind choosing GWO algorithm for tuning of controllers is because it
shows very competitive performance as compared to other algorithms [14]. Also, it
has faster convergence rate and avoids local optimum values.

5 Result and Discussions

The whole system is modelled in MATLAB R2016a. Proposed system is simulated
for 250 s with search agents = 10 and number of iterations = 50. All the three
controllers TIDF-II, I-PD and I-TDare tunedwith theGWOalgorithm for calculation
of its parameters. Comparative study of the above-mentioned controllers are also
done.TIDF-II showsgooddynamicperformance as compared to theother controllers.
All the energy sources like solar, wind, tidal andAWECaremodelled to be fluctuating
in nature. Figure 6 represents the input of solar and AWEC in area 1, whereas Fig. 7
shows the input responseof area 2.The responseof energy storagedevices is exhibited
in Fig. 8.
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Fig. 6 Power generated in area-1 in pu

Fig. 7 Power generated in area-2 in pu

Fig. 8 Storage devices responses in pu

There is 5% step load change in area-1 at 80 s and 3% step load change in area-2
at 20 s are applied in the system for examining the performance of the system as
shown in Fig. 9. The frequency variation for the two areas and tie-line power between
them is communicated by Figs. 10, 11 and 12, respectively. The frequency deviation
in given GWO TIDF controller is smallest among the entire controller. Also, all the
three responses—frequency deviation of area 1, 2 and tie-line response—try to reach
the condition of minimum steady-state error (Tables 3 and 4).
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Fig. 9 Load demand of area-1, 2 and SSSC response of the microgrid

Fig. 10 Frequency response of area-1 in pu for different controllers

Fig. 11 Frequency response of area-2 in pu for different controllers

6 Conclusions

This paper successfully conducts the modelling of two-area microgrid. The GWO-
tuned TIDF-II controller is found to be superior among the other controllers used in
the paper. The frequency and tie-line power response of the TIDF-II is found to be
satisfactory and gives improved performance.
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Fig. 12 Tie line power response for different controllers

Table 3 Controllers performance parameters

S. No. Controller Elapsed time (s) Best score (ISE)

1. TIDF-II 755.541 0.0252

2. I-PD 279.403 0.155

3. I-TD 552.321 0.143

Table 4 Controllers upper bounds and lower bounds

S. No. Controller Lower bounds Upper bounds

1. TIDF-II [0 0 0 0 0 0 0 0 0 0 0 0] [100 1 100 100 100 1 100 1 100 100 100 1]

2. I-PD [0 0 0 0 0 0] [100 100 100 100 100 100]

3. I-TD [0 0 0 0 0 0 0 0] [100 100 1 100 100 100 1 100]

Furthermore, the paper work can be extended to include other renewable energy
sources. Also, comparative analysis of other newly developed algorithms can be
incorporated in the model.
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Chapter 22
A Review on Control Methods Used
in Renewable Energy Source-Fed
Induction Motors

Pranobjyoti Lahon, Aditya Bihar Kandali, Gayadhar Panda,
and Moushumi Patowary

Abstract In this paper, a detailed review of conventional controllers and sensorless
control techniques used in renewable energy source (RES)-fed induction motor (IM)
is presented in order to justify their best uses. From the study, it is observed that the
sensorless control techniques outperform the conventional ones in terms of hardware
complexity, cost, immunity to noise, reliability and robustness. RES has been exten-
sively integrated into the power network due to the advancement in power converter
topologies and has been a potential solution for increasing energy demand issues due
to its various advantages such as clean power generation, cost-effective, easy avail-
ability and abundances. Appropriate IM control technique can reduce losses and
increase the efficiency of a system. Various control techniques are available for IM
drive, but sensorless control techniques have been widely used nowadays in RES-fed
AC motors for industrial as well as domestic applications. Whereas, conventional
techniques like proportional integral (PI) and proportional integral derivative (PID)
generally have fixed gain which are sensitive to any changes in parameter and load
disturbances. It is found that sensorless controllers are themost accurate and alternate
forms in overcoming the disadvantages arising in the conventional ones.

Keywords Sensorless control · Conventional control · Renewable energy source ·
Induction motor
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1 Introduction

Induction motor (IM) finds its wide applicability in industrial and domestic appli-
cations due to its design simplicity, low cost, compactness, greater reliability, wide
range of speed, robust and easier maintenance. As compared to DC and perma-
nent magnet machines, IM requires more complex control methods [1–3]. The
conventional speed control techniques of an induction motor are limited to drives
with constant speed. Therefore, it is significant to investigate efficient control tech-
niques for wide operating range [4]. Conventional methods for estimation of IM
rotor speed/position use electromechanical position sensors which increases the
weight, cost, size, hardware complexity and reliability problem. These drawbacks
led to the development of sensorless control techniques. For high performance AC
drives, electrical and mechanical sensors are commonly opted with high resolution,
but the factors such as economic and sensor characteristics weakens the perfor-
mance. Sensorless control techniques are advantageous due to its high reliability,
cost-effectiveness, increase in mechanical robustness, wide operating range, supe-
rior stability, less maintenance requirements and elimination of the sensor cable
[5–8]. Renewable energy sources such as solar and wind have emerged as a potential
and clean energy resource to meet the increasing energy demand, and its use has been
encouraged by developed/developing countries to reduce the dependency of fossil
fuel and conventional sources. Utilization of the power drawn from the renewable
energy sources are done either in standalone applications or can be fed to the utility
grid [9–11].

This paper introduces the developments in sensorless control techniques used in
RES fed IM for both industrial and household applications. Various conventional
control techniques used in RES fed IM are discussed in Sect. 2. Section 3 deals
with the sensorless control techniques used in IM drives. The advantages and disad-
vantages of the control techniques are presented in tabular form in Sects. 2 and
3.

2 Conventional Control Techniques Used in RES-Fed IM

Conventional control techniques discussed in this section are proportional integral
(PI), integral proportional (IP), proportional resonant (PR), proportional integral
derivative (PID) and predictive control (PC). Table 1 gives the summary of advan-
tages and disadvantages of conventional control techniques. PI controller is the
most common for speed control of IM. The authors in [12] discussed a concur-
rent PI control method for IM using indirect vector control where the stator current
dynamics is used. The robustness to variations in rotor resistance and load torque
are incorporated in the design problem. However, PI controller has some drawbacks
such as undesirable speed overshoot and slow response to abrupt disturbances [13].
The disadvantages of PI controller led to the proposal of an integral proportional
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Table 1 Advantages and disadvantages of conventional control techniques

Conventional control
technique

Advantages Disadvantages

Proportional integral Simple in design High starting overshoot

[10–13, 20] No steady-state error Sluggish response to sudden
disturbances

Integral proportional Reduced speed overshoot Fixed gain

[11, 13, 14]

Proportional resonant Less harmonics Sensitive to parameter variations

[11, 15–17] Improved time response

Proportional integral
derivative

Simple in design Proper tuning is required
otherwise the system would be
unstable

[10, 12, 18] Process independent Hunting

Predictive control Fast response Large computational complexity

[16, 19, 21] Suitable for control constraints
and non-linear systems

(IP) controller. The overshoot problem that occurs in PI is reduced in IP controller
due to the absence of zero in IP controller. Literature [14] proposed an integral
plus proportional (IP) controller for speed estimation in induction motor. Simula-
tion results showed better performance in speed overshoot, steady-state error and
settling time. The proportional resonant (PR) controllers have been used in various
power converter applications [15]. PR controller provides an infinite gain at chosen
frequencies [16]. Literature [17] proposed a proportional resonant (PR) controller
for closed-loop semi-converter three-phase induction motor. PID control is a stable
control which uses a control loop feedback mechanism to control process variables.
Literature [18] shows the application of PID controllers. It is difficult to achieve the
desired control performance in conventional PID controller due to the presence of
unknown nonlinearities, time delays, disturbances and variations in system param-
eters. In literature [19], the authors compared predictive control methods for speed
control of IM with respect to their performances and design parameters. Reference
and disturbance steps are applied to the system in different operational modes to
evaluate the control behaviour.

The conventionalmethods suffered fromvarious disadvantages such as increase in
cost, size, hardware complexity and reliability issues. On the other hand, sensorless
control techniques gained much attention for IM applications due to its advantages
such as reduced hardware complexity, high reliability, low cost and superior stability
which is discussed in Sect. 3. The advantages and disadvantages of the conventional
control techniques are presented in Table 1.
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3 Sensorless Control Techniques Used in RES-Fed IM

Sensorless control of IM drive has been a significant area for researchers in recent
times. The key sensorless techniques are frequency signal injection, model reference
adaptive system (MRAS), sliding mode observer (SMO), extended Kalman filter
(EKF), adaptive flux observer (AFO), artificial neural network (ANN) and fuzzy
logic control (FLC).

3.1 Frequency Signal Injection Method

The stability of IM operation at zero stator current frequency can be obtained in
this method. Developments on high-frequency and low-frequency signal injection
method is presented in this section. Information regarding rotor position can be
acquired from the statorwindingby injecting a frequency signal into the rotorwinding
and utilizing rotor slot harmonic, saturated and leakage inductance. The phase differ-
ence of stator and rotor voltages of the IM can be termed as a function of the rotor
position [22, 23].

In literature [24], the authors described a sensorless IM control to detect the flux
angle of the rotor from stator voltages and currents by injecting high-frequency
signal. Experiments provided satisfactory results of 150% output of the rated torque
at zero speed and zero frequency. Proper design of IM is required for correct extrac-
tion of position of rotor from feedback current information. Hinkkanen et al. [25]
presented a low-frequency current signal injection method in the current loop to find
the position of rotor from current back emf. In literature [26], the authors proposed
a low-frequency signal injection method for sensorless vector control of induction
motor at very low speed. The error in angle is found by introducing a low-frequency
signal to the stator currents to estimate the rotor position and speed. Leppanen and
Luomi in [27] proposed a low-frequency current signal injection method for IM, and
experimental results showed that the fundamental IM model is required only and the
method is not dependent on the motor parameter variations. This technique is not
widely used in industry as it relies on the motor design and requires anisotropy of
magnetic field.

3.2 Model Reference Adaptive System (MRAS)

MRAS is a popular adaptive control method used to track and observe the system
parameters and states. MRAS is commonly used due to its easiness and reduced
computational effort [28–31]. Figure 1 shows the MRAS control diagram. Literature
[32] described an MRAS for speed estimation of IM using the terminal voltages
and currents. Moderate bandwidth speed control can be achieved by using the speed
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Fig. 1 MRAS control diagram

estimated as the feedback without using shaft-mounted transducers. Literature [33]
describes an MRAS with field-oriented control for speed estimation of IM. The
terminal voltages and current values are taken for sensorless estimation of speed and
rotor fluxes. The current control is done at synchronously rotating reference frame,
and the estimated speed information is used for transformation of reference frame
of the current controller. The authors in [34] described that MRAS control is less
responsive to problems related to integrator, and also, the estimation of speed at or
near zero is quite accurate.

3.3 Sliding Mode Observer (SMO)

Sliding mode observer (SMO) has gained much attention in sensorless IM drives
due to its robustness to parameter changes, rejection of disturbances, reduction in
system order, no extensive computations and simplicity of implementation [35–40].
Figure 2 shows the control diagram of SMO. Literature [41, 42] presented SMOs
for rotor flux observation. The observers do not employ variation of rotor speed so
remained unaffected by speed error estimation. The observers could sustain speed
as low as 3 r/min. In [43], Zhao et al. presented a sensorless speed control of an IM
built on sliding mode super-twisting algorithm and MRAS estimation theory where
the variation of stator resistance and rotor resistance are studied. The chattering
behaviour is reduced in the proposed scheme. SMO based on the current model of
IM is investigated in [44–48] to estimate the rotor flux linkage, rotor speed and rotor
time constant.

According to dynamic behaviour of IM model, new structures of SMO are
designed to provide robustness to the observer against motor parameter variations.
The proposed observers workwell over wide range of speed. Similarly, a new SMO is
designedusing twoSMOs in [49]with optimized structure. Literature [50] presents an
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Fig. 2 SMO control diagram

SMOusingmodified IMmodel for estimation of flux linkage. The proposed observer
showed that even after using inaccurate input estimated speed signal, accurate flux
linkage estimation can be done by the observer. In [51], the authors introduced a
fuzzy logic algorithm to reduce the chattering effect by replacing the sign function.
A robust performance is obtained from the proposed fuzzy-SMO in low and high
range of speed.

3.4 Extended Kalman Filter (EKF)

EKF is suitable for sensorless IM drive as it can provide accurate estimation of state
variables under noise condition [52]. EKF is widely used to estimate the load torque
and rotor speed of IM. Figure 3 shows the control diagram of EKF. Barut et al. in [53]
developed estimation algorithms using EKF for sensorless speed and torque control
of IM. The method proved its efficiency over a wide range of velocity by limiting
the errors in current estimation within a certain band limit. The error in velocity
estimation obtained for zero-speed operation lies within 2–4 r/min. The authors in
[54] designed a method for direct vector sensorless control of speed of an IM by
rotor orientation. The load torque, resistance of rotor and the states required for the
control algorithm are estimated by EKF. A speed and rotor flux estimation for IM
using extended Kalman filter (EKF) is described in [55]. Literature [56] presented
a novel extended Kalman filter (EKF) for direct torque controlled induction motor.
In [57], a robust Kalman filter observer has been proposed in which least square
principle is used to design an adaptive law for speed estimation of IM.
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Fig. 3 EKF control diagram

3.5 Adaptive Flux Observer (AFO)

AFO is a sensorless control technique for speed estimation of IM based on machine
model. Figure 4 shows the control diagram ofAFO. Literature [58] presented anAFO
method which is insensitive to variations in stator resistance for sensorless control of
IM. The AFO showed robustness to sudden variations in load. Results showed that
the AFO could estimate accuracy in speed in region where the speed is very low.
Machine model-based estimation for sensorless control operation at low frequencies
is quite difficult [59].

Fig. 4 AFO control diagram
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Fig. 5 ANN control diagram

3.6 Artificial Neural Network (ANN)

Figure 5 shows the ANN control diagram. In literature [60], the authors presented
an intelligent controller based on neural network for controlling the speed of an IM
by indirect vector control without using flux and speed sensors. Experimental results
showed that a speed of 120 rad/s was obtained at 2.1 s. Nguyen et al. [61] presented
an ANN method to estimate the speed of a three-phase IM. Backpropagation of the
rotor flux linkages error in the adaptive and reference model was done so that the
neural network model weights were adjusted to approximate the speed of the motor.

3.7 Fuzzy Logic Control (FLC)

Fuzzy logic control is used for various motor control applications [62]. Figure 6
shows the control diagram of FLC. In literature [20], a fuzzy logic control (FLC)
is applied in an IM for constant speed application when there is a variation in load.
Authors in [63] presented a fuzzy logic speed controller for an IM based on indirect
vector control. Experimental results showed that the proposed fuzzy logic controller
is insensitive to temperature variations, inertia changes and disturbances in load
torque.
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Fig. 6 FLC control diagram

Advantages and disadvantages of various sensorless control techniques after
detailed study are presented in Table 2.

4 Conclusion

This paper provides a detailed review on the recent progress in control techniques for
RES-fed IM to justify their best uses. Renewable energy systems have been widely
used for solving issues related to increasing energy demand. Sensorless control
techniques are the replacements for overcoming the disadvantages of conventional
controllers. The conventional control methods have various difficulties such as their
dependency on the accuracy of the mathematical system model, load variations,
motor saturation and thermal variations. Whereas, sensorless control techniques can
achieve reduction in hardware complexity, high reliability, low cost and better noise
immunity so that the overall performance is improved for an IMdrive system. Sensor-
less control technique is preferred over conventional control for higher efficiency and
reliability over a wide operating range for IM applications. From the literatures, it
is observed that sensorless control technique could sustain low speed of 3 r/min as
well.
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Table 2 Advantages and disadvantages of sensorless control techniques

Sensorless technique Advantages Disadvantages

Frequency signal injection
[22–27, 64, 65]

Machine parameters are not
required to implement the
algorithm

Usually moderate dynamic
response

Sliding mode observer (SMO)
[35–39, 47–49, 66–70]

Dynamic response is fast Accuracy in control is low due
to chattering effect

Robustness Power circuits possess a high
amount of heat loss

Implementation is easy Control loop is unstable

Model reference adaptive
system (MRAS)
[2, 7, 28–31, 66, 71, 72]

Simplicity in design Sensitive to IM parameter
changes

Robustness to parameter
variations

Performance limitation at low
and zero-speed operating
regionHigh speed of adaptation

Extended Kalman filter (EKF)
[8, 22, 52–57, 73, 74]

Good dynamic behaviour Absence of design and tuning
criteria

Can work even at standstill
conditions

Heavy computational burden

Complex in design

Adaptive flux observer
[22, 32, 46, 50, 58, 75]

Better stability Difficulty in design of
adaptation mechanism

Robust dynamic
performance

Unstable at zero stator
frequency

Artificial neural network (ANN)
[47, 60–62, 76, 77]

Wide speed range Heavy computational
requirements

Better stability Relatively complicated

Fuzzy logic control
[1, 4, 18, 20, 51, 62, 63, 76, 77]

Unaffected by variations in
temperature, disturbances in
load torque and changes in
inertia

Dependent on human
knowledge and expertise

Exact mathematical model
of the system is not required

High computational burden
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Chapter 23
Solar PV-Powered SRM Drive and Its
Speed Control and Torque Ripple
Minimization

Nutan Saha, Subham Kumar Sahoo, Bidyadhar Rout, Sidhartha Panda,
Gayadhar Panda, and Dillip Ku. Sahoo

Abstract Electric vehicle (EV) is the need of present hour. EV operated by
battery put limitation on the miles covered by it. In this work, control of photo-
voltaic (PV) energy-driven switched reluctance motor (SRM) is analyzed. The speed
control with torque ripple minimization is designed for PV energy-fed SRM drive
based on cosine adapted modified whale optimization algorithm (CamWOA). This
CamWOA-dependent controlmechanism is comparedwithwhale optimization algo-
rithm (WOA)-based control of PV energy-fed SRMdrive. It is found that CamWOA-
dependent control of PV-fed SRMprovides improved performance thanWOA-based
controller.

Keywords Photovoltaic (PV) · Switched reluctance motor (SRM) · Cosine
adapted modified whale optimization algorithm (CamWOA) · Whale optimization
algorithm (WOA)

1 Introduction

Application of electric vehicle (EV) has significantly improved due to improvement
in power converters, battery. Due to limitation in covering driving miles operated by
battery, it put limitation on its use [1, 2]. Speed control and lessening of torque ripple
of switched reluctance motor (SRM) driven by photovoltaic panel are discussed in
this work. Cosine adopted modified whale optimisation algorithm is used for control
of SRM. SRM is used as electric drive. A self-sustainable energy source is obtained
by mounting PV panel on top of EV.

Switched reluctance motor is by inherent simple in construction, rugged and high
torque to mass ratio. High torque pulsation and acoustic noise persist in SRM [3–5].
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This is due to nonlinear T–i–θ characteristics or nonlinear magnetic characteris-
tics [6]. Many approaches have been made to reduce the torque ripple [7, 8] like
fuzzy logic network, neural network. All methods are complex for mathematical
analysis. Optimization techniques use large information of system’s issue by deep-
rooted models and have strong potential. This causes modern heuristic optimization
technique to be used for formulation for designing of a controller. Metaheuristic
algorithm has very high computational efficiency [9].

Mirjalili et al. described a new metaheuristic optimization named as whale opti-
mization algorithm [10] in the year 2016. WOA is based on hunting plan of Hump-
back whale. WOA often entangles in local optima. This causes that the output has an
affinity of low convergence with search space expansion. Thus, a number of variation
[11, 12] are possible that can be applied for improvement of WOA. Thus, modern
heuristic optimization technique is always a good choice for finding solution of real-
world problem. Optimization techniques are also used for formulation and designing
of a controller.

PI controller is always the most choicest controller in industries because of its
simple, reliable, effective and complementary proportion between the price and
performance.

In this work, performance comparison of PI controller implemented for speed
control of PV-fed SRM is done. The controller is based on cosine adapted modi-
fied whale optimization algorithm (CamWOA) and WOA optimization technique.
In CamWOA [13] method, WOA is modified by employing a cosine function for
decay of control parameter, and correction factors are employed for upgrading search
agents position. In this work, CamWOA performance is analyzed by applying on
30-dimensional unimodal functions and then compared with other metaheuristic
algorithms. CamWOA is again applied on PV-fed SRM drive for its control and is
compared with WOA-based controller. CamWOA is always proved to give better
performance than other optimization algorithms.

2 PV Energy

Photovoltaic energy acts as the driving source to SRM drives. This decreases its
dependency on battery. This is achieved by mounting PV panel on top of the EV.
Thus, a sustainable energy source is achieved. Figure 1 shows PV-fed SRM drive.

3 Mathematical Modeling of SRM Drive System

SRM run on reluctance torque. Reluctance torque is due to saliency in construction
present in rotor and stator. Electricity supply is to stator only as excitation winding
present in it. In SRM, electrical power is supplied to stator windings instead of
rotor part, which significantly simplifies the mechanical design. Rotor constructed
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Fig. 1 PV energy-fed SRM drive

of lamination made of steel and with no excitation winding. With electric supply
given to stator, due to reluctance torque, rotor tries to align itself to lowest reluctance
position. This rotation continues if supply given to stator in proper sequence. This
requires a complicated control and switching circuit.

Mathematical modeling (analytical modeling) of a 75 kW, 4-phase 8/6 SRM [14,
15] is a rigorous mathematical process. For simple mathematical analysis, mutual
inductance between different phases is ignored. Presence of saliency in both stator
and rotor leads to nonlinear magnetic characteristics. This causes the stator flux to
exhibit a nonlinear relation to rotor position (θ) as well as stator current (i).

Flux linkage expression is given as

�s(t) = �s(i, θ) (1)

Stator’s phase voltage expression is given below:

�s(t) =
t∫

0

(VS − RS IS)dt (2)

Here, stator winding resistance is RS, �s(t) is linkage flux, VS represents stator
voltage, and IS is a stator current.All the above-mentioned terms are vector quantities.
θ is rotor position. Flux linkage (�) exhibits nonlinear relationship to IS and θ .
Mathematical expression for stator current i(�, θ) is obtained from magnetization
characteristics �s(i, θ).

Equation 3 shows expression of electromagnetic torque Te(i, θ) of any single
phase of SRM. It is the derivative of machine’s co-energy

(
w′(i, θ)

)
.
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Table 1 Machine parameters Machine
parameter

Value Machine
parameter

Value

Power (output) 75 kW Load torque 4 nm

Rotor speed 1000 RPM Aligned
inductance

23.62 mH

Resistance of
stator

0.05 � Unaligned
inductance

0.67 mH

Friction 0.02 Nm DC link voltage
(input)

220 V

Stator pole arc 32° Rotor pole arc 45°

Number of stator
pole

8 Maximum flux
linkage

0.486 mH

Number of rotor
pole

6 Saturated
inductance

0.15 mH

Te(i, θ) = ∂w′(i, θ)

∂θ
(3)

Co-energy w′(i, θ) is obtained by

w′(i, θ) =
i∫

0

�(i, θ) (4)

The total electromagnetic torque ofmachine is the summation of torque developed
by each and every phase. The dynamics of mechanical system is given below.

Te = J
∂ωm

∂t
+ Bωm + Tl (5)

where ωm is angular velocity, J is moment of inertia, Tl is load torque, and B
represents friction coefficient.

Table 1 shows machine parameter of a 75 kW, 4-phase 8/6 SRM.
Figure 2 shows plotting of magnetization characteristics.

4 Control of SRM

Figure 3 explains speed control for SRM using PI controller. The control system
consists of two PI controllers as speed controller and current controller. In addition
to it, hysteresis controller and commutation angle controller are also present. This
control plan provides speed control and minimization of torque ripple as well using
optimum choice of mentioned eight parameters. These are parameters of PI speed
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Fig. 2 Plot of magnetization characteristics of 75 kW, 4-phase, 8/6 SRM

Fig. 3 Speed control of SRM

controller and PI current controller, turn on and turn off angle. All parameters are
obtained by using CamWOA and WOA technique. Performance is compared by
speed controller/current controller made of conventional PI controller. Rotor position
feedback information is required for choosing turn on angle (θON) and turn off angle
(θOFF) for electrical switches. Current hysteresis controller is employed for current
control.
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5 Overview of Cosine Adapted Modified Whale
Optimisation Algorithm

In CamWOA, modifications are done in two steps. (i) Correction factors (ζ1 and ζ2)
are used for decreasing step size in position upgrading of search particle, thus leading
fine search, (ii) cosine function is employed for decay of control parameter, i.e., ‘d’ of
WOA during iteration. The advantage of using a cosine function for ‘d’ in CamWOA
is that it provides varying combination of exploration and exploitation. These modi-
fications that are made in WOA give accurate balancing between exploration and
exploitation phase which leads to exact estimation of global optima.

The cosine function has cyclic pattern which causes a solution to repositioning
around other solutions. This method ensures better exploitation of search region
indicated among two solutions. While exploring search region, solutions are capable
of searching beyond space as well as between respective destinations.

The current best solution is assumed as target krill and all other search agent
update their position according to the target as shown by below equations.

γ =
∣∣∣C · −→

m∗(t) − −−→
m(t)

∣∣∣
ζ1

(6)

�m(t + 1) =
−−−→
m∗(t) − �A · γ

ζ2
(7)

−−−→
m∗(t) is the present best solution, t represents present iteration, and

−−→
m(t) represents

position vector. Vector coefficients �C and �A are obtained from Eqs. (8) and (9),
respectively.

�C = 2 · �R (8)

�A = 2 · �d · �R − �d (9)

Here, �R is any random number in between 0 and 1. Adjustment vectors �A and �C
are used to achieve different position around best agent.

In WOA, �d reduces linearly from 2 to 0 to ensure shrinking nature of encircling
prey. Whereas CamWOA [13] employs a cosine function responsible for decay of
control parameter ‘d’ during iteration as depicted by Eq. (10).

d = 1 + 0.5 ∗ Cosine

(
π

ITER

ITERMAX

)
(10)

where ITERMAX is maximum number of iterations occurred.
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5.1 Bubble Net Strategy of Attacking (Exploitation Phase)

Bubble net method of attacking employs two approaches.

5.1.1 Shrinking Encircling Strategy

In CamWOA, cosine function is used as discussed in Eqs. (9) and (10). This leads
to �A to be a random value chosen between [−d, d]. Setting �A in range of [−1, 1],
search agent’s position is assured between original and current best position of search
particle.

5.1.2 Spiral Updating Position

First the separation between whale position (m, n) and prey position (m*, n*)
is evaluated. Helix-shaped motion of Humpback whales is designed by below
equations.

−−−−−→
m(t + 1) =

(−→
γ ′ · ebl · cos(2πl) + −−−→

m∗(t)
)

ζ2
(11)

−→
γ ′ =

∣∣∣−→m∗(t) − −−→
m(t)

∣∣∣
ζ1

(12)

In Eq. (11), γ ′ symbolizes distance in between ith and best solution come so far.
Constant ‘b’ determines appearance of spiral path. ‘l’ is any random value chosen
between [−1, 1].

Swimming nature of Humpback whales is modeled by assuming 50% probability
each for shrinking encircling and spiral-shaped path for updating whales position
during optimization, which is explained below:

�m(t + 1) =
⎧⎨
⎩

−−−→
m∗(t)− �A·−→γ ′

ζ1
if p < 0.5

−−−−−→
m(t + 1) =

(−→
γ ′ ·ebl ·cos(2πl)+−−−→

m∗(t)
)

ζ2 if p ≥ 0.5
(13)

where p is any random numerical selected between 0 and 1.

5.1.3 Foraging for Prey Locations (Exploration Phase)

During foraging process, agents are picked randomly. �A is a random number which
may be greater than 1 or less than−1. �A forces the search particle to move apart from
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reference search agent. Search agent’s position is upgraded according to a randomly
selected search particle in lieu of best search entity got. Vector �A operate like global
optimizer. Emphasis on exploitation is given when |A|<1, whereas emphasis on

exploration is given when
−→|A| > 1. Particle’s position is upgraded by a random

selection of search particle, as explained by below equations. This causes random
motion of whales. In CamWOA, correction factors ζ1 and ζ2 are introduced for
position updating of whale as explained below.

γ =
∣∣∣ �C · −−→mrand − �m

∣∣∣
ζ1

(14)

�m(t + 1) =
−−→mrand − �A · �γ

ζ2
(15)

−−→mrand is any random search particle taken from current population.

6 Operational Analysis of CamWOA Technique

The convergence of characteristic is guaranteed, as the remaining solution updates
itself according to the best solution obtained. Here, �A reduces size of change adapted
in solution. It also helps to converge in proportion to computed iteration.

The initial population is a random selection, and the algorithm evolves based
on this initial population. Thus, it is always advisable to have multiple runs of this
metaheuristic algorithm. In this work, the functionality of CamWOA is studied by
applying on seven benchmark functions. These functions [16] include fixed dimen-
sional functions. The exploitation ability of any metaheuristic algorithm is analyzed
by testing it on unimodal functions, whereas the exploration ability is measured by
applying it onmultimodal and fixed dimensional multimodal functions. As unimodal
functions is characterized with no local optima but have unique global optima.Multi-
modal and fixed dimensional multimodal functions are characterized with many
local optima and unique global optimum. Further, for better performance analysis of
CamWOA, it is comparedwith othermetaheuristics likeWOA [10], Lightning search
algorithm (LSA) [17] and other optimization algorithms like differential search algo-
rithm (DSA) [12], harmonic search algorithm (HSA) [18], particle swarm optimiza-
tion (PSO) [19], backtracking search algorithm (BSA) [20] and firefly algorithm
(FFA) [21], as described in the literature [17]. The control parameter used in all the
above algorithm is discussed in Appendix A, Table AIV [17]. Maximum number
of generation as well as population size is kept as common parameters for above-
mentioned optimization techniques. Thus, number of search agents and number of
iterations are kept at 50 and 500 for all the optimization techniques. Each tech-
nique is allowed to run for 50 times for each benchmark function. The outcomes
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Table 2 Unimodal benchmark function

Functions Dimen Range fmin

p1(y) =
n∑

i=1
y2i 30 [−100, 100]30 0

p2(y) =
n∑

i=1
|yi | +

n∏
i=1

yi 30 [−10, 10]30 0

p3(y) =
n∑

i=1

(
i∑

j−1
y j

)2

30 [−100, 100]30 0

p4(y) = maxi {|yi |, 1 ≤ i ≤ n} 30 [−100, 100]30 0

p5(y) =
n−1∑
i=1

[
100

(
yi+1 − y2i

)2 + (yi − 1)2
]

30 [−30, 30]30 0

p6(y) =
n∑

i=1
([yi + 0.5])2 30 [−100, 100]30 0

p7(y) =
n∑

i=1
iy4i + random[0, 1) 30 [−1.28, 1.28]30 0

are presented below. To prove operational efficiency and its application in practical
problem, a challenging engineering problem is also solved.

6.1 Analysis of Functions ( p1( y)– p7( y))

In Table 1, 30-dimensional unimodal functions p1 − p7 are tabulated.
The statistical result of CamWOA and WOA derived after 50 runs on unimodal

functions and results of other mentioned six algorithms in literature [17] is detailed
in Table 2. It is analyzed from Table 2 that CamWOA algorithm is able to surpass all
other optimization technique in four unimodal functions, i.e., p3(y), p4(y), p5(y),
p7(y) among seven unimodal functions. For function p1(y) and p2(y), theCamWOA
gives competitive result by providing second best results among all the optimiza-
tion technique mentioned in Table 2. CamWOA provides third best result for p6(y)
(Table 3).

7 Speed Control and Reducing Torque Ripple of SRM

SRM drive is subjected to machine’s co-energy variation according to stator flux
linkage and rotor current, which leads to high torque ripple. By control of stator
current profile, by intelligent choice of turn on (θON)/turn off angle (θOFF) [5], the
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torque ripple can be decreased. Thus, speed control of SRM is devised using appro-
priate selection of switching angle and control of stator current profile. Optimal
combinations of parameters of PI speed controller, PI current controller and commu-
tation angle controller are used here for performance improvement of SRM. The
intelligent combination of all these parameter leads to performance advancement of
SRM.

For measuring speed error, current error, the integral square error (ISE) condi-
tioned is implemented as explained below:

ISE(speed) =
∫

(ωref − ωm)2dt (16)

ISE(current) =
∫ (

Iref − Iphase
)2
dt (17)

Here, ISE(speed) is integral squared error of speed, and ISE(current) is integral
squared error of current.

Torque ripple coefficient (Tripple) is [5] as explained below.

Tripple = Tmax − Tmin

Tmean
(18)

where Tmin and Tmax represent minimum and maximum value of torque. Tmean is the
mean value of torque.

8 Objective Function Formulation

A multiobjective optimization problem formulation is done by combining
ISE(speed), ISE(current) and Tripple.

Minimization of ISE of speed is given as

y1 = min(ISE(speed)) (19)

Minimization of Tripple is given as

y2 = min
(
Tripple

)
(20)

Minimization of ISE of current is given as

y3 = min(ISE(current)) (21)

The problem for final objective function Y is formulated below:
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min(Y ) = α1y1 + α2y2 + α3y3 (22)

α1, α2, α3 is considered as weighing factor. The weighing factor of Eq. (22) are
selected in such a way that all the terms in right hand side of equation are to be in
same range. Selection of α1, α2, α3 is chosen to make every term competitive in the
process of optimization, i.e., normalizing of objectives y1, y2 and y3 in a uniform
scale.

9 Simulation in Time Domain

Modeling of control techniques is designed depending on WOA, CamWOA tech-
nique inMATLAB/Simulink environment. Here,MATLAB software is used because
it is good in programming, in graphics quality and friendly to user. Table 4 shows
lower and upper limits of gains for PI controller.

For evaluating performance comparability of PV energy-fed SRM, many statis-
tical outcomes are considered like best, mean, worst and standard deviation of ISE of
speed, ISE of current and torque ripple’s coefficient and are presented in Table 5. The
proportional constant and integral constant of speed controller, proportional constant
and integral constant of current controller, turn on and turn off angle of commutation

Table 4 Lower and upper
limit of gains for PI controller
and commutation angle
controller

Gains Lower limit Upper limit

KP_S 0 200

KI_S 0 200

KP_C 0 2000

KI_C 0 100

θON 32 36

θOFF 54 58

Table 5 Statistical analysis

Method Parameters Best value Worst value Mean value Std deviation

CamWOA (PI
controller)

Tripple 18.3606 20.4731 19.4363 0.0164

ISE(speed) 1.678e + 04 1.7682e + 04 1.7142e + 04 102.152

ISE(current) 121.1329 143.537 132.53 1.362

Y 1.6157e + 6 2.734226e + 6 2.7290e + 06 3.5509e + 03

WOA Tripple 19.4869 23.173 18.15857 0.0628

ISE(speed) 1.7786e + 04 1.928e + 04 1.8503 + 04 1.472e + 03

ISE(current) 211.1329 287.3984 263.363 39.264

Y 1.6179e + 06 2.749e + 6 2.736e + 6 3.382e + 04
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angle controller for obtaining minimum objective function ofWOA-based controller
are 0.9, 0.89, 80.5224, 0.978, 31.99 and53.89, respectively. Theproportional constant
and integral constant of speed controller, proportional constant and integral constant
of current controller, turn on and turn off angle of commutation angle controller
for obtaining minimum objective function of CamWOA-based controller are 0.899,
0.97, 301.4081, 0.986, 31.89 and 53.99, respectively.

10 Conclusion

It was seen that CamWOAprovides better operational performance thanWOA, LSA,
DSA, BSA, FFA, PSO and HSA techniques in 4 out of 7 unimodal test functions.
Next CamWOAwas also applied for performance improvement of SRM drive using
goal of control of speed, minimization of ripple in output torque and current error.
It was seen that there is advancement in combined objective function by CamWOA
with PI controller compared to WOA with PI controller. The combined objective
function obtained by CamWOA controller is 1.6157e + 6, whereas it is 1.6179e +
06 obtained by WOA controller. The torque ripple, ISE of speed and ISE of current
obtained by CamWOA-based controller are 18.3606, 1.678e + 04 and 121.1329,
respectively, and WOA-based controller are 19.4869, 1.778e + 04 and 211.1329,
respectively. This shows the performance improvement obtained byCamWOA-based
controller as compared to WOA-based controller. Future work includes inclusion
of advanced controller such as fractional order control, fuzzy logic controller and
advanced optimization technique.
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Chapter 24
A Linear Quadratic Integral Regulator
for a Variable Speed Wind Turbine

N. V. A. Ravikumar , Vasupalli Manoj , and N. S. S. Ramakrishna

Abstract The growing demands of wind power globally led to the design and devel-
opment of numerous control methods. The control of the generator speed via blade
pitch angle control has gained momentum and is quite predominantly explored.
In this paper, the speed of a wind turbine is controlled by the design of a linear
quadratic integral regulator (LQIR) to maintain its rated speed in the presence of
unpredictable variations in wind speeds. A multi-input multi-output (MIMO) math-
ematical model in state-space domain is considered for analysis. The designed LQIR
regulates the speed of the wind turbine based on linear quadratic regulator (LQR)
approach arranged by adding integral action to obtain the steady-state performance.
The developed regulator measures and controls the parameters such as rotor speed,
blade pitch angle and generator speed. The results are then compared with the stan-
dard PID and LQR controllers. The advantages of the developed control over existing
architecture have been shown in transient as well as in steady-state conditions. The
simulations are performed in MATLAB R2015a environment.

Keywords LQIR · LQR · MIMO · PID · Wind turbine

1 Introduction

Wind energy is one of the fastest growing energy conversion technologies in the
world due to its many advantages over other sources, like pollution free, clean and
prominent of those is that wind is available free of cost. Moreover, wind energy
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generation also addresses the concern to environmental issues and deterioration of
fossil fuels. According to Bonn, [1] that was stated in April 2020 by world wind
energy association (WWEA), the worldwide overall capacity has reached 650.8 GW
by all the installed wind turbines by 2019 end which can satisfy around 6% of the
world’s electricity demand. The National Institute ofWind Energy (NIWE) followed
the directives and guidance of Ministry of New and Renewable Energy (MNRE)
has assessed a 302,251 MW of installable wind capacity at above 100 m ground
level in India [2]. In other words, the rise in the capacity of wind energy leads to
increased use of wind turbines. The two types of wind turbines are the Horizontal
Axis Wind Turbine (HAWT) and the Vertical Axis Wind Turbine (VAWT), with the
former having advantages over the latter [3]. The performance of HAWT machine
is a major concern for control strategists. Many advanced control strategies were
designed to improve the performance of HAWTs that are nonlinear in nature and
which are dynamically linear time varying HAWT machines [4–11]. They possess
multi-region operating characteristics, flexible structures and aeroelastic interactions.
In [4], closed-loop controllers’ designs were reviewed and analyzed in the context
of pitch control and torque control. The pitch control primarily limits power in high
winds and significantly addresses the load variation effects on wind turbine, while
the torque control focusses on maximizing energy capture by variable speed turbines
in below rated wind speed region and limiting the torque in above rated wind speed
region. The dynamics and control of wind turbines and wind farms are explicitly
discussed [5], wherein the recent developments and open research problems are
emphasized.

The basics of wind turbine along with its control (pitch and torque), components
and three regions of wind speeds are given extensively in [6]. A horizontal-axis,
three-bladed wind with changeable speed and pitch. Turbine is given in [7]. The
overall stability of the WECS based on the permanent magnet synchronous genera-
tor (PMSG) is studied [8] bymodifying its active and reactive powers. The short-term
frequency regulation, voltage regulation and oscillation damping are the set of control
loops incorporated in the wind farm to achieve these tasks. Furthermore, in [9], the
researchers studied the application of fuzzy logic algorithm on a set of proportional-
integral-derivative (PID) parameters designed for blade pitch angle control of wind
turbine effectively in high wind speed region. The steady-state reference is tracked
[10] by augmenting integral action to a linear quadratic regulator designed for a
doubly fed induction generator. The various control methods associated with wind
turbines is presented in [11–15] for further reading while the socio-economic eval-
uation of wind turbines is presented in [16].

It is necessary to regulate the wind turbine’s rotational speed in order to maximize
power production and keep turbine components within their designed speed and
torque limits. Centrifugal force on spinning blades grows as the square of rotation
speed, making this structure subject to over speeding. It is necessary to build turbines
that can withstand far larger wind loads (such as gusts of wind) than those from
which they can actually generate electricity. For this reason, wind turbines are built
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Fig. 1 The components of a
Horizontal Axis Wind
Turbine (HAWT) [16]

to operate at a variety of wind speeds. Cut-in speed [6] for most turbines is 3–4m/s,
with a cut-out speed of 25m/s. It is necessary to reduce the power when wind speed
is greater than rated. Almost all wind turbines are built to operate at a maximum
windspeed termed the survival speed, above which they are damaged.

HAWT [16] is shown in Fig. 1 as a schematic diagram with its basic components.
Rotor (hub and blade), nacelle (which houses the generator and powertrain), yaw
control mechanism, tower, etc., are some of the main components seen in this image.
Before creating a genuine system for converting wind energy into electrical energy,
a suitable controller is required for its control. This is necessary because the wind
turbine will be subjected to the unpredictable, intermittent, stochastic nature of the
wind speedswhich regulates themechanical output power of thewind turbine. System
stability andgoodperformance canbe achievedbyusing the linear quadratic regulator
(LQR), awell-known technique that delivers ideallymanaged feedback gains. It is the
time integral of a quadratic form in the state vector x and input vectoru that determines
the cost functional. Full state feedback has the main advantage of obtaining the ideal
input signalu(t), i.e.,u = −Kx for someKmatrix. The feedbackmatrixK is obtained
by solving the Ricotta equation associated with the LQR problem at hand.
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2 Basic Structure of Wind Turbine

A wind turbine is one of the ways to convert kinetic energy into electrical energy.
Aerodynamic, mechanical, electrical and actuator subsystems make up the majority
of the wind turbine. Wind forces are converted into torque and thrust force by the
aerodynamic subsystem, which is one of the subsystems. The mechanical system’s
drivetrain delivers rotor torque to an electrical generator. To ensure that the entire
system is stable, the blade pitch and generator torque actuator subsystems, which
are part of the control system, are essential. There is a detailed description of the
various subsystems in [7]. Figure2 shows the fundamental model structure of the
wind turbine and the interactions between the different dynamic components of the
model. The state-space model of the variable speed turbine can be described as
follows from [7]; the general mathematical model and the subsequent equations are
considered from [7], after which the following equations hold

ẋe(t) = A(vm)xe(t) + B1(vm)w(t) + B2ue(t)
ze(t) = Cxe(t) + D1w(t) + D2ue(t)

(1)

where

xe =

⎡
⎢⎢⎣

�θe
�ωr

�ωg

�β

⎤
⎥⎥⎦ ∈ R4;w = �vwind ∈ R1; ue =

[
�βref

�Tg

]
∈ R2; ze =

[
�ωg

�Tg

]
∈ R2;

A(vm) =

⎡
⎢⎢⎢⎣

0 1 − 1
ηgear

0

− Ks
Jr

1
Jr

∂Tr
∂ωr

|op 0 1
Jr

∂Tr
∂ωr

|op
ηgearKs

ηgear Jg
0 0 0

0 0 0 − 1
τβ

⎤
⎥⎥⎥⎦ ;

B1 =

⎡
⎢⎢⎣

0
1
Jr

∂Tr
∂v

|op
0
0

⎤
⎥⎥⎦ ; B2 =

⎡
⎢⎢⎣

0 0
0 0
0 − 1

Jg
Kβ

τβ
0

⎤
⎥⎥⎦ ;C =

[
0 0 1 0
0 0 0 0

]
; D1 =

[
0
0

]
; D2 =

[
0 0
0 1

]

there are different steady-state operating points and the corresponding system matri-
ces of linearized model at these operating points are denoted as

[
A(vm,i ) B1(vm,i ) B2

C D1 D2

]
:=

[
Ai B1,i B2

C D1 D2

]
∀i = 1, 2, 3, . . . , L .

In addition, the control inputs in the linearized model are then constructed by
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Fig. 2 Block diagram representation of a Horizontal Axis Wind Turbine (HAWT) [3]

|ue, j (t)| ≤ ue, j,max ∀t ≥ to, j = 1, 2, . . . (2)

with
ue,1,max := min(|u1,max − ud,1|, |u1,min − ud,1|)

ue,2,max := min(|u2,max − ud,2|, |u2,min − ud,2|)

3 LQIR Design for Wind Turbine

The novel state-spacemodel obtained is a type-0 servo systemwhich does not involve
integrator in the dynamics of current and speed. However, the integral action needs to
be incorporated in the feed forward path between the error comparator and the plant.
This will include additional states to the system. The mathematical formulation of
LQR-based state feedback control with integral action is detailed in the following
sections.

3.1 Mathematical Formulation of Error Dynamics

The state-space model of a general type-0 MIMO servo system utilizing integral
action, using state augmentation can be expressed mathematically as
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ẋ(t) = Ax(t) + Bu(t)
y(t) = Cx(t)
ζ(t) = r(t) − y(t) = r(t) − Cx(t)

(3)

where
x = [

x1 x2 . . . xn
]T

represents the (n × 1) state vector,

u = [
u1 u2 . . . um

]T
represents the (m × 1) input vector,

y = [
y1 y2 . . . yp

]T
represents the (p × 1) output vector,

r = [
r1 r2 . . . rp

]T
represents the (p × 1) reference input vector,

ζ = [
ζ1 ζ2 . . . ζp

]T
is the (p × 1) error vector representing the integral of the track-

ing errors (augmented states),
C represents the output matrix,

and the following equation represents the linear state feedback law comprising both
the nominal and added states which can be given as:

u(t) = −Kx(t) + K1ζ(t) (4)

where K is the (m × n) state feedback gain matrix and K1 is the (m × p) integral
matrix.

The state-space dynamic model for the system obtained after the state augmenta-
tion can be written in matrix form as:

[ ˙x(t)
ζ(t)

]
=

[
A 0

−C 0

] [
x(t)
ζ(t)

]
+

[
B
0

]
u(t) +

[
0
I

]
r(t) (5)

In the steady-state the equation can be further written as:

[ ˙x(∞)

ζ(∞)

]
=

[
A 0

−C 0

] [
x(∞)

ζ(∞)

]
+

[
B
0

]
u(∞) +

[
0
I

]
r(∞) (6)

Now, it can be defined as

ẋ(t) − ẋ(∞) = xe(t)
ζ(t) − ζ(∞) = ζe(t)
u(t) − u(∞) = ue(t)

(7)

Hence, the following expression can be obtained

[
ẋe(t)
ζ̇ (t)

]
=

[
A 0

−C 0

] [
xe(t)
ζe(t)

]
+

[
B
0

]
ue(t) (8)

If ((n + m) × 1) is an order of the error vector, it can be represented as
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e(t) =
[
xe(t)
ζe(t)

]

Then, Eq. (8) can be written as:

ė(t) = Āe(t) + B̄ue(t) (9)

where, Ā =
[

A 0
−C 0

]
; B̄ =

[
B
0

]
and

ė(t) = −Kxe(t) + K ζe(t) = −K̄ e(t) (10)

where, K̄ = [
K −Kl

]
now the closed loop error dynamics are given as

ė(t) = ( Ā − B̄ K̄ )e(t) (11)

Thus, it becomes evident that the problem of designing a state feedback law to track
the reference values is transformed to a regulator design problem. The gain matrix
K̄ is to be designed such that error vector e(t) converges to zero at steady state.

3.2 Control Dynamics

The dynamics necessary for control are based on the following equations. The gen-
eralized state-space model [7] of the wind turbine is given in Eq. (12).

ẋe(t) = A(vm)xe(t) + B1(vm)w(t) + B2ue(t)
ze(t) = Cxe(t) + D1w(t) + D2ue(t)

(12)

where

xe =

⎡
⎢⎢⎣

�θe
�ωr

�ωg

�β

⎤
⎥⎥⎦ ∈ R4;w = �vwind ∈ R1; ue =

[
�βref

�Tg

]
∈ R2; ze =

[
�ωg

�Tg

]
∈ R2;

and � represents the variations in the corresponding parameter, while

A(vm) =

⎡
⎢⎢⎢⎣

0 1 − 1
ηgear

0

− Ks
Jr

1
Jr

∂Tr
∂ωr

|op 0 1
Jr

∂Tr
∂ωr

|op
ηgearKs

ηgear Jg
0 0 0

0 0 0 − 1
τβ

⎤
⎥⎥⎥⎦ ;
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B1 =

⎡
⎢⎢⎣

0
1
Jr

∂Tr
∂v

|op
0
0

⎤
⎥⎥⎦ ; B2 =

⎡
⎢⎢⎣

0 0
0 0
0 − 1

Jg
Kβ

τβ
0

⎤
⎥⎥⎦ ;C =

[
0 0 1 0
0 0 0 0

]
; D1 =

[
0
0

]
; D2 =

[
0 0
0 1

]

Ateachfixedoperatingpoint corresponding tovm,i , the systemmatrices

[
Ai B1,i B2

C D1 D2

]

of linearized model are constant, as per Eq. (12) that represents the matrix inequality
optimization problem.

4 Results and Discussions

4.1 Simulation of Results with Slowly Varying Wind Speed

The simulation is performedwith a sampling time of T = 10 s. The tuning parameters
are chosen as rc = 0.2.Thebounds of the pitch angle areu1,min = 0o andu1,max = 30o

and the bounds of generator torque are u2,min = 0 Nm and u2,max = 35.3 kN m. The
mean wind speeds vary from 1 to 16m/s in 9 s and from 16 to 18m/s in 20 s,
respectively, and determine three operating points.

xd,1 = [
0.0138 3.6853 105.7670 23.3645

]T
for input ud,1 = [

23.3645 3781.9
]T

xd,2 = [
0.0138 3.6853 105.7670 20.6103

]T
for input ud,2 = [

20.6103 3781.9
]T

xd,3 = [
0.0138 3.6853 105.7670 25.6616

]T
for input ud,3 = [

25.6616 3781.9
]T

Take the above three operating points for example, the corresponding system
matrices of linearized model are

A1 =

⎡
⎢⎢⎣

0 1 −0.0348 0
−36.7757 −0.1627 0 −0.0380
12407.97 0 0 0

0 0 0 −2.8571

⎤
⎥⎥⎦ ; B1,1 =

⎡
⎢⎢⎣

0
0.0949

0
0

⎤
⎥⎥⎦

A2 =

⎡
⎢⎢⎣

0 1 −0.0348 0
−36.7757 −0.1145 0 −0.0295
12407.97 0 0 0

0 0 0 −2.8571

⎤
⎥⎥⎦ ; B2,1 =

⎡
⎢⎢⎣

0
0.0898

0
0

⎤
⎥⎥⎦
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A3 =

⎡
⎢⎢⎣

0 1 −0.0348 0
−36.7757 −0.2093 0 −0.0470
12407.97 0 0 0

0 0 0 −2.8571

⎤
⎥⎥⎦ ; B3,1 =

⎡
⎢⎢⎣

0
0.0992

0
0

⎤
⎥⎥⎦

B2 =

⎡
⎢⎢⎣

0 0
0 0
0 0.0452

2.8571 0

⎤
⎥⎥⎦ ;C =

[
0 0 1 0
0 0 0 0

]
; D1 =

[
0
0

]
; D2 =

[
0 0
0 1

]

4.2 Simulation Results of Various Parameters Using LQIR
Controller

The results that are furnished in this section are simulations done in MATLAB envi-
ronment. The controlled parameters via LQIR controller are shown in this section.
The simulation results of controlled parameters of wind turbine using LQIR con-
troller are presented with inputs as pitch angle, torque and wind speed and outputs
are angular displacement, rotor speed, generator speed and pitch angle. The graphs
of these outputs with the corresponding inputs are plotted subsequently and are com-
pared with the plots of PID and LQR controllers.

The controller’s performancewhile pitch angle is controlled: The controlled value
of angular displacement is depicted in Fig. 3a. The red line indicates the performance
of LQIR controller. The achieved rise time is 0.00579s, settling time is 0.0103s and
the peak overshoot is 0%. The rise time, settling time for PID and LQR controllers
are 1.16, 1.89 and 0.00582, 0.0104s, respectively. The peak overshoot is 11% and
0% for PID and LQR, respectively. The controlled value of rotor speed is depicted
in Fig. 3b for the corresponding change in pitch angle with an LQIR controller and
is represented in red color. The rise time is 1.9 s, settling time is 3.45 s and peak
overshoot is 0%. The rise time, settling time for PID and LQR controllers are 6.52,
11.2 and 22.4, 19.9 s, respectively. The peak overshoot is 11% and 0% for PID and
LQR, respectively. The controlled value of generator speed is depicted in Fig. 3c and
is represented in red color. The rise time is 0.00582s, settling time is 0.0104s and
peak overshoot is 0%. The rise time, settling time for PID and LQR controllers are
6.52, 22.4 and 0.00582, 0.0104s, respectively. The peak overshoot is 11% and 0%
for PID and LQR, respectively. The controlled pitch angle β is depicted in Fig. 3d
and is represented in red color. The rise time is 0.0015s, settling time is 0.00184s and
the Peak overshoot is 0%. The rise time, settling time for PID and LQR controllers
are 6.52, 22.4 and 0.00582, 0.0104s, respectively.

The controller’s performance while torque is controlled: The peak overshoot is
11% and 0% for PID and LQR, respectively. The graph shown in Fig. 4a represents
the plot of angular displacement with the corresponding change in torque of an LQIR
controller which is represented in red color. The rise time is 0.00582s, settling time
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Fig. 3 While controlling the pitch angle, the designed controller controls the parameters a angular
displacement (cm/s), b rotor speed in rpm, c generator speed in rpm, d controlled pitch angle in
degrees

Fig. 4 While controlling the torque, the designed controller controls the parameters a angular
displacement (cm/s), b rotor speed in rpm, c generator speed in rpm, d the controlled pitch angle
in degrees
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Fig. 5 For change in the wind speed, the designed controller controls the parameters a angular
displacement (cm/s), b rotor speed in rpm, c generator speed in rpm, d the controlled pitch angle
in degrees

is 0.0104s and Peak overshoot is 0%. Rise time, settling time for PID and LQR
controllers are 1.16, 1.89 and 0.00582, 0.0104s, respectively. The peak overshoot is
11% and 0% for PID and LQR, respectively. The graph shown in Fig. 4b represents
the plot of rotor speed when torque is controlled by the LQIR controller (red color).
The rise time is 0.974s, settling time is 1.79 s and the peak overshoot is 0%. The
rise time, settling time for PID and LQR controllers are 1.16, 1.89 and 1.17, 2.15 s,
respectively. The peak overshoot is 11% and 0% for PID and LQR, respectively. The
graph shown in Fig. 4c represents the plot between variation of generator speed with
the corresponding change in torque of an LQIR controller which is represented in
red color. The rise time is 0.00582s, settling time is 0.0104s and the Peak overshoot
is 0%. The rise time, settling time for PID and LQR controllers are 1.16, 1.89 and
0.00582, 0.0104s, respectively. The peak overshoot is 11% and 0% for PID and
LQR, respectively. The graph shown in Fig. 4d represents the plot between variation
of pitch angle with the corresponding change in torque of an LQIR controller which
is represented in red color. The rise time is 0.00568s, settling time is 0.0101s and
the peak overshoot is 0%. The rise time, settling time for PID and LQR controllers
are 1.16, 1.89 and 0.00568, 0.0101s, respectively. The peak overshoot is 11% and
0% for PID and LQR, respectively.

The controller’s performance for changes in wind speed: The graph shown in
Fig. 5a represents the plot between variation of angular displacement with the cor-
responding change in windspeed of an LQIR controller which is represented in red
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Table 1 Comparison with four controllers for changes in wind speed

Controller Rise time (s) Peak time (s) % Peak
overshoot

Settling time
(s)

Steady-state
value

PID 6.52 13.8 11 22.4 105.7670

PID-ZN 1.16 2.85 0.0139 1.89 105.7670

LQR 0.113 0.287 0.00 0.202 105.7670

LQIR 0.0101 0.0211 0.00 0.0173 105.7670

color. The rise time is 0.00582s, settling time is 0.0104s and the Peak overshoot
is 0%. The rise time, settling time for PID and LQR controllers are 1.16, 1.89 and
0.00582, 0.0104s, respectively. The peak overshoot is 11% and 0% for PID and LQR,
respectively. The graph shown in Fig. 5b represents the plot between variation of rotor
speed with the corresponding change in windspeed of an LQIR controller which is
represented in red color. The rise time is 0.00582s, settling time is 0.0104s and the
peak overshoot is 0%. The rise time, settling time for PID and LQR controllers are
1.16, 1.89 and 0.0361, 0.0646s, respectively. The peak overshoot is 11% and 0% for
PID and LQR, respectively. The graph shown in Fig. 5c represents the plot between
variation of generator speed with the corresponding change in windspeed of an LQIR
controller which is represented in red color. The rise time is 0.0101s, settling time is
0.0173s and the Peak overshoot is 0%. The rise time, settling time for PID and LQR
controllers are 1.16, 1.89 and 0.113, 0.202s, respectively. The peak overshoot is 11%
and 0% for PID andLQR, respectively. The graph shown in Fig. 5d represents the plot
between variation of generator speed with the corresponding change in wind speed
of an LQIR controller which is represented in red color. The rise time is 0.0101s,
settling time is 0.0173s and the peak overshoot is 0%. The rise time, settling time for
PID and LQR controllers are 1.16, 1.89 and 0.113, 0.202s, respectively. The peak
overshoot is 11% and 0% for PID and LQR, respectively. The comparison is pre-
sented in Table1 which shows the values of the operating parameters using different
designed controllers, PID controller, LQR controller and LQIR controller. From the
operating parameters, it is observed that the developed LQIR controller is superior
to the other standard controllers.

5 Conclusions

The different strategies for controlling the parameters of a HAWT are studied and
a new control strategy is developed. The following conclusions are drawn from the
results. The wind disturbances play an important role in determining the output
generator speed of the turbine. Hence, along with the average wind speed, the wind
disturbances are also considered in this paper. Using a standard PID controller, output
generator speed is controlled using only the wind speed and the time taken for
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controlling is relatively high, which is not preferable in day-to-day operations. The
developed LQIR controller controls twelve parameterswithin very short time thereby
increasing the efficiency of the overall plant. The rise time is 0.0121s, peak time
is 0.0211s, peak overshoot is 0.0009% and settling time is 0.0255s which is much
superior to existing controllers. This paper provides an important control architecture
which is suitable for HAWT for maintaining constant generator speed which is very
vital for constant power generation. The developed controller can also be useful in
extreme conditions where the prediction of wind speeds are pretty much difficult.
The LQIR controller and the data so obtained can be applied for future large-scale
systems.
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Chapter 25
Output Power Tracking and Oscillation
Control of a Doubly Fed Induction
Generator-Based Wind Energy
Conversion System Using Adaptive
Neuro-Fuzzy Algorithm

Satyabrata Sahoo and Gayadhar Panda

Abstract The output power oscillation of a wind turbine heavily depends on the
cubic power of wind speed.When this stochastic wind speed changes, the magnitude
of oscillation in the output power also varies. This phenomenon leads to the power
quality problem. Pitch angle control is employed for smoothing of the oscillation in
the output power. In fact, by simultaneously regulating the torque of the generator
and pitch angle, speed of the generator and its output power oscillation are reduced.
This paper presents on a power oscillation control scheme based onmultiple adaptive
neuro-fuzzy inference system (multiple ANFIS). By combining the neural network
and the Takagi–Sugeno type fuzzy inference system, the suggested adaptive neuro-
fuzzy controller is developed. The efficacy of the proposed controller is evaluated by
pursuing an extensive simulation study through conventional proportional integral
(PI) control and another superior technology control, i.e. model predictive control
(MPC). From the acquired results, it is noticed that the suggested multiple ANFIS-
based controller shows superior power quality performance in comparison to both
MPC and PI controller.
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1 Introduction

Thedemand for generation of electrical power from renewable energy sources, partic-
ularly from wind energy system is growing day by day. Its annual growth rate is
around 12–15% [1]. With the use of wind energy conversion systems (WECS), the
wind energy is generated from it and is cubically proportional to the speed of the
wind. So the model of wind energy conversion system is of nonlinear in nature.
Therefore, in modern wind energy conversion systems, control system plays a very
vital role. A variable speed variable pitch wind turbine has two operating regions
[2], which is shown in Fig. 1. The first region is in between cut-in and rated wind
speed, known as variable speed region. The second region is in between rated and
cut-out wind speed, known as variable pitch region. This paper focuses on the second
region. Here, the output power goes beyond the generator rated value; hence, it is
to be tracked and controlled through the wind turbine by adjusting its pitch angle
and generator torque. By doing this, speed of the generator and its output power
oscillation is reduced and tracked with in the desired rating.

Variable speed variable pitch wind turbine system has multiple inputs multiple
outputs. Hence, it is cumbersome to design its control model. Conventional
control method like proportional-integral-derivative (PID) control method is used
by different authors in wind turbine control in papers [3, 4]. Because of its cost and
ease of implementation, most of the industrial controllers are used today are PID
controllers.

Conventional control methods are not appropriate for handling nonlinear and
complex systems. The control aspect issues of these complex systems can be sorted
out by using intelligent systems. The intelligent techniques such as fuzzy inference
systems provide a feasible alternative to capture the approximate, qualitative aspects
of human reasoning and decision-making processes. Hence, the human language is
expressed by means of fuzzy logic. By the use of human experience and expertise,
fuzzy rules are generated. These rules are used to convert a linguistic control strategy
in to an automatic control strategy by the use of fuzzy logic controller. In fact, in
wind energy conversion technology problems [5, 6], fuzzy control is an appropriate
choice through pitch angle control implementation.

But the design procedure of the fuzzy controller relies upon the knowledge
and experience of the operator. To resolve this issue, one more intelligent control

Fig. 1 Power curve
characteristics for WECS
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paradigm is used, i.e. artificial neural network (ANN). A number of successful appli-
cations of ANN has been reported in [7, 8] that include variable speed wind turbine
control design. However, the ANN control takes excessive training time.

As DFIG-based WECS is of multivariable in nature, to control this system, we
need two decentralized conventional PI/Fuzzy/ANN controller to control the gener-
ator speed and the quality of power. These constraints are significantly resolved by
the use of an advanced multivariable control technique such as model predictive
control [9]. In [10, 11], model predictive control is suggested for control of aWECS.
But some difficulty will arise in the MPC of WECS, such as lack of adaptivity in
handling intermittent variation of wind speed.

To overcome this difficulty, ‘neuro-fuzzy’ architecture is used. Adaptive neuro-
fuzzy inference system (ANFIS) [12] is the one of such powerful neuro-fuzzy archi-
tecture. ANFIS utilizes the learning capability of ANN and modelling superiority of
fuzzy logic. For estimation of wind speed, ANFIS is used in wind energy conver-
sion system [13]. In [14], ANFIS is used for WECS power control. In this paper, we
have presented a multiple ANFIS controller performance to control the output power
oscillation of a DFIG-based WECS and also to track its power within the rating of
the generator.

This paper is structured as follows; first, description of system with dynamic
modelling is discussed. Then, the proposed control technique, i.e. multiple ANFIS
controller is discussed. Before conclusion, simulation results were compared with
MPC and PI controller.

2 Description of System with Dynamic Modelling

The schematic diagram of variable speed variable pitch WECS is shown in Fig. 2.
This system is mainly divided into aerodynamic system, generator model, actuator
dynamics, drive train model and wind model [11]. The SIMULINKmodel is derived
from the dynamic equations of the different parts of the WECS.

The aerodynamic power available at the rotor disc is given by

Fig. 2 Schematic diagram
of WECS [11]
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Pz = 1

2
ξπR2v3 (1)

where ξ is the air density, R is the radius of swept area or blade length and ν is the
effective wind speed. Only a fraction of the available power Pz , can be converted to
the rotor power Pt. The rotor power Pt is given by

Pt = PzCp(λ, θ) (2)

where Cp(λ, θ) is known as power coefficient. It has a theoretical upper limit of
0.593 known as Betz limit. It is a function of tip speed ratio λ and blade pitch angle
θ .

Cp(λ, θ) = 0.5176

(
116

ςi
− 0.4θ − 5

)
e−21/ςi + 0.0068λ (3)

1

ςi
= 1

λ + 0.08θ
− 0.035

θ3 + 1
(4)

where the tip speed ratio λ is the ratio between effective wind velocity and the blade
tip speed. It is written as

λ = Rωr

v
(5)

where ωr is the rotor speed. Three-dimensional and two-dimensional plots of effi-
ciency coefficient Cp (λ, β) are depicted on Figs. 3 and 4, respectively. From (2) and
(3), we find by changing the blade pitch angle θ (blade rotation about its longitudinal
axis); the value of power coefficient Cp (λ,θ ) will change to change the output power
Pe. This is the basic principle of wind turbine power control through pitch angle θ .

Fig. 3 Turbine efficiency coefficient
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Fig. 4 Maximum power
characteristics with varying
pitch angle

It is given by

Pe = Tgωg (6)

Tg = Pe
ωg

(7)

where ωg is the generator speed and Tg is the generator torque.
The dynamic modelling of a DFIG is based on dq equivalent model [15] shown

in Fig. 5 is derived from space vector model of induction generator. It is given by

vds = rsids + dψds

dt
− ωsψqs (8)

vqs = rsiqs + dψqs

dt
+ ωsψds (9)

Fig. 5 Dynamic dq equivalent circuits of DFIG, a q-axis circuit, b d-axis circuit
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vdr = rridr + dψdr

dt
− sωsψqr (10)

vqr = rriqr + dψqr

dt
+ sωsψdr (11)

where v the voltage, r the resistance, i the current, ωs the stator electrical frequency,
ψ the flux linkages and s is the rotor slip. In (8)–(11), the indices d and q indicate
the direct and quadrature axis components and the subscript s and r represents the
stator and rotor quantities. The value of rotor slip s is given by

s = ωs − pωg

ωs
(12)

Here, p is number of pole pairs, ωg is the generator speed, and it is proportional
to mechanical rotor speed. The flux linkages in (8)–(11) can be calculated by using
the following equations

ψds = (L ls + Lm)ids + Lmidr = Lsids + Lmidr (13)

ψqs = (L ls + Lm)iqs + Lmiqr = Lsiqs + Lmiqr (14)

ψdr = (L lr + Lm)idr + Lmids = L ridr + Lmids (15)

ψqr = (L lr + Lm)iqr + Lmiqs = L riqr + Lmiqs (16)

where L ls, L lr—stator and rotor leakage inductances; Ls, L r—stator and rotor self
inductances and Lm is mutual inductance between stator and rotor.

The flux linkage in (13)–(16) given above can be represented in matrix form

⎡
⎢⎢⎣

ψds

ψqs

ψdr

ψqr

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
Ls 0 Lm 0
0 Ls 0 Lm

Lm 0 L r 0
0 Lm 0 L r

⎤
⎥⎥⎦

⎡
⎢⎢⎣
ids
iqs
idr
iqr

⎤
⎥⎥⎦ (17)

The stator rotor currents in the above equation can be expressed in terms of stator
and rotor flux linkages. This can be obtained by applying the inverse inductance
matrix on both sides of (17), using the following matrix manipulation

⎧⎨
⎩
[ψ] = [L][i]
[L]−1[ψ] = [L]−1[L][i]
[i] = [L]−1[ψ]

(18)
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⎡
⎢⎢⎣
ids
iqs
idr
iqr

⎤
⎥⎥⎦ = 1

ϒ

⎡
⎢⎢⎣
L r 0 −Lm 0
0 L r 0 −Lm

−Lm 0 Ls 0
0 −Lm 0 Ls

⎤
⎥⎥⎦

⎡
⎢⎢⎣

ψds

ψqs

ψdr

ψqr

⎤
⎥⎥⎦ (19)

where Y = LsL r − L2
m and by using (8)–(16) the active power Pe and reactive power

Qe generated by the DFIG [16] is given by

{
Pe = 1.5

(
vdsids + vqsiqs

)
Qe = 1.5

(
vqsids + vdsiqs

) (20)

The dynamic equation of induction generator and electromagnetic torque of
generator is also given [17] by

ωt = p

JrS

(
Tg − Tt

)
(21)

Tg = pLm
(
idriqs − iqrids

)
(22)

Time constants play a crucial role in dynamic modelling of a system because it is
different for electrical and mechanical system. So to keep a balance between them,
generator system [18] is modelled as follows.

·
Tg = − 1

τt
Tg + 1

τt
Tgr (23)

where Tgr is the reference value for generator torque and it is the output of actuator.
Pitch actuator systems are used to control the position of the blade along the

wind flow direction. Generally, these pitch actuators are operated with an electric or
hydraulic technique. In this technique, blades are turned in to its longitudinal axis.
The simulation modelling for actuator is [19] given as

{
dθ
dt = − 1

τθ
θ + 1

τθ
θd

θmin ≤ θ ≤ θmax
(24)

where θd is the reference value of blade pitch angle, θmin and θmax are minimum and
maximum pitch angle of the blade. The dynamic equations of a flexible drive train
[20] is given by

Jt
dωt

dt
= −NTtw + Tt (25)
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·
ωt = −N

Jt
Ttw + 1

Jt
Tt (26)

Jg
dωg

dt
= Ttw − Tg (27)

·
ωg = 1

Jg
Ttw − 1

Jg
Tg (28)

Ttw = kdβtw + Bd
(
Nωt − ωg

)
(29)

·
Ttw = kd

·
βtw +Bd

(
N

·
ωt − ·

ωg

)
(30)

·
Ttw = kdNωt − kdωg −

(
N 2Bd

Jt
+ Bd

Jg

)
Ttw + N Bd

Jt
Tt + Bd

Jg
Tg (31)

The generator and the turbine inertia constants are Jg and Jt, respectively; βtw is
twist angle of the shaft; N is the gear ratio; Bd, kd are the damping coefficient and
shaft stiffness, respectively.

Because of stochastic in nature, an exact modelling of this wind speed v(t) is a
cumbersome process. For ease of modelling, wind speed is composed of two altered
frequency components [21], i.e. a turbulence component vt(t) and a low-frequency
component vl(t). Tomake themodel simplerwind shear, tower shadow and rotational
sampling effects are included.

v(t) = vl(t) + vt(t) (32)

The simulation model of the DFIG-based wind energy conversion system shown
in Fig. 1 is now obtained by comprising (1)–(32).

3 Multiple ANFIS Controller

The control block diagram of PI controller used in this work is shown in Fig. 6.
The generator speed and power are the outputs of the WECS, which are feedback
to the input side. After comparison with reference value, the error is send to the
proportional and integral (PI) controller. In fact, these PI controllers are replaced
with adaptive neuro-fuzzy inference system (ANFIS) in multiple ANFIS controller
is shown in Fig. 7.

The base of the ANFIS network is the fuzzy inference system, i.e. FIS. In FIS,
crisp data is converted to fuzzy variable, and then to be used in the system, it is
again converted back to crisp data. FIS is classified into three types, i.e. Sugeno type,
Tsukamato type and Mamdani type. All the three types are similar to one another
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Fig. 6 Bock diagram of PI
controlled WECS
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except with their consequents. In Sugeno type, input variable function is used as the
rule consequent. The function which is utilized here is of linear or constant, and these
values are updated by using differ rent adaptive techniques. Thus it is designated as
adaptive neuro-fuzzy inference system (ANFIS).

In Fig. 8, an ANFIS of Sugeno type FIS [22] with five layered structure is shown.
Its inputs are x1 and x2 and outputs are functions of x1 and x2. For this ANFIS, the
rule base is

If x1 isCi and x2 is Di , then yi = pi x1 + qi x2 + ri; i = 1, 2 (33)

Fig. 8 ANFIS structure
layout
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whereCi and Di is antecedent part and pi , qi and ri is consequent part of the aforesaid
rule. In this ANFIS structure, the output of every specific layer is designated by yli .

Layer 1: All the nodes in this layer are represented by square boxes and are
adaptive in nature. It is known as input linguistic layer. In this layer crisp inputs x1
and x2 are fuzzified. Output of this layer is

y1i =
{

μCi (x1)
μDi (x2)

i = 1, 2 (34)

where μ is the input membership functions. This membership function may be
triangular, trapezoidal, Gbell, Gaussian or sigmoidal type. Gbell type membership
function is used here. It is represented by

μc(x1) = 1

1 +
[(

x1−ci
ai

)2
]bi

(35)

where ai , bi and ci are the set of parameters. These parameters are to be changed and
upgraded during learning. Then membership functions are adjusted through varying
the bell-shaped functions.

Layer2: Here, nodes are represented by round boxes and all are fixed nodes. The
output is

y2i = wi = μCi (x1) ∗ μDi (x1) i = 1, 2 (36)

Layer 3: This layer is recognized as rule layer and all of its nodes are fixed. This
layer computes the normalized firing strengths in its output and is given by

y3i = wi = wi

w1 + w2
(37)

Layer 4: In this layer, all the nodes are adaptive in nature, and it is recognized as
consequent layer. The layer output is

y4i = wi yi = wi (pi x1 + qi x2 + ri ) (38)

where pi , qi and ri are defined as the consequent parameter.
Layer 5: In this layer, all the node signals are summed up. This layer is recognized

as linguistic layer. Here, the fuzzified input is converted to defuzzification. The layer
output is

y5i = overall output =
∑
i

wi yi =
∑
i

y4i (39)
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It is observed from the ANFIS structure that its rule base consists of two parts,
i.e. consequent part and antecedent part. The parameters in the antecedent part are
nonlinear parameter, and parameters in the consequent part are linear parameter. By
exploiting several optimization methods, these two parts can be optimized so that
the parameters present in it will optimize. Hybrid learning method is utilized here.
In this learning, backward pass and forward pass mode are used. Actually, ANFIS
adapts the parameters in the adaptive network by using gradient descent and least
square estimator algorithms. Finally, the overall output of the ANFIS from Fig. 8
can be represented as

y = w1

w1 + w2
y1 + w2

w1 + w2
y2 = w̄1y1 + w̄2y2

y = (w̄1x1)p1 + (w̄1x2)q1 + (w̄1)r1 + (w̄2x1)p2 + (w̄2x2)q2 + (w̄2)r2 (40)

The consequent parameters p1, q1, r1, p2, q2 and r2 are to be identified by least
square method in forward pass mode. In backward pass, the error rate signal is
propagated back and the premise parameters are updated by the gradient descent.

In this paper, we are using two inputs and two outputs for a DFIG-based WECS,
which is shown in Fig. 6. To cope with this, multiple ANFIS is used here, and they are
sharing their inputs by placing parallel to one another. Themultiple ANFIS controller
control design is shown in Fig. 7. But for the design of an ANFIS controller, input
and output data are required. Here, the data for generator power and its speed is
collected from a Simulink model. In Fig. 9, ANFIS created data for training of both
power of the generator and its speed is displayed. By utilizing either subtractive
clustering or grid partition method, this structure of ANFIS model is generated. The
grid partitioned method is used here. It divides the input subspace by utilizing the
minimum and maximum amplitudes of data generated. Thereafter, through learning
algorithm, these data were trained. The training of the ANFIS is performed with
‘gbell’ membership function with 500 epochs. In Fig. 10, the MFs for initial and
final conditions of speed of generator and its power is presented. Finally, the expected
outcome for generator power and its speed is shown in Figs. 11 and 12 through the
use of proposed multiple ANFIS controller.

Fig. 9 ANFIS training data for, a generator power, b generator speed
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Fig. 10 Initial and final MF for, a generator power, b generator speed

Fig. 11 Predicted output of ANFIS for generator power

Fig. 12 Predicted output of ANFIS for generator speed
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4 Simulation Results and Discussion

The proposed multiple ANFIS controller and other known controllers, e.g.
proportional-integral (PI) and model predictive control (MPC) were implemented
in a DFIG-based WEC Simulink model through (1)–(31) and the parameters [11]
are given in Table 1. The wind speed with magnitude 26 and 12 m/s is chosen here
as cut-out and rated wind speed. To test the performance of proposed controller, it is
compared PI and MPC controller by using simulated continuous wind speed.

Magnitude and direction representation of a stochastic wind speed is difficult in
nature. To represent it in MATLAB with a simpler manner, statistical evaluation has
been practiced by creating the data for wind speed using Gaussian noise generator.
A continuous variable simulated wind speed is shown in Fig. 13a. This wind speed
comprised of a slow and fast variation speed ofwind as presented in (32). The variable
wind speed which is used here varies between 18 and 22 m/s, with an average of
20 m/s. In Fig. 13 b–e, responses of the torsional torque, speed of generator, pitch
angle and power output is displayed, respectively.

The functioning of above controllers, namely multiple ANFIS, MPC and PI were
assessed and analysed in Fig. 13. In Fig. 13b, drive train torsional torque (Ttw)
fluctuations are very high for conventional controller. Fluctuations are reduced in
MPC case but starting time overshoots and undershoots are very high. In proposed
controller case, torsional torque perfectly tracks 1 pu, and there are no overshoots
and undershoots at the time of starting. Because of reduction in both torsional torque
fluctuation and generator speed, its consequence is reflected on the power of the
generator and drive train system components. This results in increased life time
of the drive train component and improved generator power quality. In Fig. 13c,

Table 1 Parameters of
DFIG-based WECS

S. No Parameter Unit Value

01 Rated turbine power, Pt, rat (MW) 2

02 Rated rotor speed, w r, rat (rad/s) 3.0408

03 Damping coefficient, Bd (N m s/rad)) 212.2

05 Blade radius, R (m) 33.29

06 Pitch actuator constant, τθ (s) 0.1

07 Max. blade pitch, θmax (deg) 45o

08 Min. blade pitch, θmin (deg) 0o

09 Max, blade pitch rate,
·

θmax (deg/s) 100

10 Min, blade pitch rate,
·

θmin (deg/s) -100

11 Gear ratio, N (–) 74.38

12 Generator inertia, Jg (kg m2) 56.29

13 Rotor inertia, Jt (kg m2) 1.86 × 106

14 Generator time constant, τ t (s) 20 × 10–3
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Fig. 13 a Wind speed, b
drive train torsional torque, c
generator speed, d pitch
angle and, e generator power
with PI, MPC and multiple
ANFIS controller
comparison for DFIG-based
WECS
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Table 2 Deviation of wind
power with different
controller for a DFIG based
WECS

Controller Min (Pe) Max (Pe) % of Deviation

PI 0.9043 1.1045 18.1258

MPC 0.9917 1.0469 5.2727

Multiple ANFIS 0.9956 1.0058 1.0141

fluctuation in speed of the generator (ωg) is much more and more in case of PI and
MPC controllers, respectively. Further, in MPC instance, there is an undershoot and
an overshoot at the time of starting for a time of 30 s, but thereafter, it fluctuates
about 1 per unit (pu). In case of proposed controller, overshoots, undershoots and
oscillations are decreased and followed the path at 1 pu perfectly. From Fig. 13d, it
is observed that oscillations are existing in pitch angle (θ ) case for both PI and MPC
controllers. In the case of MPC, though fluctuations are of lesser magnitude, it yields
more overshoots and undershoots at the time of starting. Because of this, the rating
of pitch actuator servo is increased which in turn increases the tariff of the generated
wind energy. In case of the proposed controller, both the pitch angle oscillations and
pitch rate are decreased.

It is observed from Fig. 13e that the oscillations in the output power of generator
(Pe) is much more for the occasion of conventional controller in contrast to MPC
and proposed controller. But for the MPC, overshoot and undershoot are found in
generator power at the beginning of the responses, and thereafter, it is reduced and
tracks around 1 pu with lower magnitude of oscillation. Oscillations, undershoots
and overshoots are reduced completely in case of the proposed controller. Despite
the variations in wind speed, the proposed controller tracks the preferred generator
power output at 1 pu. Therefore, the generator operates with in its rated value and
delivers the maximum quality output power to the load.

Statistics given in Table 2 for generator power output with continuous wind speed
(initial 10 s not considered) confirms the aforementioned observations. It can be seen
in Table 2 that power deviation for multiple ANFIS controller reduces to 1.01% in
comparison to PI andMPC controller, which is 18.13% and 5.27%, respectively. It is
observed from the result analysis and statistics that the generation of quality power
is increased by the use of multiple ANFIS controller in comparison to MPC and PI
controller.

5 Conclusion

This paper suggests a multiple ANFIS controller to track and control the generator
power oscillation through simultaneously regulating the torque of the generator and
pitch angle. By doing so, the output power fluctuation is reduced and subsequently
quality of power is improved. Here, themultiple ANFIS controller is utilized because
of its modelling superiority, learning ability and adaptive capability. The reduction
of output power oscillation and its tracking performance operation of the proposed



336 S. Sahoo and G. Panda

controller is equated with MPC and PI controllers. It is observed from the perfor-
mance analysis and statistics that the proposed multiple ANFIS controller excels in
each aspect in comparison to MPC and conventional PI controller.
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Chapter 26
Demand Response Management
in a Smart Grid with Multiple Users
and Utility Companies

Pravat Kumar Ray, Shobhit Nandkeolyar, and Nikhil Sai Rama Valiveti

Abstract In a smart grid, demand response is an important aspect to efficiently
manage the demand generation balance, decrease the cost of power generation aswell
as the cost to the consumers. The implementation of DR in a power grid consisting of
multiple utility companies and consumers is still a challenging task. A Stackelberg
game has been proposed in this paper between the users and the utilities in order to
maximize the monetary returns. It has been shown that an equilibrium exists in the
Stackelberg game. Algorithms have been designed which reach the equilibrium even
though localized knowledge regarding the utilities and consumers is available.

Keywords Demand response (DR) · Nash equilibrium · Non-cooperative game
theory · Smart grid · Stackelberg game · Stackelberg equilibrium

1 Introduction

The ever-increasing electrical consumption is a result of the rising requirement for
smart electrical appliances, automation, hybrid/fully electric vehicles. Population
expansion is also a major contributing factor. The conventional power grid lacks
information exchange between the supply and demand sides. It also lacks flexibility
in design. Blackouts are caused by the lack of reliable operation. Hence, we need
to move toward smart grid which deals with all the above issues in an efficient and
cost-effective manner by utilizing smart meter-based infrastructure integrated with
wireless communication. An important aspect of smart grid is demand response
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management (DRM). It is instrumental in maintaining a proper balance between
demand and supply. In this way, it can be utilized for load shedding and shaving
operations from the grid and consumer’s perspective. The consumers are inclined
to participate as they get monetary benefits in their tariff and the utility companies
(UC) can implement a real-time pricing approach.

The work done in DRM can be classified into either consumer side or UC side.
Here, we have considered communication among multiple consumers and UCs
unlike the single consumer–UC interaction in most of the recent research works.
The consumers and UCs play a non-cooperative game, and the game strategy of each
player has influence on others. The players communicate via bidirectional commu-
nication channels. In this paper, we have mathematically modeled the complex inter-
actions among the various consumers and UCs using the Stackelberg game while
recognizing its distinctive Stackelberg equilibrium. A distributed algorithm has been
developed to find the optimal power demand by the consumers and the unit energy
prices for each UCs when only a limited knowledge regarding the consumer’s power
consumption, and own available power is available with the individual UCs.

A lot of research work has been done in the past on DRM [1–4]. An energy
demand schedule has been introduced in [1] where the UCs fix their tariff based on
the time and energy generation level. A DRM arrangement in which consumers alter
their loads on per hour basis, and the UCs fix their hourly energy price in response
to that has been proposed in [2]. A variable price tariff scheme has been introduced
in [3] where the consumers get monetary incentives on the basis of their daily load
profile. A distributed algorithm has been designed to configure a cooperative game
approach among the various consumers and UCs in the energy market. The authors
in [4] focused on the end consumer satisfaction part of DRM. They studied the
consumer’s preferences in order to improve energy efficiency. The concept of Stack-
elberg game has been utilized in the area of Cooperative Cognitive Radio Networks
and for reducing network congestions in situations where consumers are charged
on their bandwidth usage [5, 6]. In [7], the authors have introduced an objective
problem to maximize the profits in DRM. The method also focused on the learning
of the consumer’s behavior. In [8], the authors have proposed a concept of two-level
game for DRM for various UCs.

Themajor contribution of this paper is in the development of a convexoptimization
problem along with constraints on the consumer’s side which provides optimal value
of consumer’s power demand upon solving. Similar objective problem has been
presented in the supply side as well along with the utility side constraints. The
solution of this problem provides the unit energy price of the UCs. Stackelberg
equilibrium has also been shown to exist. Here, it has been considered that the UCs
do not have any knowledge about howmuch power is available with other UCs unlike
the previous cases present in the literature. The aim here is to develop a distributed
algorithm in order to find the optimum values of unit energy price as well as the
power consumption such that the payoffs are maximized. Two cases were discussed,
and the results were presented. In the first case, fewer number of consumers and
UCs were considered and the budgets of consumers are variable. In the second case,
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large number of consumers were considered with fixed number of UCs in the energy
market.

The remaining sections of the paper are organized as: Section 2 presents the
system modeling; Sect. 3 illustrates the interaction between the consumers and the
utilities via the Stackelberg game theory; Sect. 4 develops the distributed algorithm
in order to find the most optimal solution; Sect. 5 presents the results and discussion;
and Sect. 6 presents the final conclusion.

2 Modeling of the System

It has been assumed that the total number of users is N while the total number of
utility companies (UC) are M. The UCs could be generated from either renewable,
or non-renewable sources of energy, or both. Figure 1 illustrates the overall diagram
of the smart grid. Addition of renewable generation at the utility side brings certain
complexities in the system. The consumers can be divided into different categories
based on their power consumption level such as residential and industrial consumers.
A utility function can be defined for the end consumer wherein the value of the
function increases with an increase in the power consumption of that consumer. A
constraint for every consumer has also been defined. The energy price and consump-
tion data can be communicated between the consumers and UC via smart meters as
shown in Fig. 2. Wireless technologies like WiMAX or LTE can be used to carry out
the communication.

The power system operator (PSO) fixes the energy prices. All the UCs play a non-
cooperative game where there is no cooperation among the utilities participating in
the energy market. There is an imperfect competition among the UCs. In a perfect
market where there is healthy competition, there is no monopoly. Hence, the UCs
can raise the unit price up to a point where their marginal cost of energy production
equals the market energy price. This holds true for a scenario where there are a large
amount of UC and none of the UCs control larger energy production. Here we have

Fig. 1 Smart grid with
multiple energy sources and
users
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Fig. 2 Unit prices of power at equilibrium for different UC

considered a finite amount of UC, and they influence the market energy price. This
leads to imperfect competition and UCs fix the unit energy price according to the
available power.

3 Utility User Interaction Stackelberg Game

Here, we are trying to model more than one UC and they have different price points.
Hence, the cost to the consumers will be different if they take the services from a
different UC. In the energy market, each UC has a significant effect in fixing the
unit energy price to maximize their profit. Game theory is a tool, from economics,
to model the complex relationship among the UCs and the consumers where the
UCs fix the energy price and the consumers communicate their energy demands via
smart meter. This is a sequential process and can be effectively modeled using the
Stackelberg game. In this game, the UCs are the leaders as they set their prices first,
whereas the consumers are the followers as they make their demands according to
the set prices [8]. The game is among multiple leaders and followers. The energy
demand of each consumer is limited by their budget constraint. Each UC has to find
the optimal price in accordance with the consumer’s response.

3.1 User Side Analysis

The power consumption of nth consumer frommth UC is denoted by xn,m . The utility
serving the nth consumer Uuser,n can be denoted as:



26 Demand Response Management in … 343

Uuser,n = ωn

∑

m∈M
ln(θn + xn,m) (1)

In (1), ωn and θn are constant quantities. ln has been used due to the fact that
it is widely utilized to model the consumer satisfaction in economics. For larger
values, the function is not affected significantly much like the characteristics of
consumer satisfaction function. ym denotes the energy price per unit of mth UC
while Cn denotes the nth consumer’s budget. Consumer n ∈ N for a set of price
values

(
y1, y2, y3,...ym

)
. On solving the aforementioned problem, we get optimal

consumer demand.

xn := max{xn,m,∀m∈M}Uuser,n (2)

where

∑

m∈M
ymxn,m ≤ Cn (3)

xn,m ≥ 0; ∀m ∈ M (4)

After the optimization problem has been solved, xn,m is:

xn,m =
Cn + θn

∑
m∈M

ym

Mym
− θn (5)

3.2 Utility Side Analysis

Let us assume that Pm > 0 be the available power with UC m for selling. Every UC
has to make sure that they have a minimum amount of available power left with them
at the commencement of a deal. Here, multiple UCs are considered because with
only one UC the analysis would be constrained, as all the users will have to depend
on that particular UC. As a result, that one and only available UC will charge high
unit price on the users to fetchmaximum revenue due to zero competition. Therefore,
to avoid this issue, there are two constraints imposed on UCs, which prevent them
from charging a higher unit energy price. They are the competition among various
UCs in the energy market and the budget constraint of the consumer. Here, there is a
lack of cooperation among the UCs while fixing the optimal unit energy price for the
consumers. It is assumed that Pm is the power available for all m ∈ M. The power
generation cost is known for the chosen Pm. So, the revenue of UC can be obtained
by using (6).
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Ugen,m(ym,y−m) = ym
∑

n∈N
xn,m (6)

where the ym is the price of the UCs except m. Constraints imposed on utility side
are as follows:

y := max{ym,∀m∈M}Ugen,m(ym, y−m) (7)

∑

n∈N
xn,m ≤ Pm (8)

ym > 0,m ∈ M (9)

ym =
⎡

⎣C + B

⎛

⎝
∑

g∈m,g �=m

yg

⎞

⎠
/

MPm + B(m − 1)

⎤

⎦ (10)

3.3 Stackelberg Equilibrium

In this non-cooperative game, the Stackelberg equilibrium is same as the Nash
equilibrium point. Then, the list of finalized unit prices by each UCs is provided
to the consumers. The principle of the equilibrium game strategy for any of the
followers must be such that the decided approach by the leader(s) must receive
optimal response.

Let �gen,m , and λm = 10 be the strategy sets for the nth user and the mth UC,
respectively. The strategy sets of all the UCs are represented by �gen = �gen,1 ×
�gen,2 × · · ·�gen,M and for different consumers are �user = �user,1 × �user,2 ×
· · ·�user,N . The y∗

m ∈ �gen,m is an equilibrium strategy for the mth UC if ∀m ∈ M

Ugen,m(y∗, x(y∗)) ≥ Ugen,m(ym, y∗
−m, x(ym; y∗

−m
)) (11)

The income of the mth UC is more than the unit energy price of any of the UCs
or any user’s strategy according to the above inequality relation with the strategy y∗

m
and at x := {x1, x2, ....xN }.
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3.4 Existence and Uniqueness of Stackelberg Equilibrium

The maximum power demand of the users and the highest revenue by the UCs both
are achieved at a unique unit price y. Therefore, it can be noted that game has a
distinct equilibrium point, if the game between the UCs results in a distinct Nash
equilibrium.

4 Distributed Algorithm

In the above-discussed sections, certain formulations have been carried out to deter-
mine the optimal demand by considering the information about the UCs regarding
unit prices and power availability associated with UCs. But the UCs go according to
otherUCs’ strategies. But, the above studywill not be applicable ifUCs have no infor-
mation about the available power of the others companies. Therefore, a distributed
algorithm is developed which makes it possible to achieve Stackelberg equilibrium
without even knowing the available power with other UCs.

In this case, each UC begins by assuming a unit price Ym, 1 > 0 and provides the
information about the updated unit price to the users through the communication
channel of smart grids. Then, the users keep the record of the unit price through the
installed smart meters and they decide their share of optimal load demand from each
UC

{
xn,m,1,∀m ∈ M

}
using equation X. After receiving the demand matrix from

the users, each UC then evaluates the difference between the available power with
them and the total power demanded by the users. Accordingly, the UC then decides
the unit price, which is updated using (12):

ym,i+1 = ym,i +
∑

n∈N xn,m,i − Pm
λm

(12)

where λm is the adjustment parameter for speed of convergence of UC,m is chosen to
be a large number, and i is the number of iteration.Whenever there is anymodification
in unit pricemade byUCs, thismust be informed to the users so that canmake changes
in their load demand and update that to the utility companies. These steps are repeated
iteratively until the unit price converges.

Let us consider this algorithm as algorithm1. Here, n = 1 indicates user 1.
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5 Results

From the results obtained, it is observed that depending on the optimal unit price
charged by the UCs, the optimal load demand is decided by the consumers. More-
over, based on the user budget constraints and the available power with UCs, UCs
optimize the unit price. The convergence rate of distributed algorithm is evalu-
ated using MATLAB. For study, 3 UCs and 5 users are considered with param-
eters ωn = 1, θn = 1 ∀n ∈ N . The budget of users is given as C1 = 5,
C2 = 10, C3 = 15, C4 = 20, C5 = 25. and the available power of the UCs is
P1 = 10, P2 = 15, P3 = 20.

5.1 Stackelberg Game

The plot in Fig. 2 presents the demands of users at equilibrium. In Figs. 2, 3, 4, and
5, it has been depicted that rise in budget of the user1 from 2 to 40 has affected the
user demands, unit prices, revenues of UCs. With increase in the budget of user 1,
the demand of that user increases. However, the overall load demand remains almost
unaltered because the demand of other users reduces as user 1 demands more. With
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Fig. 3 User demands at equilibrium

Fig. 4 User utilities at equilibrium

Fig. 5 UC revenues at equilibrium
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Fig. 6 User 1 demand from each UC at equilibrium

no alteration in the changes applied previously, the user utilities at equilibriumwhich
is depicted in Fig. 3. The effect of increase in budget of user 1 on the unit prices of
UC is given in Fig. 4. It can be observed that there is a linear increment in unit prices
for all the UCs due to more budget and demand of user 1. The UCwith least available
power charges the highest unit price on users to receive maximum revenue. It can
be seen in Fig. 5 that despite charging the highest unit prices, UC1 has achieved the
lowest revenue due to the lowest available power. However, the UC3 received highest
revenue for the lowest unit price charged due to the highest available power. With
varying budget, the change in load demand of user 1 from each UC at equilibrium is
shown in Fig. 6.

After analyzing the Stackelberg equilibrium for small number of users, the same
analysis is carried out for large number of users. The study is performed for 100
users and 5 UCs. The constraint on cost for user 1 is varied from 2 to 400. And
that for users 2–25, users 26–50, users 51–75, and users 76–100 are 10, 15, 20, 25,
respectively. The available power with all the 5 UCs is P1 = P2 = 150 units, P3 =
P4 = 200 units, P5 = 250 units. Characteristics of plots in case of large number of
users remain unchanged as compared with that of a smaller number of users.

The rise in budget of only user 1 increases the load demand by user 1. Despite
increase in load demand by user 1, there is no significant change in the load demand
of other users because the number of users is high, and hence, the plot obtained is a
straight line as shown in Fig. 7b. The user utility plot in Fig. 7a behaves same as the
user demand plot. It can be noted from Fig. 7c that the UC with the highest available
power gets the highest load demand and the UC with the lowest available power gets
the lowest load demand. Unit prices and revenues of the UCs increase linearly with
increase in the budget of the user 1 as given in Fig. 7d, e, respectively.
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Fig. 7 Large number of users, a user utilities at equilibrium, b user demands at equilibrium, c user
1 demand from each UC at equilibrium, d unit prices at equilibrium, e UC revenues at equilibrium

5.2 Distributed Algorithm

The plots obtained using distributed algorithm for λm = 40∀m ∈ M are presented in
Figs. 8, 9, 10, 11, and 12. Without knowing, the any local information regarding the
power availability of the other UCs, the equilibrium point is reached. At first, a unit
energy price is chosen then corresponding power demand is evaluated; and depending
on that another unit energy price is fixed for the UC. This process continues.
Following few runs, Stackelberg equilibrium point is reached; i.e., optimal value
of unit price and load demand is obtained. Hence, this proves that power demand
and unit price both are quickly converging to the equilibrium point. By comparing
Figs. 8, 9, 10, 11, and 12 with Figs. 2, 3, 4, 5, and 6, it can be clearly seen that the
distributed algorithm converges to the same expected optimum values under same
set of given data. With different values of mth UC’s initial unit energy price ym,1,
and the speed varying parameter λm , the algorithm’s performance is studied. For
λm = 10(m = 1, 2, 3, . . .), the algorithm is converging faster to the same expected
values as compared to the smaller value of λm as shown in Fig. 13a. In Fig. 13b, it
is depicted that algorithm converging to the same value for different assumed initial
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Fig. 8 UC revenues at equilibrium

Fig. 9 Unit prices at equilibrium

Fig. 10 User demands at equilibrium
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Fig. 11 User 3 demand from each UC at equilibrium

Fig. 12 User utilities at equilibrium

Fig. 13 Distributed algorithm plots at different speed convergence factors and different initial
values of unit price of UCs, a for ym,1 = 5, λm = 50. b for ym,1 = 10, λm = 10
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unit price ym,1. Hence, it shows that the speed of convergence is only linked with the
value of λm , ∀m ∈ M ; and irrespective of the initial value assumed, the algorithm
converges to same value.

6 Conclusion

In this particular paper, the Stackelberg game has been reviewed between various
users simultaneously with multiple number of UCs to estimate the equilibrium point
of the game which includes optimum unit price and users optimum demand for large
and small selection of users. Further, the results were examined by MATLAB plots.
For the condition, when UCs do not have any knowledge about the available power
of other UCs, the convergence point is successfully obtained by the development of
distributed algorithm.
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Chapter 27
Combined Environmental and Economic
Dispatch in the Presence of Sustainable
Sources Using Particle Swarm
Optimization with Adaptive Weighted
Delay Velocity

Soudamini Behera, Namrata Naik, Sasmita Behera, and Ajit Kumar Barisal

Abstract Recently, the excessive utilization of fossil fuels in power plants requires
the concern of environmental safety. In general, the economic power dispatch
(ED) does not convene environmental safety as its major intention is a reduction
of the overall generation cost of the system. The accurate solution of economic
dispatch is acquired only by concerning the environmental issues. So ED becomes
combined environmental and economic dispatch (CEED) with cost and emission
as two objective functions. In this study, particle swarm optimization (PSO) with
adaptive weighted delay velocity (PSO-AWDV) algorithm is used for solving the
CEED dilemma for a coordinated ten thermal unit and sustainable energy sources
likewind and solar systemwithweightingmethod and fuzzy decision-making (FDM)
method. The obtained outcomes indicate the inclusion of sustainable sources with
the thermal units is more economical as compared to the thermal system, and the
outcomes are correlated with PSO, sparrow search algorithm (SSA), sequential
quadratic programming (SQP), evolutionary programming (EP), and hybrid of SQP
and EP.
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1 Introduction

Combined environmental and economic dispatch (CEED) is the online practice of
allocation of the load among the accessible generators to accomplish the load demand
with the reduction of net generation cost and emission with fulfilling the system
bounds. The prime goal is the economical operation of the power system so that
all the load demand is fulfilled at the minimum cost of generation and emission of
harmful gases like CO2, SO2, and NOX. In this work, the PSO-AWDV method is
used to solve this CEED dilemma.

Kennedy andR. Eberhart have introduced PSO. PSOwas projected to decipher the
multi-objective dilemma in [1]. Hybrid particle swarm optimization (HPSO) algo-
rithm is employed to decipher the CEED dilemma in [2]. Advanced PSO (APSO)
is applied to explain the CEED problem in [3]. Solar generating systems (SGS) are
considered on CEED of the power system in [4]. The consequence of wind on CEED
has been discussed in [5]. The non-dominated sorting genetic algorithm-II is applied
for explaining the DEED dilemma of a hydro–wind–thermal power system in [6].
Phasor particle swarm optimization (PPSO) is proposed to explain economic load
dispatch (ELD) dilemmas with several system bounds [7]. The dynamic economic
dispatch (DED) dilemma with valve point effects (VPE) has been discussed in [8].
The constriction factor-based particle swarm optimization (CFBPSO) algorithm is
employed to solve the CEED dilemma of a thermal–wind–solar power system with
dynamical load demand [9]. A ten thermal units system with RESs is thoroughly
analyzed for dynamic CEED [10]. The major handouts of this work are: (1) A novel
PSO with adaptive weighted delay velocity (PSO-AWDV) is flourished by adap-
tively revising the velocity inertia weight of the PSO-WDV algorithm which offers
some supremacy to the particles to overcome from the local trap. [11]. (2) The
supremacy of the projected algorithm is investigated with some earlier developed
optimization algorithms like SSA [12], PSO [1], SQP, EP, EP-SQP method [13]
and are applied to decipher the CEED dilemma of a ten thermal unit with sequen-
tial quadratic programming sustainable energy sources like wind and solar energy
source. (3) The multi-objective CEED dilemma can be changed to a solo objective
with the weighting function method [14]. The section-wise organization of the paper
is given below:

Sect. 2 describes the formulation of load dispatch problem, Sect. 3 describes
CEED using PSO-AWDV, Sect. 4 explains the case studies and results obtained, and
Sect. 5 finally concludes the research work and shows the future scope for further
research.
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2 Optimal Load Dispatch Problem Formulation

2.1 Problem Formulation for Economic Dispatch (ED)

The ED dilemma in power systems is to share the load among the devoted generator
unit in such a fashion that the cost of generation is reduced by appeasing the load
demand and system bounds.

The minimum fuel cost of i th unit is formulated as:

Fc(Pi ) = ai
∗ P2

i + bi Pi + ci$/h (1)

Subject to:

(a) Equality constraints

((
n∑

i=1

Pi

)
− PL − PD

)
= 0 (2)

where

ai , bi , ci are coefficients of cost of ith thermal unit (TU)
Pi is power generation of ith unit
n is the total figure of TUs.

PL indicates the power loss which is neglected here, PD is load demand, and n is
the maximum number of thermal units.

2.2 Problem Formulation for Emission Dispatch

The emission released from a power plant should be within a permitted limit and the
emission constraint can likewise be taken as in (3).

Em(Pi ) = αi
∗ P2

i + βi Pi + γi P
2
i + εi × exp(δi×Pi ) kg/h (3)

where αi , βi , γi , εi , and δi are coefficients of GHGs emission of ith unit, exp is an
exponential function.
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2.3 Problem Formulation for CEED

The weighting function method is applied to convert the multi-objective dilemma
into a single objective as in (4)

Min FT =
n∑

i=1

(w1Fc(Pi ) + w2Em(Pi )) (4)

where FT is a combined objective function to be limited. When all the sources are
considered, then the combined objective function is as in (5)

Min FT = Fi (Pi ) + Ei (Pi ) (5)

where Fi(Pi) and Ei(Pi) are the total generation cost and total emission cost of
thermal, wind, and solar plant, respectively.

Subject to:

PD + PL −
n∑

i=1

Pi −
m∑
j=1

Pgs j −
q∑

z=1

Pgwz = 0

Pi min ≤ Pi ≤ Pi max (6)

Pi min is the lowest and Pi max is the highest generation limit of ith unit in MW.

where Pgsj is power accessible from jth solar plant and Pgwz is power available
from zth wind plant. The solar and wind power plant sharing the load with m and q
generating units, respectively.

The effect of valve point loading (VPE) can be modeled by adding a sinusoidal
term to the main cost function as in (7)

Fc(Pi ) =
Ng∑
i=0

(
ai

∗ P2
i + bi Pi + ci

) + |di sin(ei ∗ (Pi min − Pi ))|
[
$/h

]
(7)

di , ei are the coefficients of VPE of the i th unit. Pi min is the minimum generation
limit of i th unit in MW.
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3 CEED Using PSO-AWDV Technique

3.1 Formulation of PSO with Adaptive Weighted Delay
Velocity

In the search space, the velocity and position influence the search behavior of PSO.
The particles are updated as per the following equations.

v
(r+1)
i = w ∗ v

(t)
i + c1

∗ r1 ∗ (x (t)
i p best − x (t)

i ) + c2
∗ r2 ∗ (x (t)

igbest − x (t)
i ) (8)

x (t+1)
i = x (t)

i + v
(t+1)
i (9)

where t is maximum iterations (generations), w is inertia weight factor.
c1, c2 are learning factors, r1, r2 are random values in the range [0–1].
v

(t)
i is velocity of particle i at iteration t and x (t)

i is current position of particle at
iteration t. v(t+1)

i and x (t+1)
i are new velocity and position of particle i, respectively.

Inertia weight is revised after each iteration and is expressed as in (10)

w = wmax − wmax − wmin

tmax
∗ t (10)

where wmax and wmin are the highest and lowest value of inertia weight. tmax is
maximumnumber of iterations. The flowchart of PSO-AWDValgorithm for dispatch
problem is Fig. 1.

The updating functions of PSO-AWDV are

v
(t+1)
i = w ∗ v

(t)
i + (1 − w) ∗ v

(t−1)
i + c1

∗ r1 ∗ (x (t)
i pbest − x (t)

i )

+ c2 ∗ r2 ∗ (x (t)
igbest − x (t)

i ) (11)

x (t+1)
i = x (t)

i + v
(t+1)
i (12)

x (t)
i pbest and x (t)

igbest are the best positions experienced by the ith particle and the
particle swarm up to the current iteration.

where c1, c2 are cognitive and social acceleration factors, rand, Rand are random
numbers arbitrarily chosen between 0 and 1.

w is the inertia weight of the velocity v
(t)
i pbest and w < 1; (1 − w) is the inertia

weight of the delayed velocity v
(t−1)
i .
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Initialize the number of particles and their velocity, maximum 
steps, parameters of inertia weight, and acceleration factors

Evaluate Fitness Function as per Eq. (9)

Find pbest and gbest

Find acceleration factors and inertia weight as per Eq. (17)-(20)

Update velocity and position as per Eq. (15) and (21)

Update pbest and gbest

Step=kmax?

Stop

Start

Fig. 1 Flowchart of PSO-AWDV

4 Case Studies and Simulation Results

4.1 Ten Thermal Units Without VPE: Case 1

In this scenario, PSO-AWDV is implemented to decipher the CEED dilemma for
minimizing the fuel and emission cost for ten number of thermal generating units
(TUs) without considering VPE. The hourly system load demand and the generator
cost coefficients of ten units thermal system as in [8] and emission coefficients of
ten units thermal system as in [15] (Table 1).
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Table 1 Result for Case 1 with FDM method

Weighting
functions

CEED cost Fuel cost Emission
cost

Membership
function

Accomplishment
function

w1 w2 C F E μ1 μ2 μk
d

1 0 1,007,408.41 1,007,408.45 31,280.31 0.9664 0.0736 0.0425

0.95 0.05 958,933.66 1,007,731.9 31,767.54 0.9509 0 0.0388

0.9 0.1 909,551.37 1,007,085.24 31,746.62 0.9819 0.0032 0.0402

0.85 0.15 860,389.99 1,006,708.49 31,251.84 1 0.078 0.044

0.8 0.2 812,169.65 1,007,440.35 31,086.86 0.9649 0.1029 0.0436

0.75 0.25 761,567.1 1,006,886.54 31,610.46 0.9915 0.0237 0.0415

0.7 0.3 713,573.08 1,008,942.93 30,941.39 0.8927 0.1249 0.0415

0.65 0.35 664,848.59 1,007,633.06 30,851.31 0.9556 0.1385 0.0447

0.6 0.4 614,627.39 1,007,184.11 31,011.39 0.9772 0.1143 0.0446

0.55 0.45 567,974.85 1,007,939.11 30,240.74 0.9409 0.2308 0.0478

0.5 0.5 518,835.09 1,007,743.12 29,927.07 0.9503 0.2782 0.0502

0.45 0.55 468,220.44 1,007,704.49 29,623.29 0.9522 0.3241 0.0521

0.4 0.6 421,075.7 1,008,680.17 29,339.39 0.9053 0.367 0.052

0.35 0.65 371,962.65 1,009,387.6 28,733.85 0.8714 0.4586 0.0543

0.3 0.7 322,821.15 1,010,457.76 28,119.78 0.82 0.5514 0.056

0.25 0.75 273,598.08 1,011,902.57 27,496.59 0.7506 0.6456 0.057

0.2 0.8 224,217.7 1,013,612.4 26,994.95 0.6686 0.7214 0.0568

0.15 0.85 174,397.15 1,016,733.97 26,253.75 0.5187 0.8334 0.0552

0.1 0.9 125,790.56 1,020,160.48 25,661.7 0.3542 0.9229 0.0581

0.05 0.95 75,320.03 1,025,208.9 25,325.88 0.1118 0.9737 0.0443

0 1 25,151.84 1,027,538.2 25,151.84 0 1 0.0408

In this scenario, PSO-AWDV is implemented to decipher the CEED dilemma for
minimizing the fuel and emission cost for ten number of thermal generating units
without considering VPE. The hourly system load demand and the generator cost
coefficients of ten thermal units system as in [8] and emission coefficients of ten
thermal units system as in [15].

4.2 Ten Thermal Units with VPE: Case 2

In this case, PSO-AWDV is implemented to solve the CEED problem for minimizing
the fuel and emission cost for ten number of thermal generating units considering
VPE. The best-compromised result obtained by applying the FDM method in Case
2 is displayed in Table 2. It is observed that the obtained outcomes are slightly
increased than the earlier case1 when the VPE of the thermal system is taken into
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consideration. The fuel cost obtained by the projected method is less as compared to
sparrow search algorithm (SSA), PSO, SQP, EP, and hybrid of EP and SQP method.
It is realized from the outcomes that the projected method is quite effective in solving
the CEED problem.

4.3 Ten Thermal Units with VPE + Wind Plant: Case 3

In this case, PSO-AWDV is implemented to solve the CEED problem for minimizing
the fuel and emission cost for ten number of TUs with VPEs and a wind plant. The
capacity of wind and solar plants is considered as 30 and 40 MW, respectively [15,
16]. The result obtained in Case 3 at w1 = 0.05, w2 = 0.95 is CEED total cost, fuel
cost, and emission 125,750.7 $, 1,021,313.55 $, and 25,609.59 ton, respectively. The
outcomes give evidence that the projected approach is quite effective in solving the
CEED problem.

4.4 Ten Thermal Units with VPE + Solar Plant: Case 4

In this case, PSO-AWDV is implemented to solve the CEED problem for minimizing
the fuel and emission cost for ten number of TUs considering VPEs with solar and
emission impact. The best-compromised result obtained at w1 = 0.15, w2 = 0.85 is
the CEED total cost, fuel cost, and emission 127,045.7 $,1,022,885.5 $, and 27,029.4
ton, respectively.

4.5 Ten Thermal Units with VPE + Wind + Solar Plant:
Case 5

In this case, PSO-AWDV is implemented to solve the CEED problem for minimizing
the fuel and emission cost for ten number of thermal generating units considering
VPE with both renewable energy sources (solar and wind). Table 3 demonstrates the
real power ratings for the 10 generators in this scenario at w1 = 0.1, w2 = 0.9. The
convergence plot of this case is displayed in Fig. 2, and it is realized from the figure
that the projected method is quite effective in solving the CEED problem.

In case 2, when VPE of thermal units is considered, then cost increases but more
practical results are obtained. In case 3,whenwind source is includedwith the thermal
system, both cost and emission are reduced. Similarly, in case 4 when a solar source
is included with the thermal system, both cost and emission are reduced. In case 4,
cost and emission are slight increases as compared to case 3. The comparison of all
cases is exhibited in Table 4 and in Figs. 3 and 4, respectively. It is observed that in
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Fig. 2 Convergence characteristic for Case 5

Table 4 Analogy of all cases concerning cost, emission, and CEED total cost

Case Cost in $ Emission in ton CEED Total cost in $

Case 1(only Thermal without VPE) 1,020,160.48 25,661.7 125,790.56

Case 2(only Thermal with VPE) 1,027,117.72 24,981.57 127,011.2

Case 3 (Thermal with VPE + Wind) 1,021,313.55 25,609.45 125,750.7

Case 4(Thermal with VPE + Solar) 1,022,885.5 27,029.27 126,407.7

Case 5(Thermal with VPE + Wind +
Solar)

1,015,466.35 24,488.80 124,614.63

Fig. 3 Analogy of all cases concerning to cost

case 5 when both conventional and renewable energy sources are considered cost,
emission, and CEED cost reduces as compared to all the four cases, and the proposed
algorithm PSO-AWDV gives better outcomes as compared to other algorithms like
SSA, PSO, SQP, EP, and EP-SQP and is presented in Fig. 5.
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Fig. 4 Analogy of all cases concerning to emission

Fig. 5 Discrimination of all algorithms for Case 5 concerning to CEED cost value

5 Conclusion

Thiswork offers the PSOalgorithmwith adaptiveweighted delay velocity to solve the
CEED dilemma. The CEED problem has been successfully solved by PSO-AWDV
which minimizes generation cost and emission. The efficacy of the PSO-AWDV
algorithm is tested in a complicated scenario, where sustainable sources and valve
point effect are considered. It is noticed that net generation cost and emission both
reduce in the scenario when we considered thermal and both sustainable sources.
Also, the dynamic variation of load at the demand side is considered, and the gener-
ators’ power dispatch within 24 h is described. The outcomes prove the efficacy of
the projected method for the solution of the CEED dilemma. The areas that can be
are researched further are: application to larger test systems, like 60 - generator, 100
- generator test to examine how the algorithm reacts in those scenarios and applica-
tion to real systems such as actual power systems and power pools to realize its full
benefit to society.
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Chapter 28
Performance Analysis of Controlled
Vehicle-To-Grid Charging in 30 Bus
Power System for Electric Vehicle

Gourab Bhuyan and Bani Kanta Talukdar

Abstract Electric vehicles (EVs) are making an impact on vehicle markets sooner
than we expected. Due to its widespread popularity of being environment friendly,
it brings some solutions to the highly debated environmental problem of carbon
emission. As the EVs promote green energy, it can be completely runwithout burning
any fossil fuels. However, the actual challenge lies in charging the same. Charging
an electric vehicle has highlighted some of the potential impacts on grids. To make
EVs popular, companies are trying to reduce its battery charging time by introducing
fast chargers. With decreasing the charging time, charging power is increasing for a
fast charger. Using high power load can cause immediate impact on power system
stability and voltage regulation. The problem of high power requirements can be
controlled with a charging strategy. This paper focuses on the study of impacts on
grid by a high power EV charging load and providing a controlled charging method
supporting vehicle-to-grid (V2G) technology. In this paper, study on different cases
taken during a day with respect to available charging power in a power system is
presented in this report to improve overall performance of the charging strategy.

Keywords Electric vehicle · Vehicle-to-grid (V2G)

1 Introduction

Themodern-dayworld is rapidly increasing population and developing technologies,
and the usage of individual vehicles and public vehicles is increased to provide the
mobility. IC engine vehicles dominate the field of transportation by fair and square,
but due to increasing environmental concerns, rising petroleumprices, the uncertainty
of fossil fuel is enhancing the popularity of electric vehicles (EV) [1]. The EVs are
fueled by the rechargeable battery pack, which powers the electric motor during the
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drive. To get the attention of customers, advancement in the fields of battery technolo-
gies such as fast-charging infrastructure and battery capacity must be developed [2].
In the Indian scenario, large EV penetration will solve problems like air pollutions,
energy savings, noise-level reduction, energy efficiency, and emissions of greenhouse
gases [3]. Themass adoption of fast-chargingmay degrade power systems though the
EV brings one of the most welcomed greener options for transportation. To ease the
mode of driving fast-chargeable batteries with high-density charge would increase
the battery capacity and driving range [2]. Literature also suggested bidirectional
communication-enabled smart grid infrastructure for less impact on a power system.
The bidirectional energy flow is proved efficient to provide power back to the grid. A
discussion on EV charging infrastructure is carried out by NTPC [3] and highlighted
potential marketplace for EVs. It was shown that it would increase as high as 50%
of all vehicles on Indian roads by 2030. In [4], a study emphasizes on charging time
to be less to cope up with the popularities of conventional vehicles.

A study on stability was carried in [5], where the EV load model was suggested
to stabilize the system was also shown. A reliability study was carried by [6] showed
that considerable losses occur during charging EV. A high voltage (HV) system
study carried out in the city of Perth, Western Australia, is presented in [7]. The
study assumes all vehicles in Perth metropolitan area to be plug-in electric vehicles
(PEV) and carried out an analysis to find the impact of charging them in the grid.
The uncontrolled charging of PEV fleet has caused a peak demand which exceeded
the forecasted generation. EV charging load is modeled in [8] and showed that it
has constant power behavior or a combination of constant power and exponential
load behavior. In a park and charge model with scheduling to minimize EV battery
degradation cost [9]. Another study [10] showed limited V2G application where
discharging mode is only applied when high demand arises. The system load study
with respect to the very dynamic load curve has not been operated in details in any
of the studies. This work is to improve the voltage profiles of a system with a V2G-
enabled control strategy, which will monitor charging limit and V2G support during
different cases. This work is to highlight the improvement made by V2G charging
during different periods of the day which reflects upon practical scenario.

1.1 Objective of This Study

The objective of this study is to provide round the clock analysis of charging of EVs
in a power system. The system study was performed taking three different cases of
charging in different periods of the day. The end result shows how effective V2G
control chargingmethodwouldbe than anuncontrolledone.Advantages of pre-define
charging limit and V2G support would effectively improve the voltage profiles. The
rest of this paper is organized as follows:A review of existing approaches is presented
in introduction section. Section 2 describes the modeling of V2G charging with
detailed modeling of loads along with 30 bus power system. Load flow calculations
are defined in this part. Section 3 consists of daily load and different test cases and
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parameters for the study. Results of the simulations are discussed in Sect. 4 followed
by detailed conclusions.

2 Modellıng V2G Envıronment

2.1 Modeling of V2G Load

EV charging loads are the most crucial component to this analysis. Building an V2G-
enabled charging load is crucial to this work. A universal input EV charger consists
of an active rectifier front end, and a buck converter at the battery end is modeled
here. It is capable of providing unity power factor and regulated voltage, despite grid
voltage variations and supply point voltage. It enables vehicle-to-grid

(V2G) mode of operation by allowing bidirectional power flows. Further, it has
become an attractive solution for medium power applications above several kW [8].

The number of EVs in area is taken as n, which are set of all the charging and
V2G support operations. A parking data probability curve is used to predict number
of vehicles will available at parking. These vehicles will be the source which will
draw powers during the charging mode and provide power during V2G mode. The
charging and V2G power levels are been taken as constant for all the n vehicles. The
total power at the system at any time t would be

∑
P =

∑
PGEN +

∑
P V2G −

(∑
PDEM +

∑
PEV

)
−

∑
PLOSS

2.2 Newton Raphson Load Flow with 30 Bus System

The case study on IEEE 30 bus system is carried out for calculating the effects
on power system. Output parameters like voltage magnitude and system losses are
observed. For the calculation of real and reactive power drawn by bus in power
system, it is necessary to define bus voltages and bus admittances of buses present
in the system. For the ith bus, equation of the bus voltage is denoted in Eq. (1).

Vi = |Vi |∠δi = |Vi |(cos ∂i + j sin ∂i ) (1)

Admittance of the ith bus represented by Eq. (2)

Y i j = ∣∣Y i j

∣∣∠θi j = ∣∣Y i j

∣∣(cos θi j + j sin θi j ) = Gi j + j Bi j (2)

For a system consisting of n buses, the current at bus i can be expressed in the
form of Eq. (3)
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I = Y11V1 + Y12V2 + · · · + YinVn =
n∑

k=1

YikVk (3)

Complex power Eq. (4) can be simplified further to find real and reactive powers
of individual buses.

Pi − j Qi = V ∗
i Ii = V ∗

i

n∑

k=1

YikVk

=
n∑

k=1

|YikVi Vk |[cos(θik + δk − δi ) + j sin(θik + δk − δi )] (4)

Comparing the real and imaginary parts, two equations are formed for the
calculations of real and reactive power for each buses of the system.

Pi =
n∑

k=1

|YikVi Vk | cos(θik + δk − δi ) (5)

Qi = −
n∑

k=1

|YikVi Vk | sin(θik + δk − δi ) (6)

2.3 Load Flow Analysis by Newton–Raphson Method

If the n-bus power system will contain a total np number of P–Q (load bus) buses
while the number of P–V (generator bus) buses be ng such that n = np + ng + 1.
Addition of 1 is assumed to be the slack or reference bus. The technique of Newton–
Raphson load flow is similar to that of solving a system of nonlinear equations using
the Newton–Raphson method. Each iteration is to form a Jacobian matrix and to
solve for the corrections.

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�δ2
...

�δn
�V
V
...

�|V1+n0 ||V1+n0 |

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

[J ] =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�P2
...

�Pn
�Q

...

�Q1+n0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7)

J =
[
J11 J12
J21 J22

]
(8)
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With the voltage and angle at slack bus fixed at V1∠δ1, all PQ buses are at |V |,
∠δ and all PV buses assumed to have δ at all the buses. For the rth iteration, power
mismatch equations are checked

�Pr
i = Pr

i In j − Pr
iCalc

�Qr
i = Qr

i Inj − Qr
iCalc

Power mismatch values are checked for minimum, the iteration stops if found less
than the prescribed tolerance. If the convergence criteria are not fulfilled, the voltage
magnitudes and angles are updated.

|V |(r+1) = |V |r + |�V |r

This process is continued until the convergence is less than the prescribed value
of tolerance, once found entire solution is printed. This solution technique is used to
calculate output parameters (Fig. 1).

3 Daily Load Curve Situation, Parameters, and Charging
Limits

For case study on 30 bus system, different types of EV charging loads are modeled.
Different constraints of time like early morning, mid-day, afternoon, and night are
taken into consideration. Load demand patterns are identified for different time of
the day. While working on these data, practical situation-based data were preferred.
Data were collected from IEEE and other official websites [11].

3.1 Case Study

This case study of EV charging load has taken consideration of four period of time
in a day. The daily load curve has four significant changes of load during a day.
These periods are named night lean, morning peak, day lean, and evening peak;
four different load patterns can be seen from Indian daily load curves. The changes
of loads during intermediate periods and load characteristics are almost similar for
each period [12]. With the addition of EV charging loads into the account, the load
curve will show characteristics as that of the old one. The dynamic behavior of EV
charging load will bring unpredictability to the load requirement. This behavior or
unpredictability is studied with simulations, named as uncontrolled EV charging.
The uncontrolled charging will affect on the voltage level and stability of the system.
To overcome this problem, a control charging method is adapted which comes with
vehicle-to-grid support. The analysis emphasizes on three states of EV charging on
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Fig. 1 Newton–Raphson
load flow algorithm

four different periods of the day. The states are named as ‘no EV load,’ ‘uncontrolled
EV charging,’ and V2G controlled charging. Voltage magnitude and voltage angles
are calculated from all the cases.



28 Performance Analysis of Controlled Vehicle-To-Grid … 375

Fig. 2 Arrival of EVs in home and workplace

3.2 Parking Pattern Throughout the day

The amount of time that EV charging station takes is quite higher than a conventional
fuel station. The convenient method for charging an EV would be in parking spaces
of offices, housing complexes, commercial hubs, etc., to be equipped with charging
facilities [10]. Figure 2 explains parking behavior or the electric vehicles arrival at
home and office.

3.3 Allowed Charging Levels and V2G Support During
Controlled Charging

During control charging method, charging powers were made available for EV
charging according to the load demand in the system. During the night lean period,
charging power wasmade available up to. The V2G support of highest was supported
for the duration of peak demand. This V2G support was crucial to improve stability
during the periods of high load demands (Fig. 3).

The total available charging power is taken as 50 MW for this project work. The
penetration of EV is considered as very low to have minimum effect on the case
system.

4 Results and Discussions

In uncontrolled charging state, the charging loads are increasing in uncontrolled
manner. However, one key highlights of the state are that it increases the system peak
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Fig. 3 Control charging strategy

voltage, which provides an important analysis on voltage variation. On controlled
V2G support state, the charging loads are modeled with V2G support and also
restricted with limited charging power during the time of peak demand of the region
(Table 1; Fig. 4).

As the loading on EV loads has increased, bus voltage in the respective buses
shows decrease in magnitudes. When the controlled V2G charging method is used,

Table 1 Total loads in different cases and different periods of the day

Load case Time period No EV load Uncontrolled
charging

Controlled V2G
support

MW MVAR MW MVAR MW MVAR

Night lean 1:00–5:00 185.2 64.8 197.2 66.1 224 72.1

Morning peak 8:00–11:00 220.2 72.3 248.3 74.6 232 70.7

Day lean 13:00–16:00 202 66.6 230.2 68.5 229 69.8

Evening peak 18:00–21:00 232.3 75.4 276.2 78.5 241 69.4
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Fig. 4 Allowed charging and V2G power (MW)

the system showed improvement in voltagemagnitudes. Index for voltage magnitude
variations from no EV load (VMNL) to uncontrolled charging is (VMUC −VMNL)=
�VMUCNL and index for variations in voltagemagnitude from uncontrolled charging
(VMUC) to V2G charging (VMV2G −VMUC)= �VMV2GUC.. These indices are used
in Table 2.

From Table 1, test cases are taken and results were plotted in Fig. 5.
Figure 5 represents all the voltage buses in different periods of the day. From the

above periods, morning peak and evening peak were most affected among all.
During night period all the buses were under 0.95 pu limits, as more EVs are

putting into charging during this period. During the night lean period, simulation
was done as the maximum number of EV users is putting their vehicles to charge.
At bus 30, lowest 0.965 pu was recorded. At morning peak duration, bus 26 and bus
30 are recorded 0.926 pu and 0.952 pu. During day lean period, worst-affected buses
were bus 26 (0.945 pu) and bus 30 (0.953 pu). During evening peak, bus 26 (0.899
pu), bus 29(0.948pu), and bus 30 (0.932 pu) were affected the most. The �VMUCNL

value is significantly high in bus no 26 for all the noted cases comparing to other
cases. The V2G support was provided the most in the evening peak duration, as all
the affected buses are showing great improvement during this period. The control
strategy for coordinated charging is as per in Fig. 3.
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Fig. 5 Voltage magnitude during different periods, i.e., night, morning, day, and evening

5 Conclusion

This paper is focused on the analysis of the control chargingmethod to improve power
system performance during a day. Simulation was carried on IEEE 30 bus system,
and results were discussed. It was seen that increasing the EV loads on specific
bus resulted in a decrease in voltage profiles. Implementation of V2G controlled
charging throughout the day drastically improves the scenario. The penetration of
EVwas taken as very low considering the present scenario of low popularity of EV. It
is confirmed from the study that an increase in EV charging would have an impact on
the power system if it is not controlled and grid operators should focus on improving
the same. Improvement in power quality devices will minimize the system losses
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and well-equipped V2G support with battery packs, and renewable sources will help
grid operators to balance the power demands during the daily operations. Further,
improvisation of the controlled charging method can be done with better-trained
algorithms.
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Chapter 29
Automatic Generation Control
for Hybrid Power System in Deregulated
Environment

Parusharamulu Buduma, Madan Kumar Das, Ashwani Kumar Sharma,
Gayadhar Panda, and Sukumar Mishra

Abstract With the restructuring of power sector operations worldwide, many new
entities have come into the market with fair and open access to the transmission
facilities managed by an independent system operator (ISO). Automatic Generation
Control (AGC) in this environment has been identified as an key ancillary service
with a challenge. In this paper, an integral controller has been used to control theAGC
in a three-area hybrid power system in deregulated market. For dynamics control, the
AGC system has been modified to take into consideration bilateral contracts. The use
of a three-Area deregulated electricity system with two Gencos and Discos in each
area, as well as hybrid turbines, has been studied. The Disco Participation Matrix
(DPM) is being used to characterize the bilateral contracts for three-area AGC. For
a three-area system with hybrid combinations of turbines, the system’s performance
is investigated for various bilateral contract instances.

Keywords Automatic Generation Control · Disco Participation Matrix · Hybrid
Power System · Bilateral Contracts

1 Introduction

In open access environment, issue of Automatic Generation Control (AGC) has
gained more importance as the real-time load balance has become a critical issue due
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to the entry of direct negotiation of power purchase agreements without the involve-
ment of a third party. In this competitive climate, Load Frequency Control (LFC)
has been regarded as an effective supplementary service. Previously, subsidiary
services were delivered by a single utility called Area of Control (CA). Every
CA owns producing resources, distribution, and transmission capacities inside its
limits. Deregulation aimed to make a competitive environ in generation and trans-
mission services could be bought and sold based on market demand and supply. This
new framework allows for the separation of auxiliary services and the emergence
of new entities, such as Distribution-Companies (Discos), Generation-Companies
(Gencos), Transmission-Companies (Transcos), and Independent Contract Adminis-
trators (ICAs). [1] explains the notion of LFC after and before the before deregulation
in great detail. There has been a detailed comparison of AGC after and deregula-
tion [2]. The supply of frequency regulation auxiliary services in other deregulated
markets throughout the world has been discussed in this article.

A critical literature review of contemporary philosophies of AGC control strate-
gies has been presented in [3]. Overview of AGC schemes have been presented in
[4] & [5]. PI, PID, and optimal controllers were proposed by several researchers. An
optimal control [6–9] and structure variable control [9–12] were employed to operate
the system in normal conditions. Electrical utilities worldwide are transforming their
electrical supply systems to open access environments, also known as competitive
electricity markets, restructured power systems, or deregulated power systems due
to many technical, economic, and environmental issues. In this competitive market,
operating the power system poses additional challenges in terms of LFC. In [13–16],
the AGC is well presented for a deregulated system. The concept of Disco Participa-
tion Matrix (DPM) is proposed, which helps the visualization and implementation
of the Independent Contract Administrative (ICA). GA application to optimize bias
factors and integral gains for AGC are presented for a deregulated system in [17].
In [18], the authors presented an LQG approach for LFC in the deregulated environ-
ment. In this work, the gains of an integral controller with DPM for hybrid three area
systems for load frequency management have been obtained using a traditional tech-
nique. For the AGC study in the de-regulated environment, the different scenarios
of the DPM have been investigated for these hybrid unit combinations. For each
situation, their results have been compared. MATLAB/SIMULINK has been used to
model the system.

2 AGC for Hybrid Power System with Three Areas

In an open environment, with the unbundling of a conventional power system, new
entities called Gencos, Discos, Transcos, and an Independent SystemOperator (ISO)
have emerged for the competitive operation of the system. The ISO with significant
responsibilities of providing fair and open access to transmission, the security of the
system, and has the responsibility to provide ancillary service to the system. One
of the essential ancillary services is the LFC in the new environment with crucial
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DISCO1 DISCO2

GENCO1 GENCO2

DISCO3 DISCO4

GENCO3 GENCO4

DISCO5 DISCO6

GENCO 5 GENCO6

Area 3

Area 2Area 1

Fig. 1 The deregulated power system’s configuration

differences between operations of a system in the deregulated regime. In this instance,
a Disco can have a power contract with other Gencos, and these transactions are
settled using the DPM concept [15] under the supervision of the ISO. In this work,
the effects of bilateral contracts on the dynamics of the system for AGC consisting
of three areas with two Gencos and two Discos are described. In a three-area power
system, hybrid turbine units are considered to be present. The proposed three area
systems along with Gencos and Discos in each area are shown in Fig. 1.

Any Genco in a particular location has the ability to supply both Discos from its
own pool as well as Discos from other areas via tie-lines. A Disco’s involvement
in a contract with a Genco is granted by the DPM. The rows in DPM correspond
to the number of Gencos in the power system, while the columns correspond to the
number of Discos. Any DPM entry is a proportion of the total load power that a
Disco has contracted to a Genco. As a result, the total entries in the column belong
to the DPM’s Disco

∑
i cpi j = 1.

The DPM for a three-area system with two Discos as well as two Gencos in each
area is described as

DPM =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

cp11 cp12 cp13 cp14 cp15 cp16
cp21 cp22 cp23 cp24 cp25 cp26
cp31 cp32 cp33 cp34 cp35 cp36
cp41 cp42 cp43 cp44 cp45 cp46
cp51 cp52 cp53 cp54 cp55 cp56
cp61 cp62 cp63 cp64 cp65 cp66

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(1)

where, cp stands is factor of contract participation. The portion of the load contracted
by Disco1 from Genco 2 is reflected in the DPM by the (2,1) entry. The Discos in
one location are linked to the Gencos in another via off diagonal pieces. Each area
has a large number of Gencos, and the Area Control Error (ACE) signal must be
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shared by all of them in terms of their contributions. ACE participation factors (aps)
is coefficient that measure ACE sharing

∑m
j=1 ap j = 1 where m = Total Gencos in

one area. The scheduled tie line power flow is given as:

�P1scheduled(k) = �P1−2scheudule(k) + a31�P3−1scheduled(k) (2)

�P2scheduled(k) = �P3−2scheudule(k) + a12�P1−2scheduled(k) (3)

�P3scheduled(k) = �P3−1scheudule(k) + a23�P2−3scheduled(k) (4)

where a12 = a23 = a31 = − 1, Pr1 = Pr2 = Pr3 is power rating in area and k
represent the sampling index. The following is the power error defined in the previous
equations:

�Pierror = �Piactual − �Pischeduled (5)

In the steady state, this error signal is used to generate its ACE signal as follows:

ACEi = B�Fierror + �Pierror; i = 1, 2, 3 (6)

In this work, the following are three different power contract instances that have
been considered:

Case-1: Equal power share in area 1 only: Because all of the ACE participation
variables are 0.5 in this scenario, each area’s contribution is equal. In a steady-state
operation, anyGenco generation in a given areamustmatch the demand of theDiscos
in that area according to the terms of the contract. The following is how the Genco
generation is stated in terms of DPM and Disco demand: �PMi = ∑

cpij�PLj.

DPM =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.5 0.5 0 0 0 0
0.5 0.5 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(7)

Case-2: Un-equal power share in all areas:The following DPM applies to the
deal between Discos and Gencos:
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DPM =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.3 0.25 0 0.4 0.1 0.6
0.2 0.15 0 0.2 0.1 0
0 0.15 0 0.2 0.2 0
0.2 0.15 1 0 0.2 0.4
0.2 0.15 0 0.2 0.2 0
0.1 0.15 0 0 0.2 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(8)

It is assumed that each Disco in the area demands 0.1 p.u.The tie-lines power
scheduled can be obtained as:

�P12schduled =
2∑

i=1

4∑

j=3

cpi j�PLj −
4∑

i=3

2∑

j=1

cpi j�PLj (9)

�P23schduled =
4∑

i=3

6∑

j=5

cpi j�PLj −
6∑

i=5

4∑

j=3

cpi j�PLj (10)

�P31schduled =
6∑

i=5

2∑

j=1

cpi j�PLj −
2∑

i=1

6∑

j=5

cpi j�PLj (11)

Case-3: violation in Contract: When a Disco seeks more power than the contract
specifies, it is said to be in violation of the contract. Uncontracted electricity is
thought to have to be distributed by Gencos in the same region as the Disco in this
case [13]. Instead of being the correct demand, the contract’s surplus power demand
should be viewed as a local load for the area. The uncontracted load of Disco of Area
1 is reflected in Gencos of Area 1.

3 Control Design for AGC System

In thisAGCsystem, the error in the system frequency (�f ) is fed through an integrator
for the speed change as shown in Fig. 2. The proportional plus integral controller
gives zero error in steady state (.�f |steady state = 0).

�F(s) = − Kp

(1 + Tp) + ( 1
R1

+ 1
R2

+ ap f1Ki

s + ap f2Ki

s ) × Kp

(1+TGs)(1+Tts)

× �PD
s

(12)

= − RKps(1 + TGs)(1 + Tts)

s(1 + TGs)(1 + Tts)(1 + Tpss)R + Kp(2ap f KiR + 2s)
× �PD

s
(13)

Let us take R1 = R2 = R, apf 1 = apf 2 = apf . We reach the following results by
applying the final value theorem:
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Fig. 2 Block diagram of integral control for area 1 of three area thermal systems

� F |steadystate = s�F(s)
s→0

= 0 (14)

ACE is the signal that is fed to the integrated controller. We need to design indi-
vidual controller each area for three area system. Assume there is no contraction and
interconnection for designing individual conventional controller.

For the designing of control, we modified Eq. (12) taking, TG = T t = 0

�F(s) = − R × Kps

s(1 + Tps)R + Kp(2ap f Ki + 2s)
× �PD

s
(15)

= − R × Kps

sR + s2TPR + Kp(2ap f Ki + 2s)
× �PD

s
(16)

sR + s2TpR + 2ap f KpKiR + 2Kps (17)

Tp × R(s2 + s

Tp
+ 2ap f KpKi

Tp
+ 2Kps

RTp
) (18)

By simplification, we get:

�F(s) = −Kp

Tp
× �PD

s2 + s
[
(1 + 2Kp

R )/Tp
]

+ 2ap f KiKp

Tp

(19)

The denominator can also be written as:

[

s + 1 + 2Kp

R

2Tp

]2

+ 2ap f KiKp

Tp
−

[
1 + 2Kp

R

2Tp

]2

(20)

The integral gain K i determines the nature of the pole.
If
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2ap f KiKp

Tp
>

[
1 + 2Kp

R

2Tp

]2

(21)

Or if

Ki >
1

8ap f TpKp

(

1 + 2Kp

R

)2

= Ki,critical (22)

By using the values of Kp, T p and R, we obtain the control gain as K i = 1.06.

4 Results and Discussion

In this paper, a study of AGC of three area power system with Reheat Thermal-
Reheat Thermal-Diesel(TTD), Reheat Thermal-Reheat Thermal-Hydro (TTH), and
Reheat Thermal-Diesel-Hydro (TDH), have been proposed. The results have been
determined with a conventional integral controller for all the hybrid turbine cases
with three different scenarios of bilateral contracts, as explained in section II. For all
three areas, the findings were obtained for frequency variations, tie-line deviations,
and Gen-cos share towards contractual electricity. Figure 3 shows the SIMULINK
block for Case 1 of a three-area system with a TTD unit and an integral controller.
Similarly, findings for additional TTH and TDH units were obtained by altering the
model for Case 1 with different turbine models. Other sorts of contracts can easily
be incorporated into the scheme. For various contract scenarios, the findings for
deviations in frequency and tie-line power, and power share of Gencos are displayed
in Figs. 3, 4 and 5 for areas 1, 2, and 3. According to the observation, the frequency
deviations settle at zero steady states in 20 s for TTD (Case 1) for area 1, while it
takes longer for other regions to settle to steady-state. Case 2 and Case 3 take longer
to reach zero in terms of tie-line power deviations, and Case 2 and Case 3 take longer
in terms of other areas. In case 1, Gencos’ generating power settles at a steady state
in 20 s; in other circumstances, it takes longer to settle due to the exchange of more
power than in case 1. Figures 6, 7 and 8 show the TTH results for all of the cases. The
frequency deviation settles to zero steady-state error in about 20 secs for all cases
of bilateral contracts. The tie-line power deviations settle to steady-state in 20 s for
case 1, and for other cases, it takes some more time. The deviation in frequency and
tie-line power flow devia-tions, and aslo power share of Gencos are all observed
in the same way for TDH system. Comparing the AGC in the deregulated system
with the conventional integral controller, it is observed that the TTH system behaves
better compared to the other combinations of turbines. Based on the results obtained
for all cases, we observe the following important points: There are no static errors
in tie-line power and frequency deviations. When the steady-state is reached, the
frequency errors of three areas are equal. The Gencos generation is governed by
agreement between Gencos and Discos. The TTH outperforms all other systems in
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Fig. 3 Frequency deviations in TTD system (For three cases respectively)
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Fig. 4 Tie-line power deviations in TTD system (For three cases respectively)

terms of tie line, frequency variations, and generated power of Gencos. In hybrid
systems, TTH system has low settling time, and for TTD system, peak overshoot
is minimum. Genco share is observed as per DPM in each case; other Gencos also
share remaining uncontracted power.
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Fig. 5 Generating power of Gencos for TTD system (For three cases respectively)

5 Conclusion

AGC in a deregulated power systemwith hybrid turbines is discussed in this research.
The conventional and deregulated regimes of the hybrid system’s power system
models have been explained. The analysis took into account a variety of contracts
that exist between Gencos and Discos. In each case of the deregulated power system,
frequency deviations and tie-line power variances are zero, according to the results.
For all scenarios of bilateral contracts, the integral controller reduces the rising time,
settling time, and the steady-state error to zero.
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Fig. 6 Frequency deviations in TTH system (For three cases respectively)

Thus, the integral controller proposed here is suitable for three areas system in
the deregulated power system:
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Fig. 7 Tie-line power deviations in TTH system (For three cases respectively)
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Fig. 8 Generating power of Gencos in TTH system (For Three cases respectively)
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Chapter 30
Control of Grid-Connected Photovoltaic
System Using Enhanced PLL (EPLL)
Technique

Pravat Kumar Ray, Pratap Sekhar Puhan, and Ashish Kumar

Abstract Recent trends on synchronization of grid to distributed generation play
an important role as the fossil fuel is depleting day by day. Renewable sources are
the future fuel of electricity and that needs to be properly utilized and controlled. In
this paper, solar energy-based distributed generation is synchronized with a three-
phase grid; in the process of synchronization, power quality issues rises as power
electronics-based converter is the intermediate device between the distributed genera-
tion and the grid. To maintain the source current and source voltage pure sinusoidal,
an enhanced phase-locked loop control technique along with hysteresis controller
is implemented for the proper generation of switching signal of the converters.
Maximum power tracking of the solar PV array is obtained with MPPT algorithm.
The work is analyzed through simulation with balanced R and R-L load.

Keywords DG · PQ · MPPT · PLL · EPLL

1 Introduction

Fossil fuel is depleting in a fast rate and its adverse impact to the environment
showing the path to use renewable energy source to the power sector. The recent
development in this area is the renewable energy-based power system in the power
sector of India and abroad. The integration of renewable energy source with the
power distribution is coming up with more advantages in terms of operation, control
and efficiency. Distribute generation (DG) is the alternate name of this combination
[1, 2]. The consumption of renewable energy is increasing with an average of 2.9%
per annum reported [3, 4], and it is believed that the total power generating capacity
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from the non-conventional source will have the same capacity of thermal power
generating station by 2040. The report estimated half of the total power generation
from the conventional sources will be from wind and solar by 2040 [4]. Recently,
solar generation capacity is increasing in a tremendous manner with an average
increase of 8.3% percentage in every annum [5–8]. Apart from solar, wind and
geothermal-based renewable energy source, power plant has also major role in the
distributed generation. The combination of both conventional and non-conventional
power plants increases the use of power electronics-based converter which needs a
better control action for the power quality issues [9–11]

The various areas where solar energy systems are used are solar photovoltaic
plants, residential sector photovoltaic source, photovoltaic lightning systems etc.,
both standalone mode or grid integration mode of operation is suitable for residen-
tial photovoltaic system. The place where grid issues are their like remote loca-
tion, it is better to use standalone system or grid integration. In case of standalone
system, converters are directly connectedwith the load, but in case of grid integration,
the converter output is injected directly to the grid. In residential area, solar-based
distributed generation is interfaced with the grid through single-phase voltage source
inverter. Exchange of power in distributed generation and the grid is done by control-
ling the current injected to the grid separately. The injected current control genera-
tion by the injected current. For proper component generation, a current controller
is designed based on different techniques. The designed controller must perform
in such way that it can possess unit power factor during the steady-state operation,
capacity to fed quality current to the interfaced grid, fast dynamic response and
regulate the parameters to manage the power demand. The problem of the renew-
able energy-based sources is to maintain the synchronization effectively between the
energy source and the distributed generation. Modified synchronous frame reference
phase-locked loop, EPLL has already been developed [6, 7].

EPLL has been implemented in single-phase system to improve the value of
power factor [10] with wind-based distributed generation for PQ improvement. It is
observed that in this method, it is very difficult to filter out the DC component when
the input of EPLL is comes under a fault. This DC component results in oscillations
which is difficult to mitigate [9–11].

In this work, an EPLL-based controller has been designed to control the load
current of the system along with controller with hysteresis band to maintain the
power quality. The designed controller was tested with balanced loads.

In the paper, Sect. 2 explain the system, Sect. 3 discusses all the control approach.
Section 4 results and Sect. 5 conclusion.

2 Proposed System Structure

The design of solar PV array, design of DC–DC boost converter, selection of DC
capacitor voltage, selection of the AC inductor and design of link capacitor. The
proposed work is explained in Fig. 1. At first the solar PV module is designed and
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Fig. 1 Proposed system for this work

MPPT algorithm is applied to extract maximum power under various environmental
conditions. The voltage source inverter takes the power and its output is connected
to the load. The conventional grid is also fed to the load. The reference signal and
the actual signal is fed to the EPLL-based control, and the error signal is fed to the
hysteresis current control for the proper switching action of the inverter. The design
of different parts of the system is described below.

2.1 PV Array Design

Its maximum capacity is 7.84 kW, 415 V AC grids, the rating of the short-circuit
current ISC an open-circuit module voltage is 3.8 amp and VOC 21 V, respectively [9]

Solar PV array maximum power is

Pmppva = (
ns ∗ Vmp

) ∗ (
np ∗ Imp

) = 7.84 kW (1)

ns and np stands as series and parallel strings of the PV Module.
Vmp, Imp&Pmpva represent the voltage, current and power at module of theMPPT.
Pmppva is achieved by the below Eq. (2)

Pmp = (ns ∗ 85%of Vocn) ∗ (
np ∗ 85%of ISC

) = 7.84 kW (2)

For each module, Imp is 3.23 Amp and Vmp = 17.85 V.
Modules connected in series

ns = 600

11
= 29

parallel.
np = 5, as the maximum current of the PV array is calculated as
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Imp = 15.37Amp

So the proposed PV array with a capacity of 7.84 kw is required for 29 modules
series and 5 parallel string.

2.2 Boost Converter—DC/DC

It is treated as step up converter. Thewhen sudden changes of in input current is there,
inductor resist it. During OFF and ON condition of the switching action, inductor
stores and discharges themagnetic form of energy, respectively. It is assumed that the
output circuit is large which results high-time constant RC, and it ensures a constant
output voltage by comparing it with switching period.

The design is based on [3], value of the parameter is as follow.
Ripple current �I1

�I1 = Pmppv

Vmpp
= 15.37Amp, Lb = 2.488mH

2.3 DC Capacitor Voltage

The DC link voltage

VDC = 2
√
2 ∗ 415√
3 ∗ 0.95

= 713.27 ≈ 700V

2.4 A.C Inductor

The value of the inductor associated with current ripple, switching frequency and
over loading factor represents as �I, fs, h, respectively

L f =
(√

3mVdc

)

12h fs�I
≈ 3.8mH
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2.5 DC Link Capacitor

It depends on the following parameters [4]
ω = angular frequency, Vdcr = 1%of VDC, CDC = 2, 547.71μF ,But selected as

2300μF.

2.6 PV Generation with Proposed MPPT

The MPPT is the algorithm used for getting the highest or the maximum power
available from the PV cells. The incremental conductance (IC) is used in this work
to extract power from the PV system. MPPT algorithm with IC is a recursive method
and its work based on [3]

G +dG = 0 At MPPT, G +dG > 0 Left of MPPT, G +dG < 0 Right of MPPT,
direct duty ratio control incremental conductance MPPT used in this work.

3 Controller Design

In this work, control aspects of the proposed system depends on the voltage source
inverter controlwithEPLLandhysteresis current control. Thedetails of the individual
techniques is described.

3.1 Control of Voltage Source Inverter

Fundamental component extraction depends on load, current depends on components
tomeasure reference grid currents.Vsa, Vsb, Vsc are the voltages at the PCC, Ila, Ilb, Ilc
are the load currents and Vdc,

Vt =
√(

2

3

)(
V 2
sa + V 2

sb + V 2
sc

)
(3)

The unit vector in-phase voltages are derived as

Uap = Vsa

Vt
,Ubp = Vsb

Vt
,Ucp = Vsb

Vt
(4)

The unit vectors in quadrature [2]

Uap,Ubp,Ucp
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3.2 Enhanced Phase-Locked Loop (EPLL) System

The demerits double-frequency error associated with the PLL is overcome by EPLL
[2]. It is used in various applications such as linear modelling, building blocks of
numerous developments and operation. [2]. EPLL produces iLfa = I1 sin θ from
ila. Thus, fundamental component measure the maximum value and phase angle.
The stable synchronization is achieved when the estimations are carried out in a
systematic approach.

The mathematical analysis is described by the below two equations.

iLfa =
[{∫

(e) sin θk1dθ

}
sin θ + eK0

]
(5)

where

θ =
∫ [∫

ek2 cos θ dθ + ω sin θ dθ +
∫

ek3 cos θ

]
(6)

3.3 Components Measurement Both Active and Reactive

Load fundamental active and reactive power currents (iLpb, iLqb) and (iLpc, iLqc) are
also estimated in Phases B andC. The load currents average active power component
ILPA is estimated as

ILPA = iLpa + iLpb + iLpc
3

, ILQA is (7)

ILQA = iLqa + iLqb + iLqc
3

(8)

3.4 Active Power Components of the Grid Current

The error voltage

V dcerr(n) = V ∗
dc(n) − Vdc(n) (9)

Iwp(n) = Iwp(n−1) + Kpdc
{
Vdcerr(n) − Vdcerr(n−1)

} + KidcVdcer(n) (10)

where Imp(n) grid current.
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Fig. 2 Hysteresis controller

KPdc and Kidc gains,

I ∗
rp = ILPA + IWP (11)

i∗saqu = I ∗
rq ∗ uaq, i

∗
sbqu = I ∗

rq ∗ ubq, i
∗
scqu = I ∗

rq ∗ ucq (12)

3.5 Hysteresis Current Control

Hysteresis controller is used to generate the proper switching signal due to its fast
response in transient condition, stability and verymuch approaching toward accuracy
level. The production of switching signal is produced by estimating the error present
in the tolerance band. The error calculation is done between the actual and reference.

When ica < i∗ca − HB
2 ON upper and OFF lower.

When ica > i∗ca+HB
2 vice-versa. The hysteresis controller alongwith the developed

band is shown in the Figs. 2 and 3, respectively.

4 Simulation Results and Comparative Analysis

The simulation test system parameters and their values of each part of the system is
presented.

4.1 Results of Solar PV Module

At first, the solar PV system is developed. The P–V and I-V characteristics of the
panel were plotted for different values of irradiance, respectively, as shown in Figs. 4
and 5. Different parameters used in simulation studies are given in Table 1. The
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Fig. 3 Corresponding band

Fig. 4 Power and voltage curve with different solar radiation

tracking of the power and voltage and current characteristics are presented in Figs. 4
and 5, respectively. The maximum power extract using the MPPT with incremental
conductance algorithm at 1000 W

m2 at 25 °C is presented in Fig. 6
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Fig. 5 Current and voltage characteristics for different values of radiation

Table 1 Simulation parameters

Symbol Parameter name Value

Parameters of solar PV module

IscVocn Short circuit current, open circuit voltage 3.8 A, 21 V

Imp, Vmp Current at Max. Power point, voltage at Max. power
point

4.23 A, 17.85 V

nsnp No. of Series and parallel connected modules 29,5

KVKi Voltage and current temperature coefficient − 80e − 3 V/K0. 0029A/K

NS No of series cells 36

DC-DC boost converter parameter

LbD, f Inductor, duty ratio, switching frequency 2.5 mH, 0.2–0.5, 20 kHz

Parameter of VSC

Vs fs Voltage, frequency 415 V, 2 kHz

CDCLS DC capacitor, line inductance) 2300 µF, 0.5 mH

Kpd DC voltage controller, linear loads, nonlinear loads 0.023, 50 �, 1 mH, 50 �

f VDC Frequency, DC voltage 50 Hz, 700 V

L fRs Inductor, line resistance 3.8 mH, 0.01 �

Kid Dc voltage controller 1.2

Ripple filter:

CfRf Filter capacitor, filter resistance 10 mF, 5 �

PI controller (VDC)

KpKi Proportionality constant, integrator constant 0.08, 1.1

Voltage PI controller

KpKi Proportionality constant, ıntegrator constant 0.5, 1.1

EPLL gain parameters

K1, K2, K3 10,1,0.9
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Fig. 6 Power tracking using MPPT algorithm

4.2 Performance with Balanced Resistive (R) Load

Under balanced linear load, the output currents of the enhanced phase-locked loop
were not as exactly as sinusoidal, and these were shown in Fig. 7. The inverter

Fig. 7 Load current and source current
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Fig. 8 Pulse generation

firing pulses were controlled by using hysteresis current controller, and by suitably
selecting the threshold value of current controller, the gate pulses for the thyristor
switches were controlled. These pulses in Fig. 8. The load currents and load voltages
in Figs. 9 and 10

4.3 Performance with Balanced Resistive-Inductive (R-L)
Load

The output currents of the enhanced phase-locked loop were not as exactly as sinu-
soidal and shown in Fig. 11. The inverter firing pulses were controlled by using
hysteresis current controller, and by suitably selecting the threshold value of current
controller, the gate pulses for the thyristor is generated as shown in Fig. 12. The load
current and load voltage simulated waveform shown in Fig. 13 after switching action
of the inverter.
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Fig. 9 Load current after switching signal

5 Conclusions

In this work, PV Grid with EPLL techniques is analyzed for proper synchronization
and power quality solution with balanced R and R-L load. It is verified from the
simulated wave form that the enhanced PLL is one of the best techniques to improve
the performance of mitigation of harmonics and improve the power quality. The
main advantage of this work is first and speed response even though there is an
instantaneous change of load.
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Fig. 10 Load voltage after switching signal

Fig. 11 Comparison of source and EPLL current waveforms for the R-L load
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Fig. 12 Load current after switching signal
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Fig. 13 Load current after switching signal
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Chapter 31
Voltage- and Current-Based Hysteresis
Controller-Fed Series Active Filter
to Compensate Voltage Sag Problem

Ravikanth Mallajoshula and I. E. S. Naidu

Abstract Different types of mitigation techniques have been developed to solve the
power quality issues in distribution systems. In this paper, a series active power filter
is developed to mitigate the sag problem in a distribution system. The performance
of the series active filter is enhanced using unit vector template generation (UVTG)
along with both hysteresis voltage and current controller technique implementation
separately. The reference signal for the voltage source converter is derived using
UVTG, and the error between the reference signal and actual signal is fed to the
hysteresis controller for switching pulse of the converters. The effectiveness of this
controller is verified through simulation, and finally, a comparison is made between
hysteresis current and voltage controller.

Keywords Power quality · Voltage sag · SAPF · UVTG · Hysteresis voltage
controller · Hysteresis current controller

1 Introduction

The objective of the electric power station is to transfer electrical energy from gener-
ating station to the terminals of all electrical equipment safely and smoothly. The
terminal equipments receive the ideal voltage without any disturbances through the
system network leads to good reliability of the system [1, 2]. Previously, the research
was on reliability of the system but it gradually changes to the term power quality as
power electronics-based loads came to picture after 1980s. In 1978 the term power
quality was introduced by one of the researchers [3]. Though the term power quality
was there in the past, its impact was less as of now; recently, the term is becoming
more popular than reliability. Different agencies define the term power quality in
different approaches, and some of the researchers found the main cause of power
quality which is the voltage disturbances in the system due to the various reasons
[4–6]. Use of electronics and power semi-conductor-based equipment has very much
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sensitive to voltage disturbances, and it not only harms the domestic sector but also
hampers the industrial sector reducing loss of production leads to huge loss [5–7].
Equipment tripping due to disturbances in the supply voltage is referred as bad power
quality by the customers but utility take it on other way by blaming the end-user
equipment [8]. The main cause of voltage disturbances is the huge use of converter-
driven equipment such as adjustable speed drives, consumer electronics, computers,
and laptops [9–11]. In the converter-based loads, the main problem is drawing of
non-sinusoidal current that leads to harmonics in the supply which later results in
voltage harmonics [9]. The main concerns of the power quality are the deviation of
voltage and current from its ideal, deviation fails to maintain the system frequency
and power factor value approaches to unity. Voltage magnitude variation is the result
of variation of loads; operation of tap changer of the transformer, switching on and
off the capacitor and reactor, etc., in the network [8], voltage frequency variation is
due to the mismatch between the power generation and load demand. Under voltage
variation based on the existence of duration is represented by different names. Short
duration under voltage is termed as voltage sag or voltage dip by IEC. Similarly, if
the under voltage persists for long duration it is treated as interruption [12]. If the
magnitude of the supply voltage is reduced 90% to 1%, and it recovers the value
between 10 ms and 1 minute; it is treated as voltage sag by IEC, and IEEE defines
drop in voltage as sag. Short circuit in the system by any means or staring of motor
is the main cause of voltage SAG. Voltage magnitude event prescribed by IEEE
Std.1159 is shown in the form of one schematic diagram in Fig. 1 [3]

The main interest to do the work on voltage sag is its adverse impact on consumer
electronics, computers, and processes control equipment, and these equipments are
modeled as a single-phase rectifier and under voltage at the DC voltage leads to
tripping, and the second one is adjustable speed AC drives whose main components
are a three-phase rectifier tripswhen it comes under the influence of under voltage and

Fig. 1 Schematic diagram of voltage magnitude event as per IEEE1159 Std
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third one is adjustableDCdriveswhich associatewith firing angle control leads to trip
if there is a problem on the control side [6]. Different mitigation techniques have been
suggested by many researchers for voltage sag. As short circuit is one of the causes
of voltage sag, it can be minimized by reducing the faults and reduction of faults can
be achieved by many ways such as replacement of overhead line by underground
cables, using shied cables in the over headline, making police for tree trimming,
increase the rate of maintenance work, etc. Instead of reducing the faults, if the fault
clearing time is reduced, then it can bemore advantageous. Current limiting fuses are
used to reduce the fault clearing time [5]. Uninterruptible power supply (UPSs) are
popular in computers, process control equipment, etc., whereas motor-generator set
is used in industrial equipment. Voltage source converters are recently used to solve
the voltage sag problems [9, 10]. Series controller use voltage source converter as its
main component to compensate voltage sag in a system. There are various control
mechanisms to control the voltage source converter successful operation starting
from conventional to soft computing approach. DQ theory, synchronous detection
technique, indirect current control technique,UVTG, etc., and various soft computing
such as neural network and fuzzy logic are used [5–9, 13]. Though a number of
control algorithms have been developed, still there is a scope to further improving
the performance using different techniques. In this work, a series active power filter
is designed to compensate for the voltage sag problem in the system. Unit vector
template generation with both voltage- and current-based controller implemented
separately.

The paper has five sections. Section 1 describes the introduction, Sect. 2 presents
the proposed system and design of the series filter, Sect. 3 presents the control
techniques briefly. Sections 4 and 5 present results and conclusions.

2 Design of the Proposed Filter

The block diagram of the system under the analysis of voltage sag is shown in Fig. 2.
Three-phase supply is fed to a nonlinear load, and sag is developed. A series active
power filter is designed with some control mechanism to compensate for the sag
problem. The proposed series active filter is a system–equipment interface device
called a voltage source converter. İt is a power semi-conductor device able to generate
a voltage at desired magnitude, phase, and frequency. In the occurrence of sag, it
replaces the supply or generates the missing voltage which is a part of the supply. It
consists of six IGBTs, coupling inductor, resistor, DC link capacitor, and a coupling
transformer [14]. The DC-link capacitor should have constant voltage throughout the
operation with the help of energy storage devices [15, 16]. The coupling transformer
input is connected to the output of voltage source inverter.

The desired output voltage is achieved using PWM switching pattern. The magni-
tude of the filter inductance, capacitance, and resistance is taken from [15]. The series
controller operates on the principle, the sum of controller voltage and sag voltage is
equal to the load voltage after compensation, and it is represented in Eq. 1.
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Fig. 2 Proposed system for this work

VLoad = VCont + VSag (1)

3 Control Techniques

The performance of the proposed series filter depends on the implementation of the
control techniques for generation of best switching pulses. In this work, unit vector
template generation techniques along with hysteresis-based voltage and current
controller techniques are used to generate the reference signal and pulses, respec-
tively. First unit vector template generation is used for reference signals, and after
that, voltage-based and current-based hysteresis controller acted separately.

3.1 Case 1—UVTG and Hysteresis Voltage Controller

UVTG is a simple algorithm, and it is implemented in [15]. The filter is controlled
in such a manner it will inject V f a,V f b,V f c to compensate for the sag problem and
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maintain constant voltage at the point of common coupling. The schematic diagram
of UVTG along with hysteresis voltage controller technique is shown in Fig. 3.

First the distorted voltage from the supply is sensed and fed to the PLL. The PLL
will generate two unit vectors, in-phase sine and cosine. Once the output is generated,
PLL is used to calculate the supply in phase and 120° phase difference of three unit
vectors Ua,Ub,Uc as present in Eq. 2.

⎡
⎣
Ua

Ub

Uc

⎤
⎦ =

⎡
⎢⎣

1 0

− 1
2 −

√
3
2

− 1
2

√
3
2

⎤
⎥⎦

[
sin θ

cos θ

]
(2)

The above input vectors multiplied with the desired value V ∗
lm . The reference

voltage is present in Eq. 3

⎡
⎣
V ∗
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V ∗
lb

V ∗
lc

⎤
⎦ = V ∗
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⎡
⎣
Ua

Ub

Uc

⎤
⎦ (3)

The error of this voltage and sensed voltage Vla, Vlb, Vlc is fed to the hysteresis
voltage controller. Hysteresis voltage controller is used to generate the PWM
signal for the proposed voltage source converter. The instant output voltage
crosses hysteresis band, and switching action occurs. The hysteresis controller and
corresponding band are presented in Fig. 4a, b.

Fig. 3 Proposed hysteresis voltage-based controller
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a

b

Fig. 4 a, b Voltage-based hysteresis controller and corresponding band

When

Vca > V ∗
ca + HyB

2
Upper switch is OFF and lower is on

Vca < V ∗
ca − HyB

2
Upper switch is ON and lower is off

3.2 Case 2—UVTG and Hysteresis Current Controller

UVTGand hysteresis current controller-based technique are explained through block
diagram presented in Fig. 5. This algorithm has three unit vectors such as in phase
and 120 displacements. The magnitude of the reference current is calculated from
the DC voltage error which is fed to the PI controller. The voltage error is the
difference of average and reference value. Multiplying each phase unit vectors with
their magnitude Im* results in three reference supply current [14]. Then a comparison
is made between the calculated and sensed supply current, the error obtained is fed
to the proposed controller for switching pulse of the voltage source inverter. The
switching on and off operation is carried out by following the equations
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Fig. 5 Proposed hysteresis current-based controller

When

ica > i∗ca + HyB

2
Upper switch is off and lower switch is on.

ica < i∗ca − HyB

2
Lower switch is off and upper switch is on

The hysteresis controller with its band is shown in Fig. 6a, b, respectively.

*
cai

cai

Reference current

*
cai

cai 1S

2S
Hysteresis controller

a

b

Fig. 6 a, b Current-based hysteresis controller and corresponding band
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4 Result and Analysis

The proposed series filter is designed, and the implementation of the controller is
carried out. At first, a nonlinear load is connected to the three-phase supply, and the
series filter is placed in between the source and load with all other arrangements. The
voltage sag is created, and accordingly, the series filter injects the voltage with the
help of controller to compensate it. The proper timing of injection depends on the
proper and smooth operation of the entire controller. The filter is simulated with the
help of MATLAB/Simulink platform, two separate cases such as hysteresis voltage
and hysteresis current controller implementation carried out successfully, and the
obtained results are presented.

4.1 UVTG and Hysteresis Voltage Controller

The UVTG and voltage-based hysteresis controller implementation are carried out
successfully in the proposed model, and voltage sag is developed during 0.1–0.3 s.
The simulatedwaveformof supply voltage and current before and after compensation
is presented in Figs. 7 and 8, respectively. The FFT analysis of source current in
terms of THD is shown in Fig. 9. The THD of source current obtained is 4.70% of

Fig. 7 Voltage-based hysteresis controller simulated waveform before compensation, a source
current, b source voltage, a-upper one, b-lower one
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fundamental, and it comes under IEEE-519 standard. The voltage waveform after
compensation is close to sinusoidal.

Fig. 8 F Voltage-based hysteresis controller simulated waveform after compensation, a source
current, b source voltage, a-upper one, b-lower one

Fig. 9 FFT analysis of source current after voltage sag compensation with hysteresis voltage
controller
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Fig. 10 Current-based hysteresis controller simulated waveform after compensation, a source
current, b source voltage, a-upper one, b-lower one

4.2 Case 2—UVTG and Hysteresis Current Controller

In this technique, the same sag is developed in the duration of 0.1–0.3 s as shown
in Fig. 7a, b. The UVTG and current-based hysteresis controller implementation
are carried out successfully in the proposed model, and the simulated waveform of
supply voltage and current after compensation is extracted and presented in Fig. 10a,
b. The FFT analysis of source current in terms of THD is shown in Fig. 11. The
THD of source current obtained is 3.18% of fundamental, and it comes under IEEE-
519 standard. This result is very encouraging, and the voltage waveform after the
compensation is very close to sinusoidal. From the THD, it is observed that current
control-based hysteresis gives more accurate results in comparison to voltage-based
hysteresis controller. Table 1 shows the results of THD after compensation of the
two cases.

5 Conclusions

The proposed series active filter with unit vector template generation techniques
alongwith voltage-based hysteresis controller and current-based hysteresis controller
is implemented in the system successfully, and the effectiveness of the controllers is
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Fig. 11 FFT analysis of source current after voltage sag compensation with hysteresis current
based controller

Table 1 THD comparison of voltage and current based hysteresis controller

Case Techniques used THD of source current after compensation

1 UVTG and voltage-based hysteresis
controller

4.70

2 UVTG and current-based hysteresis
controller

3.18

verified. It is observed and analyzed from the work, though voltage-based hysteresis
current controller gives good results for voltage sag compensation, current-based
hysteresis controller gives more accurate and encouraging results for the same
problem because the presence of PI controller keeps DC voltage of the filter as
close as its reference value, and also, it justifies from the results.
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Chapter 32
Comparative Analysis of Fuzzy Logic
and Synchronous Reference Frame
Controlled LVRT Capability
Enhancement in Wind Energy System
Using DVR and STATCOM

Subash Ranjan Kabat, Chinmoy Kumar Panigrahi,
and Bibhu Prasad Ganthia

Abstract This study examines the different techniques utilized to enhance the low-
voltage ride through (LVRT) capabilities of double-fed induction generators (DFIG)-
based wind turbine systems (WT). As the globe uses around 20–25% of renewable
energy from wind, the Type-III WT machine, which is largely based on DFIG,
is immediately linked to the grid without the digital interface of power, causing
the terminal voltage or reactive electricity output to be unmanageable. As a result,
this study presented new LVRT methods based on the implementation of additional
active interface technologies. Many techniques are presently being investigated to
address the low voltage fault problem. By analyzing LVRT techniques for DFIG-
based WECS, this report aims to determine such working methods by bridging the
gap in terms of total adaptive performance, operative complexity of controllers, and
cost-effectiveness. This study highlights the techniques to increase LVRT’s ability to
depend on the relationship setup in three main areas based on their grid integrations.
In this paper,DVRandSTATCOMare connected to thewind turbine system for active
and reactive power control under fault detection process. With synchronous refer-
ence frame and without synchronous reference frame operations are highlighted in
this work, and using STATCOMwith SRF theory gives better response during faults
to improve active and reactive power. The mathematical models of the entire system
are simulated and examined using MATLAB Simulink.
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Fig. 1 Model of wind energy conversion system

1 Introduction

Wind generates sporadic sunshine, which heats the atmosphere.The formation of hot
and cold air regions results in pressure levels. The airmovement fromahigh-pressures
area in a low-pressure area is responsible for the wind flow. Water’s kinetic energy
is referred to as “energy in motion.”The diagram of the network wind power conver-
sion block with both parts is seen in Fig. 1. This cinematic energy affects the wind
turbine’s aerodynamically engineered blades, which cause it to rotate. Wind speed is
always insufficient to drive the blades at a pace that is electricity-neutral. In certain
WECS topologies, the gearbox aids in increasing the rotor shaft’s rpm. The genera-
tors convert the shaft’s mechanical energy into electricity. This energy is transmitted
to the grid [1]. A wind turbine variable speed system with a double-fed induction
generator is the second kind (DFIG) [2–4]. The winding rotor electric converter has
a power rate of around 30%, and the DFIGwinding stator is directly connected to the
grid. A variable wind turbo with a fully rated synchronous generator or SCIG elec-
tronic conversion system is the third kind. A multi-stage transmission is typically
used by two generators. Synchronous generators, such as permanent synchronous
magnet generators, can be powered directly by low-ratio gearbox systems (PMSG).
A single- or two-phase gearbox is an intriguing option [5, 6].

2 Doubly Fed Induction Generators

The mathematical model of the DFIG is shown in Fig. 2. All the equations in the
model, like flux, voltage, and torque equations, are included. The outflow stator
current and the input rotor current in this article are considered positive. This
describes the positive direction of the current. In the following diagram [7], the
architecture ofDFIG is displayed in a d–q rotating synchronous co-ordination system.



32 Comparative Analysis of Fuzzy Logic and Synchronous Reference … 425

Fig. 2 Equivalent circuit
diagram of DFIG for both
direct axis and quadrature
axis

Vds = Rsids + d�ds/dt − ωdqs�ds (1)

Vqs = Rsiqs + d�qs/dt + ωdqs�qs (2)

Vdr = Rr idr + d�dr/dt − ωdqr�qr (3)

Vqr = Rr iqr + d�qr/dt + ωdqr�dr (4)

�ds = Lssids + Lmidr (5)

�qs = Lssiqs + Lmiqr (6)

�dr = Lmids + L rridr (7)

�qr = Lmiqs + L rriqr (8)

(Torque)Tm = 1.5pLm
(
iqsidr − idsiqr

) = 1.5p(�dsiqs − �qsids) (9)

In the equations given below, u, i, ψ refer to the voltage, instant current, and flow
of winding in each stator and rotor winding, respectively, in d-q sync. R-s and R-r
are the stator and rotor resistance of the windings. The leakage inductances for the
stator and rotor DFIG model are referred to in Lls and Llr. L-m and L-ss symbolize
the self-inducting stator side, satisfying, L-ss = L-m + Llr, L-s, L-rr symbolizes the
self-inducting rotor side, which is based on the following model equation: L-m. The
rotary magnetic field of rotating angular velocity is symbolized as ωr, respectively,
by the stator-side magnetic fields L-rr = L-m + Llr, l-dqs, and l-dqr’ [8, 9]. The
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Fig. 3 LVRT curve

equation of the motion of the rotor is defined as follows:

Tm − Te = J

P

dwr

dt
(10)

where the mechanical torque is represented by T-m. The torque acting for the DFIG
is the input torque. Te is the electromagnetic torque of the DFIG. J represents the
rotational inertia of the DFIG [10–12].

3 Low-Voltage Ride Through Technique

In comparison with the internal control loop PI control, the actual portion of the
rotor current irq with Irqref is limited to zero. Rotor-side vrq voltage converter is
the current controls output. The required three-phase voltages for rotor winding are
used by a similarly operated portion of the ground and the vrd driving the ground
and raq to reference values. In other words, depending on the wind speed, the rotor
side converter produces different frequencies of excitement [13–17]. In order to run
an induction generator according to stator-flux vector position, a synchronous dq-
axis framework is used to the axis. This is called vector power from SFO. SFO
is the name. The controls are also available individually for active and reactive
purposes. In the typical inductor generator control, orientation frames such as rotor
flux orientation and magnetizing flux orientation can often be used. The statistically
powered direction is also commonly used in DFIG vector controllers (SVO) [18–21]
The Fig 3 illustrates the LVRT curve for the operating regions of wind energy system.

4 Dynamic Voltage Restorer Control and Operation

Power quality is nothing more than the ideal power supply in tolerances with
voltage and frequency. The breakdown of consumer equipment might be the cause
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Fig. 4 Configuration of
DVR

behind the quality electricity. These concerns are connected to concerns connected
to voltage, such as voltage slope, swell, harmonics, inadequate power factor, and
voltage imbalance that affect electrical equipment efficiency.

It is also utilized as an electrical high-power controller. For harmonic reduction,
fault current restrictions and transient reductions, DVR is employed. ADVR includes
an ICT, VSC, energy storing unit, and filter as illustrated in Fig. 4 [22–27].

5 STATCOM Control and Operation (Static Synchronous
Compensator)

A STATCOM is a reactive power-controlled device that can be regulated. It offers
voltage support without the use of huge external or capacitor banks by producing or
absorbing reactive power at the point of common connection. Figure 5 depicts the

Fig. 5 Configuration of
STATCOM



428 S. R. Kabat et al.

basic voltage source conversion system.
STATCOM’s features clearly show that it can handle extremely low system volt-

ages, as low as 0.15 per unit, which is the value associated with the coupling trans-
former reactance.When contrasted to an SVC,which, atmaximum capacitive output,
becomes an uncontrolled capacitor bank; this is a stark difference. As long as the
DC capacitor can retain enough energy to supply losses, a STATCOM can sustain
system voltage at extremely low voltages.

6 Fuzzy Logic Controller

The flow diagram of the plan presented is shown in Fig. 6. Two fuzzy inference
systems have been developed. First of all, the incorrect stage(s) are detected, and
then the earth is detected [28–32].

Fig. 6 Flow chart for
controller fuzzy logic fault
current detection
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Fig. 7 Basic proposed
diagram of SRF theory

7 Synchronous Reference Frame Theory

SRF theory is the most predictable and suitable for DVR and STATCOM among
STATCOM’s multiple control schemes. The primary conception of the phrase is to
have a frame rotating at synchronous velocity. Compared with other approaches,
SRF-based controls have admirable characteristics, but need PLL technology [33,
34]. The principal benefit of SRF theory is that there is no time-dependent translation
of spatial co-ordinates. The SRF theory uses the park equation. This process trans-
forms the three-phase current or voltages into a d-q reference frame synchronously
revolving [35–38]. The work presented includes transformations from a-b-c to d-q-
o, filters, inverters, and PLL as shown in Fig. 7. DVR and STATCOM control the
voltage injected by the injection transformer in this technology. The utilities are sent
into d-q-o, and filter circuits are utilized for the components necessary and reverse
transformations are carried out to gain a-b-c. PLL is also utilized for the calculation
of reference voltage [39–41].

8 Simulink Results (Comparison Using DVR and Statcom)

The voltage source converter is a dynamic voltage restorer illustrated in Fig. 8. The
static synchronous compensator, as shown in Fig. 9, is a reactive power regulated
device. The comparative results using two FACTS devices (DVR and STATCOM)
are shown. Figure 10 illustrates the terminal voltage settling after transient without
SRF Theory, and Fig. 11 illustrates the terminal voltage settling after transient with
SRF Theory (Table 1).

9 Conclusion

An important characteristic that allows STATCOM to generate/consume active and
reactive power is voltage modulus and angle independent regulation. Consumed and
generated capacities were calculated and simulated, and the circular power chart was
depicted. Through the circular power chart, it could be inferred that as the converter
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Fig. 8 Simulink model for fault detection using DVR

Fig. 9 Simulink model for fault detection using STATCOM
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Fig. 10 Terminal voltage settling after transient without SRF theory

Fig. 11 Terminal voltage settling after transient with SRF theory

Table 1 LVRT capabılıty settlıng tımes (ın msec)

Controller References Base DVR STATCOM

Wind variation 4 m/s [8] 12 11.3 11.04

Wind variation 8 m/s [9] 12.5 12.8 11.2

Wind variation 12 m/s [10] 13.5 13.7 12.7

Wind variation 16 m/s [11] 14.5 13.9 13.3

Remark Fast Faster

voltage increases, the STATCOM consumed/generated power also does. Therefore,
as converter voltage amplitude increases, so does power consumed or generated. This
means power can be adjusted by modifying converter voltage values. Furthermore,
regulation is doneby changing the transistor control system’s sinusoidal source phase.
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Chapter 33
Genetic Algorithm-Based Load
Frequency Control of a Grid-Connected
Microgrid in Presence of Electric Vehicles

Krosuru Anuradhika and Puja Dash

Abstract The frequency stability of the power system is becomingmore seriouswith
the increase in renewable energy penetration. Due to fast response and vehicle to grid
capability, electric vehicles (EVs) are involved in improving the frequency stability of
the power system. In this paper, hybrid generation consists of thermal power genera-
tion involving solar photovoltaic (PV), wind turbine generators (WTGs), geothermal
power plant (GTPP) renewable generations and electric vehicle aggregators. An
improvement in stability is achieved with different number of electric vehicles.
Genetic algorithm (GA)with integral time absolute error (ITAE) performance indices
as objective function is used to obtain the optimality of the controllers. The effects on
transient behaviour of the microgrid is probed with PI, PID and GAPID controllers.
Susceptibility analysis is executed onGAPIDcontroller to prove the robustness under
uncertainty conditions with both SLP and RLP.

Keywords Electric vehicle aggregator · Genetic algorithm · Load frequency
control · Renewable energy systems

1 Introduction

In recent years, the demand for renewable energy power generation is increased in
the aspect of conservation of environment and economic growth. Renewable energy
generation is penetrated into the utility gird, but there is a disadvantage in the aspect
of power system stability [1]. As the speed of the wind is variable in a day and also
depends on the place, the power output and the frequency of the wind power plant
is varying; the solar photovoltaic (PV) generation depends on the sun irradiance,
which is not constant throughout the day causes output power and frequency of the
PV generation to fluctuate.
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Increase in the renewable energy generation in the grid leads the power system
imbalance. So, the management of frequency in the microgrid is difficult with the
frequent change in power generations. Also, the load is varying all the time in the
power system which causes the power imbalance in the system [2]. Therefore, the
frequency regulation is the major challenge for the development of microgrid. The
reasonable solution for the difficulties with renewable energy usage is to integrate
the microgrid with electric vehicles (EV). EVs served as the energy storage and their
fast response due to the battery acts as a tool for demand response.

However, the highly robust controller with fast controlling ability plays a major
role in the smooth performance of microgrids. Therefore, an adaptive frequency
controller is urgently pursued to reduce the influence of various power imbalances.
In [3], integration of conventional plants with plants. Integrating EV in the smart
grid and different optimization techniques for the controlling of EV in hierarchy
maintaining the LFC. In [4], a review of renewable energy sources interconnecting
power plant and classical approach and innumerable optimization techniques. In
[5], load frequency control problem is instantiated as the disturbance rejection along
with system control. In [6], the interconnection of the output feedback derivationwith
decentralized PI controllers has been addressed for ensuring the systems stability.
The geothermal system can also be considered as non-renewable energy sources and
can also be included in AGC studies. For example [7, 8] the effect of integrating
the geothermal plant with conventional plants in tie line power with sine–cosine
algorithm for optimizing the controller parameters.

Integrating renewable energy sources reduces the power effect on the main grid
[9] LFC of a hybrid generation solar, wind, thermal optimization of PID controller
by bacterial foraging technique under various instabilities and uncertainties. In [10],
the impact of solar photovoltaic system in grid-connected and its performance in
transformer less mode under Indian ambient conditions. The wind power genera-
tion [11] is based on the grid demand. The pitch control is activated to maintain
the rated value, when the extracted power exceeds the limits. The effects on wind
and its controlling [12, 13]. The transient stability of the storage-based renewable
energy generation power system is achieved with the application of overlapping
decentralized decomposition controller. The effective control of real power gener-
ation of microgrid, proportional-integral (PI) controllers are implemented for wind
turbine generators and distribution generation system so that the frequency deviation
is minimized.

In order to maintain the stability in the power system due to the power deviations
occurred by RESs. The robust performance of the controllers is necessary, so the
electric vehicles are introduced for the load frequency control [14–16] which support
the grid. So, Jia et al. in [17] the rapid development of vehicle to grid process and
manageable loads of electric vehicles are considered as storage devices and supply
systems. The effect of increasing the EVs on the frequency stability. The control
plants considered are thermal and EV as aggregators. Generally, performance indices
[18, 19] ITAE, ISE, IAE are used for the better performance in AGC studies. ITAE
[17] is reducing the transient response of the system. For the better controller gains
and ITAE value, Inthiyaz et al. [19] gains of PID are tuned with genetic algorithm.



33 Genetic Algorithm-Based Load Frequency Control of a Grid-… 437

From the brief literature studies, the robust and rapid performance in the frequency
regulation is must; this paper develops an EV integrated microgrid with renewable
energies wind, solar and geothermal plants along with the thermal power plant are
taken. For the load frequency control, thermal plant, geothermal plant and EV aggre-
gators with different number of elective vehicles are participated. The PI, PID control
strategies are applied to the microgrid and the performance is improved with the soft
computing technique, i.e. genetic algorithm (GA). GAwith ITAE performance index
as objective function is used to optimize the control parameters.

The remaining sections of the paper are organized as follows: Sect. 2 explains
the detailed system configuration; Sect. 3 explains the optimization technique along
with objective function. Section 4 presents the Result and analysis. The paper is
concluded with Sect. 5.

1.1 Contribution

From the brief literature survey, the following contributions have been proposed in
this paper:

1. Grid-connected microgrid with hybrid generation system consists of thermal
power generation involving solar photovoltaic (PV), wind turbine generators
(WTGs) and geothermal power plant (GTPP) has been studied with different
combinations of EVs with the EV aggregator.

2. Area participation factor-based EV aggregator has been modelled with the
presence of different numbers of EVs.

3. Genetic algorithm has been opted for optimizing the controller gains.
4. Dynamic analysis of the microgrid has been carried out with both SLP and RLP.

2 System Modellıng

The 12 MW capacity microgrid considered in this work is in grid-connected mode,
having the thermal system [1], geothermal system [8], solar photovoltaic plant [2,
10], wind power plant [11] and electric vehicle aggregators [4, 17]. Base case has
been considered here with 50% base loading with 1% SLP at 4 s. The system model
is shown in Fig. 1.

3 Genetic Algorithm

Genetic algorithm is an evolutionary process which is based on the natural biolog-
ical process. GA iterativelymodifies the population called as chromosomes. It selects
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Fig. 1 System model

the individuals to be parents at random from the current population to produce chil-
dren for the next generation. Process is continued until the minimum fitness value
is obtained, through the selection, crossover and mutation. This is done for every
iteration which is termed as generation. The fitness function is evolved through an
objective function for each individual.Over successive iterations, the optimal solution
has been obtained. Three main steps of GA are Selection, Crossover and Mutation.

Objective Function—A fitness function qualifies the optimality of as solution (chro-
mosome) so that the particular solution is ranked against all other solutions. A fitness
function is derived from the objective function and is used in successive operations.
The ITAE performance indices are taken as fitness function. The performance indices
are given by the equations below,

ITAE =
t∫

0

t |� f |dt (1)

ηε = 1

ITAE
(2)
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Fig. 2 Flow chart of genetic algorithm optimized PID controller

Table 1 GA parameter
considered

. .

The PID control parameters are optimizedwith the genetic algorithm, and the step-
by-step process is representedwith the flow chat in Fig. 2. Each chromosome consists
of individual strings P, I, D terms. The chromosome is passed into the evaluation
function. These PID values are inserted into the PID block and the simulation is
executed. After running the simulation, the ITAE objective function is calculated
and fitness values are evaluated (Table 1).

4 Simulation Results and Analysis

In this section, the performance of EVs in the grid connected microgrid. The plant
is investigated separately without EVs and the effect of EVs integrating in the plant.
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Fig. 3 Dynamic performance comparison with 1% SLP: a frequency deviation without EVs; b
frequency deviation with 80 nos. of EVs; c frequency deviation with 160 nos. of EVs; d frequency
deviation with 300 nos. of EVs

4.1 Performance Analysis of PI, PID and GA-PID
Controllers Without and with EV Aggregators

The plant is investigated separately without EVs and the effect of EVs integrating
in the plant. At 4 s, SLP 1% is applied and the frequency response is observed
without presence and with the 80 (N1 = 30, N2 = 50) EVs, with 160 (N1 = 100,
N2 = 60) EVs and with 300 (N1 = 100, N2 = 200) EVs. The dynamic responses
corresponding to PI, PID (manually tuned) and optimized GA-PID controllers are
attained and weighted up (Fig. 3). The settling time and the peak deviations are noted
from Fig. 3 and shown in Table 2.

The comparison from the responses corresponding to GA-PID with 300 EVs has
been improved the stability in comparison with other combinations with less settling
time and the peak deviations.

4.2 Comparison of the System Performance at Random Load
Pattern

Further, the system study has been carried out with random loading pattern (RLP)
(shown in Fig. 4) for 150 s runtime. The corresponding dynamic responses has been
shownonFig. 5. The dynamic responses clearly evinced that theGA-PIDcontroller in
each case showing the better performance when compared to the others maintaining
the long-term system stability.
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Fig. 4 Random load pattern (RLP) considered

Fig. 5 Dynamic performance comparison with RLP: a frequency deviation without EVs; b
frequency deviation with 80 nos. of EVs; c frequency deviation with 160 nos. of EVs; d frequency
deviation with 300 nos. of EVs

4.3 Susceptibility Analysis of the Proposed Controller

Susceptibility analysis has been performed to observe the robustness of the optimum
gains ofGA-PIDwith 300EVSat nominal loading conditions to an allowable changes
in the magnitude of SLP (shown in Fig. 6) and corresponding peak deviations are
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Fig. 6 �f (t) at 50% loading at 1%, 3%, 5% SLP with GA-PID with 300 EVs

noted in Table 3. Also, further study has been done with a wide changes in the system
loading conditions (30 and 80% loadings) with RLP (shown in Fig. 7 and Table 4).

By observing the responses, it has been seen that the responses are presenting
similarity in regaining the steady state after the observing the disturbance. This
clearly indicated that the GA-PID controller can withstand with the wide system
changes and maintain the system stability.

5 Conclusıons

In this paper, an effort is made to revamp the stability of a grid connectedmicrogrid in
presence of genetic algorithm.The individual PIDcontroller is optimally designed for
thermal power generation and electric vehicle aggregator using the genetic algorithm
employing the ITAE-based fitness function. The GAPID controller has given better
responses in terms of fast settling time, less overshoot and less undershoot and a
smaller number of oscillations in comparison to PI and PID controllers. Increasing
the number of EVs results in better load frequency control with the combination of
GA-PID. From the sensitivity analysis, it has been observed that GA-PID controller
in presence of SLP and RLP is robust.
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Fig. 7 Comparison of frequency deviation versus time at 50% loading with K ∗
Pi, K

∗
Ii, K

∗
Di, a 30%;

b 80% loading with RLP
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Table 4 Gain parameters of the controllers

Plant Wind system EV aggregator

EV0 GKp = −0.5090 GKp = −0.1942 GKp = 0.2646

GKi = −0.7489 GKi = 0.1526 GKi = −0.1920

GKd = 0.1038 GKd = 0.3199 GKd = 0.0033

EV80 GKp = −0.5127 GKp = −0.1939 GKp = 0.2614

GKi = −0.7456 GKi = 0.1518 GKi = −0.1938

GKd = 0.1048 GKd = 0.3164 GKd = 0.0049

EV160 GKp = −0.4546 GKp = −0.5966 GKp = 0.3522

GKi = −0.8048 GKi = 0.2112 GKi = −0.5286

GKd = 0.2561 GKd = 0.3522 GKd = −0.1187

EV300 GKp = −0.4066 GKp = −0.5992 GKp = −0.4049

GKi = −0.7101 GKi = 0.1968 GKi = −0.5454

GKd = 0.2091 GKd = 0.3195 GKd = −0.0885

Appendix

Kggeo = 0.05, T tgeo = 0.1, Kg = 0.1, T t = 0.3, Kpv = 1, T pv = 1.8, Kpw = 1.3, T pw

= 1, K i = 1.47, Ctp = 0.59, T ev = 0.35, B1 = 0.6, B2 = 0.4.
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Chapter 34
Multi-area Load Frequency Control
Using a Novel PID-Based Sliding Mode
Controller

Shobhit Nandkeolyar and Pravat Kumar Ray

Abstract In any power system, area load frequency control has become an important
aspect. A robust and efficient controller is very much essential in today’s complex
power system. In this research work, output feedback sliding mode controller
(OFSMC) is developed, and a novel slidingmode controllerwhich is based on propor-
tional integral derivative (PID) sliding surface (PID-SMC) has been designed to deal
with the load-frequency control problem. A simple two-area interconnected non-
reheat turbine model is considered. OFSMC is designed for the two-area system.
For OFSMC, output feedback is considered as sliding surface. Teaching–learning-
based optimization (TLBO) algorithm is utilized to optimize the parameters of the
switching vector and the feedback gain. Dynamic response of OFSMC is compared
with PI and PID controllers tuned with recent competitive algorithms. Performance
improvement is observed with OFSMC controller. In order to achieve a significant
improvement in the system performances, the above-mentioned hybrid PID sliding
surface-based SMC is designed.

Keywords Multi-area control · Load frequency control · PID controller · Sliding
mode controller · TLBO

1 Introduction

Power generation is used to transform natural energy into electrical energy. Three-
phase AC power is one of the most economic means for transmission of power to
far off places. A proper balance between the AC load demands and active as well as
reactive power must be maintained while transmission. There is a shift in the stable
operating point whenever either the system voltage or frequency varies. A properly
operating system efficiently ensures the setting up the voltages and frequency at
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required values even if there are random load changes [1]. Indeed, both active and
reactive power cannot be sustained without regulation which may result in a shift
in frequency and voltage. For restricting the voltages and frequency of the power
systemwithin a specified range, a control system needs to be in place for negating the
consequence of any variation in overall load demand of the system. Since the active
and reactive power has a cumulative effect on the system’s voltages and frequency,
the issue of regulating the voltages and frequency within specified limits can be
eliminated. Frequency is primarily linkedwith the consumption and demand of active
power, whereas the system’s voltage is primarily linked to the reactive power [2–5].
Consequently, the power systems control problemmay be classified into two separate
problems. Load frequency control (LFC) is the control of frequency through active
power. Even for varying active power consumption, theLFC’smain role is tomaintain
a constant value of frequency under unknown outer disturbances [6–9].

A significant role of LFC is the power exchange error. A power system usually
consists of multiple generating units. The generating units are attached by tie-lines to
increase the fault tolerance of the overall power system. An additional error is created
due to tie-line power in the control problem, and it is called the power exchange error
in a tie-line [10]. When the active power load switches instantly in an area, it gains
energy from other areas by means of tie-lines. The area subjected to the load shift
should gradually balance it with no outer assistance; otherwise, economic disputes
would arise among the areas. This is why every area needs a LFC separately to
monitor the tie-line power exchange error for allowing the setpoints to be different
for all the areas in a connected system [11–14]. In short, the LFC is responsible for
two main functions: maintaining the optimal frequency value and also maintaining
the power exchange under schedule in case of a change of load. Besides, unknown
outer interruptions and system models and parameter variations must not influence
the LFC [15].

OFSMC (Output Feedback Sliding Mode Controller) and PID (Proportional-
Integral-Derivative) surface SlidingModeController (SMC) control system regulates
the turbines used to tune the generators; and the steady systems’ frequency errors are
also minimized by tuning the feedback gains, switching vector for OFSMC, and PID
constants for PID sliding surface SMC. To optimize the above values of OFSMC
and PID sliding surface SMC for the LFC of an interconnected multi-area power
system, teaching–learning-Based optimization (TLBO) algorithms have been used.
In this study, TLBO is used for its simplicity, and the algorithm is quite indifferent
toward the size of the problem.With its implementation, large nonlinear optimization
problems can be solved effectively.

It is evident form the above literature review that several studies have been carried
out on SMC. Some research was carried out on PID sliding surface SMC and was
successfully applied to electromechanical plants [16] and electro-hydraulic actuator
[17]. But it has not been applied on load frequency control. Thismotivated us to delve
into the designing of a robust PID sliding surface SMC for LFC. So, the contribu-
tion of this research work is the designing of a PID sliding surface-based SMC for a
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two-area power unit, developing an OFSMC for the same two-area system, optimiza-
tion of the parameters of the above-mentioned controllers using TLBO algorithm,
comparing the results of these controllers to TLBO optimized PID controller.

The rest portion of the paper is arranged as mentioned: Sect. 2 presents detailed
information aboutOFSMCandPID sliding surface SMC for a two-area power system
network in combination with TLBO for tuning the relevant parameters of the above
controllers. Section 3 describes the OFSMC and PID sliding surface SMC perfor-
mance assessment in a two-area power system.Section5 concludes the entire research
work of the paper. In addition, the scope for future work and potential extension is
discussed.

2 Proposed Sliding Mode Controller

In the early 1960s, the SMC controller was developed, and the fundamental principle
of which is derived from variable control of the structure. The nonlinear SMC control
has been proven to be able to sustain control stability in different models which
are exposed to device parameter changes and disturbances, because of its ability;
SMC has been applied widely in several engineering applications, including load
frequency systems [18], permanent magnet synchronous motor’s velocity control,
electromechanical system, etc.

The most significant step in the evolution of SMC control is the sliding surface
structure that is required to attain the expected control criteria. The control signal to
the sliding surface should remain on the surface and slide to the point of origin, i.e.,
the desired location. It has been shown in Fig. 1.

Fig. 1 Design of sliding
mode control (SMC)
structure
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The difference between the actuator’s actual location and the required direction
trajectory results in the tracking error which is represented as

e(t) = Xr (t) − XP(t) (1)

where

Xr (t) = Actual actuator value.

Xd(t) = Desired value.
The SMC control law is represented by Eq. 2 as

û = ueqv + usw (2)

where

ueqv = equivalent control law.

usw = switch control law.
A sign function is used for switch control law and is given as

usw = ω ∗ s(t) + k ∗ sign(s(t)) (3)

where

ω = positive constant.

k = positive controller gain for switch controller.

s(t) = sliding surface.

sign(s(t)) =

⎧
⎪⎨

⎪⎩

1 if s(t) > 0

0 if s(t) = 0

−1 if s(t) < 0

In this work, a hybrid approach has been introduced where PID sliding surface is
utilized in tandem with SMC for performing load frequency control. The proposed
sliding surface(s(t)) is given as

s(t) = KP�xi (t) + KI

s

∫

�xi (t) + KDs
d

dt
�xi (t) (4)

where the subscript of gain K, namely P, I and D, stands for proportional, integral
and derivative.

For area LFC, �xi = � fi .
Two-area LFC system is first mathematically expressed.
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For area 1, Eq. 4 may be modified as

s1(t) = Kp1�x1(t) + KI1

s

∫

�x1(t) + KD1s
d

dt
�x1(t) (5)

As the system considered is a third-order system, sliding surface for area 1 is
given as

s̈1(t) = KP1�ẍ1(t) + KI1

s
�ẋi (t) + KD1�

...
x 1(t) = 0 (6)

Using these equations, SMCcontrol lawwas derived in simulation andwas applied
to a two-area control system.

2.1 Output Feedback Sliding Mode Controller

The system which has been considered for this research work can be expressed
mathematically as follows:

Ẋ = AX + BU (7)

y = CX (8)

Here,X represents the state vector having dimension n, and y represents the output
vector having dimension k. A is the system matrix, while B is the input matrix of
order [n × n] and [n × m], respectively; C is a matrix of order [k × n]; U represents
the control vector of dimension m.

In this work, frequencies � f1,� f2 and area control errors which are represented
byACE1,ACE2 have been taken as the output feedback states. The simplifieddiagram
of output feedback sliding mode controller (OFSMC) has been illustrated in Fig. 2.

Fig. 2 Block diagram of
OFSMC
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The SMC control law (ui ) for the power system under consideration is expressed as

ui = −ψi y = −�ψi j y j (9)

where

ψi j =
{

αi j if y jσi > 0

−αi j if y jσi < 0

}

(10)

and

σi = Si y (11)

where

S is the switching vector.
The parameters of OFSMC, i.e., the switching vectors and the feedback gains

(αi j ) are optimized by the TLBO algorithm.

2.2 Teaching–Learning-Based Optimization (TLBO)
Algorithm

TLBO is a recently introduced meta-heuristic algorithm. A similar technique for
nonlinear optimization problems has been introduced here in this research work to
achieve the solution with greater efficiency and reduced computational burden. The
basic principle of operation of TLBO algorithm is the teaching and learning theory.
Teachers will surely have an influence on the outcome of learners in a classroom.
TLBO approach is focussed on this aspect. In this sense, the grades or outcomes are
taken into account. The teacher is normally a highly educated person who imparts
her/his experience with their learners. The teacher’s level influences the learners’
output. Learners get better grades or marks when a good teacher teaches them. Not
only that, they also benefit by interacting with their peers. This is very beneficial for
improving their performance.

An entire learner’s category or class is considered as a population as this is an
algorithm based on population, while the grade points of various subjects being
taught to the learners constitute the solution vector for the optimization problem. In
other population-based approaches, a student’s outcome is equivalent to the fitness
function, which represents the supremacy of the solutions. TLBO is an effective
method of optimizing the nonlinear objective problems. Since fewer computations
are needed for updating the solutions, this algorithm is faster. The algorithm’s entire
process is analyzed by splitting it into two stages, i.e., learner phase and teacher phase.
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In the teacher phase, students are inspired by the influence of the highly qualified
teacher, and their knowledge is enhanced.

By this process, teacher enhances the academic performance of their students.
During the learner process, students enhance their academic performance not only
by learning from their teacher but also gain knowledge by mutual interacting with
their batchmates. The student’s final assessment is made based on their academic
performance. Figure 3 displays the flowchart of TLBO.

Fig. 3 Flowchart diagram
for TLBO
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2.3 Objective Function

The optimization is aimed at adjusting the parameters. The objective function is
nothing but the integral time absolute error (ITAE) criteria. It is a function of time
and error. Here, the emphasis is on the ITAE criterion’s minimization. Here, the
objective function has been represented by j. For the LFC of a two-area system,
the ITAE comprises change in frequency and the tie-line power. Here, the objective
function can hence be defined as

j =
∫ ∞

0
t ((|� f1|)+(|� f2|) + �Ptie) (12)

3 Simulation Results

The systemconfigurationwhich has been considered here in the currentwork is a two-
area system. It was tested in the MATLAB/Simulink environment. Appendix gives
the data regarding the relevant parameters. The objective function was formulated
and utilized in the proposed algorithm, for optimization. The entire operation was
iterated for every individual present within the population. All the parameters must
be defined for implementing TLBO. Initially, the size of the population and the
maximum iteration count was set at NP = 150 and Z = 120, respectively, for this
study.

The above parameters were varied, and it was observed that superior solutions
were achieved whenNP = 100 and when the total iteration count was set at 100. Any
increase in the population size NP and total iteration count required for convergence
over 100 will marginally increase solution precision, to the downside of considerably
increasing the computation time. By utilizing the objective function j, the optimum
values of the feedback gains and the switching vector were found out.

3.1 Performance Analysis

A two-area, non-reheat thermal system has been considered for this study. The
nominal parametric values of the system under consideration are presented in the
appendix. Optimal OFSMC and PID-SMC controllers are designed for the system,
and the TLBO technique is used to tune the parameters of the controllers. The results
are compared with the hBFOA-PSO, PSO and BFOA techniques [12–14] in order to
establish the effectiveness of the controller.

The system’s performance is analyzed by employing a 10% step change in the load
demand of area 1. The values of the switching vector and feedback gain parameters
are taken fromEqs. 13 and 14, respectively. As seen fromTable 1, the improvement in
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the objective function is 91.23%, 80.86%, 81.11% and 65.95% compared to hBFOA-
PSO, BFOA, PSO and TLBO optimized PI controller, respectively. The performance
of the system in terms of settling time (ST), overshoot (OS) and undershoot (US)
of area frequency error at area 1, area 2 and tie-line power is mentioned in Table 1.
As seen from Table 1, the settling time of TLBO optimized OFSMC controller is
minimum when compared to other techniques considered in this research work. The
percentage improvement of settling time at area 1 with TLBO optimized OFSMC is
20.79%, 24.81%, 26.73% and 43.50% compared to hBFOA-PSO, BFOA, PSO and
TLBOoptimized PI controller, respectively, which indicates the good performance of
the proposed OFSMC. Similarly, the settling time improvement at area 2 with TLBO
optimized OFSMC is 4.1%, 32.31%, 33.28% and 40.95%, and for tie-line power, the
settling time improvement is 35.41%, 45.80%, 37.37% and 44.93% as compared to
hBFOA-PSO, BFOA, PSO and TLBO optimized PI controller, respectively.

Dynamic system performances with 10% step load change are shown in Fig. 4a–
c. Minimum oscillation and less settling time are attained with TLBO optimized
OFSMC controller as observed from Fig. 4a–c, compared to other techniques
considered.

S11 = 0.47; S12 = 0.35; S13 = 0.37; S14 = 0.38;
S21 = 0.25; S22 = 0.97; S23 = 0.66; S24 = 0.50 (13)

α11 = 0.19;α12 = 0.10;α13 = 0.88;α14 = 0.36;
α21 = 0.45;α22 = 0.064;α23 = 0.85;α24 = 0.27 (14)

In the previous analysis, it is observed that even though the settling time and
oscillations are reduced, overshoots and undershoots are more when compared to
tuned PI controller. So, to further improve the system performance, PID sliding
surface SMC is designed. TLBO algorithm is employed in order to find the optimal
values for the parameters of PID-SMC controller. The optimally tuned PID-SMC
gains are mentioned in Eq. 15. The improvement in the ITAE objective function
of 43.25% and 49.57% is obtained with TLBO optimized PID-SMC as compared
to TLBO optimized OFSMC and PID controller. The information about the system
performance with PID-SMC in terms of settling time (ST), overshoot (OS) and
undershoot (US) of area frequency and tie-line power are mentioned in Table 2. It
is observed from Table 2 that minimum values of settling time (ST), overshoot (OS)
and undershoot (US) are obtained compared to TLBO optimized OFSMC and PID
controller. The settling time improvement is 45%, 54.16% for�f 1; 19.23%, 33.33%
for �f 2; and 3.87%, 3.76% for tie-line power as compared to TLBO optimized
OFSMC and PID controller. The overshoot improvement is 99.18%, 94.63% for
�f 1; 95.11%, 17.5% for�f 2; and 51.16%, 76.13% for tie-line power as compared to
TLBOoptimizedOFSMCandPIDcontroller. Similarly, the undershoot improvement
is 76.64%, 62.19% for �f 1; 80.18%, 42.05% for �f 2; and 84.26%, 54.61% for
tie-line power as compared to TLBO optimized OFSMC and PID controller.

The dynamic system performances are depicted in Fig. 5a–c. It can be observed
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Fig. 4 Dynamic performance of the system with 10% SLP at area-1 using OFSMC, a �f 1 versus
time, b �f 2 versus time and c �Ptie versus time

Table 2 Comparative system performances of PID-SMC for the system after 10% SLP in area-1

Optimization techniques �f 1 �f 2 �Ptie ITAE

ST ST ST

TLBO-PID 4.84 5.13 3.03 0.2452

OFSMC 4 5 3.1 0.2927

PID-SMC 2.2 3.4 2.98 0.1661
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Fig. 5 Dynamic performance of the system with 10% SLP at area-1 using SMCPID, a �f 1 versus
time, b �f 2 versus time and c �Ptie versus time

fromFig. 5a–c that minimumnumber of oscillations and less overshoots are achieved
with TLBO optimized PID-SMC than compared to SMC and PID controller.

KP1 = 1.99; KP2 = 1.53; KI1 = 2.59; KI2 = 1.53; KD1 = 0.99;
KD2 = 1.32; K1 = 0.024; K2 = 0.029;ω1 = 1.60; (15)
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The frequency deviation responses �f 1, �f 2 and tie-line power deviation (�Ptie)
for 10% step load change in area-1 with variation in governor time constant (Tg) are
shown in Fig. 6a–c, respectively. The frequency deviation responses �f 1, �f 2 and
tie-line power deviation (�Ptie) for 10% step load change in area-1 with variation in
turbine time constant (Tt) at area-2 are shown in Fig. 7a–c, respectively.

Fig. 6 Performance of the system with 10% SLP by varying governor time constant (Tg), a �f 1
versus time, b �f 2 versus time and c �Ptie versus time
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Fig. 7 Performance of the system with 10% SLP by varying turbine time constant (Tt), a �f 1
versus time, b �f 2 versus time and c �Ptie versus time

4 Conclusion

In this paper, a SMC with PID sliding surface was designed for load frequency
control in a two-area system. The mathematical model of the system consisting of
non-reheat type turbine considered in this research work has been provided. Math-
ematical modeling of governor, turbine, power system, tie-line power and ACE has
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been presented. Thereafter, OFSMC is designed. Variation of frequency and ACE of
both the areas are taken as inputs to the controller. The switching vector and feed-
back gain values are tuned with TLBO. After developing OFSMC, hybrid PID-SMC
is designed. The equivalent control input for the controller is derived mathemati-
cally and implemented through simulation. Result analysis is done by comparing
the performance of PID sliding surface SMC with TLBO tuned PID controller and
OFSMC. In future work, PID sliding surface SMC with generation rate constant
given to turbine can be designed. The controller can then be modified by considering
multi-generating non-renewable and renewable sources in each area.

Appendix

Tg1, Tg2 = 0.08s; Tt1, Tt2 = 0.03s; Tp1, Tp2 = 20s; Kp1, Kp2 = 120; B1, B2 =
0.454

R1, R2 = 2.4MW/Hz, T12 = 0.545.
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Chapter 35
An EPO Tuned Cascaded
3DOFPIDN-FFOPID Controller
for Frequency Regulation
in DGR-FACTs Integrated Power System

Sunita Pahadasingh, Chitralekha Jena, Chinmoy Kumar Panigrahi,
and Subhashree Priyadarshini

Abstract This study reveals the maiden application of emperor penguin opti-
mization (EPO)-based load frequency control of multi area system integrated with
distributed generation resources. Intermittent power output nature of wind turbine
under regular and frugal load adjustment in distributed generation resources (DGR)
bears the vagueness in the system frequency and tie line power instability.Henceforth,
it is imperative to revision the system performance of current power system along
with integrated DG resources. A novel cascade of three degrees of freedom propor-
tional integral derivative with fuzzy fractional order proportional integral derivative
(3DOFPIDN-FFOPID) controller is premeditated by commending a maiden appli-
cation of EPO algorithm to spread out an amended dynamic performance. Further
EPO algorithm is executed by integral time absolute error (ITAE) as a cost function
to improve the performance of controller. Studies unveil the greater performance
of 3DOFPIDN-FFOPID over other controllers in providing the reduced peak, least
settling time and lesser value of cost function. The superiority of EPO algorithm is
compared with local unimodal sampling teaching learning-based optimization (Lus-
TLBO) and ant lion optimization (ALO) algorithm. Finally outcome of high-voltage
DC link in adding with FACTs devices has conferred to enrich the power system
stability.
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1 Introduction

Modern power system is an interconnection of more than one control areas to which
commongeneration control is applied through tie lines. If there is a sudden change in a
control area, this causes some undesirable effects such as oscillation of frequency and
power interchange and that leads to mismatch between active power generation and
demand. This unbalance is overcomeby load frequency control (LFC).Consequently,
the key impartial of LFC is to sustain constant system frequency and tie line power by
maintaining a proper balance between generation and demand. In the former works,
ample of studies have been conceded on LFC [1, 2]. Many disputes of conventional
generations such as losses of transmission and distribution network, flexibility and
viability at desired locations, extraction arrangement difficulties of generated power
leads to DG conceptions. Distributed energy resources (DERs) are mostly renewable
in nature in which power generated near load centres through small grid connected
units. Now a day’s hybrid interconnected power system comprising of conventional
units like thermal, hydro, gas, etc., and renewable energy sources is the extensive
research area in LFC [3–5].

Control strategy is needed not only for constant frequency but also achieve
zero steady state error and unintended interchange. Many researchers have already
discussed the conventional controllers [6] such as proportional, proportional inte-
gral (PI), proportional integral derivative (PID) controller. Mostly PID controller is
castoff in LFC for simplification and less parameter is to be optimized. Then degree
of freedom [7] concept is introduced in PID such as 2DOF and 3DOF to increase the
stability of gain parameters and performances.All these above controllers are integer-
based controllers which are simple to design but not giving satisfactory performance
when considering the non-linearity and parameter variations. Fuzzy PID controller
[8] is suitable for non-linearity conditions but time consumption is more due to
membership functions and fuzzy rules. Recently, non-integer controllers gain more
popularity due toflexibility andmore robust towards the non-linearity and variation of
parameters. The non-integer controllers such as integral tilted derivative (ITD) tilted
integral derivative (TID) [9] and fractional order controllers are discussed in recent
papers. FOPID controller [4] find its wide applications in process control industry
and is received remarkable attention in recent literature. Conventional feed-forward
single loop controller intellect the disruption formerly initiation of control action.
However, direct measurement of disturbance and knowing of power system model
beforehand calculated output of suitable controller is the major drawback of feed-
forward controller. Hence, cascade controller [10–12] can be castoff as a substitute
to lighten the closed-loop system performance by retaining secondary measurement
and feedback arrangement. The flexible AC transmission system (FACTS) devices
[13–15] encompass the augmentation of power system firmness and governing the
power flow among several control areas. On the other hand, the high-voltage direct
current (HVDC) transmission lines are used to transmit the bulk power to longer
distances and draw the attention of researchers [16]. Controller parameters are gener-
ally optimized by optimization techniques such as local unimodal sampling teaching
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learning-based optimization (Lus-TLBO) [17], symbiotic organism search (SOS)
[18], adaptive symbiotic organism search (ASOS) [19], salp swarm algorithm (SSA)
[20], sine cosine algorithm (SCA) [21]. For optimization of controller parameters
objective function is necessary which are basically in time domain. Different perfor-
mance indexes such as integral absolute error (IAE), integral square error (ISE), inte-
gral absolute square error (ITSE) and integral time absolute error (ITAE). Mostly,
ITAE is considered as objective function. Previously in the paper [14] three area
hybrid power systems with DG sources are described by using FOPID controller
optimized by ALO technique. First time EPO [22, 23] algorithm is implemented
with this system for cascade controller. The main contribution of this paper is:

1. Forming of three area thermal hydro LFC system with DGR considering SLP
of 1% in area1.

2. The sovereignty and feasibility of cascaded 3DOFPIDN-FFOPID controller
have been acknowledged over FFOPID and 3DOFPIDN controllers.

3. Solicitation of EPO has been elucidated for dynamic assessment of 3DOFPID-
FFOPID-TID controller gains likened with Lus-TLBO and ALO algorithms.

4. To endorse the worth of proposed cascaded controller, different variation of step
load perturbation (VSLP) for control areas are projected.

2 Proposed Model

2.1 Three Area System

In this paper, a three area LFC system model is used which consists of thermal units
and hydro units as multi sources in area 1, area2 and area 3, respectively. Here in each
control area, system non-linearities are taken such as GDB, GRC and reheat turbine
connected by means of AC tie lines. DG resources is applied to area 1 which consists
of wind turbine generator (WTG), fuel cell (FC), aqua electrolyser (AE), diesel
engine generator (DEG) and battery energy storage system (BESS). ACE is taken
as input to each controller. Modelling of proposed power system, DGR system and
controller structure are shown in Figs. 1, 2 and 3.

2.2 Controller Design

Customarily PID controller [6] has three parameters for optimization (KP , KI , KD).
However it has unambiguous fluctuations. So, control action can be realised by
multiple control loops called as degrees of freedom. The dynamic responses
upgrading can be reached by using 3DOFPID controller [7] which encloses added
three control loops to enrich the stability of the system and suppression of instabilities
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Fig. 1 Controller structure citation [4]

Fig. 2 DGR systemcitation
[5]

happening in the power system. Again, the rule base fuzzy controller [8] compro-
mises more tractability in scheming and conveying the clarifications of linguistic
depiction. Auxiliary, the execution of controller parameters tuning in closed-loop
control system with nonlinearity by fuzzy rule is enhanced comparatively. However,
fuzzy logic controller (FLC) consumesmore computational time because ofmember-
ship functions and fuzzy rules. Therefore, fractional order concept [4] is introduced
for better adjustment of system dynamics. In the proposed combined fuzzy logic
with fractional order control strategy, scaling factor of the proportional, integral, and
derivative terms are obtained using FLC. Using these scaling factors, the controller



35 An EPO Tuned Cascaded 3DOFPIDN-FFOPID Controller … 469

Fig. 3 Modelling power system citation [14]

gain magnitude will be updated at each sampling period. Finally, 3DOFPIDN and
FFOPID controllers are combined for better tuning and disturbance denunciation.

The epitomized model in Fig. 1 entails individual sources like hydro, thermal and
DERs whose momentary response is dissected impressive 3DOFPIDN, FFOPID
and 3DOFPIDN-FFOPID controllers. The recommended controllers are intended
by relating a bio-inspired algorithm named EPO supported by an ITAE cost function
to diminish the ACE. The suitability function ‘J’ is given in Eq. (1) [11]

JITAE =
T∫

0

[|� f1| + |� f2| + |�Ptie|]tdt (1)

To reduce the error of the cost function ‘J’ effectively, dissimilar constraints
related are accredited in altered intervals. All the gain parameters are varied in
between 0.01 to 2, filter coefficient (N) between 100 and 300.

2.3 Optimization Technique

In LFC, tuning by traditional technique is a tiresome trade because of some assump-
tions related to thismethodsmistaken the system response. Therefore, optimal tuning
of controller parameters for higher order complex system can be reduced by imple-
mentation of soft computing optimisation techniques. Different optimization algo-
rithms have studied for the LFC system in last decade but in this paper a maiden
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emperor penguin optimization [23] algorithm is used for this proposed systemwhich
basically mimics the huddle behaviour of emperor penguin. Emperor penguins are
the only classes that cluster to subsist all through the Antarctic winter. An imperative
piece of this bunching behaviour is that each penguin has an identical prospect to the
warmth of huddle. Pseudo code of the EPO is portrayed underneath:

Initialize the emperor penguins population
Elect the initial parameters and estimate fitness value of each search agent
For i = 1: itermax

Determine he hurdle margin of emperor penguins
Calculate the temperature profile around hurdle
Compute the distance between the emperor penguins
Update the positions of search agents
Check the boundary of search agents within search space
Re-examine the rationalized search agent fitness and positions
Lastly, select the superlative performing agent

End

3 Simulation Results

Case1: Comparison of performances for different optimization algorithms
In this paper, the controller parameters of cascaded 3DOFPIDN-FFOPID are first
optimized ALO algorithms. For control area 1, 14 parameters of proposed controller
are tunedbyALOalgorithmwith 50numbers of iterations andpopulations. ThenLus-
TLBO algorithm with same number of populations and dimensions is considered for
optimization. Finally, the controller parameters are optimized by EPO algorithmwith
same number of dimensions and populations. The dynamic performances of different
algorithms are depicted from Figs. 4 and 5. Performance values are mentioned in

Fig. 4 Frequency
distinction for area 1
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Fig. 5 Power interchange
between area 1 and area 2

Table 1.
Figure 4 represents comparison result of frequency deviation for cascaded

controller optimized by EPO with other techniques. Similarly, Fig. 5 shows the
comparative simulation results for tie line power deviations. Form this results, it is
clearly visible that EPO algorithm has superior vibrant performances as compared
to Lus-TLBO-based and ALO-based controller in terms of reduced settling time,
undershoot and overshoot. The computational time of EPO algorithm (298.3774 s)
is faster as compared to Lus-TLBO (343.1973s) and ALO (418.6339 s).

Table 1 notified the controller performance values optimized three different
algorithms. EPO-based 3DOFPIDN-FFOPID controller has less settling time, peak
and undershoot as compared to the other controllers optimized by Lus-TLBO and
ALO-based controllers.

Case 2. Comparison of dynamic performances of controller
In this paper, three types of secondary controllers are used to satisfy the main objec-
tive of LFC. At first, a 3DOFPID with filter (N) is used where ACE taken as input
for this system. Through numerous simulations using EPO algorithm the controller
gain parameters are optimized for each area. In this paper, distributed generation
sources area applied to only area 1 with SLP of 1%. Since 3DOFPIDN controller has
7 gain parameters (Kp, Ki , Kd) for each area, 21 parameters are to be tuned by this
optimization algorithm. Then fuzzy fractional order PID controller is taken with 25
rules and triangular membership function of 21control parameters (K1, K2, Kp, Ki ,
Kd , λ and μ) for each area are to be optimized. After that a cascade connection
of 3DOFPIDN and FFOPID controller is used here for each area also with DGR
system. The corresponding dynamic assessments (� fi ,�Pi− j ) are compared and
plotted in Figs. 6, 7, 8, 9, 10 and 11. The obtained optimum values are mentioned
in Table 3. Figures 6, 7 and 8 shows the frequency variations of control area 1,
area2 and area 3, respectively. From those results, it is clearly observable that the
proposed 3DOFPIDN-FFOPID controller has minimum overshoot and undershoots
with diminished oscillations. Similarly, tie power eccentricities of control areas are
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Fig. 6 Frequency aberration
for area 1

Fig. 7 Frequency aberration
for area 2

represented in Figs. 9, 10 and 11. Transient performances of cascade proposed
controller is superior as compared to others.

Case3: Effect of HVDC link to the proposed system
In this case, HVDC link is connected along with prevailing AC link. The accom-
plished optimal values of the cascaded controller are mentioned in Table 3. The
system dynamics with and without HVDC link are compared in Figs. 12 and 13.
From Fig. 12, it is prominently grasped that with HVDC link the dynamics of the
system are upgraded significantly for frequency deviations. Moreover, the degrees
of fluctuations for tie line deviations are reduced in Fig. 13.

Case4: Effect of FACTs devices
In this case firstly FACTs devices, GCSC and RFB are engaged in the tie lines of
all control areas. Each time the gain and controller parameters are optimized by
EPO algorithm. After that coordination of both FACTs devices are explored. With
the acquired finest values, system dynamics are compared in Figs. 14 and 15 with
FACTS (coordinated GCSC and RFB, GCSC, RFB) and without FACTS (optimum
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Fig. 8 Frequency aberration
for area 3

Fig. 9 Tie line power
aberration T12

Fig. 10 Tie line power
aberration T23
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Fig. 11 Tie line power
aberration T31

Fig. 12 Frequency
eccentricities with HVDC
link

Fig. 13 Tie power
eccentricities with HVDC
link
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values of Table 2) devices for cascade controller. It is realized from Figs. 14 and 15
that with the unification of FACTS devices, the system dynamics are amended signif-
icantly. Additionally, it is also observed that coordinated GCSC and RFB devices
is carrying out healthier than individual GCSC and RFB related to slighter settling
time, minimum peak deviations and abated oscillations (Table 3).

Fig. 14 Change in frequency deviations with FACTs

Fig. 15 Change in tie power deviations with FACTs
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Table 3 Optimum values of controller parameters optimized by EPO algorithm

Gain
data

Controller Area1
(thermal)

Area1 (DGR) Area2
(Thermal)

Area3
(Hydro)

b1 3DOFPIDN-FFOPID 1.0324 0.3245 1.3821 0.3101

c1 1.0987 1.1354 0.5786 0.5546

G f1 0.8441 1.2121 0.4398 1.0225

Kp1 1.7937 0.7547 1.9918 1.8012

Ki1 1.4002 0.4468 1.3291 1.3955

Kd1 0.4665 1.9192 0.2289 0.4601

N 198.723 193.533 176.093 231.421

K1 1.0227 1.4552 1.4963 1.6909

K2 1.6804 1.3700 1.1423 1.0749

Kp2 0.3313 0.5534 0.7441 0.3286

Ki2 1.2802 0.0820 0.7245 1.6809

Kd2 1.9872 0.0190 0.4381 1.9900

λ 0.0100 0.7915 1.9647 0.4572

μ 1.0032 0.6053 0.2360 1.0034

b1 3DOFPIDN 1.5573 0.0100 1.9147 0.9642

c1 0.2967 0.5244 1.2634 1.1894

G f1 1.3387 1.8046 0.6114 1.6752

Kp1 0.1117 0.4769 0.0417 0.3565

Ki1 2.0000 0.2590 0.2977 0.4456

Kd1 0.1565 0.0100 1.1449 1.7206

N 0.2767 0.4655 0.0417 0.8492

K1 FFOPID 1.8293 0.7722 0.9051 1.7918

K2 0.9623 0.2381 0.8461 1.3973

Kp1 0.0100 0.8897 0.7697 0.4972

Ki1 1.6839 0.3167 1.4120 1.8334

Kd1 0.0100 0.3893 0.2998 0.5411

λ 1.0025 0.0001 1.2311 0.0001

μ 1.5048 0.7129 1.8936 0.8493
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4 Conclusion

In this study, cascaded 3DOFPIDN-fuzzy FOPID controller is anticipated as a
secondary controller for hybrid power system. The suggested cascade controller
establishes remarkable performance over other 3DOFPIDN and FFOPID controllers
because of better ability to reduce disturbance and good set point tracking. In this
study, a maiden EPO technique is proposed as optimization technique for tuning
of gain as well as controller parameters. The improved dynamic performances of
EPO-based controller has compared with other two algorithms such as TLBO and
ALO algorithms. The anticipated cascade controller optimized by EPO algorithm
has remarkable performance in terms of diminished settling time and lowest oscilla-
tions. Finally, the incorporation of coordinated GCSC and RFB devices with HVDC
link delivered the enhanced handling of fluctuations in this suggested hybrid system.

Appendix

System parameters Time constant (s) Gain coefficient

Frequency (f ) in Hz 50

Steam turbine (TCH) – 0.3 –

Speed Governor for thermal unit (TG) – 0.1 –

Speed Governor for hydro unit (TG) – 0.2 –

Inertia constant (M) for thermal unit – 10 –

Inertia constant (M) for hydro unit – 6 –

Wind turbine generator (WTG) – 1.5 0.000833

Fuel cell (FC) – 0.5 0.02

Aqua electrolyser (AE) – 4 0.01

Diesel engine generator (DEG) – 2 0.0003

Battery energy storage system (BESS) – 0.1 −0.0003

Frequency bias coefficient (B) 0.425 – –

System damping (D) 1 – –

Speed regulation (R) 0.08 – –

Transient droop regulation (Rt) 0.38 – –

Reset time (T r) 5 –

Start time of water (Tw) 1

Synchronizing power coefficient (Ti) 15 – –

Tie line power deviation (�Ptie) 0.06 – –
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Chapter 36
Modified Particle Swarm Optimized
Load Frequency Control of Renewable
Energy Sources-Based Integrated Power
Systems

Ashutosh Jena, Bidyadhar Rout, and Nutan Saha

Abstract This paper presents the study of a modified particle swarm optimization
algorithm in load frequency control for an integrated power system. The system to
be studied is a two-area system whose generation is covered by a wind turbine unit
in addition to a thermal unit in the first area and a photovoltaic (PV) unit along with a
thermal unit in the second area. Proportional integral derivative (PID) controller has
been taken into consideration to minimize the performance index of integral squared
error (ISE) of the system, which in turn reduces the deviation in frequency of corre-
sponding areas and the tie-line power between those areas using themodified particle
swarm optimization (mPSO) algorithm. This algorithm is compared with some new
optimization techniques as well as some robust optimization techniques like particle
swarm optimization (PSO), genetic algorithm (GA) and ant lion optimization (ALO)
and then efficiency is evaluated for the mPSO algorithm.

Keywords Load frequency control · Interconnected system · Modified particle
swarm optimization · PV · Wind

1 Introduction

The modern electrical system is shifting towards microgrid, interconnected systems
and smart-grid. And with this shift, new generation technologies are coming into
picture. Some of the new methods of generation include renewable energy sources
(RESs) that include PV, wind, biomass, fuel cell, plug-in hybrid vehicles (PHEVs),
etc. Load frequency of multi-hybrid interconnected area is demonstrated by Raju
et al. [1]. Since most of these resources are capable of producing only a few kW
outputs , they are used locally and then interconnected to other resources within
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different areas. However, most of the RESs are non-linear in nature, and generally,
they are linearized using various approximation techniques. Frequency control of
non-linear transfer functions is demonstrated in [2, 3] and that of an approximated
linear transfer function is demonstrated in [4]. Also, the output of most of these
resources is independent of load variation. Because of this reason, generally, they are
connected alongwith a hydro or a thermal power plantwhich is capable of readjusting
their mechanical input to counteract the changes in frequency due to mismatch in
power generation and demand. During load variation in the demand side, excess
load demand is met by increasing the mechanical power input which is regulated
by governor action. Therefore, every area consists of an output-controllable power
plant if there exists an output-uncontrollable power plant (i.e. RESs like PV-based
power plant) in the same area.

This paper deals with controlling load frequency deviation to load variation as
well as power generation variation by using a PID controller [5]. Every system has
the inherent ability to come back to a steady state after a disturbance has occurred on
the system; however, with the help of controllers, the transient and steady-state char-
acteristics can be improved to a great extent. To decide the optimal gain values of the
controllers, the controllers are trained by various algorithms. In this paper, a modified
particle swarm optimization algorithm (mPSO) is discussed. And then, the output
of mPSO approach is compared with some of the new optimization techniques like
ant lion optimization (ALO), arithmetic optimization algorithm (AOA) [6], atomic
search optimization (ASO) [7], Harris hawk optimization (HHO) [8] and two robust
tools for optimization such as particle swarm optimization (PSO) [9] and genetic
algorithm (GA) [10]. PSO is modified and studied in various mathematical studies in
many different fields, and the efficiency of strategies behind all those modifications
is demonstrated by Bansal et al. [11]. In this paper, range of inertia weight is varied
rather than varying the function itself. And the inertia weight function is taken as
“chaotic random”. Table 1 represents the nomenclature of various notations used in
this paper.

This paper is divided into five sections. First section briefly introduces the concept
behind the model. Second section deals with the mathematical model of the systems
under study. Third section briefly introduces the optimization algorithm under study.
Fourth section consists of results and observations. Finally, conclusions are made in
fifth section. Values and various control parameters used throughout this paper are
included in the appendix section.

2 Mathematical Modelling

2.1 Thermal Generator Model

First system in this paper is a standalone conventional thermal generation system
which is modelled as follows [12]:
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Table 1 Nomenclature for
various notations used in this
paper

Notations Nomenclature

Tij Coefficient of synchronization with area j

Pgi Change in output of governor of area i

Pmi Change in mechanical input in area i

PLi Load change

Pci Controlled power of area i

Hi Inertia constant for area i

Di Damping coefficient for area i

Ri Speed droop characteristic for area i

xki Position of ith particle after kth generation

vki Velocity of ith particle after kth generation

pbestki pbest of ith particle for kth generation

gbestki gbest of ith particle for kth generation

vk+1
i Present velocity of ith particle

W Inertial weight for the ith particle

c1 and c2 Constriction factors

rand() Random number between upper and lower bound

presiter Present iteration

maxiter Maximum number of iteration

Ggov = kg
Tgs + 1

(1)

G turb = kt
Tt s + 1

(2)

Grh = kr Tr s + 1

Tr s + 1
(3)

where Ggov, Grh, and Gturb are the first-order transfer functions of the governor, re-
heater and the steam-based turbine and kg, kr and kt are, respectively, the gains of
governor, re-heater and steam-based turbine. The generator transfer function can be
written as follows:

Ggen = kp
Tps + 1

(4)

where kp is the gain of generator.Tg,Tr ,Tp andTt are, respectively, the time constants
in case of governor, re-heater, generator and steam-based turbine.
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2.2 Wind Turbine Model

Very commonly in wind turbines, doubly-fed induction generators (DFIG) are used,
which operates familiar to synchronous generators but also provides the advantage
of variable speed. The mechanical power output from the wind turbine is dependent
upon the speed of the wind [13]. And it is given as,

Pw = 1

2
ρArCpv

3
w (5)

where ρ, Ar ,Cp and vw are density of air, area swept by the blade of the wind turbine,
power coefficient representing the available power after wind turbine extracts energy
from the wind and velocity of the wind, respectively. The values for the above-
mentioned physical parameters are given in the appendix section. And the equation
to calculate the exact value of Cp is given in [13]. In this paper, the wind speed is
varied to achieve varying mechanical power output. Wind turbine plays a major role
of introducing non-linearity in the system. However, after linearization, the transfer
function of the turbine can be approximately given by,

GWTG = KWTG

TWTGs + 1
(6)

where KWTG and TWTG are the gains of wind generator and the time constant of the
same, respectively.

2.3 Photovoltaic Array Model

Generally, a PV array takes temperature and solar irradiance as input to the system.
Both parameters are non-linear and depend upon the natural factors, so the input to
the solar panel can be considered as a time-varying non-linear input signal. However,
the average output power from the PV array is given by, Eq. (7)

P = AsηsG[1 − 0.005(Ta + 25)] (7)

where As, ηs and Ta are areas of the PV array (in m2), energy conversion efficiency of
one module and ambient temperature (in degree Celsius), respectively, of a PV plant.
And the values of the above-mentioned physical parameters of PV array is taken from
[13] and it is given in the appendix section. G is the irradiance (in kW/m2) which is
considered to be varying in this paper.

After removal of all the non-linearities from the system, the transfer function of
the PV system is roughly approximated as,
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Gs = �Ps
�G

= ks
Tss + 1

(8)

where�Ps is the power output from the PV array and�G is the change in irradiance.
Ks and Ts represent the gain and time constant of the solar plant, respectively.

2.4 Load Frequency Control of Two Area

When there is a sudden change in active power in an area, the region starts feeding
on the power supplies of other regions [4, 10, 12]. Therefore, the main task of
the load frequency control (LFC) of an interconnected system is to make sure the
compensation of the local area frequency and the corresponding tie-line power. The
deviations in frequency, as well as tie-line power, is due to the difference between
generation and load side demand, so for a connected system, tie-line power of every
area has to be taken into consideration. For an area i, the power system is modelled
as:

� ḟi =
(

1

2Hi

)
�Pmi −

(
1

2Hi

)
�PLi −

(
Di

2Hi

)
� fi −

(
1

2Hi

)
�Ptie,i (9)

�Ṗmi =
(

1

Tti

)
�Pgi −

(
1

Tti

)
�Pmi (10)

�Ṗgi =
(

1

Tgi

)
�Pci −

(
1

Ri .Tgi

)
� fi −

(
1

Tgi

)
�Pgi (11)

The change in tie-line power is expressed as follows:

�Ṗtie,i = 2π

⎡
⎢⎢⎢⎢⎢⎢⎣

N∑
j = 1
j �= i

Ti j� fi −
N∑

j = 1
j �= i

Ti j� f j

⎤
⎥⎥⎥⎥⎥⎥⎦

(12)

Frequency control in power system is categorized into flat tie-line control (FTC),
fixed frequency control (FFC), and tie-line power frequency deviation control (TBC).
TBC based LFC is used in this paper, regional area control error (ACE) is given by
the following equations:

ACEi = �Ptie,i + Bi� fi (13)
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� fi = 1

2His + Di

∑
�Pi (14)

�Ptie,i = 2π

s

n∑
j = 1
j �= i

Ti, j
(
� fi − � f j

)
(15)

where ΔPtie,i is the total tie-line power deviation between area i and the rest of the
areas andΔf i is the frequency deviation in area-i.Bi is the frequency deviation factor,
expressed in Eq. (13), and it is given by Eq. (16),

Bi = 1

Ri
+ Di (16)

2.5 Control Strategy

To obtain the controller output, the input to the controller is taken as ACEi. In this
paper, PID controller has been put into use. ui is the output of the controller and it is
obtained as,

ui = Kpi (ACEi ) + Kii

∫
ACEidt + Kdi

dACEi

dt
(17)

Equation (17) represents the controller equation for a PID controller.
The objective of the optimization is to reduce the ISE of frequency and tie-line

power deviation obtained from both areas. The objective function, ISE is given by
Eq. (18).

ISE =
∫

(�P2
tie,i +

∑
� f 2i ) (18)

3 Overview of Modification in Particle Swarm
Optimization

Particle swarm optimization algorithm (PSO) is originally developed by Kennedy
and colleague Eberhart in the year 1995. The idea behind this optimization technique
is based on the nature of hunting shown by a school of fish. This technique indulges in
randomly locating a population of search agents in a given search space. The search
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agent closest to the optimum value is called the best agent of that particular iteration.
In the next iteration, all the other search agents are directed towards the direction
of the best search agent obtained in the first iteration by updating the velocity and
position accordingly. However, in the original PSO algorithm, Kennedy and Eberhart
failed to put forward how to direct the search path in the direction of global or a local
optimum. Therefore, PSO was later modified by introducing the parameter “inertia
weight” by Shi and Eberhart [14]. The equation of inertia weight has been modified
over the years in various papers related to different optimization problems. In this
paper, a new approach to calculate inertia weight during successive iteration has
been introduced. The underlying principle of PSO is expressed in the form of the
following equations.

vk+1
i = w × vk

i + c1rand()
(
pbestki − xki

) + c2 rand()
(
gbestki − xki

)
(19)

xk+1
i = xki + vk+1

i (20)

w = wmax − (wmax − wmin) × present_iter

max _iter
(21)

The modification in w is done by changing the range of wmax and wmin in every
iteration to quickly converge to the optimal solution. And the logic applied is if the
local_best > global_best in the second half of optimization then the range of w is
widened to obtain a better global optimum. But if global_best > local_best, then the
range ofw is reduced in steps, for better exploitation. The second half of optimization
starts after the tenth iteration here. And the above logic is mathematically expressed
by the following sets of equations.

wmax = wmax0 −
{
0.3 ×

(
presiter − 10

)
(maxiter −10)

}
(22)

wmin = wmin0 +
{
0.2 ×

(
presiter − 10

)
(maxiter −10)

}
(23)

At the end of the iteration, the optimal gain value is obtained.

4 Results and Observation

Two-area system consisting of a thermal unit and a wind unit in the first area and a
thermal unit and a PV unit in the second area is modelled in MATLAB/Simulink.
The thermal unit is modelled using transfer functions defined in Sect. 2.1 and the
controlled power output from PID controller-1 is fed to the thermal unit of area 1.
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The power output from the wind turbine is connected as a constant power source,
and it is modelled as defined in Sect. 2.3 of the paper. The power output of wind
turbine is varied along with the wind speed. A white band noise input is used to
simulate the time to time-varying wind speed. Since, practically, the wind speed
varies in long intervals, the simulation time for the noise input signal is kept to
around 20 s. On the other hand, the thermal unit of the second area is designed
similar to that of the first area and PID controller-2 regulates the controlled output
and feeds it to the thermal unit. PV unit is modelled using transfer functions given
in Sect. 2.2 of the paper. Again, PV is connected as constant power output and
a white band noise signal is used to describe the varying nature of irradiance. In
this case, the sample time for noise signal is kept to around 5 s, considering the
practical scenario on a cloudy day. And both areas are interconnected using a tie-
line which is already described by equations given in Sect. 2.4. The inputs of both
controllers are the ACE of respective areas, which is defined in Sect. 2.5. A load
disturbance of 4% is introduced at the 20th second of simulation time at the load end
of area 1 and the algorithmswere run.While running the algorithms, the initialization
parameter population andmaximum iteration are taken ranging from 50–200 and 16–
24, respectively. While the definition parameters of various algorithms are varied to
their best potential in obtaining optimal gain. The proposedmPSO algorithm takes in
50 search agents and 16 iterations to converge into the final optimal value. PSO and
ASOworked better with 200 search agents and 16–24 iterations.Whereas for the rest
of the algorithms, total search agents were selected 150–250 and 16–24 iterations.
The algorithm’s purpose was to minimize the ISE value over the limited number of
iterations. Each algorithm is run multiple times, and ISE and time are recorded and
compared with the proposed algorithm. The variation in time ranges from 104 s to
2 × 105 s for various algorithms, while the mPSO consumes time in the range of
5500–7500 s. In the aspect of convergence, every other algorithm converges to their
respective final solution within the tenth iteration, while proposed mPSO converges
within 8th–12th iteration and still searches for a global solution till last iteration.
ISE is reduced to around 9.8 × 10–5 by mPSO whereas the least ISE obtained by the
combined algorithms is 2.1 × 10–4. The model under study is represented by Fig. 1.
The controller parameters along with other observational data are listed in Table 2.
The input to the constant output sources (i.e. wind and PV) and the proposed load
disturbance is shown in Fig. 2. And the output due to various algorithms is depicted
in Figs. 3, 4 and 5.
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Fig. 1 The proposed model of two-area LFC consisting of RESs like wind and solar power. Load
disturbance is injected at area-1. Irradiance and wind speed are considered to be fluctuating

Table 2 Comparison table among various algorithms studied

Algorithms mPSO PSO ASO AOA ALO GA HHO

Kp1 −213.9 −173.6 −90.27 −211.8 −198 −245.5 −51.60

Ki1 −1623 −998.7 −537.7 −557.5 −693.2 −666.7 −491.1

Kd1 −74.16 −56.01 −77.99 −85.72 −49.81 −80.24 −53.14

Kp2 −228.9 −127.1 −130.1 −369.5 −235.5 −733.3 −53.23

Ki2 −2000 −798.2 −1443 −397.5 −351.2 −1163 −975

Kd2 −78.02 −90.32 −28.89 −461.9 −185.5 −570.9 −110.1

ISE 9.8e−5 2.4e−4 2.1e−4 0.015 7.7e−4 7.3e−4 4e−4

Average time per iteration (in
s)

346 618 792 1138 740 921 1394

Total time (in s) 5546.6 9902.7 12,677 18,210 11,854 14,738 22,318
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Fig. 2 Disturbances in the system. Due to natural factors at the source side and due to load variation
at the load end

Fig. 3 Control of change in tie-line power by using various optimizers. Major deviation in the
power is observed at 20 s is caused due to the variation in wind speed and load demand. The rest of
the minor deviations are caused due to irradiance variation
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Fig. 4 Area 1: Control of frequency deviation by various algorithms. Major deviation in the
frequency is observed at 20 s is caused due to the variation in wind speed and load demand.
The rest of the minor deviations are caused due to irradiance variation

Fig. 5 Area 2: Control of frequency deviation by various algorithms. Major deviation in the
frequency of the second area is observed at 20 s, however, at various intervals, irradiance devi-
ation is more effective whenever large fluctuation is there, and can be seen at 10 s, 40 s, 65 s, 70 s
and 75 s
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5 Conclusion

This paper presents the viability of a new modified swarm optimizer mPSO when
incorporated in load frequency control of integrated power system of RESs and
conventional sources. The proposedmPSOstrategy is comparedwith someof the new
optimizers (AOA, HHO and ASO) in the market and some of the robust optimizers
for LFC (PSO, GA and ALO). The algorithm is tested on a basic PID controller.
The aspects of comparison taken into consideration in this paper mainly include the
accuracy of finding optimal gain value by exploration and exploitation, time taken
to converge to final result following minimizing error. After a series of simulations
and iteration, it is found that in every aspect the proposed mPSO technique, while
working on the LFC of two area system, gives better results than the other algorithms
it is comparedwith. The least value of ISE is obtainedwithmPSO,which is 0.000098,
whereas the second-least value obtained using ASO is 0.00021. The total iteration
time taken by mPSO algorithm to obtain optimal gain value is 5546.6 s, which is
the fastest among other algorithms, whereas the next fastest algorithm is PSO and
it consumes 9902.7 s to obtain the optimal gain value. Also, while most of the
algorithms rely on more search agents (50–100) for better exploration, the proposed
mPSO technique requires comparatively lesser search agents (30–50). It is because
in the first half of iteration the algorithm has the widest range of inertia weight (i.e.
wmax = 0.9 and wmin = 0.2) which helps to search for global optimum and in the
second half of the iteration, the algorithm exploits the best global optima for nearby
local optima by reducing the inertia weight in steps as described in Eqs. (22 and 23)
in Sect. 3. By doing this, a considerable amount of accuracy is achieved along with a
significant reduction in search agents required to exploit and time spent per iteration.

Appendix

See Tables 3 and 4.

Table 3 Block parameters for two area control

Parameters Values Parameters Values

Kg 1 Tt 0.3

Tg 0.08 Kp 100

Kt 1 Tp 20

KTWG 1 TTWG 1.5

Rblade (in m) 23.5 ω (in rad/s) 3.14

β (in rad) 0 ρ (kg/m2) 1.25

(continued)
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Table 3 (continued)

Parameters Values Parameters Values

Ar (in m2) 1735 Prated (in kW) 3600

ηs 0.09–0.12 Ta (°C) 25

Kpv 1 Tpv 1.8

As (in m2) 4048 Kr 0.33

Tr 10 T12 0.545

R 2.5 B 0.8

Table 4 mPSO parameters for LFC of 2 area

Parameters Values Parameters Values

No. of particles 100 wmaxo 0.9

No. of generations 16 wmino 0.2

Fitness function ISE c1 and c2 2

ub 0 lb −2000
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Chapter 37
Load Frequency Control of a Four-Area
Interconnected Power System Using
JAYA Tuned PID Controller
and Derivative Filter

Smrutisikha Jena, Sthitprajna Mishra, Bibhu Prasad Ganthia,
and Sidhartha Kumar Samal

Abstract This study presents aMATLAB/Simulinkmodel to design load frequency
control (LFC) for a four-area interconnected power system. Load frequency control
maintains the frequency of a power system within a prescribed limit. Various
controllers for LFC of a power system have been proposed by many researchers.
PID controller is a classical approach of LFC. PID controller using a filter in the
derivative part amplifies the high-frequency noise and smoothes it out. Selection of
appropriate optimization technique to tune controller gains plays a vital role for LFC.
In this work, the PID controller and the PID controller using a derivative filter (PIDN)
are optimized using particle swarmoptimization (PSO) and JAYAoptimization.After
studying and comparing the results, with genetic algorithm (GA) from it has been
observed that PID controller using a derivative filter (PIDN) optimized using JAYA
algorithm provides better LFC in terms of settling time, overshoot, undershoot, and
performance index of the system compared to the PID controller. The results obtained
by JAYA tuned PIDN show better performance compared to the PID controller.

Keywords Load frequency control · AGC · Tie line · PIDN · PSO · JAYA

1 Introduction

In AGC at the centre, there is a generator which is generating active power generation
Pg and reactive power generation Qg . The generator is getting an input power from
turbine, and the turbine is getting an input power from boiler. While the steam is
coming from the boiler, there is a governor valve placed at the boiler to control the
steam [1–4]. When the active power is delivering to the bus, there is a comparator
over the bus which receives the frequency that means the frequency which comes
from the generator fg is sensed by the comparator. In comparator, we have to give
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a reference frequency fref that means the frequency which has to be maintained. If
there is any difference between fg and fref, then there will be an error fe which will
be operated by the generator valve and the whole closed loop is called as LFC [5–7].

2 Interconnected System

The operation of more than one interconnected area is known as interconnected
system or power pool or pool operation. Under normal operating conditions, each
control area carries its own load and each control area adopts beneficial regulating
and control strategies. These are two basic operating principles of multi-control area
system [8]. Unlike small systemwhere sudden change in load causes large frequency
drop which results in complete blackout of system, interconnected systems do not
have these problems. In interconnected power system, sudden change in load causes
large frequency drop. As the peak, demands occur at various hours of the day in
various areas in an interconnected system, so the ratio of peak and average load
is smaller than that of individual load. In an interconnected system, a control area
is characterized by the same frequency throughout, and the frequency deviations in
different areas are represented as�F1,�F2,�F3, . . . like this. In an interconnected
system, each area has generator, speed governing system and turbine. Each area has
three inputs which are the controller input (�Pref), load distribution (�PD) and
tie line power error (�Ptie) [6]. Each area has two outputs which are the generator
frequency (�F) and area control area (ACE)which is the signal fed into the integrator.

ACE = B�F + �Ptie

where B is the frequency bias parameter (Figs. 1 and 2).

Fig. 1 Linear representation of tie line
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Fig. 2 Simulation model of four area power system

3 PID Controller

As the name indicates of this proportional–integral–derivative (PID) controller, the
output is the combination of all proportional controller, integral controller, derivative
controller. In case of derivative controller, we are having steady-state error problem,
in case of integral controller we are having stability problem. So these problems are
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Fig. 3 Block diagram of PID controller

overcome in this PID controller [9]. The output of PID controller is directly propor-
tional to the combination of error signal, integral of error signal, and differentiation
of error signal. The integral action eliminates the offset or steady-state action. The
derivative action provides necessary damping for hunting. So the PID controller is
basically characterized by short-time rise, giving very rapid response, non-oscillatory
stable, offset free output. We have to adjust or tune the values of the constraints Kp,
Ki, Kd to get the better performance, and this method is known as tuning of PID
controller [10]. Mathematically we can write,

u(t) ∝ e(t) +
∫

e(t) + d

dt
e(t)

u(t) = kpe(t) + ki

∫
e(t) + kd

d

dt
e(t)

Taking Laplace of both sides (Fig. 3),

U (s) = E(s)

[
kp + ki

s
+ kds

]

U (s)

E(s)
= kp + ki

s
+ kds

⇒ U (s)

E(s)
= kp

[
1 + ki

kps
+ kd

kp
s

]

⇒ U (s)

E(s)
= kp

[
1 + 1

Ti s
+ Tds

]

where Ti = kp
ki

, Td = kd
kp
.
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4 PID Controller with Derıvatıve Filter (PIDN)

When a system like interconnected power system ormicrogrid is subjected to change,
then it is very crucial and important to tune the gain parameters of the PID controller.
As the PID controller often ignores the noise and nonlinear effect, so most of the
time it does not work properly for practical problems. So here we put a first-order
filter on the derivative term to tune it. As it reduces the high-frequency noise and
smoothes it out so the chattering due to noise does not occur and the derivative will
not reduce the high-frequency noise [11]. The transfer function of the PID controller
with derivative filter (PIDN) is given here (Fig. 4)

T FPIDN = Kp + Ki

(
1

s

)
+ Kd

(
1

1
N + 1

s

)

The objective of the study is to find the optimal values of the decision variables
of the controller. These optimal values minimize the deviation of frequency. The
most used objective functions are integral of time multiplied absolute error (ITAE),
integral of square error (ISE), integral of time multiplied square error (ITSE). ITAE
settles down the response of oscillation to steady value with minimum settling time
and minimum overshoot which cannot be obtained from ISE, ITSE. So ITAE is
assumed to be better objective function in LFC and that is why ITAE is chosen in
this project for assessing the worth of a solution in the optimization algorithm [12].
The expressions of these objective functions are described below;

ISE =
T∫

0

(� f )2dt

ITSE =
T∫

0

t(� f )2dt

Fig. 4 Simulink model of
PIDN controller
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ITAE =
T∫

0

t |� f |dt

5 Particle Swarm Optimization

PSO is a robust stochastic optimization technique based on the movement and intel-
ligence of swarm. Here we search for the optimum value by updating the generation
or iteration. Instead of birds we use the word particle. To evaluate the fitness values
for each particle, we use a fitness function. Fitness function is used in metaheuristic
algorithm for optimization. Optimization means the optimum point where the condi-
tions are best and most favourable [13]. We do this optimization to find out the best
or better among different possible solution, and we are using objective function to
maximize or minimize values that we are trying to optimize. Right now we are doing
the optimization to find the minimum value which is the optimum point. In each iter-
ation, every particle is updated by following the two best values. In every step, we
have to check the fitness value f (xti ) and then again we have to find the global best
(gBest). We have to repeat this process until the condition is not the best condition.

In step 5, we have to update the t = t + 1.
In the last step, step 6 the output comes as gBest and xti .

6 JAYA Algorithm

JAYA algorithm is a specific parameter less algorithm which is proposed by Rao
RV in 2016. The word JAYA has been taken from the Sanskrit word JAYA which
meaning is victory means the good is going to be win on the bad.

This algorithm has been formulated for solving various kinds of constrained as
well as unconstrained optimization problems [14]. This is the concept in such a way
that the solution we gained for a given particular problem should move towards
its best solution as well as the major objective is the victory means this should
avoid the worst solution [15]. Like other algorithms JAYA algorithm also have some
control parameters. These are population size, number of generation. But unlike other
algorithms, JAYA algorithm does not have any specific parameters. For example in
PSO algorithm, we have to update inertia coefficient (w) and c1, c2, r1, r2. But in
case of JAYA algorithm, such kind of specific parameters are not required to make
the optimal solution. It tries to concentrate solution generation only [16–19].
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7 Result and Discussion

The Simulink model shown in Figs. 5 and 6 is simulated using MATLAB/Simulink

Fig. 5 Flowchart of PSO algorithm
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Fig. 6 Flowchart of JAYA algorithm

under PSO, JAYA algorithm. Both these solutions are compared with GA algorithm
referring [11]. Here the population are taken as 30, number of iteration as 50, the
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range of parameters are taken as [−1, 1]. The program is run 30 times to obtain the
best final solution. The best solution which is obtained is shown below.

System Performance Using PID Controller
Changes in the system frequency of the four-area system using a PID controller
against a step load disturbance of 0.1 per unit is applied in all four areas are shown
in Figs. 7, 8, 9, and 10. The deviation in frequency and corresponding tie line power
are investigated. The value of proportional constant, integral constant, derivative
constant, and different objective functions are obtained after optimizingwithPSOand
then JAYA optimization. The effectiveness of JAYA algorithm-based PID controller
is shown by comparing it with the simulation result of PSO and GA [20–25]. The
change in frequency and corresponding tie line deviation under the load disturbance
of 0.1 p.u in four areas are shown in Figs. 7, 8, 9, and 10 (Table 1).

Fig. 7 Frequency response of area 1 using PID controller

Fig. 8 Frequency response of area 2 using PID controller
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Fig. 9 Frequency response of area 3 using PID controller

Fig. 10 Frequency response of area 4 using PID controller

System Performance Using PID Controller Using Derivative Filter (PIDN)
Changes in the system frequency of the four-area system using a PID controller using
a derivative filter (PIDN) against a step load disturbance of 0.1 per unit is applied in
all four areas are shown in Figs. 11, 12, 13, and 14. The deviation in frequency and
corresponding tie line power are investigated. The value of proportional constant,
integral constant, derivative constant, derivative filter, and an objective function is
obtained after optimizing with PSO and then JAYA optimization. The efficacy of
JAYA algorithm-based PID controller with derivative filter is shown by comparing
with the simulation result of PSO. The change in frequency and corresponding tie
line deviation under the load disturbance of 0.1 p.u in four areas are shown in Figs. 11,
12, 13, and 14 (Table 2).
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Table 1 Tuned PID controller gains

Controller gains PSO JAYA

Kp1 0.0112 0.0218

Ki1 6.5402 2.7319

Kd1 3.7943 4.7272

ITAE1 4.7943 4.7272

Kp2 0.2176 0.2762

Ki2 3.2531 2.4062

Kd2 5.7291 5.4251

ITAE2 5.7291 5.4251

Kp3 0.0221 0.2373

Ki3 4.6011 2.1165

Kd3 4.1982 3.4231

ITAE3 4.1982 3.4231

Kp4 0.0262 0.0254

Ki4 4.7198 2.3068

Kd4 3.6846 3.3076

ITAE4 3.6846 3.3076

Fig. 11 Frequency response of area 1 using PIDN controller

8 Conclusion

The research is based on PSO, JAYA optimized PID, PIDN controller in a four-area
power system. This proposed approach has been compared with conventional GA
algorithm referring [11]. The results are analysed with PID and PIDN controller. The
simulations are performed using MATLAB/Simulink. It is observed that the JAYA
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Fig. 12 Frequency response of area 2 using PIDN controller

Fig. 13 Frequency response of area 3 using PIDN controller

Fig. 14 Frequency response of area 4 using PIDN controller
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Table 2 Tuned PIDN
controller gains

Controller gains PSO JAYA

Kp1 0.0729 0.0157

Ki1 6.6028 8.6430

Kd1 1.8753 1.7332

N1 0.0112 0.2718

ITAE1 1.8659 1.7442

Kp2 0.0921 0.0177

Ki2 5.4005 6.3127

Kd2 1.9834 1.7387

N2 0.2176 0.7762

ITAE2 1.9745 1.8837

Kp3 0.0972 0.0120

Ki3 7.9814 9.0570

Kd3 1.9924 1.6551

N3 0.0221 0.2373

ITAE3 1.9833 1.6231

Kp4 0.3093 0.0293

Ki4 8.9082 10.3215

Kd4 2.5103 2.4500

N4 0.0262 0.4254

ITAE4 2.5003 2.4500

tuned PIDN controller gives the best performance in terms of settling time, peak over-
shoot, undershoot. Thus, the JAYA-based PID controller with derivative filter (PIDN)
outperforms the PID controller without derivative filter. Further, analysis on this topic
can be carried out using different new optimization techniques. Different controllers,
like fractional-order proportional derivative controller (FOPID), FOPID(1+ PI) can
be tested for improved ALFC in a power system.
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Chapter 38
Model Predictive Control for Load
Frequency Regulation in Power Systems
Using a Disturbance Observer

Nuvvula S. S. Ramakrishna, Tummala S. L. V. Ayyarao, Vasupalli Manoj,
and L. Dinesh

Abstract Power systems experience high load frequency changes as a result of
increasing renewable energy additions and fluctuating demand levels. Model predic-
tive control (MPC) for automatic generation control (AGC) in power systems is
proposed using an observer for nonlinear disturbances (NDO). Load disturbances
and un-modeled nonlinearities which adversely affect the output prediction in MPC
are considered as a net disturbance, and it is estimated using a NDO. An offset-
free MPC control law is obtained by optimizing the receding-horizon stage with the
predicted disturbance. Power systemswith single-area and three-area distribution are
subjected to this proposed approach of frequency regulation, which has been shown
to be effective in simulations.

Keywords AGC · Load frequency regulator · Model predictive control ·
Disturbance observer

1 Introduction

With increased industrial production, demand for uninterrupted power supply,
increased revenue in renewable energy generation, and change in government poli-
cies lead to increased energy additions. With the abundant source available in nature,
the installations of medium and high rating wind turbines are rapidly increased, and
this trend will remain the same in the near future also. Increased share of renew-
able energy in power systems leads to load frequency fluctuations as the renewable
energy is intermittent in nature. The concept of load frequency has attracted many
control engineers around the globe, and several control solutions are proposed in the
literature. Load frequency regulation by linear controllers like PI, PID, and LQR are
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conventional methods proposed and vast research is invested on the tuning methods
of these controllers [1–5]. But there aremany limitationswith these linear controllers,
and one of these limitations is that the performance of linear controllers is not robust
to load disturbances and parametric variations. This issue can be tackled by applying
the robust control theory. Sliding mode control, control, synthesis, and fractional
order control are some of the useful robust controllers [6–10].

Model predictive control (MPC) is another powerful method that can be useful for
controlling a process/plant. The concept ofMPCwas developed in 1960s and became
popular from 1990s. The applications of MPC are accelerated from 2000 onwards.
It is based upon controlling a process/plant for a given cost function with future
prediction.MPC-based load frequency control of power systemwas discussed in [11–
14]. Disturbances and parametric variations on plant may degrade the MPC output
prediction. The performance of MPC can be enriched by estimating the disturbance
and including it the prediction stage. For the frequency regulation of a power system
network, a sliding mode controller design method is described in this article. LFC
systemmodel uses a sliding surfacewith four parameters. GWOand PSO approaches
are used to optimize the controller parameters in order to get the best results. When
optimizing frequency and tie-line power transfer, the goal function has been defined
as the integral of the square of inaccuracy of deviation.

Its key contribution is the invention of a decentralized load frequency controller
based on MPC for interconnected power systems using disturbance observer and
some of the highlights of the proposed method are A NDO estimates the net distur-
bance that affects the load frequency. In order to minimize the effect of parametric
variations, un-modeled nonlinear dynamics, and load disturbances, the estimated
disturbance is included in the output prediction stage. A nonlinear control law is
derived based on receding-horizon optimization that minimizes the cost function.
This avoids online optimization of control parameters and thus saves computational
effort.

In this paper, the load frequency is regulated by automatically adjusting the
thermal power generation. Both single-area and three-area systems are used to test
the proposed approach for calculating load frequency. The rest of the paper is orga-
nized as follows: Section 2 summarizes the small signalmodel of power systems. The
theory of NDO-based offset-free MPC is outlined in Sect. 3. Application of MPC for
load frequency regulation is discussed in Sect. 4. Finally, in Sect. 5, the effectiveness
of the suggested strategy is evaluated using simulation results for single-area and
three-area systems, and conclusions are drawn (Fig. 1).

2 The Multi-area Power System Mathematical Model

This is a distributed system that is very nonlinear and linearized around an operating
point. The dynamical model of ith area interconnected power systems is given in this
section.
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Fig. 1 Small signal of ith area power systems

2.1 Dynamics of ith Area Power System Model

� ḟi (t) = − 1

TPi
� fi (t) + KPi

TPi
�Pgi (t) − KPi

TPi
�Pdi (t)

− KPi

2πTPi

∑

j∈N
j �=i

Ksi j
{
�δi (t) − �δ j (t)

} + KPi

TPi
�Pwi (t) (1)

�Ṗgi (t) = − 1

TT i
�Pgi (t) + 1

TT i
�Xgi (t) (2)

�Ẋgi (t) = − 1

RiTGi
� fi (t) − 1

TGi
�Xgi (t) − 1

TGi
ui (t) (3)

�δ̇(t) = 2π� fi (4)

where � fi is the alteration in frequency; �Pgi is the alteration in generator power
output; �Pdi is the alteration in load demand; �Pwi is the alteration in wind power
input; KPi is power system addition; TPi is the power system period constant; TT i
is the turbine period constant; �Xgi is the change in governor valve position; TGi is
the governor time constant; Ri is the speed regulation coefficient; ui is the control
input; �δi is the change in rotor angle.

Let us consider lumped disturbance on the system is �i

�i = −KPi

TPi
�Pdi (t) − KPi

2πTPi

∑

j∈N
j �=i

Ksi j
{
�δi (t) − �δ j (t)

} + KPi

TPi
�Pwi (t) (5)

Accordingly, (1) is modified as

� ḟi (t) = − 1

TPi
� fi (t) + KPi

TPi
�Pgi (t) + �i (6)
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1. Wind Energy system

Wind energy system is a stochastic system, and hence, it is modeled as a random
process. As the wind speed vw continuously changes with time, it is mathematically
modeled as [15]

v(t) = Vavg +
z∑

l=1

Vl cos(wl t + �l) (7)

where Vavg is the mean wind speed, l is the number of samples, wl is the discretized
frequency, Vi is the magnitude of the wind speed, and �l is the random phase angle.

The wind turbine output is Pwi = 0.5ρπR2
wTCpv

3 (8)

3 NDO-Based Offset-Free MPC

An example linear system will be examined using the representation of state space
as

ẋ = Ax + Bu + D� and y = Cx (9)

where x ∈ �n is the state vector, u ∈ �m is the control vector, � ∈ � is the net
disturbance on the system, y ∈ �m is the output vector, and matrices A, B, C,D have
their own meaning.

The following assumptions are useful for the design of NDO-based MPC.
Assumption 1: The system pair (A, B) is controllable.
Assumption 2: All states of the system are measurable.
Assumption 3: The system’s net disruption is constrained by its boundaries, i.e.,

‖�‖ ≤ �∞ where �∞ is a positive value.
Assumption 4: The overall system disturbance slows varies with time, i.e.,

lim
t→∞ �̇ = 0.

Assumption 5: The control order of the system is r (Fig. 2).

3.1 Nonlinear Disturbance Observer Design

Many approaches exist to estimate the net disturbance on the system, including
the NDO, extended state disturbance observer, perturbation observer, sliding mode
observer, etc. [16]. As part of the design process, a virtual state with given dynamics
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Fig. 2 NDO-based MPC

is evaluated in order to estimate the net disturbance on the system (10 and 11).

ξ̇ = −GD�̂ − G(Ax + Bu) (10)

�̂ = ξ + Gx (11)

4 Offset-Free Model Predictive control

There are three major essentials in the design of MPC [17], namely

1. Prediction model
2. Formulation of objective function
3. Generating the control law.

The main objective of the MPC is to minimize the cost function given in (12)

I = 1

2

∫ Tp

0

(∥∥ŷ(t + τ) − ŷr (t + τ)
∥∥2 + ∥∥û(t + τ)

∥∥2
)
dτ (12)

where ŷ(t + τ) is the future projected output, ŷr (t + τ) is the forthcoming orientation
trajectory, Tp is the predictive period, and û(t + τ) is the future control law.

The output prediction in MPC can be enhanced by including the estimated distur-
bance in the design process without upsetting the performance of the controller under
nominal conditions. Thedesign is basedon receding-horizonoptimization. Following
the procedure given in [18, 19], the future output is predicted using Taylors series
and is given by (13)

y(t + τ) = y(t) + τ y[1](t) + · · · + τ n+r

(n + r)! y
[n+r ](t) (13)
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where

y[n] = CAnx +
n−1∑

i=0

CAn−1−i D� [i] + CAn−1Bu (14)

y[n+r ] = CAn+r x +
r∑

i=0

CAn+r−1−i Bu[i] +
n+r−1∑

i=0

CAn+r−1−i D� [i] (15)

Representing (13)–(15) in a matrix form as

ŷ(t + τ) = [
T T̃

]
[
Ŷ
ˆ̃Y

]
(16)

where

T =
[
1 τ · · · τ n−1

(n−1)!
]

(17)

T̃ =
[

τ n

n!
τ n+1

(n+1)! . . . τ n+r

(n+r)!
]

(18)

Ŷ = [
ŷ ŷ[1] · · · ŷ[n−1] ]T (19)

ˆ̃Y = [
ŷ[n] · · · ŷ[n+r ] ]T (20)

Following the previous procedure, reference output is generated as

ŷr (t + τ) = [
T T̃

]
[
Ŷ r
ˆ̃Yr

]
(21)

Now, the objective of the MPC is to minimize (12)

I = 1

2

∫ TP

0

[
(Ŷ − Ŷ r )

T (
ˆ̃Y − ˆ̃Yr )T

][
T
T√

Q
T̃T

√
Q

]
[√

QT
√
QT̃

]

[
Ŷ − Ŷ r
ˆ̃Y − ˆ̃Yr

]
dτ + 1

2

∫ TP

0
û
T
T̂ûdτ (22)

For obtaining the optimized control input ûc to plant, find ∂I

∂ û
and equate to zero

[18].

ûc = (
CAn−1B

)−1
[
−K

(
Ŷ − Ŷ r

)
+ (

y[n]
r − CAnx − CAn−1D�̂

)]
(23)
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5 Load Frequency Control Using NDO-Based MPC

Representing the linearized model of power system given in Sect. 2 in state space
representation as given in (9).

where x = [
�δi � fi �Pgi �Xgi

]T
.

B =
[
0 0 0 − 1

TGi

]

A =

⎡

⎢⎢⎢⎣

0 2π 0 0
0 − 1

TPi

KPi
TPi

0

0 0 − 1
TT i

1
TT i

0 − 1
Ri TGi

0 − 1
TGi

⎤

⎥⎥⎥⎦ (24)

Using the transformation x → �ς , the modified dynamics are given (25–28)

ς̇1 = ς2 + d1� (25)

ς̇2 = ς3 + d2� (26)

ς̇3 = ς4 + d3� (27)

ς̇4 = f (ς) + bu + d4� (28)

Now, the system represented in (9) is transformed to a new model represented by
(27)

ς̇ = Acς + Bcu + Dc� (29)

where ς = [
ς1 ς2 ς3 ς4

]T
.

Ac = �x�−1 (30)

Bc = �B (31)

Dc = �D (32)

Now, calculate Ŷ and Ŷ r from (19) and (21)
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Ŷ =

⎡

⎢⎢⎣

ς̂1˙̂ς1˙̂ς2˙̂ς3

⎤

⎥⎥⎦ =

⎡

⎢⎢⎣

ς̂1

ς2 + d1�̂
ς3 + d2�̂
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⎤

⎥⎥⎦ (33)

Ŷ r =

⎡

⎢⎢⎣

ς̂1r˙̂ς1r˙̂ς2r˙̂ς3r

⎤

⎥⎥⎦ =

⎡

⎢⎢⎣

ς̂1r

ς2r + d1�̂
ς3r + d2�̂
ς4r + d3�̂

⎤

⎥⎥⎦ (34)

The reference state vector ςr = [
ς1r ς2r ς3r ς4r

]T
is obtained by equating the

right hand side of (27) to zero.
Now, obtain the suitable control law using (24)

u = − 1

CA2
c Bc

(
−K

(
Ŷ − Ŷ r

)
+ y[n]

r − CAn
c xc − CAn−1

c Dc�̂
)

(35)

The working procedure of the proposed NDO-based offset-free MPC method for
load frequency control is as follows.

1. The net disturbance �̂ is estimated by NDO from (10) and (11)
2. Obtain the new state vector
3. MPC minimizes the objective function (9) by using the control (35).

6 Results and Dıscussıons

The proposed method of frequency regulation is tested on single-area system as well
as three-area power system with different operating conditions.

The proposed method of frequency regulation is tested on single-area system as
well as three-area power system with different operating conditions (Figs. 3 and 4).

The proposed strategy is evaluated using a single-area hybrid power system [20]
with wind energy integration. This system is simulated in MATLAB/Simulink with
ode4 solverwhereNDO-basedMPC is implemented using embedded function. These
are the parameters of a single-area system in Table 1. The design parameters used
for NDO and MPC are given in Table 2.

Load tripping or load failure in power systems is a common issue, and this is
represented as a sudden load change of 0.01 p.u. at 1 s. The disturbance estimation
using NDO is shown in Fig. 3 which exactly tracks the true value within a short time.
Figure 5 shows the wind speed profile with an average speed of 12 m/s. Figure 6
shows the load frequency deviations corresponding to the wind speed deviations.
Stochastic effect of wind energy system on the load frequency is very less, and this
shows the robustness of the proposed approach.

Three-area system:
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Table 1 The parameters of single area power system

Parameter TP KP TT R TG

Value 15 120 0.07 2 0.27

Table 2 Design parameters
for the proposed method

Parameter G K

Value
[
0 40 0 0.01

] [
70 0 90 4 1

]

The parameters of the bench mark three area system are given in Table 3. For
further investigating the performance of the proposed controller, the load demand on
area-1 is suddenly increased to 0.01p.u. at 2 s, and the load demand on area-2 is raised
to 0.01p.u. at 12 s and similarly for the third area at 22 s. Load frequencies for all
the three areas are shown in Fig. 7. The adaptability and sturdiness of the controller
to parameter uncertainties are verified by considering 20% variation in parameters
of TGi , TT i and TPi . The effect of parameter changes on the load frequency is very
less, and this is shown in Fig. 8.
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Fig. 6 Change in frequency with change in wind conditions

Table 3 The parameters of
three area multi-machine
power systems

Area 1 2 3

TPi 20 25 20

KPi 120 112.5 115

TTi 0.3 0.33 0.35

TGi 0.08 0.072 0.07

Ri 2.4 2.7 2.5

KSij 0.5 0.5 0.5
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Fig. 7 Load frequencies for three-area system
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Fig. 8 Load frequencies with parameter uncertainties

7 Conclusion

In this paper, an offset-free MPC is applied for load frequency regulation of inter-
related power systems. NDO is employed for the estimating the net disturbance
affecting the load frequency of the structure. This estimated disturbance is used in
improving the output prediction of theMPC. This proposedmethod of load frequency
regulation is tested on single-area hybrid power system with wind integration and
three-area power systems. The simulation results under various conditions show that
the proposedmethod effectively regulates the load frequency under load disturbances
and variable wind generation. This work can be extended by controlling a complex
practical power system with large-scale wind penetrations.
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Chapter 39
Design and Development of a Novel
Reverse Polarity Tester for EV
Application

K. A. Rahul, T. Rajeev, and P. Sreejaya

Abstract Reverse polarity is a scenario that occurs when LV batteries get connected
in the wrong way. The result can be severe damage due to the short circuit caused
by the bidirectional switches in the electronic control unit (ECU). This condition is
there itself from the beginning of motor vehicles, so was the protection circuits for
mitigating this issue. But nowadays, does invest a lot in reverse polarity protection
is a question because it is an error with very little probability. In short, reverse
polarity is a severe shock to the ECU of the vehicle. The shock handling capacity
of MOSFET/IGBT switches used in ECU is depicted as pulsed current rating in the
datasheet. The paper presents a novel reverse polarity tester for EV application. The
novelty of the reverse polarity tester lies in the fact that the device can be operated
with commonly used power supplies and abnormalities like gate ringing and parasitic
turn on are eliminated by a suitable design procedure. The system is analysed pretty
close to a practical level. Simulations are done in multiple software to confirm the
validity

Keywords Reverse polarity · IGBT driver · Gate ringing · Parasitic turn on ·
Ltspice · Proteus
1 Introduction

Themajor electronic components in an electric vehicle are inverter,DC-DCconverter,
battery management system and on-board charger. Inverter gives the AC power to the
motor to drive. BMS will monitor the Li-ion battery bank (HV). On-board charger is
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the circuitry to charge the HV battery. In EV, different voltage levels are required for
infotainment, lead-acid battery (LV) and other accessories. Here, DC-DC converter
is used to produce a lower level voltage.
The reverse polarity issue will occur at the low voltage side of the converter. Unlike
the HV battery bank, the LV battery requires maintenance. So, there is a chance
that the operating personnel may try to re-connect or accidentally touches battery
leads in a reverse way. This will certainly damage the electronic control unit (ECU)
or even may lead to a blast. During normal working condition, MOSFET offers
very low on-state resistance, and the thermal dissipation is taken care of. Consider a
scenario when battery at the output port of the converter is connected in opposite to
normal. MOSFETs are bidirectional because of their internal body diode. The wrong
connection will bias the diode and due to that current can find a short path now. This
draws a huge amount of dissipation following larger current and eventually system
damage [1]. Reverse polarity conditions may also occur during the operating life of
the device, such as when a heavy ground shift between two connected devices takes
place. Also, in this case, having polarity protections on the interested pin allows the
system to keep working increasing the safety of the system, which is one of the most
important figures of merit of automotive systems.

2 Reverse Polarity Tester

There are several reverse polarity protection circuits are being used. Placing a P-N
junction/Schottky diode is the simplest way to do it. Placing the diode as shown
in Fig. 1a will block the voltage if the battery gets connected incorrectly. Using
the right type of diode depends on the current and voltage rating because the diode
will produce a considerable drop, and in normal condition, the load will not get the
rated voltage. One can go for MOSFET to reduce drop as they are less resistive.
Choosing a p- or n-channel MOSFET is strictly according to the requirement. When
it comes to driver circuit, p-channel MOSFET is preferred, but when size matters, n-
channel is the right one. The n-channel MOSFET of protection circuit is a high-side
switch. Drive circuits for the high-side switches are called high-side drivers and are
more complicated than low-side drivers because of the required voltage translation
to the supply and because it is more difficult to turn off a floating switch. All these
techniques can definitely guard the sophisticated automotive circuitry.

Nowadays, mechanical side of the battery has taken more care with design of
different sized battery terminals or the use of prominent colour-coding of cables,
connectors and terminals. Obviously, this makes the percentage of occurrence of
reverse polarity to the least, and now, having the semiconductor protection is amoney
wastage.
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Fig. 1 a Diode based protection. b P-channel MOSFET based. c N-channel MOSFET based

2.1 Necessity of Reverse Polarity Tester

Necessity of RPT can be explained with a scenario. Electric vehicles draw high
current in normal state, e.g. I = 500 A and on-state resistance offered by devices
will be Rds(on) = 1.5 m�, then Ploss = 375 W which is quite large. As in the normal
condition, current passes through the protective circuit, it is inevitable to bear with
the losses. Also, with an increase in components, price increases. Considering the
mechanical side of battery, an unintentional connection is kind of not possible. But if
an accidental touch happens that will not last for a sec, because high spark and leads
may melt. So, accordingly, a DC-DC converter board is designed and is tested with a
high current controlled source which can be termed as reverse polarity tester (RPT).

RPT is a kind of trade-off project considering the assumption that only a few
will make the reverse polarity error. With this idea, automotive companies can take
statistics of the error made by personnel. This may result in a loss also if the error
stat goes high, but that is a possibility pretty close to impossible, like 1 out of 100
cars is an affordable case.
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3 Design Procedure

Buck converter is an appropriate choice [2, 3] to implement the idea ofRPT.Choosing
the right frequency, selecting switch accordingly [4], selecting driver for the switch
[5, 6], output inductor and input capacitor calculations [7] are the design procedure.

Device Rating EV manufacturers will have different standards for testing. Here, we
are taking a design target of 600A current for 1 s. Device is operated at 1.25KHz of
frequency and 80V input voltage.

Operating Frequency There are few reasons which justify the device operation
in lower frequency. Considering the fact that RPT is not an internal device of EV,
inductor and capacitor size being used is least bothered. Large current at output also
demands a lower frequency operation.

Switch Selection MOSFET, IGBT and BJT are the widely used power electronic
switches. Considering the application, MOSFET is avoided because of the higher
conduction loss among these devices. MOSFET is recommended in high-frequency
applications to reduce switching loss. Between BJT and IGBT the choice can be
made out for a number of reasons. A high current IGBT is easily available than a
BJT. Switching loss of IGBT is better than BJT. All these facts make IGBT the proper
choice.

Selection of Power Supply It is clear that RPT needs a power supply with a higher
current rating (possibly greater than 100A). So, considering that fact power supply
datasheet should be studied and select the one with an acceptable slew rate. For
example, if we need a source current of 100A in 100uS, power supply should have
a slew rate within that time.

3.1 IGBT Selection

IGBT has three terminals, namely collector, gate and emitter. Operation of IGBT is
controlled by the voltage applied across the gate and emitter(Vge). Switch will go
into conduction when Vge surpasses a particular value called the threshold voltage.
EconoDUAL™3 1200 V shown in Fig. 2 is a 900A dual TRENCHSTOP IGBT7
module with negative temperature coefficient thermistor (NTC), and PressFIT con-
tact technology is an appropriate choice for the application. The module has a low
voltage drop of 1.5V at saturation, i.e. at Ic = 900A. It can operate smoothly at
150 ◦C and can go up to 175 ◦C with limited duty. The module has a pulsed current
rating of 1800 A which makes it sustainable to sudden shocks. Heat sink is used
rather than a coolant flow for heat transfer.
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Fig. 2 FF900R12ME7B11 Igbt module

3.2 IGBT Driver Selection

EconoDUAL3 module has dedicated drivers which can be connected to the module
through press fit pins. Voltage across gate and emitter needs to be pulse width mod-
ulated according to the duty ratio requirement. A suitable microcontroller can be
coded to produce the PWM. The output voltage and current level of microcontroller
output will not satisfy the rated value for a power IGBT. Because of this PWM gen-
erated will be passed to the gate driver, and the output of the driver will be connected
to IGBT.

Electrical Features

Power Supply The 2ED100E12-F2 have an integrated DC/DC converter for each
leg, which generates the required secondary isolated unsymmetrical supply voltage
of +16 V / −8 V. High and low side driver voltages are independently generated by
using one unipolar input voltage of 15 V. Additionally, the power supply is protected
against gate—emitter short circuit of the IGBTs. In the case of DC/DC converter
overload, the output voltage drops. The under voltage lock out function ensures that
gate driver operation only takes place within specified IC supply voltages range. The
fault is reported to the driver’s primary side.

Input PWM PWM signal voltage rating is 0/5V and should be given separately for
both IGBT channels. IN+ is used as signal input, whereas IN− is used as enable
signal. Therefore, a +5 V signal on the IN+ input pin and a GND signal on the IN−
input pin is necessary to turning on the IGBT.

Maximum Switching Frequency The switching frequency of an IGBT is limited
either by the maximum output power of the driver voltage supply or by the maximum
temperature of the PCB due to the power losses in the external gate resistors. These
power losses in the gate resistors depend on the IGBT gate charge, gate voltage
magnitude and on the switching frequency of the IGBT. Due to the power losses in
the external gate resistors, heat will be generated, which leads to an increase in the
PCB temperature in the neighbourhood of these resistors.
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Short Circuit Protection and Active Clamping The short circuit protection (desat-
uration) of the evaluation driver board basically relies on the detection of a voltage
level higher than 9 V on the DESAT pin of the 1ED020I12-F driver IC and the
implemented active clamp function. When a short circuit occurs, voltage Vce will
start to rise, and this voltage is monitored to take necessary actions. Active clamp-
ing is a technique that keeps transient overvoltages below the critical limits when
the IGBT turns off. The standard approach to active clamping is to use a chain of
avalanche diodes connected between the auxiliary collector and the gate of an IGBT
module. When the collector–emitter voltage exceeds the diodes breakdown voltage,
the diodes current sums up with the current from the driver output.

3.3 Importance of Gate Resistors

The on/off status of the gate-controlled power devices, for instance, IGBT or power
MOSFET, is definedby thegate voltage.The changeof this gate voltage influences the
charging and discharging of the power device’s gate capacitor, which consists of the
gate-collector capacitor CGC and the gate-emitter capacitor CGE.The charging of the
gate capacitor by IGcharging will turn the power device on, and the discharging of the gate
capacitor by IGdischarging of the gate capacitor will turn it off [8]. The current, charging
and discharging the gate, is limited by the gate resistor RG . This will influence
the switching speed of the power device. Besides this, there are also several other
influences from the gate resistor:

– Limit peak gate current to protect the driver output stage
– Dissipate power in the gate loop
– Electromagnetic interference
– Prevent gate ringing
– Avoid parasitic turn on by carefully choosing gate resistance.

Gate Charging/Discharging Peak Current The gate driver IC’s output stage has
the maximum allowed peak current values IOHPEAK for turn on and IOLPEAK for turn off
which are often specified within the driver IC’s datasheet.When the output current of
the driver IC is higher than this peak current value, the output stage could be damaged.
Thus, it is important to limit the output current for safety reasons. A typical driver
circuit with charging and discharging path is shown in Fig. 3.

IGcharging peak = VCC2 − VEE2

RDSon + RGon
(1)

IGdischarging peak = VCC2 − VEE2

RDSoff + RGoff
(2)
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Fig. 3 Gate charging/discharging diagram

This charging/discharging current must be lower than the peak current allowed for
the driver IC’s output stage to guarantee safe operation.

IGcharging peak < IOHPEAK

IGdischarging peak < IOLPEAK

Switching Speed and Electromagnetic Compatability Generally speaking, with a
higher gate resistance value, the switching speed of the power device will decrease.
This means that the switching loss will be increased. This, in turn, will finally influ-
ence the efficiency. In contrast, when a lower gate resistance is applied, the switching
will become fasterwhich can reduce the switching loss.Meanwhile, the noise induced
by di/dt and dv/dt will increase with a higher switching speed. Since the electromag-
netic compatibility (EMC) regulation must be fulfilled, the gate resistance value
needs to be chosen carefully.

Gate Ringing In power electronic applications, gate ringing is an often observed
phenomenon due to parasitics along the gate loop. As shown in Fig. 4, OUT is the
output of the driver IC, which is used to drive a power device. IG is the gate current
along the gate loop. LP and CGE are the parasitics along the gate loop which form
the resonant tank. With excitation, oscillation could appear. Shorten the trace length
to physically keep the gate loop as small as possible which can normally reduce the
parasitic inductance by 1 nH/mm.
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Fig. 4 Gate loop parasitics

Fig. 5 Parasitic turn on

ParasiticTurnonTheparasitic turn on is a commonphenomenon inmany situations.
This is a physical effect due to the high dv/dt combined with the parasitic Miller
capacitance. As shown in Fig. 5, high dvCE/dt across the power device T1 will
generate a displacement current IDIS through the Miller capacitor CGC. This is often
triggered by turning on the paired device in a half bridge topology. Through the gate
resistor RG, this displacement current IDIS will generate a voltage drop across the
gate resistor and will lift the gate voltage of the power device.

RDSoff depicts the resistance of the pulling down device of the driver. Here, the
pulling down device is on when the power device T1 is off. VG is the voltage that
appears at the gate of the power device. When VG is higher than the threshold voltage
of the power device T1, the parasitic turn on happens. This will influence the safety
of the system as bridge shoot-through could appear.
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Fig. 6 Output characteristic
IGBT

3.4 Gate Voltage Requirement

Vge = −15/15V is the typical value specified for explaining every characteristic of
IGBT in the datasheet. From IcversusVce characteristics shown in Fig. 6 under the
worst case of 175◦, Vge can have voltage down to 11 V to get a current Ic of 600
A. A negative bias is needed when the gate voltage cannot be held safely below the
threshold voltage due to noise generated in the circuit [7].

3.5 Input Capacitor Selection

The purpose of RPT is to provide a short circuit level current at output. Now, it is
quite impossible to find a source that can give current in the range of 500–1000 A,
but the device demands it. In this scenario, we can use capacitor banks to support
the input voltage source. Theoretically, a capacitor can supply infinite current, but
when it comes to real-life implementation, it does have limitations. Let see how the
capacitor can support the system.
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Fig. 7 Discharging in IGBT ontime

Fig. 8 Discharging in IGBT offtime

Capacitor will be initially charged to the input voltage. When the high-side IGBT
is turned on, the capacitor will start to supply current along with the source, shown
in Fig. 7

Iv1 + Ic1 = Io

Let the time period T = 800µs and Ic1 required be 500 A for 150μs. Then, charge
needed to store is

Q = I c ∗ Ton (3)

Q = 500 ∗ 150µC = 75mC

And the capacitance required when voltage is 80 V

C = Q/V (4)

C = 75mC/80V = 937µF

The value of capacitance found out is not the exact value to be used. Using atleast
two times of the theoretical valuewill be appropriate. Because by using the calculated
value the capacitor is discharged completely which is wrong. Input capacitor will be
charged during high-side IGBT off time as shown in Fig. 8. Here, we can calculate
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how much current from voltage source is required to charge the capacitor to 75 mC.
Let off time = 650µs

Iv1 = Q/Toff (5)

Iv1 = 75mC/650µs = 115A

3.6 Output Inductor Selection

When a large amount of current passes through an inductor, the following results
should be considered

– Heat dissipation
– Saturation
– Electromagnetic interference on other devices.

Using a flatwire coil can efficiently cope with heat loss. Using an air core inductor is
a remedy for possible saturation. To avoid EMI, a toroidal shape is the best choice as
the magnetic field is confined within. In short, an air-cored toroid is the right choice
as output filter.

L = VOUT × (VIN − VOUT )

ΔIL × fS × VIN
(6)

VIN, input voltage = 80 V
VOUT, output voltage = 9 V
fs , switching frequency of the converter = 1.25 KHz
�IL , estimated inductor ripple current = 30 A
This gives inductance L = 1 mH

Considering a suitable cross section for the coil, the radius of the toroid should be
calculated

L ≈ μN 2A

2πR
A = cross-sectional area
R = toroid radius to centerline

(7)

L = 1 mH; assuming A = 0.672 cm2, R = 3.6 cm gives N = 52.

– Calculating length of wire required for 52 turns of radius r = 2 cm length l =
N ∗ 2 ∗ π ∗ r = 650 cm.

– Estimating the power loss resulting from these dimension.
ρ = 1.7 ∗ 10−8 �m for copper.
R = (ρ ∗ l)/A = 1.6m�.

Power loss = 600 ∗ 600 ∗ 0.0016 = 576 W.
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4 Simulation

4.1 Simulation Results-Ltspice

The circuit shown in Fig. 10 is the synchronous buck converter operating at 1.25
KHz frequency. Here, two different sources of pulse are used for PWM. The input
capacitor should be higher than the calculated because the theoretical value is based
on the complete discharge of the capacitor which is not practical. If the capacitor
is discharged completely, it means voltage of that capacitor is zero which violates
KVL as the voltage source is parallel with it. An appropriate capacitor of 1200µF
is selected. The gate resistor value is adjusted primarily based on the ringing in Vge.
Rg = 10� is a better value where the oscillations in gate voltage are tolerable.

In Fig. 9,At t = 935.233ms, the low-side pulse is 0V,meaning that the freewheel-
ing switch is off. On the other side, graphs named Vn006 and Vn003 are having non
zero values, and the difference between these two is the voltage applied across high-
side IGBT. In Fig. 10, the voltage applied across the switch is 6v, and it is verified

Fig. 9 PWM and current–time graph

Fig. 10 Ltspice model
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graphically. At this instant, the capacitor will be supplying current along with the
source, and the PWM-current graph supports this, Ic = 540.76 A. The values of
currents are labelled. By adding the source and capacitor current, it is evident that
the concept is working properly. It is also evident from the graph that no gate ringing
or parasitic turn on happens during operation.

4.2 Simulation Results-Proteus

LTspice simulation is more like a high-level thing where information is less. So,
for a detailed presentation, Proteus will be appropriate. Here, we are using Arduino
as CPU for the project as shown in Fig. 11. Using the library file of Arduino, we can
add it to the simulation. This makes it more practical because now it is possible to
check the code for PWM also and it has verified successfully. Coming to the driver
part, driving a half bridge IGBT set-up is a tricky part where you need different
voltage levels for both IGBT referred to the same ground. Here, we are using the
bootstrapping technique to drive both IGBT from a single source. It is not feasible
to drive IGBT as shown in LTspice with multiple sources. The PWM applied to the
driver and output current is shown in Figs. 12 and 13.

Fig. 11 Proteus model
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Fig. 12 Output current

Fig. 13 PWM of both switches
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5 Conclusion

The reverse polarity tester is the device designed to create an artificial scenario
of a short circuit caused by the reverse connection of the LV battery. Removal of
reverse polarity protection and reduction of extra cost was the eventual objective
of RPT. The driver part of IGBT has several factors to be considered, which are
analysed thoroughly. Input capacitor provides support along with source to provide
the required current at the output. The input capacitor is an important part of the
system, which generates a large current to support the source, and its design is done
properly. The output side inductor needed both electrical and mechanical design
consideration as its shape also influenced the operation. The mechanical design of
the output inductor had a very good influence on the system based on power loss
and EMI. The circuit has been set up and verified with a target output of 600 A for 1
sec. LTspice and Proteus simulation software are used to verify the system. The test
results validate the efficacy of the proposed reverse polarity tester.
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Chapter 40
Design of an EV Charging System
with Improved Performance
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Abstract Electric vehicles are a new and upcoming technology in the transportation
and power sector. The US Energy Information Administration states that the world
has an adequate crude oil supply until about 2050. Basically, electric vehicles are
expected to enter the world market such that by 2030, they will make up 10% of the
vehicles being used. The most expensive part of an electric vehicle is the battery,
and its charging and maintenance need to be taken care of. The major challenges
while adopting EVs as an alternative to the fuel vehicles are the charging problems
as it varies from one charger to another. Since the advent of electric vehicles, the
need for electric chargers and new techniques for a sustainable solution has grown
tremendously. The dead batteries are now getting replaced by the charging batteries.
In this paper, we have attempted to improve the performance of the electric vehicle
chargers by designing and simulating the same on theMATLAB. For this work, three
converters, i.e. buck–boost converter, Cuk converter and Sepic converter, have been
considered and designed using different methods such as PWM techniques, using
PID and by implementing fuzzy logic techniques. The results have been compared,
showing an improvement in their performance all of which has been reported in this
paper.
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1 Introduction

The climatic changes have brought about many challenges to the suitable devel-
opment of human civilization. Governments around the world are working hard to
implement all possible steps to reduce carbon emissions. One sector causing a signif-
icant portion of carbon emissions is the road transport sector [1]. As a result, vehicle
emission targets have been put in place in many countries. For this reason, electric
vehicles (EVs) are seen as an environmentally friendly option and have gotten exten-
sive attention in recent years [2–5]. Electric drive vehicles are very popular and at
the same time attractive due to their low road emissions, ability to strengthen the
power system by providing ancillary services and low operating cost compared to
fossil fuels all the while being more energy-efficient [6]. Some of the disadvantages
of the implementation of EVs are that the grid will be overloaded and with that since
the power station is powered by coal and fossil fuel, the long-term implementation
of charging the EVs will not be possible. Whenever EVs are charged, a good amount
of the emissions is easily moved from the vehicle to the power plant station, due
to which electric vehicles are not as eco-friendly as expected [4]. To overcome this
issue, it is important that wind and water energy be utilized to charge our electric
vehicles.

Nowadays, buck–boost converter is broadly used in many applications and power
capability demands. Since the charging systems of EVs use DC-DC converters
(generally buck–boost converter) to convert the DC input to required DC value,
an improvement in its performance will yield better results [7]. The buck–boost
converter is a sort of DC-to-DC converter in which the output voltage magnitude is
greater than the input voltage magnitude or much less than the input voltage magni-
tude, and it also relies on the duty ratio [7–9]. The controller has a better response
compared to others. In this paper, a controller has been designed and is controlled
with a PID controller and PID with PWM technique [10–12].

Section 2 of the paper discusses the types of EVs, and Sect. 3 discusses the
methodology used for design of the EV system. Section 4 gives the results and
discussion and conclusion of the work is in Sect. 5. To highlight the efficiency of
the proposed model, comparison has been done with the output of different types of
converters and reported along with the results. The first converter considered is the
Cuk converter. An attempt has been made to design the circuit of the Cuk converter
with different types of methodology. The use of the proportional–integral (PI) and
fuzzy logic (FL) controllers is frequently used to control the response voltage of the
Cuk converter as described in [13]. The basis of assessment of the converter can be
done with parameters like steady-state error, settling time and rise time. These have
been used to assess the results of all types of controllers and are different with respect
to performance parameters. When the results were evaluated in an entirety, it was
observed that the PID controller achieved the desired steady-state value with less
rise and settling time. Next, the Sepic converter has been analysed in the closed-loop
system and its performance was considered with both types of controllers (PID as
well as fuzzy logic controller) over the open-loop system because of considerable
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overshoot value found in the open-loop system. This converter is usually used in
renewable energy-based systems, battery-based systems and PV-based systems and
has been reported to have better implementation for electric vehicle charging systems
[14–18]. In this paper, an attempt has been made to compare the output of the PID
and fuzzy controller, and based on the test results, the PID controller is seen to have
a better response than the fuzzy controller (PID controller gave only a slight voltage
ripple and the recovery time was also less). The results have been compared with
[19].

2 Electric Vehicles (EVs)

An electric vehicle is one powered by an electric motor rather than a traditional
petrol/diesel engine. This electric motor is powered by rechargeable batteries that
can be charged by common household electricity. The main parts in an electric car
are a rechargeable battery, controller and electric motor. First, the battery is powered
after which the controller converts the current from DC-AC so that it can be used by
the motor. The motor converts electrical energy to mechanical energy.

2.1 Types of EVs

As seen inFig. 1, there are basically three types ofEVs.They canbe broadly described
as follows.

• Battery Electric Vehicles (BEVs)

They are electric vehicles which have rechargeable batteries, and they do not have
gasoline engines. The total energy to run the vehicle is generated from a battery
which is charged by the grid, and the main advantage of BEVs is that they produce
zero emission [4, 20, 21].

Fig. 1 Types of EVs. (i) Battery electric vehicles (BEVs). (ii) Plug-in hybrid electric vehicles
(PHEVs). (iii) Hybrid electric vehicles (HEVs). Source https://www.evgo.com/ev-drivers/types-of-
evs/

https://www.evgo.com/ev-drivers/types-of-evs/
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• Plug-in Hybrid Electric Vehicles (PHEVs)

In these types of EVs, it consists of both an engine and electric motor which is used
to drive the electric vehicle. These EVs can recharge their battery through themethod
of regenerating braking, and they differ from hybrids as they have larger batteries
and can plug into the grid to charge [4].

• Hybrid Electric Vehicles (HEVs)

These types of EVs have both electric motors and engines powered by gas to drive
the car. To charge the battery, the power is generated through regenerating braking
and these cannot be plugged into the grid to recharge the battery [4, 8, 20, 21].

2.2 Charging of EVs

• Level 1 Charging

The 120-V current which is found in household outlets is usually used in level 1
charging. Power cords and EVs easily accessible equipment are used to perform this
task [20].

The main advantage is that there is no installation cost if there is an outlet nearby,
and there will be low impact on electric utility peak demand charge [21]. Whereas
the disadvantage is slow charging.

• Level 2 Charging

240-V power is used in level 2 charging which helps in faster regeneration of an
EV’s battery system, and this type of charging not only asks for the installation of
an EVSE unit but also demands electrical wiring with this we can easily handle high
power [6]. The main advantages are that it has faster charge time, and it is also more
energy-efficient than level 1 charging (3% gain in efficiency) [4]. Disadvantages are
that it is more expensive than level 1 charging and has a good amount of impact on
peak demand.

• DC fast Charging

In DC fast charging, the battery is charged by the conversion of AC-to-DC power
which can be directly stored. In this charging, the battery can be charged to 80
presents within half an hour. The main advantage is that the charging time is highly
reduced [6]. The main disadvantages are that it is highly expensive, and the peak
demand charges are increased [4, 4, 8, 20].
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2.3 EVs Connectors

There are two connectors in EVs charging cable, one of which is connected to the
vehicle socket and the other end is connected to the charging point [8]. Figure 2
shows the vehicle connector, and Table 1 (i) & (ii) highlights the features of slow/fast
charging and rapid charging connector types.

Fig. 2 Vehicle side connector

Table 1 Features of connectors (i) slow/fast charging, (ii) rapid charging

AC connector type Power ratings (kW) Approx. range per hour
charging (miles)

Features

(i) Slow/fast charging (AC)

Type 1   

3.7
7

12.5
25

5-pins, Standard US
connector, No locking
mechanism, Single
phase only

Type 2  

3.7
7
22 (three ph.)

12.5
25
75

7-pins, most common
connector on new cars,
Inbuilt locking
mechanism, can carry
three-phase powers

DC connector type Power rating Approx. range per hour
charging

Features

(ii) Rapid charging (DC)

CHAdeMO 50 75 Original DC connector

Combined

Charging system (CCS)

50
150
350

75
225
525

High power
Neat arrangement with 2
× ‘Type 2’ pins

Source https://pod-point.com/guides/driver/ev-connector-types-speed

https://pod-point.com/guides/driver/ev-connector-types-speed
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3 Methodology for Designing of EV Charging System

3.1 Battery System Design

The battery system used in EVs is an essential component and has to be designed
carefully. There are different types of batteries which are used such as lead–acid,
nickel–metal hydride, zebra and lithium-ion. Here the lithium-ion battery has been
used to study the charging and discharging of batteries.

The battery in thiswork has been implemented usingMATLABas shown in Fig. 3,
and the state of charge (SOC) is precisely measured and controlled.

The state of charge (SOC) of a cell denotes the capacity that is currently available
as a function of the rated capacity. The value of the SOC varies between 0 and 100%.
If the SOC is 100%, then the cell is said to be fully charged, whereas a SOC of
0% indicates that the cell is completely discharged. Here the SOC is not allowed to
go beyond 85%, and therefore, the cell is discharged when the SOC reaches 85%.
Here the logic is designed in such a way that when the SOC reaches 35% and then
the battery should charge and when the SOC reaches 85, then the battery must stop
charging and should discharge as shown in Fig. 4.

As shown in Fig. 5, battery is charged till the SOC value is approx. 85 and time
taken is also much less as compared to [4]. Soon after SOC hits 85, the battery starts
discharging till SOC is approx. 35.

Fig. 3 Battery system in MATLAB

Fig. 4 SOC chart diagram
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Fig. 5 Simulation result

3.2 Buck–Boost Converter

3.2.1 PID Controller

PID tuning is carried out via means of putting the reset time to its maximum value
and the rate to zero and increasing the gain until the loop oscillates at a consistent
amplitude. The gain of the PID controller is set to 1/2 of that value, and the reset time
is adjusted so that it corrects itself for any offset within an appropriate period. For
designing the closed-loop PID controller for the converter, state-space modelling
was done as seen in Fig. 6, to determine the transfer function of the system after
which the PI Controller was used. As seen in the output response shown in Fig. 7, the
fluctuation of output voltage or deviation of the output voltage from its settled voltage
is negligible. Any error between the reference signal and output signal causes a
control signal to be generated by the integral controller. Use of this integral controller
reduces the oscillations aswell as ripples to a great extent. This voltagewith decreased
ripple is given to the converter and finally to the load. As seen in the figure below,
when the reference voltage was set at 30 V, an output of 29.56 V was obtained with
reduced ripple content.

3.2.2 PWM Technique

Pulse-widthmodulation (PWM) is a technique in which the average power which has
been delivered by an electrical signal is lowered, and then it is chopped effectively
into discrete parts. The total power supplied to the load is higher when the switch
is ON for a longer period as compared to the OFF Period. Pulse-width modulated
(PWM) DC-DC converters are circuits based on a controlled switch and a diode
cyclically switching and driving the entire converter circuit throughmany topological
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Fig. 6 Buck–boost converter with controller

Fig. 7 Output waveform

configurations composed of linear reactive and resistive components, connected to
a DC voltage supply. The implementation is shown in Figs. 8 and 9, and it has been
observed that while the transient period is very less, the steady-state value is reached
with respect to different reference values.
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Fig. 8 Buck–boost converter with PWM technique

Fig. 9 Output waveform

3.3 Methodology Used with Cuk Converter

3.3.1 PID Controller

The Cuk converter is used in different fields related to hybrid electric renewable
energy systems, electric vehicle charging systems, MPPT systems and PV systems.
The response of the Cuk converter is good and smooth for practical purposes as
reported in [22]. For the PID controller design, a closed-loop system has been consid-
ered. The parameters of the PID controller have been set using a hit-and-trial method.
Based on the value of the parameters, a response has been obtained for the converter.
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For PID tuning, many methods exist [23, 24] but in this work, the traditional method
has been used for simplicity. While tuning the PID, it was found that only integral
controllers with appropriate value gave satisfactory results for the proposed system.
The Simulink model is shown in Fig. 10 while Fig. 11 shows the steady-state value

Fig. 10 Cuk converter with integral controller

Fig. 11 Output waveform
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obtained with respect to different reference values which also shows low ripple in
the output.

3.3.2 Fuzzy Controller

In the past decade, fuzzy logic controllers (FLC) have saved time and further simpli-
fied the complexity of design. The additional advantage of FLC’s is reduced calcula-
tions for mathematical operations [7]. With the use of Fuzzy logic-based controllers
in almost every domain and sector, they are frequently used in automobile braking
systems, washing machines and freezers to produce quality control systems. In clas-
sical controllers, a number ofmathematical expressions need to be analysed to design
the controller [9, 22, 23, 25, 26]. Although this way is simple and easy for linear
systems, the same is not for nonlinear systems. While Fuzzy Logic Controllers are
designed for any linear or nonlinear system, they are not needed to analyse the
mathematical expressions and calculation [23]. When using FLC, the components
of the controller are prepared systemically based on verbal and human-based logic
expressions rather than a system of mathematical expressions and derivation [24].
The Fuzzy controller has been used in this work, the Simulink model of which is
shown in Fig. 12. As shown in Fig. 13 the steady-state value is reached but the value
is less than reference value and ripple is also less.

Fig. 12 Cuk converter with fuzzy logic controller
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Fig. 13 Output waveform

3.4 Methodology Used with Sepic Converter

3.4.1 PID Controller

The Sepic converter is another converter which finds use in areas related to hybrid
electric renewable energy systems, ElectricVehicle charging systems,MPPT systems
and PV systems. The response of the Sepic converter is satisfactory with less ripple
content [14]. In the PID controller, a closed-loop system has been consideredwherein
the parameters of the PID controller have been set using a hit-and-trial method. On
the basis of the value of the parameters, a satisfactory response of the converter has
been obtained. For PID tuning, many methods exist but again, for simplicity, the
proposed system uses the traditional method. While tuning the PID, it was found
that PI controllers with appropriate value gave satisfactory results for the proposed
system which has been designed. The model has been shown in Fig. 14.

It was seen that the result of the Sepic converter with PID controller is better than
the response of the system in the base paper [18]. It was observed that there was an
improvement in the settling time and the steady state was achieved with minimum
ripples. The response of the proposed Sepic converter is shown in Fig. 15, and it
can be seen that the steady-state value is attained with respect to different reference
values with decrease in the ripple.
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Fig. 14 Sepic converter with proportional–integral controller

Fig. 15 Output waveform



554 S. K. Bisoyi et al.

Fig. 16 Sepic converter with fuzzy logic controller

3.4.2 Fuzzy Controller

Fuzzy system is needed for a good closed-loop operation. It is operated in a non-
mathematical and nonlinear systemwith optimal usage of the Sepic converter system
[27]. The open-loop system is not able to maintain the constant voltage due to vari-
ation of the input applied voltage [28–30]. The components of the controller are
prepared systemically based on verbal- and human-based logic expressions rather
than a system of mathematical expressions and derivation [10–13, 31, 32]. To main-
tain the constant voltage some optimization techniques are required. With proper
tuning of the fuzzy logic controller and proper rule base design, the steady-state
error can be minimized. For this work, the Fuzzy controller has been used and
applied on the system. To calculate the error, a delay block has been incorporated
in the controller. The model designed is shown in Figs. 16 and 17 show the output
waveform obtained for the steady-state value for a reference value. It is observed that
there is low ripple in the output. The detailed comparison is reported in the section
Results and Discussion.

4 Results and Discussion

From SOC vs time graph, it has been reported in [31] that charging of battery has
been allowed till SOC reaches 100%. This is a drawback as lithium-ion battery life
decreases, if the battery is charged till SOC becomes 100% and more so if the battery
is allowed to be discharged completely. In the proposed system, the design has been
done in a manner such that the lithium-ion battery is charged till SOC becomes 85%
and the discharging is done till SOC becomes 35%.
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Fig. 17 Output waveform

The proposed system also attempts to improve the outputs of the buck–boost
converter, Cuk converter and Sepic converter. The basis of assessing these converters
are important performance parameters like steady-state error, settling time and rise
time. The parametric comparisons done are shown in Table 10. The performance of
the proposed models has been compared with published results of reference papers.

The observations made are compared to the paper [11] and it was observed that
the buck–boost converter with PWM Technique has a better response because the
settling time is much less and when the buck–boost converter with PID Controller
result is comparedwith the base paper [12], resultswere similar. For theCuk converter
with PID controller, results obtained from the proposed model were similar to the
response of the system in the base paper [33]. The settling time is very less and the
steady state achieved has few ripples. When comparing the results of the fuzzy logic
controller with base paper [33], the proposedmodel did not show satisfactory results.
For the Sepic converter with PID controller, it was observed that the response of the
proposed model is much better than that reported in [16] as the settling time is very
less and the steady state is also achieved with minimum ripples. For the fuzzy logic
controller, similar results of the proposed model were observed when compared to
the base paper [18].

5 Conclusion

In this paper, an attempt has been made to design a battery charging system. The first
step was designing the lithium-ion battery after which controlling of its charging and
discharging was carried out. An SOP chart was designed inMATLABwhich allowed
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Table 2 Comparative results with proposed methodology

Converter Reference paper Proposed methodology

Buck–boost converter [13]

With PID controller Rise time (ms) 1.397 1.488

Settling time for 2%
tolerance band (ms)

4.798 5.004

With PWM technique [34]

Rise time (ms) 44.78 31.68

Settling time for 2%
tolerance band(ms)

– –

Cuk converter [33]

With PID controller Rise time (ms) 6.55 1.673

Settling time for 2%
tolerance band (ms)

10 8.459

With fuzzy controller Rise time (ms) 3.6 11.89

Settling time for 2%
tolerance band (ms)

5 15.78

Sepic converter [18]

With PID controller Rise time (ms) 3.80 0.396

Settling time for 2%
tolerance band (ms)

100 4.940

With fuzzy controller Rise time (ms) 4.2 12.394

Settling time for 2%
tolerance band (ms)

9 13.67

control of the SOP of the battery to get the desired result. Three different converters,
i.e. buck–boost, Cuk and Sepic converters, were compared and implemented using
different techniques such as PID controller, PWM technique and Fuzzy logic. After
analysis of all the three converters, the results have been compared with similar
papers and the results obtained for the Sepic converter have been improved. The
output has minimum error, ripple and also reaches appropriate steady-state values
when observed with a change in the reference values. The future scope of this work
can include optimization of different factors of battery such as nominal voltage
and temperature. In addition, use of fuzzy logic technique and implementation in a
buck–boost and Cuk converter can also be carried out.
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Chapter 41
Cell Balancing and State of Charge
Estimation of Lithium-Ion Cells
for Electric Vehicle Applications

S. Shilpashree and R. S. Geetha

Abstract Off-late green energy utilization is increasing due to many of its advan-
tages. One of the applications is electric vehicles. Lithium-ion batteries are widely
used in electric vehicles because of their advantages over other types of batteries. But
the use of lithium-ion batteries will be dangerous if they are not operated properly.
One of the factors due to which the battery systems get affected is the cell imbal-
ance. In addition, the estimation of state of charge of any battery is most important
in determining the efficiency of the battery. In this paper, shunting resistor passive
cell balancing technique is discussed and Coulomb counting method is utilized for
state of charge estimation. An algorithm for cell balancing is proposed, and also,
corresponding simulation models are developed. The hardware implementation is
carried out using Arduino mega 2560 controller.

Keywords Battery management system · Cell balancing · Lithium-ion · State of
charge estimation

1 Introduction

Off-late batteries are majorly used as the common energy storage device in elec-
tric vehicles. Electricity stored in a battery pack powers electric vehicles. For
this, lithium-ion batteries are commonly employed. Increased density, decreased
discharge rate, decreased weight, and improved protection are some of the advan-
tages of lithium-ion batteries over other types of batteries [1]. Batteries should work
under specified operating conditions to avoid sudden explosion and hence require
monitoring. Keeping track of critical operational metrics during the charging and
discharging processes is what battery monitoring entails [2]. The key electrical
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parameters such as internal resistance of the battery, ambient temperature, current,
and battery voltage should be monitored during battery charge and discharge cycles
[3]. In the event of a typical system fault, state of charge (SoC) and state of health
(SoH) indicators provide protection by giving alerts or visual warnings. The correct
monitoring of the SoC and SoH is required for the smooth operation of heavy mobile
devices which is achieved by battery management system (BMS) [4]. For high preci-
sion and perfection, an excellent BMS will protect the battery from abnormal condi-
tions and also anticipate the life of the battery [5]. The battery voltage will be affected
because of the unequal voltages of the cells during charge and discharge cycle. These
variations will decrease battery life and utilization. BMS is utilized to improve the
battery life and capacity of the system. Several distinct equalization techniques are
discussed in these literatures [6–8]. They are categorized as active and passive cell
balancing methods. In passive cell balancing, the additional charge is removed from
completely charged cell with the help of passive element or resistor till it matches
with low-charged cells in the pack [6]. Whereas in active cell balancing the fully
charged cell transfers its energy to the uncharged cells in the pack [6].

The product of average discharge current by the battery and the time required to
reach the safe battery cut-off point can be used by BMS to estimate projected run
duration under specified discharge conditions [9].

An overview of the various categories and mathematical principles of estimating
the SoC andSoHare presented in [10–12]. Programmable dischargers are built for the
same purpose using controllers as reported in [13, 14]. In [13], NiMH battery pack is
utilized and in [14] a customBMS is designed and built for high voltage battery packs
in formula electric race car. For the estimation of SoC, through various techniques are
reported in literature, ideally, Coulomb counting technique will produce reasonably
precise SoC [15].

This paper discusses shunting resistor passive cell balancing and SoC estimation
by Coulomb countingmethod usingMATLAB/Simulink software. An efficient algo-
rithm is developed for passive cell balancing. In this work, four lithium-ion cells are
considered to validate the developed algorithm. Hardware implementation is realized
using Arduino mega 2560 controller.

2 Cell Balancing and SoC Estimation

One of the basic balancing techniques is shunting resistor cell balance. This technique
extracts excess charge from the highest charged cell by deviating the current of that
cell and continue this process till all cells in the battery pack reaches the lowest charge
level. Figure 1 depicts the topology for shunting resistor cell balance technique. C1,
C2, C3, C4 cells are arranged in series. Every cell is connected to resistor R through
MOSFET switch. In this method, S1, S2, S3, S4 are the different SoC values of cells
C1, C2, C3, C4, respectively, fed to the controller. Output of the controller Y1, Y2,
Y3, Y4 controls the ON/OFF operation of the MOSFET switches. This method is
very simple to implement and balancing can be done using simple controllers.
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Fig. 1 Shunting resistor cell
balancing technique

Fig. 2 SoC estimation using Coulomb counting method

The circuit for SoC estimation usingCoulomb countingmethod is shown in Fig. 2.
The discharge current I is sensed and integrated over a time period. Output signal
from the integrator is divided by the total capacity of the battery pack Qr. Then the
result is compared with the initial SoC of the battery with all the cells under the
balanced condition. The comparator result is the estimated SoC.

3 Design and Specification

Batteries are applicable to high power applications only if they deliver high voltage,
high current, or both. Chemistry of individual cell fixes the voltage range. Hence,
for high voltage packs, the cells must be stacked in series and the corresponding
equation is:

Vpack = nsVcell (1)

where V pack is pack voltage of battery in volts; ns is the number of series connected
cells; V cell is the voltage of the cell in Volts.
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Table 1 Lithium-ion cell
specification

Parameter Value Unit

Nominal capacity 3.7 V

Rated capacity 1.8 A

Cut-off voltage 2.75 V

Fully charged voltage 4.2 V

Nominal discharge current 3 A

Internal resistance 0.03 �

Generally, state of charge at time t (SoCt) is defined as the ratio of its current
capacity Qt to the rated capacity Q. Rated capacity is generally specified in the
manufacturer’s datasheet. The corresponding equation is:

SoCt = Qt/Q (2)

where SoCt is the state of charge of the battery; Qt is current capacity in Ah; Q is
battery’s rated capacity in Ah.

Assuming the initial capacity of pack as Qo, i.e., 100% then,

SoCt = (Qo − Qrl)/Q (3)

where Qo is the initial capacity of the battery in Ah; Qrl is the released capacity of
the battery in Ah.

In Coulomb counting method, SoCt is defined as:

SoCt = [1 − (1/Q ∫ iτ dτ)] ∗ 100% (4)

where iτ is the discharging current in Amps; Q is the rated capacity of the battery in
Ah.

The greatest advantage of this method is that the current can be estimated in real
time and hence the SoC. Table 1 shows the different parameter values of a lithium-ion
cell which is used both in simulation and hardware setup.

4 Simulation

4.1 Passive Cell Balancing

Figure 3 depicts the Simulink model of shunting resistor passive cell balance tech-
nique. Four lithium-ion cells are arranged in series, wherein each cell is connected to
a MOSFET switch along with a series resistor. The charge in the cells is monitored
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Fig. 3 Simulink model of passive cell balancing

and controlled using developed algorithm. In the model developed, each cell SoC,
voltage, and current are displayed to check for balancing condition. The proposed
flowchart is shown in Fig. 4.

For the simulation, imbalance in SoC for the four cells is assumed as 75, 80, 70,
85% for cells 1, 2, 3, 4, respectively. The SoC of each cell is the input to the controller,
and gate signals to the MOSFET switches are the output from the controller.

4.2 Simulation Model for SoC Estimation by Coulomb
Counting Technique

Figure 5 shows the Simulink model of SoC estimation using Coulomb counting
method. Initial SoC is assumed to be 62.27% as illustrated in Fig. 5.

4.3 Simulation Results

This section discusses the simulation results obtained in MATLAB. It has been
observed that four cells get balanced after discharging for around 4 h. The SoC value
is 62.27% on an average after cell balancing. And voltage is 4.235 V/cell. Figures 6
and 7 show the SoC and voltage values of each cell, respectively.

Figure 8 shows the estimated SoC using the Coulomb counting method. It is
observed that its value is 59.47% which is less than the desired value of 62.27%.
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Fig. 4 Shunting resistor passive cell balancing flowchart
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Fig. 5 Estimation of SoC using Coulomb counting method model

Fig. 6 SoC value of four cells after balancing

Fig. 7 Voltages of four cells after balancing
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Fig. 8 Estimated SoC

This could be due to the lack of error correction techniques which is to be addressed
in the proposed algorithm.

5 Hardware Setup and Results

This section discusses the hardware implementation to show the cell balancing and
SoC Estimation. Figure 9 shows the circuit diagram for hardware setup. An Arduino
mega 2560 microcontroller is used for the control purpose.

Lithium-ion cells voltage is sensed by the ADC in the controller. The developed
algorithm is such that, for voltage greater than 3.9 V and less than 4.2 V, the discharge
process will start which is achieved through the 5 V relay module. The relay which
is normally open will close and establish connection between the load for discharge
and the corresponding battery. For demonstration purpose, the load considered here
is a 5 mm, 3 V, 20 mA LED in series with 1k� resistor connected to each relay.
During discharge process, LED gets turned ON. If the voltage level of all the four
cells is less than 3.9 V, then the LEDs will be in the OFF state.

Figure 10 shows the hardware setup. Four cells are used for prototype purpose.
The proposed algorithm can be modified for a greater number of cells. Hardware
results are displayed on LCD screen. A TP4056 IC is used for charging the cells to
the required voltage. A manual charging option is provided using manual switches.

In the initial stage of hardware implementation, it was found that the voltage levels
of three out of four cells were almost at the maximum level of 4.2 V, and the voltage
of one of the cells was very less and was around 2 V. Figure 11 shows the voltage
values of cells after balancing, and this validates the algorithm developed. As four
cells are considered, battery pack voltage should be in between 14.8 and 16.8 V.
Figure 12 shows that the battery pack voltage is 15.17 V.
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Fig. 9 Circuit diagram for hardware implementation

Fig. 10 Hardware setup

Open-circuit voltage method is adopted for SoC estimation in hardware imple-
mentation. Figure 13 shows the individual cell SoC values. Figure 14 shows the
battery pack SoC which is around 94.79%.

Due to environmental conditions, the cell chemistry changes and hence the voltage
of the cell tend to reduce [1]. The proposed algorithm is applied for the cells with
the above conditions, and the results are shown in Figs. 15, 16, 17, and 18 for
individual cell voltage, battery pack voltage, individual cell SoC, and battery pack
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Fig. 11 Individual cell voltages

Fig. 12 Battery pack voltage

SoC, respectively. It is observed from Fig. 15 that cell voltages are balanced at 3.8 V.
For this condition, the voltage range for discharge of the cell is modified to 3.8–4.2 V.
From Fig. 16, it is observed that battery pack voltage is 14.33 V.

From Fig. 17, it is observed that each cell SoC value is above 90%, and from
Fig. 18, battery pack SoC is observed to be 89.57%. The flowchart for the Arduino
program is shown in Fig. 19.
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Fig. 13 Individual cell SoC

Fig. 14 Battery pack SoC
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Fig. 15 Individual cell voltages

Fig. 16 Battery pack voltage

6 Conclusion

Battery management system plays a vital role in the battery system of electric vehi-
cles. The cell balancing is also an important function of the BMS so as to protect the
battery system and to improve the life of the battery. In this paper, an algorithm for
shunting resistor passive cell balancing is developed, simulated, and implemented. In
addition, SoCof the battery pack usingCoulomb counting technique is proposed. The
algorithm is validated considering lithium-ion battery having four cells in series. The
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Fig. 17 Individual cell SoC

Fig. 18 Battery pack SoC

simulation and hardware results show that the algorithm works effectively. Battery
pack voltage in simulation is observed as 16.94V, whereas in hardware, it is observed
as 15.17 V, the difference could be due to the lack of error correction techniques in
the algorithm.
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Fig. 19 Arduino program
flowchart
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Chapter 42
Modelling and Analysis of an Electronic
Differential-Based Traction Control
System for Distributed Drive Electric
Vehicle

Pranjal Barman and Sushanta Bordoloi

Abstract Distributed drive electric vehicle (DDEV) power-train provides several
potential advantages such as flexibility, controllability, and responsiveness over con-
ventional power-trains. The precise distribution of driving and braking torque of
such configuration is crucially vital for improving the overall performance and effi-
ciency of the vehicles. This paper proposes a new electronic differential (ED)-based
traction control (TC) strategy for a DDEV. The ED overcomes the drawbacks associ-
ated with the conventional mechanical differential (MD) and improves the vehicle’s
overall efficiency. This work proposes a steering-dependent ED control strategy to
stabilize the DDEV at various cornering maneuvers. The primary focus of this work
is to reduce the system complexity and improve the overall driving efficiency with
the use of look up table. In addition to that, a TC system is introduced, which is asso-
ciated with the ED system relying on road–tire interaction to regulate the wheel slip
during traction and braking conditions. The look-up table is a method that may allow
integration of the proposed system in the DDEV controller. Therefore in practice,
the proposed model can execute in a real-time platform without the requirement of
high processing power and additional hardware units. This work examines a software
simulation environment with the necessary constraints for the vehicle geometry. The
results affirm the effectiveness of the proposed work.

Keywords Electronic differential (ED) · Traction control (TC) · Distributed drive
electric vehicle (DDEV) · Mechanical differential (MD) · Slip ratio
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1 Introduction

Electric vehicles (EV) have been garnering wide attention over traditional internal
combustion engine vehicles (ICEV) due to the growing concerns of continuously
depleting fossil fuel and ever-increasing carbon emission [1, 2]. Various automotive
industries are taking more remarkable initiatives to develop EVs that can reduce
global carbon emissions. The modern-day advancement of motor technology accel-
erates the growth of new design innovations in the existing EV power-trains. The
hybridization of EV power-train configurations is emerging research in modern-
day vehicular engineering [3, 4]. Distributed drive-train is one kind of power-train
hybridization that has been evolving in recent years. In a distributed drive electric
vehicle (DDEV) power-train, the motors attach to the wheels independently [5].
Therefore, it offers more flexibility, controllability, responsiveness, safety and pro-
vides diverse opportunities to improve the control methodologies [6]. Furthermore,
the actuation features like anti-lock braking system (ABS), acceleration slip regula-
tion (ASR), and advanced driver assistance system (ADAS) are effectively incorpo-
rated in DDEVs [7].

A single motor is mounted between the driving wheels through gear reduction
and the mechanical differential (MD) system in a conventional EV power-train. The
purpose of the MD is to change the speed of the inner and outer wheels during cor-
nering. However, MD considerably increases the overall mass of the vehicle along
with its battery and in-house peripherals. As a consequence, the energy consumption
of the EV increases, and the driving range is restricted. This shortcoming in the MD
system is addressed with the proposed distributed drive train with an ED-based TC
system. The independently equipped motors provide higher power to weight den-
sity, reliability, safety, and better dynamic performances. However, precise torque
distribution among each independent wheel is a significant concern for efficiency
improvement. Furthermore, this design’s significant difficulties are ensuring vehicle
stability during cornering and under slippery road conditions. If the wheels are not
driven with appropriate running requirements, then EVmay experience instability in
worse-case situations. The ED-based TC system plays a significant role in tackling
these difficulties in a distributed drive EV. The TC system represents a classic and
practical approach to control the longitudinal and lateral vehicle dynamics. It main-
tains the optimal vehicle dynamics by preventing the wheel slip during acceleration
and braking conditions. Moreover, a careful ED-based TC approach with a well-
defined framework could outreach the shortcomings of DDEVs and make it possible
for potential commercial applications.

Despite having significant contributions in ED, there is a lack of cost-effective
solutions without trading off the design’s simplicity, stability, and robustness. Fran-
cisco et al. [8] developed an approach employing a linear synchronization method to
derive the wheel reference speed using Ackermann steering geometry. It uses real-
time velocity and steering angle feedback to control the speed difference of the inner
and outer wheel during a turning maneuver. Similar work in [9] adopted a direct
torque control scheme with the same objective. Another approach in [10] employed
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the speed ratio of the driving wheels as a control variable and improved the transient
response of the system.Mutoh et al. in [11], adopted amethod by estimating adequate
lateral forces for wheel revolution based on multiple feedback variables to enhance
the off-road driving performance. Literature is well-versed with control approaches
of TC systems. However, real-time estimation of slip ratio is yet a significant concern
for researchers. Few strategies deal with the measurement of parameters that influ-
ences the friction coefficient [12, 13]. Notwithstanding having better accuracy, those
strategies require additional expensive sensors. On the other hand, few strategies rely
on the vehicle motion response caused by friction coefficient [14]. Yet, such systems
lack an adequate level of accuracy. Considering the viewpoints mentioned earlier,
a simplified slip ratio control-based TC strategy is proposed in this work. The pro-
posed strategy relies on the estimation of the tire–road friction coefficient, wherein
the reference slip ratio is evaluated with the maximum tire–road friction coefficient.
Accordingly, the wheel torque output is regulated with an allowable torque value
to reduce wheel slip. Consequently, the effectiveness and adaptability of the pro-
posed ED-based TC method is demonstrated through the simulation, case studies,
and analysis.

2 Design Principle

2.1 Electronic Differential

The core focus of the ED is to distribute the necessary torque to the driving wheels to
prevent the vehicle from slipping. If the velocity of the vehicle center of gravity (CG)
is v, inner and outer wheel velocities must be directly proportional to the distance of
the wheels to the turning center as depicted in Fig. 1.

Here, two inputs, steering angle and throttle position, collectively decide the
speeds of the inner and outer wheel during a cornering maneuver. In case of a right
turn, the ED must maintain a higher speed at the left wheel than the right wheel to
prevent the tires from losing traction. In Fig. 1, Lw is the wheelbase, δ is the turning
angle, dw is the track width, R is the radius of the turn, and vL and vR represent the
angular speeds of the left and the right wheel, respectively. The linear speed of each
wheel is represented as a function of the vehicle speed and the radius of the turn
as [15, 16]:

vL = ωv(R + dw

2
) & vR = ωv(R − dw

2
) (1)

The relation between the radius of the turn and steering angle and wheelbase is:

R = Lw

tan δ
(2)
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Fig. 1 Steering geometry
involved in the ED system

Substituting Eq. 2 in Eq. 1, we get an angular speed of each wheel as:

ωL = Lw + 1
2dw tan δ

Lw

ωv and ωR = Lw − 1
2dw tan δ

Lw

ωv (3)

The difference between angular speeds of the wheel drives is:

Δω = ωL − ωR = dw tan δ

Lw

ωv (4)

The sign of the steering angle indicates the direction of the turn, i.e., δ > 0 = Turn
Right, δ < 0 = Turn left, δ = 0 = Straight ahead. When the driver gives the steering
input, the ED immediately acts by reducing the inner wheel’s speed and increasing
the outer wheel’s speed. The modified driving speed of the wheels are:

ω�
L = ωv + Δω

2
and ω�

R = ωv − Δω

2
(5)

2.2 Traction Control

The primary objective behind the proposed TC system is to make it simple and
effective for DDEV applications. In the real-road environment, the challenges of a
TC system are to deal with the slippery surface and random road surface. The slippery
surface may be the wet surface or low friction surfaces such as wet tiled surfaces.
In this work, we have presented TC system working along with the ED system. The
proposed model assumes the vehicle’s longitudinal and lateral motion, where the
traction analysis is performed over a flat surface. In the simulation analysis, the air
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drag and rolling resistance are ignored to simplify the model. It is observed that
if the traction force applied on the wheel is higher than the friction force that the
road can provide, the wheel slip will increase, resulting in vehicle instability. In such
a situation, the TC system determines the wheel slip and accordingly controls the
wheel torque to reduce the vehicle instability. Therefore, the estimation of tire road
friction coefficient is a vital part of the TC system. To estimate the tire road friction
coefficient, the evaluation of the longitudinal slip ratio is essential. The longitudinal
slip ratio is obtained from dividing wheel velocity by vehicle velocity, as mentioned
in Eq. 6.

s = Rgω

vx
− 1 (6)

Here, Rg is the tire geometric and unloaded radius, ω is the tire angular velocity,
and vx is the tire forward velocity. The longitudinal slip ratio is positive for driving
and is negative for braking. The friction coefficient reaches a driving peak valueμdp at
s = 0.1 before dropping to an almost steady-state value μds . The friction coefficient
may be assumed proportional to s when s is minimal. The tire will spin when s ≥ 0.1
and the friction coefficient remains almost constant. The same phenomena happen
in braking at the negative values as illustrated in Fig. 2a

Some mathematical models have been derived to simulate the longitudinal tire
force as a function of longitudinal slip, s. However, most of these models are too
complicated to be helpful in vehicle dynamics. One of the accurate and straightfor-
ward practical models is proposed by Burckhardt in 1987. This model is expressed
as [17]:

Fx(s) = C1(1 − e−C2s) − c3s (7)

Now, if a vehicle turns over a plan surface, then a lateral force Fy will be exerted
in its path of motion, making an angle α w.r.t tire plane. The angle is known as

Fig. 2 a Longitudinal friction coefficient as a function of slip ratio s,in driving and braking. b
Sideslip angle as a result of lateral force
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Fig. 3 Longitudinal force ratio Fx/Fz as a function of slip ratio s for different sideslip angle α [17]

sideslip angle as shown in Fig. 2b. From the above definitions, we can conclude that
a vehicle tire is a force generator with two major outputs: longitudinal force Fx and
lateral force Fy . The input of the force generator is the tire load Fz , sideslip angle
α, longitudinal slip s. In this work, we have ignored the camber angle for ease of
analysis. When the tire has a combination of tire inputs, the tire forces are called
tire combined force. The most important tire combined force is due to longitudinal
and sideslips. However, as long as the angles and slips are within the linear range of
tire behavior, a superposition can be utilized to estimate the output forces. Driving
and braking forces change Fy generated at any α. It is attributed to the longitudinal
force that pulls the tire-print in the driving or braking force direction; as a result, the
length of lateral displacement of the tire-print changes. Figure 3 illustrates how α

affects the longitudinal to normal force ratio Fx/Fz as a function of slip ratio s. In
the present work, we have considered this plot to determine the reference slip ratio
in the form of a look-up table.

2.3 Control Mechanism

When a vehicle experience a cornering maneuver, the slip of the inner and outer
wheels can be defined as:

si = Rgωi

vi x
− 1 and so = Rgωo

vox
− 1 (8)
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Here, we have considered that the vehicle is a front-wheel drive, and the driving
wheel shared the total driving power equally. When a vehicle makes a turn, the inner
wheel speed will decrease, and conversely, the outer wheel speed will increase. In
such a situation, the inner wheel slip starts increasing. Therefore, the force applied on
the inner wheel has to reduce to a certain value to avoid wheel slip. On the other hand,
the outer wheel slip goes to a negative value, whichmeans that the wheel experiences
braking. To prevent sliding of the outer wheel, the force necessary to drive the vehicle
has to increase for the stable movement of the vehicle. If P is the total driving power
and Fi and Fo are a force on the inner and outer wheel, respectively. We can re-write
the above expression as:

si = 2RgFiωi

P
− 1 and so = 2RgFoωo

P
− 1 (9)

Equation 9 is used to determine the requirement-based torque distribution in the
ED-based TC system.

3 Torque Allocation Model

The simplified vehicle control diagram is shown in Fig. 4. Two identical motors are
independently mounted in each front wheel of the vehicle. The motors are driven
by two independent controllers having appropriate specifications. In this work, we
have considered DC motor for the analysis. The DC motor acquires its popularity
due to several advantages such as simple control, wide speed-torque range, and
higher efficiency. It is well-known that induction motor (IM) or brushless DCmotors
(BLDC) have some superior advantages compared to DC motors. However, the DC
motors’ low and medium power propulsion applications are still popular because of
their technical maturity and cost-effectiveness. Furthermore, the complicated control
strategies in IM or BLDC motors make the control system more expensive than the
DC motors.

Fig. 4 Vehicle control structure
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It is significant for an optimal torque allocation (TA) model to analyze the DDEV
driving performances. If the driving torque is distributed among the motors accord-
ing to the vehicle working conditions, then the vehicle’s driving performance is
highly improved. In this model, the reference slip values for both the driving wheels
are obtained from a look-up table corresponding to the steering angle. It is worth
mentioning that we have considered the steering angle and the side slip angles are
the same for ease of implications. This approximation can be made in front-wheel
drive vehicles as the angle difference between the steering and sideslip is very small.
However, in practice, the steering angle is somewhat higher than that of the sideslip
angle in rear-wheel drive vehicles. The ED-based TC system supervises the driving
force based on reference slip and real-time slip. Accordingly, the controller generates
the necessary voltage signal to the electric motor in proportion to the ED-based TC
system’s force command. The ED-based TC system algorithm is shown in Fig. 5a.

4 Model Simulations

TheproposedED-basedTCsystem is examined in a software simulation environment
with the necessary constraints for the vehicle geometry. Here, we have assumed that
the drivingmotors are identical. Furthermore,we consider the corneringmaneuvers in
a good road adhesion condition where the inner wheel produces an opposite moment
to turn the vehicle. In the simulation environment, we have defined one of the most
commonly available semicircular testing routes as illustrated in Fig. 5b.

5 Results and Discussions

Themerit of the proposedmethod lies in improving the ED and TCmechanism of the
DDEV. Therefore, simulating the vehicle motion parameters is vital for performance
analysis. In this simulation, a complete driving trip observes the parameters such as
throttle input, steering angle, wheel speed, wheel force, and wheel slips. Therefore,
a semicircular driving route is assumed for the simulation analysis. During the sim-
ulation, the DDEV accelerates straight ahead from point A to point B. At point B, it
experiences a left-turning which continued until point C, as shown in Fig. 5b. From
point C, the DDEV moves straightway to reach point D. At point D, it experiences
a right turning maneuver that continues until point E. From point E to F, the vehicle
again moves straight. At point F, it experiences another right turning having a higher
radius of curvature, and it ends at point G. From point G to H, the DDEV moves
straight and experience the last right turn that starts from point H. Finally, the vehicle
finished a complete driving trip and reached starting point A and halted. Figure 6a
shows the velocity of the left and right wheel during the complete trip with and with-
out applying the ED-based TC system. It is observed that the vehicle’s movement
with an ED-based TC system is stable and smooth compared to the previous result.
The variation of the wheel velocity due to the ED system is shown in Fig. 6b.



42 Modelling and Analysis of an Electronic Differential . . . 583

Fig. 5 a ED based TC Algorithm. b Semicircular testing route assumed for the simulation

Fig. 6 a Driving performance with and without ED. b Variation of the wheel velocity during the
cornering maneuver
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Fig. 7 aDriving force on each wheel during the cornering. bReference slip ratio during the driving
and braking of the DDEV.

Fig. 8 a Slip control by the ED based TC system. b Additional power dissipation if we replace the
proposed ED with conventional MD

Figure 7a shows the force on each driving wheel during an instance of turning
maneuver. It can be observed that the ED distributes an adequate amount of force to
each driving wheel to maintain the vehicle’s stability. The reference slip ratio for the
driving and braking zones of the DDEV is shown in Fig. 7b.

Figure 8a demonstrates the performance of the TC system in the predefined route.
Here, the real-time slip ratio of the DDEV is assumed to be random. Therefore, the
real-time slip ratio in some instances overcomes the reference slip ratio. As soon as
the real-time slip ratio overcomes the set reference, theTC systembecomes active and
reduces the respective wheels’ driving force. Finally, to demonstrate the comparative
analysis with the existing method, we have determined the power dissipation using
the MD and ED throughout the trip. It is worth mentioning that the MD distributes
the driving torque evenly; however, the ED distributes the torque as per the steering
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demand. Therefore, the power dissipation in ED is less compared to the MD. More-
over, the MD has more friction loss due to the gearing mechanism. Figure 8b shows
the additional power dissipation when we replace the proposed ED with the conven-
tional MD. It is evident that the ED significantly saves the overall power compared
to the conventional MD. By considering the simulation results and analysis, it can
be concluded that there has been a significant power reduction due to incorporating
the ED-based TC system into the DDEV.

6 Conclusions

In this work, we have presented a proactive ED-based TC system for a DDEV. The
ED system supervises the wheel speed variation during turning maneuvers, and the
TC supervises the slip control mechanism during cornering. As an effect of the com-
bined control, the driving performance of the vehicle greatly improves. The proposed
method reduces the system complexity and improves the overall driving efficiency.
Furthermore, due to the adoption of a look-up table, the proposed work can exe-
cute in a real-time platform without requiring high processing power and additional
hardware units. It may significantly reduce the cost of the system. The present work
is examined in a software simulation environment, and the results indicate that the
performance of the proposed ED system is effective and reliable. Even though the
study described above does not discuss the types of motor technology, the AC or
BLDC motors can significantly improve the proposed DDEV. There could be sev-
eral possibilities to enhance the proposed work further.
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Chapter 43
Analysis of Five-Phase Surface PMSM
for Application in Electric Vehicles

Sangeeta Sahu, Byamakesh Nayak, and Rudra Narayan Dash

Abstract Polyphase permanent magnet synchronous motors (PMSMs) model
outstanding performance in comparison to three-phase permanent magnet
synchronous motors, and this is possible because of the recent development in
power electronics. Five-phase permanent magnet synchronous motors have signifi-
cant applications in aerospace and electric vehicles where highly accurate speed and
torque control of the motor are a major requirement. This paper presents a detailed
analysis of vector controlled five-phase permanent magnet synchronous motors in
terms of efficiency, power, speed and torque ripple analysis along with the power
factor analysis at different speeds. The average torque, torque ripple, speed, speed
ripple and power factor for same are calculated and analyzed. The analysis has been
carried out through MATLAB Simulink power graphical user interface.

Keywords Permanent magnet synchronous motor · Phase sequence · Torque
ripple · Speed ripple · Hybrid electric vehicle

1 Introduction

The permanent magnet synchronous motors can be of two types: sinusoidally fed
PMSM and rectangular-fed brushless DC PM motors [1]. Motors that are currently
used in EVs are permanent magnet synchronous motor (PMSM), induction motor
(IM) and switched reluctance motor (SRM). PMSM is the most preferred one due to
the high torque and high-power density [2]. The stator winding of a PMSM motor
is wound such that back emf is sinusoidal which results in a constant torque. It has
32 voltage vectors that have various effects on torque and current is a challenge in
selecting the optimal switching state to give best performance. A direct torque control
strategy reduces harmonics current and torque ripple [3]. The third-order harmonic
component can be used for achieving optimal performance of torque per ampere. The
direct torquemodel predictive control helps in optimizing the torque and reducing the
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higher order harmonics, minimizes the losses, thereby increasing the efficiency [4].
More advanced vector control techniques are applicable to sinusoidally fed PMSMs
for better controllability over the complete speed range. A five-phase brushless PM
motor has concentrated winding so that it produces trapezoidal back emf and over-
comes the disadvantages of a PMBLDC motor [5, 6]. The conventional hysteresis
current controller has been replaced by synchronous frame current controller. This
controller not only possesses the advantage of linear controller but also facilitates the
current regulationwithout a steady state error [7].Harmonics are undesirable frequen-
cies that are superimposed on the fundamental waveform resulting in a distorted
waveform. The theory of the sequence components is usually considered to analyze
the unbalanced system. This theory enables one to transform the five unbalanced
phases into a set of three balanced phasors. Phase sequence is the order in which the
voltage waveforms of a polyphase AC source reach their respective peaks. In a five-
phase system According to the sequence component theory/mathematical manipu-
lation, in a balanced system, the negative and zero-sequence components will not
be present. However, in practice, a perfectly balanced system does not exist. In a
50 Hz five-phase power system, the phases A, B, C, D and E are 720 apart. The fifth
harmonic that is of frequency of 250 Hz and its multiples are exactly in phase with
each other.

A double-tuned filtering method which traps two harmonics with one filter has
been introduced to mitigate zero-sequence harmonics in power distribution system
[8]. It has proved to be a low-cost solution. The zero-sequence harmonic in a three-
phase system can be attenuated by 80% using a shunt electromagnetic filter [9]. This
is simple cheap and robust equipment. Axial flux PMSM has prevalence over other
motors in terms of noise, vibration and efficiency. Torque ripple in these motors can
be reduced by 86.71% by applying skew of up to 400 with an angle of 50 to the rotor
magnets [10].

2 Phase Sequence in Five-Phase Power Supply

When a five-phase permanent magnet synchronous motor is fed from an inverter,
the machine terminal voltage is non-sinusoidal and has half wave symmetry due to
which only odd harmonics will be present. A sinusoidal waveform is a combination
of fundamental and harmonics, and the waveform can be analyzed using Fourier
transform. The harmonics in a three-phase supply can be positive sequence, negative
sequence and zero sequence. Whereas, in a five-phase supply, the harmonics can be
positive sequence, negative sequence, zero sequence alongwith twomore sequences.
The additional sequences can be referred to as double-positive sequence and double-
negative sequence. The fundamental phase voltage components can be assumed as
VAN = Vm sin ωt, VBN = Vm sin (ωt − 2π/5), VCN = Vm sin (ωt − 4π/5), VDN

= Vm sin (ωt − 6π/5) and VEN = Vm sin (ωt − 8π/5) having phase sequence of
ABCDE. The corresponding 3rd and 7th harmonic voltages are:
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VAN3 = V3 sin 3ωt

VBN3 = V3 sin

(
3ωt − 6π

5

)

VCN3 = V3 sin

(
3ωt − 2π

5

)

VDN3 = V3 sin

(
3ωt − 8π

5

)

VEN3 = V3 sin

(
3ωt − 4π

5

)

VAN7 = V7 sin 7ωt

VBN7 = V7 sin

(
7ωt − 4π

5

)

VCN3 = V7 sin

(
7ωt − 8π

5

)

VDN7 = V7 sin

(
7ωt − 2π

5

)

VEN3 = V7 sin

(
7ωt − 6π

5

)

Table 1 shows that that the 11th harmonic has the fundamental phase sequence
ABCDE that produces a magnetic field which rotates in the same direction as the
fundamental. The 9th harmonic has a negative phase sequenceAEDCB that produces
a magnetic field which rotates in a direction opposite to the fundamental. Also, the
5th harmonic has zero phase sequence that does not produce any rotating magnetic
field.

Table 1 Mathematical table with odd numbered harmonics

Fundamental A
0°

B
72°

C
144°

D
216°

E
288°

A-B-C-D-E

3rd Harmonic 3 × 0°
0°

3 × 72°
216°

3 × 144°
72°

3 × 216°
288°

3 × 288°
144°

A-D-B-E-C

5th Harmonic 5 × 0°
0°

5 × 72°
360° = 0°

5 × 144°
720° = 0°

5 × 216°
1080° = 0°

5 × 288°
1440° = 0°

No rotation

7th Harmonic 7 × 0°
0°

7 × 72°
144°

7 × 144°
288°

7 × 216°
72°

7 × 288°
216°

A-C-E-B-D

9th Harmonic 9 × 0°
0°

9 × 72°
288°

9 × 144°
216°

9 × 216°
144°

9 × 288°
72°

A-E-D-C-B

11th Harmonic 11 × 0° 11 × 72°
72°

11 × 144°
144°

11 × 216°
216°

11 × 288°
288°

A-B-C-D-E
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3 Mathematical Model of Five Phase PMSM

The mathematical model of a five phase PMSM is derived and the equations are
developed in the rotating reference frame.

The stator voltage equation is:

Vs = Rs Is + dλs

dx
(1)

where Rs, Is and λs are the stator resistance, current and flux linkages, respectively.
The air gap flux linkages are:

λs = λss + λm (2)

Substituting for the flux linking stator windings due to the currents in the stator
windings in terms of the stator currents and stator winding inductances,

λs = Lssis + λm (3)

Lss is the stator inductance matrix which is a combination of self and mutual
inductances of the stator phases. λm is the established flux linkage matrix due to the
permanent magnets viewed from the stator phase windings.

The stator current is is:

is = [iasibsicsidsies]
t

(4)

Vd1 = Rsid1 + Ld
did1
dt

− ωLqiq1 (5)

Vq1 = Rsiq1 + Lq
diq1
dt

+ ωLdid1 + ωλm (6)

Vd2 = Rsid2 + Ld
did2
dt

(7)

Vq2 = Rsiq2 + Lq
diq2
dt

(8)

For simplification, only the fundamental component of the magnet flux linkage is
considered. Hence, the electromagnetic torque equation is given as:

Te = 5

2

P

2
λmiq1 (9)
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4 Simulation Result

The efficiency, DC link capacitor voltage, power, electromagnetic torque and power
factor have been analyzed here. In each case, the speed changes after 3secs and the
simulation is set to run for 6secs. Table 2 shows the PMSM model parameters, and
Table 3 shows the PMSM model control parameters.

Figure 1 shows the efficiency curve at different speed. The efficiency is constant
after around 1/10th of the rated speed.At speed ofmore than 1/10th of rated speed, the
ripple ofDC link voltage increaseswith larger slope, and it increaseswith lesser slope
when speed is less than 1/10th of rated speed. This is illustrated in Fig. 2. From Fig. 3
that shows the torque ripple at different speed, it can be viewed that the oscillation
is less at low speeds, hence jerking can be avoided to a large extent. Figure 4 shows
the power consumption in a five-phase PMSM at different speed. Figures 5, 6 and 7
show the power factor of PMSM at 900, 600 and 150 rpm, respectively. The power
factor can be controlled by controlling the direct axis current which is zero that is id
= 0 here.

Table 2 PMSM model
parameters

Parameter Value Unit

Output power 2 KW

Resistance 0.2468 ohm

Inductance 8.5e−3 Henry

Flux linkage 0.105 Wb

Pole pairs 4

Inertia 0.089 Kg * m2

Friction 0.005 Nm * s

Table 3 PMSM model
control parameters

Parameter Value Unit

A. Speed controller

Speed cut off frequency 250 Hz

Sampling time 80e−6 S

Output torque limit −35 to 35 Nm

B. Vector control

Current controller hysteresis band 250 A

Sampling time 20e−6 S

Maximum switching frequency 50e3 Hz
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Fig. 1 Efficiency of 5ph PMSM at different speeds

Fig. 2 Ripple in DC link voltage of 5ph PMSM at different speeds

5 Conclusion

Mathematical modeling, simulation and analysis of vector-controlled five-phase
permanent magnet synchronous motor provides a clear picture of the its wide appli-
cation in electric vehicles. PMSM has high efficiency and increased power density.
By controlling the direct axis current that is forced to be zero here, the power factor
of the motor can be controlled. At very low speed, the power factor of PMSM is
leading, whereas it is lagging at high speed and rated speed.
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Fig. 3 Torque ripple of 5ph PMSM at different speeds

Fig. 4 Input power of 5ph PMSM at different speeds
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Fig. 5 Power factor of 5ph PMSM at 900 rpm

Fig. 6 Power factor of 5ph PMSM at 600 rpm
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Fig. 7 Power factor of 5ph PMSM at 150 rpm
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Chapter 44
A Novel Application of BESO-Based
Isolated Micro-grid with Electric Vehicle

Shubham, Sourabh Prakash Roy, R. K. Mehta, A. K. Singh, and O. P. Roy

Abstract This paper presents modelling of isolated micro-grid which includes solar
tower, wind as renewable energy sources, flywheel and battery as the energy storages
devices and plug-in electric vehicle. The wind turbine is then connected to aqua
electrolyser and fuel cell in series configuration. A comparative study of isolated
micro-grid thus formed is completedwith bald eagle search optimization-basedTIDF
II and PIDF controller. Moreover, the robustness of the micro-grid is analysed using
random load changing pattern. The entire simulation is implemented in theMATLAB
software.

Keywords Isolated micro-grid · Solar tower · Wind turbine · Bald eagle search
optimizer · TIDF–II & PIDF controller · Random load change

1 Introduction

Due to climate change and many other disadvantages of conventional energy sources
(CES), the whole world is shifting towards renewable energy sources (RES). CES
are responsible for increased CO2 generation as evident from the Keeling curve
[1]. RES offers many advantages, but due to its novelty and high cost, there is still
apprehension in its widespread adoption. But gradually, more and more countries
are adopting it and are modernizing their grid for adoption of RES [2].

RES are used verily for establishing micro-grid. They are the localized group of
electrical energy sources and load operating synchronously with the grid as well as
in islanding mode too. It helps to realize the true potential of RES.

Connecting micro-grid with electric vehicle plays a key role in system stability
and is these days becoming prominent in the field of emerging technologies. Some
authors likeKhalil [3] described themicro-gridwith photovoltaic and plug-in electric
vehicle considering the time delay.Moreover, system is stabilized using linear matrix
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inequalities (LMI) function. Mi proposes novel frequency control method for PV-
diesel isolated hybrid system. Photovoltaic is modelled in considering maximum
power point tracking (MPPT), and system output error is reduced using sliding mode
control (SMC) [4].

Mahdi presents to model the micro-grid, and the system stability is performed
by fuzzy logic-based PI controller [5]. Khooban in his papers discussed about load
frequency control (LFC) of micro-grid as well as vehicle-to-grid (V2G) concept.
The performance of the proposed system is studied with help of adaptive PID fuzzy-
based control. The system is simulated with help of real-time sun radiation and wind
velocity information [6–8]. The contributions of this paper are as follows:

(a) Modelling of solar tower, wind generating unit connected with aqua electrol-
yser, fuel cell and energy storage devices along with load to form isolated
micro-grid.

(b) Inclusion of electric vehicle in the micro-grid, thus incorporation of vehicle-
to-grid concept in micro-grid LFC.

(c) Designing of tilt integral derivative filter-double integral (TIDF II) and propor-
tional integral derivative filter (PIDF) controller. Moreover, tuning of TIDF II
is utilized using bald eagle search optimisation (BESO) algorithm.

(d) Sensitivity analysis of the isolated micro-grid to check the robust performance
of the system.

The basic layout of the paper is as follows. In Sect. 2, the component-wise
modelling of hybrid renewable energy system is explained. The proposed study
model and controller design are described in Sects. 3 and 4, respectively. Moving
on further, Sect. 5 gives a brief overview of the BESO algorithm. The result and
discussion, sensitivity analysis are explained in Sects. 6 and 7, respectively. Lastly,
the conclusion is expressed in Sect. 8.

2 Component Modelling

The major component of the proposed micro-grid system is solar tower, wind gener-
ating unit, aqua electrolyser, fuel cell, diesel generator, flywheel energy storage,
battery energy storage and electric vehicle. Let us briefly describe about each
component and their modelling in the following subsections.

2.1 Solar Tower

Solar tower (ST) is the centralized receiver which encounters with all the heat and
light energy bounced back by the heliostat. Heliostat is an open field with a plenty of
mirrors which are so arranged to target the sunlight to the ST. So, ST plant consists
up of refocus, receiver, speed governor and turbine to obtain the electrical energy
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from the sunlight. The transfer function of ST is in the form of Eq. (1), where TRE

= 1.33 s, TRC = 4 s, TG = 0.08 s and TT = 1 s are the time constant for refocus,
receiver, governor and turbine, respectively.

TfST =
(

1

1 + sTRE

)(
1

1 + sTRC

)(
1

1 + sTG

)(
1

1 + sTT

)
(1)

2.2 Wind Generating Unit (WGU)

The mechanical output generated from wind speed is transformed into electrical
energy with the help of WGU. Consequently, the wind velocity (WV) is the deciding
factor in the amount of power generated from WGU. WV can be interpreted as
summation of base speed, gusty speed, ramp speed and noisy speed of wind. These
are the four main elements of wind speed. The mechanical power output fromWGU
[9] can be described asPwind = 0.5CpDaAr (WV)3, whereCp is conversion coefficient
of WGU is the function of blade tip to wind speed ratio λ and pitch angle β, Da is
air density as 1.25 kg per m3, Ar is blade swept area taken to be 1735 m2, and VS is
wind speed.

The linear transfer function of WGU is interpreted in below in Eq. (2), where Tw

is the time constant of wind generator turbine and whose value equal to 1.5 s.

TfWGU =
(

1

1 + sTw

)
(2)

2.3 Aqua Electrolyser (AE)

It uses electro-chemical reaction as its working principle. The amount of electrical
energy generated depends upon the changing rate of electrons at electrodes. The
linearized transfer function of AE is given by Eq. (3), where KAE is AE gain whose
value is equal to 0.002, and TAE is time constant of FC which is equal to 0.5 s.

TfAE =
(

KAE

1 + sTAE

)
(3)
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2.4 Fuel Cell (FC)

It uses the chemical energy and converts the same into electrical energy. It is attached
with AE to make use of generated hydrogen and oxygen molecule to give rise to
electricity. The linearized transfer function for the fuel cell is represented in Eq. (4),
where KFC is FC gain whose value is equal to 0.001, and TFC is time constant of FC
which is equal to 4 s.

TfFC =
(

KFC

1 + sTFC

)
(4)

2.5 Diesel Generator (DG)

It is a diesel-based generating turbine to produce electrical in micro-grid whenever
there is scarcity of energy supply by the renewable energy plant associated with the
system. In transfer function format, DG is represented as Eq. (5), where KDG is DG
gain whose value is equal to 0.04, and TDG is time constant of DG which is equal to
2 s.

TfDG =
(

KDG

1 + sTDG

)
(5)

2.6 Flywheel Energy Storage

FES is the category of energy storage device. It uses rotational speed to produce
electricity whenever required within micro-grid for small interval. A new system of
FES is considered, which includes flywheel converter, system command measure-
ment and delay measurement of the storage device. The transfer function for FES is
depicted by Eq. (6)

TfFESS =
(

1

1 + sTC

)(
1

1 + sTCM

)(
1

1 + sTDM

)
(6)

where TC, TCM and TDM are time constant of flywheel converter, commandmeasure-
ment and delay measurement whose values are 0.1, 0.01 and 0.1 s, respectively
[10].
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2.7 Battery Energy Storage

BES is a category of electrical energy storing device. For this paper, a complicated
version ofBES is takenwhich incorporates converter, systemcommandmeasurement
and delaymeasurement of BES. The transfer function of BES is in the form of Eq. (7)

TfBESS =
(

1

1 + sTC

)(
1

1 + sTCM

)(
1

1 + sTDM

)
(7)

where TC, TCM and TDM are time constant of battery converter, command measure-
ment and delay measurement whose values are 0.1, 0.01 and 0.1 s, respectively
[10].

2.8 Electric Vehicle

In this paper, we are utilizing aggregated EVmodel which consists up three transition
and three stable conditions. The transition signals are plug-out, plug-in and control-in,
and the stable conditions are driving, charging and controllable condition.

AnEVenters into driving condition after it is plugged out for the trip (i.e. known as
plug-out signal). After the trip, it enters the charging condition to charge its battery
(i.e. plug-in signal). It enters into controllable condition from charging condition
when the state of charge is charged up to 85% (i.e. control-in signal).

The EVs participating in the LFC repeat this cyclic condition many times in a day.
Also, the power sharing between EV and central load dispatch centre is bidirectional
with the help of load dispatch centre. The major governing equation for the total
stored energy of aggregated EV model is given by

Econtrol(t) = 0.85 × Ninitial × Cev(t) + 0.85

× Ncontrolin(t) × Cev(t) − ∫ Rplug - out(t)

× (Econtrol(t)/Ncontrol(t)) dt − ∫ PLFC(t)dt (8)

where 0.85 × N initial × Cev(t) is the primary EV energy,

0.85×Ncontrolin(t)× Cev(t) is the Curtailment in EnergyWhen EV Changes Its State
from Controllable to Driving Condition,∫
Rplug-out(t) × (Econtrol(t)/Ncontrol(t)) dt is the enhancement in energy when EV

changes its condition from charging to controllable,∫
PLFC (t)dt is energy corresponding to the LFC signal.
Also,Cev(t)= total inverter capacity of the controllable EVs,Ncontrol (t)= number

of the controllable EVs, N initial = initial number of the controllable EVs, Ncontrolin(t)
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Fig.1 Block diagram for the proposed model

= how often the EVs are controlled in, Nplug-out(t) = how often the EVs are plugged
out,Rplug-out(t)= time differentiation ofNplug-out(t) indicating number of the plug-out
EVs per unit time [11, 12].

3 Proposed Descriptive Configuration of Micro-grid

As per Fig. 1, it consists up solar tower and wind generator as the power generating
units. The power generated from solar tower is fluctuating, and its maximum value is
up to 0.5 pu. The power generated from the WGU is 0.06 pu shown in Fig. 5. It acts
as the base power for the micro-grid which is always present for the system load.
The part of WGU power is feeding the load via AE and FC, whereas remaining part
is directly connected to micro-grid load. The DG, FES, BES and EV are connected
in the negative feedback path, and they act as the backup supply for the load. The
power response of AE, FC, FESS, DG and EV is shown in Figs. 5, 6, 7, respectively.

The power balance equation for the considered isolated system is given by

�Pgen = �PST + �PWGU + �PDG ± �PFESS ± �PBESS + �PEV − �Pload (9)

4 Controller Design

In this paper, we have used two types of control strategies, namely TIDF II and
PIDF for our study purpose. TIDF II also known as tilt integral derivative with
filter and double integral is a fractional order controller which improves the system
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response. Whereas, PIDF is a proportional integral derivative with filter control. The
total numbers of variables are six in TIDF II, whereas there are four variables in
PIDF [13].

Mathematically, TIDF II can be expressed as KT

s
1
n

+ KI
s +sKD

Nc
s+Nc

+ KI1
s2 , and PIDF

can be expressed as KP + KI
s + sKD

Nc
s+Nc

. The pictorial representation of the TIDF
II and PIDF is shown in Figs. 2 and 3, and their gain values are shown in Table 1.

Fig. 2 TIDF II controller
representation

Fig. 3 PIDF controller
representation

Table 1 Value of controller parameter

S. no. Controller Parameters values

1 PIDF KP K I KD Nc

30.617 16.266 −20.076 1.249

2 TIDF II KT, n K I KD K I1 Nc

99.728, 0.006 99.998 99.999 0 99.831
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5 Algorithm (Bald Eagle Search Optimization)

Alsattar et al. [14] in 2019 proposed the bald eagle search optimization (BESO). It is
state-of-the-art metaheuristic algorithm that copies hunting plan of bald eagle. Bald
eagle is native of North America and is a variety of raptors. They primarily hunt
fishes. Hunting strategy is divided into three parts.

(a) In the first part called ‘selecting space’, eagle selects the space where preys are
located. Mathematically, it can be expressed as

Anew(i) = Abest + α ∗ rand(Amean − Ai ) (10)

where α is between 1.5 and 2 and determines the position changes.

(b) ‘Searching the space’ is the second part. In this, eagle goes inside the selected
space for hunting.

Anew(i) = Ai + y(i) ∗ (Ai − Ai+1) + x(i) ∗ (Ai − Amean) (11)

x(i) = r(i) ∗ sin(θ(i))

max(|r(i) ∗ sin(θ(i))|) , y(i) = r(i) ∗ cos(θ(i))

max(|r(i) ∗ cos(θ(i))|) (12)

θ(i) = a ∗ π ∗ rand, r(i) = θ(i) + R ∗ rand (13)

where a ∈ [5, 10] and determines the corner between search points.

R ∈ [0.5, 2] and determines the search cycles.

(c) ‘Swooping’ is the third part. Now, eagle selects the prey and determines the
best point for hunting the prey.

Anew(i) = rand ∗ Abest + x1(i) ∗ (Ai − c1 ∗ Amean) + y1(i) ∗ (Ai − c2 ∗ Abest)

(14)

x1(i) = r(i) ∗ sinh(θ(i))

max(|r(i) ∗ sinh(θ(i))|) , y1(i) = r(i) ∗ cosh(θ(i))

max(|r(i) ∗ cosh(θ(i))|) (15)

θ(i) = a ∗ π ∗ rand, r(i) = θ(i) (16)

where c1, c2 ∈ [1, 2] (Fig. 4).
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Fig. 4 Pseudocode for BESO

6 Result and Discussions

The proposed isolated micro-grid system is depicted in Fig. 1. The designed system
is executed in MATLAB software and simulated for 200 s. The limits and values of
the BESO tuned controller are indicated in Table 1. The input to the solar tower and
wind energy plant is shown in Fig. 5. The power reciprocated from AE, FC, FESS
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Fig. 5 Power generated from generating unit

Fig. 6 Power response of AE and FC

Fig. 7 Power response of flywheel and DG

and DG is represented in Figs. 6 and 7, respectively. The power response of EV is
shown in Fig. 8. Lastly, Fig. 9 shows the frequency response indicating undershoot,
overshoot, steady state error and settling time for the simulation interval of 200 s.
The maximum overshoot for PIDF is 0.05 pu, whereas for BESO-based TIDF II is
0.01 pu. So, there is reduction of 80% in the first frequency overshoot for TIDF II
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Fig. 8 Power response of EV

Fig. 9 Frequency response of the microgrid with BESO based TIDF II and PIDF

controller. Also, there is steady state error of ± 0.01 in case of PIDF and no steady
state error for TIDF II. Hence, BESO-based TIDF II gives an improved performance
compared toBESO tuned PIDF on the basis of lesser frequency deviation, zero steady
state error and insignificant settling time.

7 Sensitivity Analysis

The sensitivity analysis of the proposed isolated micro-grid is considered using the
random load pattern as shown in Fig. 10. The random load demand is of 5% which
is compared with the step load demand of 7% which is at the interval of 20 s. The
system is executed with BESO-based TIDF II controller. After the simulation period
is over and from the frequency response indicated in Fig. 11, we monitor that the
frequency change is slighter for random load demand in case of TIDF II. So, we can
pronounce that TIDF II is having a robust controller nature.
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Fig. 10 Random changing load for the micro-grid

Fig. 11 Frequency response of the microgrid with BESO based TIDF II for step and random load

8 Conclusion

This paper providesmaiden application of BESO-based TIDF II controller in isolated
micro-grid in the presence of plug-in electric vehicle. The proposed designed TIDF
II controller gives improved performance over conventional PIDF controller on basis
of lesser frequency variation, zero steady state error. Thus, both transient as well as
steady state error of the system are improved greatly with the utilization of TIDF II.
The work can be further on extend to multi-area system with cascaded or multi-stage
controller.
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Chapter 45
Frequency Control
of SPV/Wind/Biogas/Biodiesel-Based
Microgrid Using Fuzzy-Aided PID
Controllers

Arabinda Mahakur and Debidasi Mohanty

Abstract This paper suggests a novel control strategy for load frequency control
(LFC) of an isolated microgrid comprising solar photovoltaic (SPV), wind turbine
generator (WTG), biogas turbine generator (BGTG), biodiesel engine gener-
ator (BDEG) and battery energy storage system (BESS). Two different types of
controllers, i.e., proportional integral derivative (PID) and fuzzy-aided PID (FPID)
controllers, are used separately for LFC action. A decentralized control system is
proposed for the system. Controller parameters are optimized by salp swarm algo-
rithm (SSA) technique. The system is simulated by considering different operating
conditions, and for each condition, frequency deviation characteristics are obtained.
Superiority of FPID controller over PID controller is validated for all the conditions.

Keywords Microgrid · Load frequency control · Fuzzy-aided PID controller ·
Salp swarm algorithm

1 Introduction

Modern power system is continuously failing tomeet the generation and load demand
during load perturbation in several times. One of the main reasons for this issue is
the limitation of fossil fuels. Using renewable energy resources (RESs) instead of
conventional sources can solve the above issue [1]. RESs have many advantages, but
at the same time, it creates somechallenges for the power system.Themajor challenge
caused by RESs is the system stability during both connected and disconnected
modes. To overcome the above challenge, the concept of microgrid is introduced in
modern power system engineering [2, 3].
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An isolatedmicrogrid is an independent power system that used to generate power
to supply the local loads. As themicrogrid is isolated from any central grid so it is free
from all the common faults associated with the large central grid. Isolated microgrid
is transmission cost effective as it is load centric in nature. Due to its small size,
maintenance and operation are quite easy and cost effective. When the remote areas
are inaccessible to grid supply, isolated microgrid can power up these areas much
easily. But a microgrid can have a lot of issues regarding power system operation
and control, while it is operating in isolated mode. Power quality and stability issues
arise in isolated microgrid due to the stochastic nature of renewable sources. Energy
storage system (ESS) is used to enhance the system dynamics performance and
stability [4]. The mismatch between generation and load is suppressed by the use of
ESS due to its energy storing capability. Overall, ESS helps in reliable operation of
the power system.

One of the major challenges for the isolated power system is to maintain its
stability. It arises due to the power imbalance between the generation and load.
Frequency deviation is one of the reasons which may affect the stability of the
system [5]. Active power discrepancy between the generation and demand results in
frequency fluctuation. This problem can be solved by using load frequency controller
(LFC) [6]. LFC stabilizes the system by minimizing frequency fluctuations. Usually,
PID controller is preferred for LFC due to its ease employment, low cost and least
computational time approach. But PID controller fails to control the frequency when
the system contains nonlinear elements [7]. Classical controllers are less efficient
toward LFC during heavy load perturbations. Recently, fuzzy-aided PID (FPID)
controllers are being used in a wide range. FPID is found to be more efficient toward
complex or higher order nonlinear system as compared to the conventional PID
controller. It is also verified that fuzzy-based controllers are more robust toward
dynamical changes in the system than the conventional controller [8]. Designing of
FPID controller basically depends upon the designer’s knowledge and experience. [9,
10] explains about the performance of fuzzy-aided PI and fuzzy-aided PID controller.

The objective of this paper is to control the frequency of an isolated microgrid
using a fuzzy-aided PID (FPID) controller. A popular optimization technique termed
as salp swarm algorithm (SSA) has been applied in this paper for tuning of PID and
FPID controllers for frequency control of proposed isolated system [11, 12].

2 Microgrid Modeling

A basic model of a microgrid consisting of SPV, WTG, BGTG, BDEG and BESS
is illustrated in Fig. 1. This model can be treated as a real-time power system. To
control the output of BGTG, BDEG and BESS, three FPID controllers are utilized
in this system. Each component of this microgrid is represented by a generalized
transfer function using different parameters. Table 1 represents all the parameters
and their respective values.
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Fig. 1 Microgrid model

Table 1 Different
parameters and their values

Parameter Value

SPV unit KSPV = 1, TSPV = 1.8 s

WTG unit KWTG = 1, TWTG = 0.3

BGTG unit XC = 0.6, YC = 1, bB = 0.05, TCR
= 0.01 s,
TBG = 0.23 s, KBT = 1, TBT =
0.2 s

BDEG unit KVA = 1, TVA = 0.05 s, KBE = 1,
TBE = 0.5 s

BESS unit KBESS = 1, TBESS = 0.1 s

droop constant R = 2.4

damping constant D = 0.012

equivalent inertia constant Meq = 0.2 s

A. Solar Photovoltaic

The SPV unit converts solar energy into electrical energy. It takes solar radiation as
its input and gives desired current and voltage as its output. The transfer function of
SPV unit is defined as

GSPV(s) = PSPV
ϕ

= KSPV

1+ sTSPV
(1)
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where PSPV is the SPV output power in pu, and φ is the input solar radiation in pu.

B. Wind Turbine Generator

WTG converts wind energy into electrical energy. A generalized transfer function
model of a WTG is represented as

GWTG(s) = PWTG

PW
= KWTG

1+ sTWTG
(2)

where PWTG is the WTG output power in pu, and PW is the wind turbine mechanical
power input in pu.

C. Biogas Turbine Generator

BGTG uses biogas as a fuel input for combustion engine, which develop mechanical
power to drive the generator turbine and produce electricity. It is used to supply
power during the unusual conditions. The transfer function of BGTG is defined as

GBGTG(s) =
(

1+ sXC

(1+ sYC)(1+ sbB)

)(
1+ sTCR
1+ sTBG

)
KWTG

1+ sTWTG
(3)

D. Biodiesel Engine Generator

BDEG is also used to supply power to the system to improve power system stability
and maintain system reliability and security. Unit setup is similar to BGTG, but
biodiesel is used here instead of biogas for operation of the combustion engine. The
transfer function of BDEG is expressed as

GBDEG(s) =
(

KVA

1+ sTVA

)
KBE

1+ sTBE
(4)

E. Battery Energy Storage System

BESS stores the surplus energy in the form of DC during light load hour and supplies
it to the system during peak load hour by using necessary power conversion system.
Prime purpose of using BESS is to maintain continuity of power flow in the system.
The transfer function of BESS is defined as

GBESS(s) = KBESS

1+ sTBESS
(5)

F. Power System Model

The equivalent generator dynamics transfer function representation of the overall
system is given by

Gsys(s) = � f

�Pe
= 1

Meqs + D
(6)
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where �f is the frequency deviation of the system in Hz, and �Pe is the net power
deviations of the microgrid in pu.

3 Controller Design

PID controller is employed with fuzzy logic to improve the performance of a conven-
tional controller in case of a complex, higher order nonlinear system. Four main
components of a fuzzy controller are: (1) the fuzzification interface, (2) the rule
base, (3) the decision-making logic and (4) the defuzzification interface. The design
of fuzzy control depends on the input/output scaling factors and tuning of controller
parameters [8, 10]. The standard design model of a fuzzy-based PID controller is
shown in Fig. 2.

The (3 × 3) rule base is reported in Table 2. Where e is the error input, and �e
is the error differential input to the fuzzy controller. NB, Z and PB are the fuzzy
linguistic variables, which represent negative big, zero and positive big, respectively.
Mamdani fuzzy interface is used for simulation purpose. Triangular membership
function as shown in Fig. 3 is used because of its popularity.

Fig. 2 Structure of PID controller

Table 2 Rule base for FPID e NB Z PB

�e

NB NB NB Z

Z NB Z PB

PB Z PB PB
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Fig. 3 Membership functions for FPID controller

4 Salp Swarm Algorithm

Salp swarm algorithm (SSA) is a recently proposed popular algorithm used for the
optimization purpose. It is basically inspired by the swarming behavior of salps
in oceans. It is used widely by the researchers due to its high efficiency in the
optimization field.

In case of single-objective optimization problem, only one objective function is
taken into consideration. Using SSA, this objective function is used to minimize or
maximize accordingly [11, 12]. The algorithm is based on the swarming behavior of
the salps. The foraging and navigatingmoving pattern of the salps helps them to reach
the target point. During the motion, salps divides themselves into two groups. The
leader always takes the first position and directs other salps. Follower salps follow
the leader accordingly. The coordinated action of leader and followers always aims
to achieve the target within search boundary [11].

5 Objective Function

Objective function can be any performance index like integral absolute error (IAE),
integral square error (ISE), integral time absolute error (ITAE) or integral time square
error (ITSE). SSA is used to optimize the controller parameters and to minimize the
objective function.Objective function is represented by J. ISEas anobjective function
and is defined as

J =
Tsim∫
0

|� f |2dt (7)
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where T sim is the simulation time, and �f is the frequency deviation of the system.
Similarly, IAE, ITAE and ITSE are also defined by their respective error function
and are used as the objective function one by one.

6 Result and Analysis

The microgrid shown in Fig. 1 is simulated using MATLAB/Simulink software
(version R2016a). SSA, which is used for tuning of controller parameters for optimal
operation of system, is executed in a.m file and exhibited in Simulink. For controller
parameters KP, K I and KD, the range is set as [0 1], and for Ke and K�e, the range
is set as [0.001 1]. The system is simulated for different operating conditions for
validation purpose. Different operating conditions that were taken into consideration
are listed below.

1. Availability of all sources (step variation of renewable sources and load)
2. Non-availability of solar energy
3. Non-availability of solar and wind energy
4. Non-availability of solar, wind and biogas
5. Availability of all sources (random variation of renewable sources and load).

The system is optimized using different performance indices with PID and FPID
controllers by considering condition 1. Indices values for respective controllers are
reported in Table 3.

Corresponding to performance index, ISE, Jmin for FPID (0.0441) controller is
found to be lower than the Jmin for PID (0.1009) controller. So, considering ISE
as the objective function, the respective optimized parameters of the PID and FPID
controller are listed in Table 4. For the rest of the conditions, the controller parameters
remain unchanged which reduce the computational burden on the system as well as
increase robustness of the system for operating under different conditions at constant
controller parameters. The total simulation time is fixed to 120 s for all the conditions.

Table 3 Performance Indices
values for respective
controllers

Performance index PID FPID

IAE 1.1710 0.9959

ISE 0.1009 0.0441

ITAE 42.0214 37.6147

ITSE 2.4028 1.8949
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Table 4 Controller parameters values

PID FPID

Controller parameter KP1 = 0.0461, K I1 = 0.2104, KD1
= 0.0343
KP2 = 0.3441, K I2 = 0.0007, KD2
= 0.5822
KP3 = 0.5507, K I3 = 0.9083, KD3
= 0.7808

K11 = 0.0030, K12 = 0.2839,
KP1 = 0.0218, K I1 = 0.0028, KD1
= 0.0927
K21 = 0.1901, K22 = 0.0438,
KP2 = 0.0680, K I2 = 0.0427, KD2
= 0.4292
K31 = 0.9988, K32 = 0.9260
KP3 = 1.0000, K I3 = 1.0000, KD3
= 0.0085

6.1 Condition 1

In this condition, step variation of wind and solar radiation are given as input to the
microgrid for a multi-step varied load. The steady state PV output power (PSPV) is
0.2 pu, and wind power output (PWTG) is 0.2 pu throughout the simulation period. So,
the total generation of SPV and WTG is 0.4 pu, which remain unchanged, and only
load demand (PdL) is subjected to different step values for different time interval as
shown in Fig. 4.

PdL is within a range of 0–0.4 pu throughout the simulation period. It can be seen
that generation by SPV and WTG is enough to meet the demand. But it can also be
observed that BGTG and BDEG are still supplying some power to themicrogrid. The
surplus generated power is getting stored in the BESS which can be utilized during
the peak hour. Three separate controllers are used for BESS, BGTG and BDEG to
control their output in order to minimize the generation-demand power mismatch.
Response of BESS, BGTG and BDEG is shown in Fig. 5. The frequency deviation
characteristics for condition 1 is given in Fig. 6. It is observed that fuzzy-aided PID
controller reduces the peak overshoot/undershootminimizing the frequency variation
more efficiently as compared to PID controller.

6.2 Condition 2

This is a common power system operating condition where SPV unit fails to generate
power due to absence of sun light either in night time or in cloudy weather condition.
The system is simulated with SPV = 0. Figure 7 shows superior performance with
reduced oscillations in frequency deviation with FPID controller as compared to PID
controller. Therefore, FPID controller with more number of controlling parameters
makes the system adaptive toward varied operating conditions.
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Fig. 4 Demand and RESs (step variation)

6.3 Condition 3

This is a condition when the major power supplier of a microgrid fails to supply.
The same system as in the condition 1 with the change SPV = 0 and WTG = 0 is
simulated for 120 s. Figure 8 shows the frequency deviation characteristic for the
same. FPID controller shows a satisfactory transient performance by lowering the
frequency fluctuations for this condition also. The FPID controller outperforms PID
controller both in transient as well as in the steady state conditions.

6.4 Condition 4

This condition arises when the BGTG fails to supply any power to the microgrid at
a crucial period when SPV and WTG are also not supplying any power. The same
system as in the condition 1 with the change SPV = 0, WTG = 0 and BGTG = 0
is simulated for 120 s. The frequency deviation characteristic for this is shown in
Fig. 9. FPID controller shows a satisfactory transient performance by lowering the
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Fig. 6 Frequency deviation characteristics for condition 1
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Fig. 7 Frequency deviation characteristics for condition 2

Fig. 8 Frequency deviation characteristics for condition 3

Fig. 9 Frequency deviation characteristic for condition 4

frequency fluctuations for this condition also. The FPID controller outperforms PID
controller both in transient as well as steady state conditions in this case also.

6.5 Condition 5

The system is validated with random variation of PSPV within a range of 0–0.2 pu,
PWTG within a range of 0.4–0.6 pu along with a randomly varied load (around 1 pu)
as shown in Fig. 10.

The frequency deviation characteristic for this condition is shown in Fig. 11. FPID
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controller shows a satisfactory transient performance by lowering the frequency
fluctuations for this condition also. The FPID controller performs better than the
PID controller for the whole transient and steady state period.

7 Conclusion

In this paper, an isolated microgrid consisting of SPV, WTG, BGTG, BDEG and
BESS is designed. The system is investigated for the different operating conditions
using both PID and FPID, and the parameters of PID and FPID are optimized by SSA
technique. For all the performance indices, the values are lower with FPID controller
as compared to PID controller. The FPID controller performs better in terms of all
the parameters, i.e., overshoot, undershoot, settling time and steady state error in
load frequency control as compared to the conventional PID controller.
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Chapter 46
Planning of Power Loss and Fuel Cost
Minimization by Deployment of DERs
Using Evolutionary Algorithm

Deblina Maity, Sumit Banerjee, and Chandan Kumar Chanda

Abstract In this paper, optimal sizing, type, and placement of distributed energy
resources have played very significant role for decrement of power loss and fuel cost
in distribution network. Suitable sizing and location of distributed energy resources
(DERs) are chosen by loss minimization using teacher–learner relationship algo-
rithm and cost minimization using pollination process algorithm (FPA). With proper
allocation of DERs, grid power loss is reduced. Economic load dispatch is optimal
power allocation satisfying load demandwhere cost is minimized. Heremicro-grid is
combination of three diesel generators (Dg) and twomicro-turbines (M t). The useful-
ness of the proposed idea has been experienced on a distribution network connected
radically (12.66 kV) containing thirty-three nodes.

Keywords Micro-grid · Distributed generator · Flower pollination · Global
pollination · Micro-turbine

Nomenclature

Poloss Total real power loss in the system
Qoloss Total reactive power loss in the system
Poi+1 Active power at i + 1 node
Qoi+1 Reactive power at i + 1 node
ReS Resistance of the network
XeS Reactance of the network
Vol Voltage of particular node
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Volmin Minimum limit of voltage
Volmax Maximum limit of voltage
XXmin

i Minimum level of operation region of particular generator
XXmax

i Maximum level of operation region of particular generator
Ci (XXi ) Objective function economic load dispatch problem
XXi Electricity energy generated by generators
Mm Number of existing operated generators
XXD System load driven by generators
XXL Losses in power plant
ppi Running cost of unit i.
qqi Semi fixed cost of unit i.
rri Fixed cost of unit i.
ddi ,eei Cost coefficients of particular unit due to valve point loading effect
PPDERmin Min active power limit of DERs
PPDERmax Max active power limit of DERs
QQDERmin Min reactive power range of DERs in distribution network
QQDERmax Max reactive power range of DERs in distribution network

1 Introduction

In recent electrical network, demand is increasing day by day. It is very difficult to
serve load demand satisfactorily using thermal generators in power station. Thus, the
fuel cost, active reactive power loss also will be increased. Being an electrical engi-
neer that should be our prime concern to reduce the losses and fuel cost. To overcome
this, several renewable energy resources are to be incorporated with grid due to their
less cost and injecting active power properties. There are several renewable energy
resources like diesel generators, micro-turbines, fuel cell, and wind farm. When
the thermal generators are inadequate to feed the load demand, then the distributed
energy resources (DERs) are disconnected with main grid and the group of DERs
is responsible of power generation for meeting load demand. The group of DERs is
called ‘micro-grid’.

For conventional economic load scheduling problem, the objective fuel cost func-
tion is represented by simple quadratic algebraic equation with linear nature which
can be solved using easy and simple iterative algorithm like lambda iterative algo-
rithm and gradient-oriented method [1]. But in lambda iteration method, incremental
fuel cost curve is needed for getting solution. Basically, this curve is linear, but in
practical view incremental fuel cost is fully nonlinear due to constraints like valve
point loading effect, ramp rate limit, etc. To overcome this problem, such method is
suitable which does not enforce any restriction on the nature of the cost curves.Wood
and Wollenberg presented [2] that suitable method, i.e., dynamic programming.
Holland presented [3] a mathematical model with linear and nonlinear constraints.
The model’s universality had been proposed and implemented on different era of
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sciences, i.e., economics, game theory, and soft computing techniques. David E
Goldberg proposed [4] genetic algorithm to get the solution in global optimization
problems. This algorithm had been executed on several test functions, and obtained
results are differentiated with results obtained other several challenging optimiza-
tion algorithms. Voudouris et. al proposed guided local search (GLS) [5] to solve
global and local minimized function. Solis and Wets proposed random search algo-
rithms (RSA) [6] to solve large optimization problems. Random search (RS) is one
type of numerical methods that do not need gradient of problem that is to be opti-
mized. Random search is implemented on that functions which are not continuous
or differentiable.

Norio et al. [7] investigated the random optimization method for minimiza-
tion method. This approach can be applied on engineering optimization problem
and then may be compared with other evolutionary algorithms. Mondal et al. [8]
proposed an artificial intelligence-based method a soft computing based on load
matching approach. An optimization algorithm based on Stochastic Hill climbing
is implemented for solution of several test functions. The solution of this algorithm
had been compared with existing algorithms. Lozano proposed [9] a real-coded
memetic algorithm produced by the genetic operators to solve optimization problem.
An important aspect of proposed memetic algorithm is that it adaptively assigns
different local search probabilities to individuals. Lourenc et al. [10] proposed itera-
tive search method to solve optimization problem for beginners. This approach had
been implemented on different benchmark functions.

Mladenovic and Hansen [11] proposed variable neighborhood search (VNS)
for solving combinatorial and global optimization problems. Those problems are
concerned about systematic change of neighborhood both within constraints to find a
local optimum. In [11], some basic schemes ofVNS are presentedwith its extensions.
Burke et al. [12] demonstrated that this tabu search method is reusable method, i.e.,
can provide solutions of acceptable quality with satisfying constraints. The proposed
method is competent of getting competitive solutionswith other existing evolutionary
algorithms for the problems.

Here distflow algorithm is used for calculation of voltages at all nodes and then
active and reactive power loss calculated. This theory is presented ‘Segment 2’.
Active and reactive power loss is minimized by placing DERs at proper location
with proper size using FPA algorithm, described in ‘Segment 3’. With obtained
proper size of DERs from FPA, again active and reactive power loss is calculated.
Segment 4 presents the obtained result using MATLAB program, and Segment 5
shows the concluding part of this paper.

2 Representation of Fitness Characteristics

The objective of DERs placement in the distribution system is to minimize the active
and reactive power loss of the system, subjected to operating constraints. In this
paper, firstly distributed energy resources are placed at proper location with optimal
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sizing at radial distribution network. For this size of DERs, active and reactive power
loss isminimized. Secondly, fuel cost should beminimized for proper sizing of DERs
in network. The prime concern of incorporations of DERs is to reduce active reactive
power loss and fuel cost.

The multi-objective function includes two main components including: total
active reactive power losses (TPL) and total fuel cost in distribution grid which
is represented in Eq. (1).

Min Ploss + Min Qloss + Min Fuel Cost (1)

2.1 Active and Reactive Power Loss (Size Selection of DERs)

Optimal operation of power system often considers minimization of active reactive
power loss asmain objective as themathematical equation below. Active and reactive
power loss is calculated by following Eq. (2) by distflow method.

Min Poloss = Po2i+1 + Qo2i+1

Vol2q
RS (2)

Min Qoloss = Po2i+1 + Qo2i+1

Vol2q
XS (3)

2.2 Fuel Cost (Economic Load Dispatch Problem)

The economic load dispatch presents minimization of fuel cost satisfying linear and
nonlinear constraints. The following objective function shown in Eq. (4) presents
minimization of fuel cost. {

Min.C =
M∑
i=1

Ci (XXi ) (4)

The fuel cost function of ith unit can be defined by

Ci (XXi ) = ppi X X2
i + qqi X Xi + rri (5)
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2.3 Constraints

There are various constraints where objective function has been subjected to. The
constraints are the following.

2.3.1 Voltage Constraint

The voltage magnitude at each bus must be maintained within its limits and is
expressed as

Volmin ≤ |Voli | ≤ Volmax (6)

2.3.2 Reactive Power Limit

The reactive power and active power of all bus will be within their limits. When
DERs are incorporated into grid, then reactive power will be updated.

PPDERmin ≤ PPDER ≤ PPDERMax (7)

QQDERmin ≤ QQDER ≤ QQDERMax (8)

2.3.3 Line Flow Limits

Line flow should be within limits. Congestion of micro-grid is undertaken.

Line flowpq ≤ Limits of line flow (9)

2.3.4 System Power Balance

The produced electrical power by generators is to be sum value of demand of load
and system losses.

N∑
i=1

XXi (t) = XXD(t) + XXL(t) (10)
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2.3.5 Limitations of Generator’s Operating Region

The electrical energy produced by generators should be within region of operating
limits.

XXmin
i ≤ XXi ≤ XXmax

i (11)

2.3.6 Nonlinear Effect of ELD

In ELD when load is increased, the rate of valve opening and closing is not linear.
Nonlinear cost function C is presented in Eq. (12).

C = min

(
N∑
i=1

Ci (XXi )

)

= min

(
N∑
i=1

ppi X X2
i + qqi X Xi + rri + ∣∣eei ∗ sin

{
f fi ∗ (

XXmin
i − XXi

)}∣∣)

(12)

Power flow problem is to be solved with distflow technique in radial network.

3 Pollination Algorithm for Getting Location and Sizing
of DERs

FPA optimization is based on pollination process of flowers. In simple way, popula-
tion FFi represents a flower or pollen gamete. There are two steps: one is ‘pollination
in global way’ and another one is ‘pollination in local way’.

• Pollination in global way:

In nature, insects carry pollen and they wing over long distance with carrying
pollen.HereGg represents fittest pollen or fittest solution in optimization problem.
The solution is updated using Eq. (13).

FFt+1
i = FFt

i + Ll
(
FFt

i − Gg
)

(13)

Ll is represented by Eq. (14).

L ≈
λ�(λ) sin

(
πλ

/
2

)
π

1

s1+λ
, s ≥ s0 ≥ 0 (14)
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• Pollination in local way:

Pollination is updated using Eq. (15).

FFt+1
i = FFt

i + ε
(
FFt

j − FFt
k

)
(15)

where FFt
j and FFt

k are pollens from different flowers in same species. ε is uniform
distribution in [0, 1].

4 Result and Discussion

The proposed algorithms have been tested on proposed IEEE 33 node system for
getting proper location and sizing of DERs for which active, reactive power loss, and
fuel cost will be minimized. IEEE system consisting 33 nodes has been taken from
[13], and single line diagram of it has been shown in Fig. 1. In this segment, there
are three sections.

Step 1: Firstly proper location with proper size of DERs is obtained using power
loss methodology.

Step 2: Economic fuel cost analysis is using FPA satisfying constraint of generator
limits and meeting load demand.

Step 3: Then active and reactive power loss is calculated by obtained sizing from
FPA. So the optimal sizing is obtained where active reactive power loss and fuel cost
are minimized.

Case 1: IEEE 33-Bus Distribution Network.

Fig. 1 Single line diagram
of 33-nodes radial
distribution network
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Table 1 Obtained optimal
sizing and location of DERs
using FPA

Proposed optimal
location of DERs

Optimal sizing of
DERs (kW)

Type of DERs

8 515 Diesel generator

13 300 Micro-turbine

20 200 Micro-turbine

24 300 Micro-turbine

25 1000 Diesel generator

30 1500 Diesel generator

Table 2 Active power loss of
the system without and with
placement of DERs in six
nodes, six nodes, i.e.,
micro-grid for 33-node
system [min power loss
methodology]

Without DGs With DERs (Refer to
Table 1 for details)

Active power loss
(kW)

203 79.8

Reactive Power Loss
(KVAR)

135 55.5

4.1 Selection of Location and Sizing of Distributed Energy
Resources Using Minimum Loss Methodology

For reducing active power loss and reactive power loss, proper sizing of distributed
energy resources (DER) is very necessary at proper location in distribution network.
Seven DERs are placed at optimal location with proper size where active and reactive
power loss will be minimized. 515 kW sized diesel generator, 300 kW sized micro-
turbine, 200 kW sized micro-turbine, 300 kW sized micro-turbine, 1000 kW sized
diesel generator, and 1500 kW sized diesel generator are connected at node 8, 13,
20, 24, 25, and 30, respectively. Table 1 shows obtained optimal location of DERs
using FPA in distribution network.

Sizing of DERs is required for performing ELD. Economic load dispatch is
performed on six DERs. Active and reactive power loss reductions are shown in
Table 2 for six DERs placement.

4.2 Economic Fuel Cost Analysis Using FPA

Flower pollination algorithmhas been applied on economic load dispatch in the above
micro-grid where cost will be minimized. The relevant data for ELD is described in
Table 3. Table 4 shows optimal power allocation of six DERs using FPA. Figure 2
shows convergence characteristics of FPA at 3715 kW load micro-grids.
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Table 3 DERs data—fuel consumption coefficients and operational limits

DER type PGi min(kW) PGi max(kW) ai
(
$/h

)
bi

(
$/h/MW

)
ci

(
$/h/MW2

)
515 kW (Dg) 103 515 5.115 52.36 31.68

300 kW (Mt) 80 300 0.009 8.5 220

200 kW (Mt) 40 200 2.035 60.28 44

300 kW (Mt) 80 300 0.009 8.5 220

1000 kW (Dg) 200 1000 0 84.8 0

1500 kW (Dg) 300 1500 0.3312 15.6 248.4

Table 4 Best power output
for six DERs case system
using FPA (PD = 3715 kW)

Unit Power Output (KW) FPA

P1(kW) 491.3

P2(kW) 300

P3(kW) 193.6

P4(kW) 300

P5(kW) 1000

P6(kW) 1430.1

Total generation cost ($/h) 2,253,000

Fig. 2 Convergence
characteristic of six DERs
case at 3715 kW micro-grid
using FPA
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4.3 Superiority of FPA with Minimum Loss Methodology

Active and reactive power loss is reduced for modified sizing of DERs obtained from
solution of ELD. Reductions of active and reactive power loss are shown in Table 5
from obtained size of DERs using FPA.
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Table 5 Active and reactive power loss of the system for obtained size of DERs from minimum
fuel cost methodology and FPA

Without DGs Size of DERs obtained
from minimum active
power loss methodology
(Refer to Table 1 for
details)

Size of DERs obtained
from minimum fuel cost
methodology FPA (Refer
to Table 1 for details)

Active power loss
(kW)

203 79.8 77.8

Reactive power loss
(KVAR)

135 55.5 54.1

Fuel cost ($/h) 2,337,900 2,253,000

5 Conclusion

The proposed algorithms, i.e., flower pollination algorithm, have been applied
successfully to solve load scheduling problem for getting minimum fuel cost and
power loss simultaneously. Here linear constraints like meeting load demand, gener-
ation of power within limits are considered. This proposed algorithm has capability
to achieve suitable best solution with satisfying constraints in less time. Fuel cost
obtained from algorithm proves its superiority property by comparing fuel cost
compared to power lossmethodology algorithm by avoiding premature solution. Due
to these supreme qualities, the biological distribution-based method can be applied
for unit commitment problem, reactive power dispatch in the near future.
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Chapter 47
Investigation on Stability of DC
Microgrid for Large-scale Electric
Vehicle Charging Station Deployment

S. Jithin and T. Rajeev

Abstract The recent trends and need for green and sustainable energy tendered
automobile industries to switch toward electric vehicles. DC fast charging stations
are required for long-distance driving and large vehicles such as buses, trucks. Inte-
gration of DC fast charging stations to the existing grid results in congestion and sta-
bility problems. These problems can be overcome by deploying small DC microgrid
clusters within the microgrid. This paper investigates the effect of massive electric
vehicle integration on the operating parameters of DC microgrids, as DC fast charg-
ing stations are a necessity. Bidirectional DC/DC buck-boost converters are used for
interfacing EVCS into DC microgrid. In addition to the droop controller, the con-
verter control also consists of PI-based voltage and current controllers. Performance
and stability analyses are evaluated through mathematical modeling and simulation
analysis for the microgrid test model. The DC microgrid provided competent results
with large-scale electric vehicle integration. The test results validate that the DC
microgrid is a viable solution for integrating electric vehicles considering stability.

Keywords Dc microgrid · Electric vehicle · Charging station

1 Introduction

The tremendous growth of green and sustainable energy has led to the deployment of
electric vehicles (EVs) in the transportation sector for reducing the adverse effects of
carbon emissions. With the immense impetus of EVs, EV charging stations (EVCS)
are the vital requisite. The EV operation can be in two modes: grid to vehicle (G2V)
and vehicle to grid (V2G). In G2V mode, EV acts as a load and consumes power
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from the grid. In V2G mode, the EV acts as a distributed energy resource (DER)
[7, 10]. Further, the EV charging stations can provide ancillary grid support such
as load leveling, load shifting, generation reserve, and frequency regulation. The
large-scale integration of EV charging stations and their effects on the grid have
become a hot topic [6]. The deployment of unplanned EVCS will deteriorate the
system performance by affecting the voltage and frequency profiles, power quality,
and reliability of the distribution network. There are enormous works of literatures,
discussing the impact of EV integration in the distribution network [1, 2, 9]. The
influence of EV charging load on a residential distribution network is investigated
in [8]. The total harmonic distortion (THD)-based analysis shows that the system
provided satisfactory results up to EV penetration of 25 %.
DC fast charging stations are required for long-distance driving and also for large
fleets such as bus, trucks. These charging stations require higher DC voltage for
reducing the charging time. The other benefits of higher DC charging voltage are
reduction in weight of the vehicle, reduction in motor size, more space for storage,
and improved power retention. Themain limitations for the high-voltageDCcharging
stations are the unavailability of high-voltage DC distribution, the requirement for
protective equipment, thicker insulation, and safety measures. Integration of DC fast
charging stations to the existing grid requires power converters for each charging
station. This creates congestion and stability problems in the utility grid. The adverse
effects on the grid due to the higher penetration of EVCS may be mitigated by
deploying small DCmicrogrid clusters within the power grid. A microgrid is defined
as a group of DERs, loads, and energy-storage systems (ESS) that operate locally
as a single controllable entity [3]. The microgrids operate in grid-connected mode
as well as in the islanded mode of operation. In extreme situations, islanding the
microgrid, the operational problems due to the higher penetration of EVCS in the
existing grid can be alleviated.

2 System Description and Mathematical Modeling

The DC microgrid architecture considered is shown in Fig. 1. The individual state-
space models of DC/DC converter, lines, and loads are developed to obtain the DC
microgrid model. Droop control method is employed for controlling the source. The
droop control technique is more suitable for EVs, as these loads are decentralized.
The elimination of communication, simple control, low cost, and plug-play features
overcomes the limitations of the droop controller for practical implementation. By
changing the droop characteristics, the power-sharing among the sources can be
prioritized. Steeper droop characteristic implies more power-sharing. In Fig. 1, the
loads connected through DC/DC converter represent the EVCS (at Nodes 646, 670,
and 692), and remaining are the normal loads.

Bidirectional DC/DC buck-boost converters are used for interfacing EVCS into
DC microgrid. In addition to the droop controller, the converter control also consists
of PI-based voltage and current controllers. DC bus voltage is controlled by voltage
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Fig. 1 DC microgrid architecture

controller, and the system stability is achieved through the actions of the inner current
controller. The schematic of DC/DC converter control is depicted in Fig. 2. The
average model of the buck-boost converter is used for EVCS modeling, and the
average model of the boost converter is used for source modeling. As the AC/DC
bidirectional converter is fast enough, the analysis is carried by assuming that the
system performance is not affected by its dynamics [5]. The state-space model of the
DER interfaced DC/DC converter is obtained based on Fig. 2. The detailed procedure
of deriving the state-space model has been addressed in [4]. The equations governing
the controller are (1)–(4).

V ∗
0 = mdc

(
ω f

s + ω f
v0i0 − Pdc

)
(1)

i∗l = (
V ∗
0 − V0

) (
kpv + kiv

s

)
(2)

V ∗
in = (

i∗l − il
) (

kpc + kic
s

)
(3)

V̇dc = 1

C
il − 1

RC
Vdc (4)
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Fig. 2 DC/DC converter controller

where il is the inductor current of lth converter, mdc is the droop gain, ω f is the low
pass filter cut-off frequency, and kpv , kiv , kpc, and kic are the PI gains of voltage and
current controller, respectively. The DC bus voltage is Vdc, and R, L, C represent
the parameters of the DC/DC converter. The final state-space model of the DC/DC
converter is represented in (5).

˙[
Δxconv

] = [
Aconv

] [
xconv

] + [
Bconv

] [
ΔVdc

]
(5)

where
[
xconv

] = [
Δil Δv0 ΔPdc Δψ Δγ

]T
represents the state vector and Aconv is

the state transition matrix of the DC/DC converter.
The models of lines and loads except EV are considered as a RL network. The

equation governing these models is obtained by applying KVL and KCL equations.
Assume, a line is connected between i th and j th bus. The corresponding line equa-
tions are,

dilinei j
dt

= 1

L linei
(Vbusi − Vbus j ) − Rlinei

L linei
ilinei j (6)

For the load connected to i th bus,

diloadi
dt

= 1

L loadi
(Vbusi ) − Rloadi

L loadi
iloadi (7)

The EV load model is assumed to be equivalent to a first-order battery state-space
model. This is a reasonable assumption as it does not violate the characteristics of
EV as a load for the analysis. The EV battery model is shown in Fig. 3. The equations
governing EV load are given in (8)–(11)

Vbusi = Vbat + Ri iib + Vcb (8)

V̇cb = Vcb

RcbCcb
+ iib

Ccb
(9)
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Fig. 3 EV battery model

˙SoC = iib
36Q

(10)

Vbat = f (SoC) (11)

where Rcb and Ccb are the charging resistance and charging capacitance of the EV
battery, respectively, Q is the rated ampere-hour capacity of the battery, and Vbat is
the rated EV voltage. The complete state-space model of the EV battery is given as,

˙[
SoC
Vcb

]
=

[
0 0
1 1

RcbCcb

] [
SoC
Vcb

]
+

[
1

36Q
1
Ccb

]
iib (12)

The final state-space model of the DC microgrid by combining the individual state-
space models is given in (13).

˙⎡
⎣Δxconv

Δiline
Δiload

⎤
⎦ = [

ADC
] ⎡
⎣Δxconv

Δiline
Δiload

⎤
⎦ + [

BDC
] [
Vdc

]
(13)

3 Small Signal Stability Analysis

Small signal stability analysis of DC microgrid is determined using eigenvalue con-
cept. The state transition matrix gives the eigenvalues of the system. For a system
to be stable, all eigenvalues must lie on the left half of s-plane. It helps to iden-
tify different frequency components in the system. The stability analysis can be
further investigated by changing the values of droop gain, proportional gain, and
integral gain of the different controllers in the microgrid to determine the stability
margins. The eigenvalue plot of the microgrids with normal operating parameters
is shown in Fig. 4. The system is stable under normal operating condition as all the
eigenvalues are on the left half of s-plane. The small signal analysis shows that the
low-frequency components of eigenvalues are more susceptible to the changes in
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Fig. 4 Eigenvalue plot of DC microgrid

droop gain, whereas middle-frequency components are prone to the changes in the
gains of voltage and current controllers.

Power ratings DC fast charging stations are 10, 15, 30, 50 kW or even higher
capacity as per Bharat EV specifications. The Mahindra e20 (11–16kWh Li-ion
battery), Hyundai Kona (39.2 kWh Li-ion battery), and Nissan Leaf (40 kWh Li-ion
battery) are some of the EVs employing fast DC charger. It is necessary to evaluate
the performance and stability of the microgrid with these EV integrations. The effect
of the charging station is analyzed by changing the rated ampere-hour capacity of the
battery from the developed mathematical model. The changes in the EVCS capacity
affect both middle-frequency and high-frequency components of the system. In this
paper, only the variation of EVCS penetration on the microgrid is depicted. The
variation of eigenvalues with change in ampere-hour capacity is plotted in Fig. 5.
From the analysis, it is found that DC microgrid operates satisfactorily up to 70%
EV penetration. The mathematical model-based stability analysis demonstrates that
DC microgrid is pertinent for large-scale EVCS integration. The effectiveness of
integrating EVCS is further investigated from the simulation experiment.

4 Simulation Experiment and Results

DC microgrid with 100 kW rated capacity is simulated using MATLAB/Simulink
software to analyze the effects of EVCS. The impact of EV deployment is assessed
by switching three EVCS with a rated capacity of 15 kW each, at a time difference
of 0.5 s. The worst-case scenario of simultaneous switching is also investigated. The
simulation parameters are given in Table1.

The voltage variation waveforms for switching with a delay and simultaneous
switching for 50% loading are shown in Figs. 6 and 7. It is evident that the DC
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Fig. 5 Eigenvalue variation with EV penetration

Table 1 Simulation parameters

Parameter Value

Nominal DC voltage 1000V

Rated microgrid capacity 100 kW

EVCS capacity 15 kW

PV capacity 50 kW

Switching frequency 5 kHz

Cut-off frequency 5Hz

Voltage controller proportional gain 2.8

Voltage controller integral gain 1

Current controller proportional gain 0.0012

Current controller integral gain 1

Droop coefficient 0.002

bus voltage fluctuations are less. The voltage drops to 0.92 pu when the EVCS are
switched simultaneously, which is within the tolerance limit.

When the load due to EVCS exceeds the rated capacity of DCmicrogrid, power is
imported from the AC grid through AC/DC converter. This scenario is also evaluated
in this paper, even though it is a rare condition. When microgrid operates with 75%
load and three EVCS are switched, load exceeds total microgrid capacity. The power
exchange through AC/DC converter under this scenario is plotted in Fig. 8. The DC
microgrid alone provides power when two EVCS are in operation. When the third
EVCS is switched, power is imported from AC grid.

For ensuring the performance the controller, simulations are conducted under
varying load conditions. For analysis, initial load conditions are chosen as 25, 50,
and 75% of rated capacity. Then, EVCS switching is evaluated under these scenarios.
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Fig. 6 Voltage variation with delayed switching of EVCS

Fig. 7 Voltage variation with simultaneous switching of EVCS

Fig. 8 Power exchange through AC/DC converter

Under 75% initial load setting, the observed voltage variations are 4.5, 7, and 8%with
first, second, and third EVCS switching, respectively. Then, 8.4% voltage variation
is observed with simultaneous EVCS switching. The performance of the microgrid
for different loading conditions is summarized in Table2. The voltage variations are
within the specified limits as per IEEE 1547 standards even with an extreme case of
switching. From the results, it is evident that DC microgrid is an effective solution
for large-scale EV integration.

Real-time experimental analysis using OPAL-RT is carried out further to verify
the effectiveness of the controller. RT-LAB software serves as the interface between
the OPAL-RT target platform and the MATLAB/Simulink test model. For execution
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Table 2 EVCS switching in DC microgrid

Initial Loading with EVCS Voltage variation Simultaneous
switching

loading (%) (%) (%) voltage variation (%)

40 0.2

25 55 0.3 0.5

70 0.5

65 3

50 80 4 8

95 4.8

90 4.5

75 105 7 8.4

120 8

(a) Power exchange through AC/DC
converter

(b) Per unit DC bus voltage

Fig. 9 Real-time experimental waveforms

of simulink model in OPAL-RT, the model is divided into two subsystems: master
and console. The DCmicrogrid and controllers are placed in the master. The console
consists of displays and changeable control parameters that are accessed during
real-time simulation. After model loading and real-time data receiving, real-time
waveforms are captured in the digital storage oscilloscope (DSO) through the analog
out of OPAL-RT. The real-time waveforms of power exchange through the AC/DC
converter and the DC bus voltage are shown in Fig. 9. The real-time analysis also
proves the effectiveness of the proposed controller for large-scale EV integration in
DC microgrid.
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5 Conclusion

The stability analysis and performance evaluation of aDCmicrogridwith the deploy-
ment of EV charging stations are presented in this paper. The performance of the
microgrid is evaluated through mathematical modeling and simulation analysis. The
mathematical analysis shows that the DC microgrid is stable up to 70% EVCS inte-
gration, whereas the distribution grid provided satisfactory results up to 25%. The
simulation results and real-time experimental results reveal that DC bus voltage vari-
ations are within the specified limits as per IEEE 1547. The simulation experiment
results agree with the theoretical stability margin limit. From the results, it is evident
that DC microgrid is a viable solution for the deployment of large-scale EVCS.
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Chapter 48
Designing of DC Microgrid with Fast
Charging Converter and Control
for Solar PV, Fuel Cell
and Battery-Integrated Charging Station

Dheeraj Kumar Dhaked, Mayank Singh, and Dinesh Birla

Abstract Sustainable and environment-friendly transportation is need of the hour,
and electrical vehicles (EV) are the only option for that. Slow charging time, lesser
charging stations and grid instability are major cause for slow growth rate of EV. This
charging station aims to reduce the dependency on grid during peak load time, and it
will also be helpful where the grid power is not available. This paper has employed
a high gain, fast charging DC/DC converter with controller for charging station
of EV which contains solar PV, fuel cells (FC) and battery energy storage system
(BESS). The converter and its controllers performance are validated with different
renewable sources usingMATLAB/Simulink tool, and the results for battery charging
are presented along with dynamic response. The observed results are satisfactory for
validation which gives higher charging current that led to less charging time.

Keywords Microgrid · Electrical vehicle · Fast charging · T-source converter ·
Battery charging

1 Introduction

Nowadays, EVs are continuously increasing at higher rate for daily transportation
purposes. According to the estimates and predictions, more than 125 million EVs
will be on road by the year 2030 [1]. Lithium-ion (Li-ion) battery is the core of
these innovative vehicles where it stores the energy [2]. Numerous aspects have
worked to increase the penetration of renewable sources with EV charging. These
aspects are greenhouse gases consequences on environment, continuously reducing
PV module prices, rapid technical advancement in EVs [3]. Fuel cell (FC) and solar
PV are the outmost capable renewable energy power producing mechanisms. FC has
sluggish response and reaction that shall be compensated with super-capacitor bank
or battery storage system [4]. Out of various renewable energy sources, FC has been
attracting power source for engineers because of its cleanliness, high efficiency and
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profitable power source to consumers. The output of FC is DC in nature which can
also be directly connected to the solar PV output, and it shall work as backup when
standalone microgrid loads are considered [5, 6].

A microgrid system can be defined as an autonomous energy grid which shall
operate independently or in parallel with conventional grid. Nowadays, the use of
renewable energy resources (RER) integratedwithmicrogrid is used across theworld.
In microgrid system, BESS is used as key component for stabilizing the voltage fluc-
tuation. Mainly Li-on battery is used as storage system, but the lifetime of the Li-on
battery is small for stable operation. Thus, to achieve long lifetime operation, a system
for charging and discharging a battery is required [7–10]. The major obstruction in
moving towards EV is time of recharge, battery size, instability of grid during peak
load and inefficient power conversion. The above obstruction can be overcome by use
of a system which has less dependency on the grid such as hybrid charging station.
Therefore, more research is in practice by researcher and design engineer in the field
of RERs connected EV charging system (EVCS) with a battery backup [11, 12]. The
modelling of the battery can be classified into three major types. The first type is
electrochemical modelling, and it gives high accuracy, but it is difficult to apply. The
second type is mathematical modelling, and it can be applied in limited condition.
The third and most common type is electrical modelling, and it is mainly used for
implementing a battery in a charging system [13, 14].

There are two types of architecture used for charging stations, the first is AC
architecture in which AC bus is used, and second is DC architecture in which DC
bus is used [15, 16]. The general structure of DC bus architecture is represented in
Fig. 1. In this architecture, energy sources are connected at one side of DC bus with
the help of DC-DC converter, and another side of loads/charging EV is connected
along with DC-DC converter. The converter used in the architecture is bidirectional
DC-DC converters. Since last years, academicians and researchers have worked
for EV charging methods, architectures and optimizations. Solar PV-based charging
method is used for charging stations in [17–19]. Vehicle to gridmethodwas proposed
in [20] to sell energy back to grid, and same type of arrangement is described in [21]
to inject excess energy to the grid. Paper [22] claims fast functioning outcomes
and appropriate application at lower temperature, and reported FC is suitable for
backup power with PV source. The architecture of fuel cell can be understood from
paper [20]. The operation, control and performance of PV-FC hybrid system are
demonstrated in [23]. A comparative study of AC and DC microgrid concept was
reported in [24]. It is concluded thatDC ismore beneficiary because of safe operation,
less power electronics (PE) conversion stages, no issues of reactive power control
and high energy efficiency. PV-based energy management algorithm-based system
is developed in [24]. The design of AC microgrid system also has some issues in
synchronization along with frequency handling.

Various converters have already been reported in literature for charging purposes
in different architectures, i.e. Z-source converter, multilevel converters [25], single
stage bidirectional DC-DC Z-source inverter [26], quasi Z-source bidirectional DC-
DC converter [27] and grid tied neutral point clamped [25]. A paper has also reported
T-source inverter for solar PV grid tied system [28] that can boost and buck the
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Fig. 1 Microgrid architecture for charging station

voltage according to required level with low output voltage ripple and input voltage
along with easy control. A parallel three-level DC-DC converter with an integrated
inductor was introduced for EV charging in [29, 30], but it has higher ripples due to
high number of switching components, and three-phase hybrid boost converter was
employed in [31] for same application that had less switching losses.

Above-mentioned converter had the drawbacks of slow dynamic response,
reduced voltage gain because of discontinuous mode of operation, high number
of elements that reducing reliability and increasing the switching losses, unable for
bidirectional power flow, etc. Hence, the T-source inverter was employed that has
less number of switches and conversion stages, fast dynamic response and high gain
that motivated authors to work on this topology for EV charging. Various controlling
schemes has also employed for control of converters in literature which are as; phase
locked loop (PLL) based soft switching technique [32], phase disposition pulse width
modulation (PD-PWM) [33], sliding mode control [34], SVPWM PI controller [35,
36] and a cascade two PI controller were used in residential buildings EV charging
station [37] that had sluggish dynamic response and resulted in slow charging. Here-
after, getting these above-mentioned controllers, it was concluded that PI controller
can filter noise and gives zero steady state error that mainly used in bidirectional
control. This paper has also employed modified double PI controller for bidirec-
tional T-source converter (TSC). TSC provides galvanic isolation for converter and
loads that enhances voltage stability and power quality, and closed loop control gives
lesser current ripples and current THD and gives high voltage gain with double PI
controller.
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2 Microgrid Arrangement

Fig. 1 shows that battery, solar PV and FC are used as source and TSC is used as
DC/DC converter for getting the desired DC voltage level of grid. It has also used
T-source bidirectional converter for charging and discharging purposes of EV and
buffer battery (Fig. 2).

2.1 T-Source Converter

The TSC is a bidirectional DC-DC converter. The circuit of TSC is designed by
combination of T-network, LC filter and switch. The T-network is formed by
connecting two inductors (L1 and L2) which are mutually coupled and a capac-
itor in T-shape [38]. This converter is able to provide chosen DC voltage without any
dependency on source voltage changes as in solar PV output changes due to weather
conditions. The circuit diagram of the TSC is shown in Fig. 3. Depending on the
switching condition, TSC is operated in two modes. The first mode of operation is

Fig. 2 T-source DC-DC converter circuit diagram
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Fig. 3 TSC working modes. a NST mode, b ST mode
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Fig. 4 Switching scheme
for TSC

non shoot through (NST), while second is shoot through (ST), and the circuit diagram
during these modes is shown in Fig. 4a, b, respectively.

During NST mode of operation, the switch S1 is on, while switch S2 is off. In this
duration, energy is transferred from source side to load side, and output voltage varies
according to switch (S1) duty ratio. Further, inductor of output side is energized, and
input current charges the input capacitor. In ST mode, switch S1 and switch S2 both
are in on state. During this duration, charge stored in capacitor C1 and capacitor C2

is transferred to inductor L2 and inductor L3, respectively.
The switching scheme forTSC is shown inFig. 5,which is obtained fromdoublePI

control scheme. In double PI control scheme, both current and voltage are controlled,
and hence, it contains very less ripples in output.Here,GS1 is gate pulse for the switch
S1, GS2 is gate pulse for the switch S2, and ST is the shoot-through pulse signal. The
duration for which the shoot-through pulse is low is the NST duration, and duration
for which it is high is ST duration. The ST duration is the duration for which both
the pulse signal GS1 and GS2 are high.

The voltage across capacitors and inductors (assuming both inductor identical) is
given in Eqs. (1) and (2), respectively. The voltage across capacitor and inductors is
given as

VC = VC1 = VC2 (1)

Fig. 5 Double PI control algorithm for T-source DC/DC converter
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VL = VL1 = VL2 (2)

During NST mode,

VL1 = VS − VC1 (3)

Vd = VC1 − VL2 = 2VC1 − VS (4)

During ST mode, inductor voltage (VL) and S2 voltage (V d) are as

Vd = 0 (5)

VL2 = VC1 (6)

The switching time over a period is summation of the switching time of NST and
ST time and given as shown in Eq. (7).

T = Tnst + Tst (7)

By equating inductor voltage to zero over one cycle of period, the capacitor voltage
is calculated and given by Eq. (8).

VC1 =
(

Tnst
Tnst − Tst

)
VS =

(
1 − D

1 − 2D

)
VS (8)

Vom = 1

T

T∫
0
Vd(t)dt = Tst .0 + Tnst (2VCZ − VS)

T
(9)

The relation between duty ratio and output voltage is given by Eq. (10)

VoD =
(

Tnst
Tnst − Tst

)
VS =

(
1 − nD

1 − D(n + 1)

)
VS (10)

where D = TS/T is the shoot-through duty cycle ratio of converter.

2.2 Solar PV and Fuel Cell

The solar PV array is considered the most essential and prerequisite sustainable
resource due to its free and abundant availability in the atmosphere. The solar power
in the model mainly depends upon irradiance and ambient temperature. Solar cell
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radiation is measured by air mass, incident angle and radiation to measure cell power
(S) given in Eq. 11 below:

The cell power is calculated by the help of Eq. (11)

S = M(GbRb(τα)b) + Gd(τα)d
1 + cosβ

2
+ Gpg(τα)g

1 + cosβ

2
(11)

Temperature and irradiance are two major factors on which solar power depends
as given in Eq. (12).

Tmod = Tair + KTG (12)

Equation (13) gives the efficiency of cell

ηcell = Imax ∗ Vmax

Pin
(13)

The power output is given in Eq. (14) which is a function of temperature.

P = P(S, Tmod) (14)

Equation (15) gives the cell output power in kWh.

P = Ppeak ∗ S

1000
(15)

FC is an electromechanical conversion device, in which electrical energy is
produced from chemical energy with water and heat as by-products using H2 energy.
In existing research, proton exchange membrane fuel cell (PEMFC) is used due to
its low-temperature operation suitability and quick response. The output voltage and
power of fuel cell are calculated by the help of the Eqs. (16) and (17), respectively.

VFC = E − Vact − V� − Vcon (16)

PFC = N ∗ VFC ∗ IFC (17)

The efficiency of fuel cell is given by Eq. (18)

ηFC = PFC
MH2HHVH2

(18)

Here, MH2 is flow rate of fuel, and PFC, IFC and VFC are FC power output and
voltage. Nearly, a FC can yield 0.6–0.75 V, and the power and voltage level can
fluctuate from 2 kW to 50 MW and a couple of volts to 10 kV [21], individually
relying upon the connections and picked arrangements plan.
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3 Simulation Model

The DC microgrid model was designed on MATLAB Simulink tool which has used
solar PV, battery and FC as source along with TSC for connecting them to DC link
of microgrid. The load or EV for charging was also connected to the DC link with
bidirectional TSC. The double PI control scheme was designed for making it closed
loop control with voltage and current of battery being charged. The outer voltage
control loop regulates the voltage, and the inner loop ensures a ripple free charging
current as shown in Fig. 6. Specification for TSC converter is given in Table 1. The
batterywas chargedwith each power source at different time, and once all the sources
were used for charging the battery. The DC link voltage for microgrid was 48 V, and
it is easy to connect each source with DC/DC converter with DC link. Battery used
has the energy capacity of 100Ah with 48 V.

(a) 
(b) 

(c) 

Fig. 6 SOC variation of battery during charge (a) with SPV (b) with FC (c) with DC source

Table 1 Specifications of
TSC converter

TSC component Specification

Switching frequency 2 kHz

Input voltage 200 V

Coupled inductor ratio 1:n

Inductor L1 and L2 5 mH

Capacitor C1 300 µF

Capacitor Co 220 µF
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(a) (b) 

(c) 

Fig. 7 Current of battery during charge (a) with SPV (b) with FC (c) with DC source

4 Result Analysis

The suggested architecture is designed according to Table 1 with different source
of energy. Different sources connected to the battery along with TSC converter are
discussed here, and charging performance is analysed in this section. The results
obtained for state of charge (SOC) of the battery are represented in Fig. 7 in which
Fig. 7a shows the result of battery with SPV source as an input, Fig. 7b shows the
result of battery with FC as an input source and Fig. 7c shows the result of battery
with DC source as an input. It is observed that battery is charged 0.007% (63.831–
63.838%) in duration of 0.5 s (1.5–2.0) when connected with SPV source and is
charged 0.005% (63.824–63.829%) in duration of 0.5 s (1.5–2.0) when connected
with FC as an input source and charged 0.014% (63.851–63.856%) in duration of
0.5 s (1.5–2.0).

The result obtained for current flowing through battery is represented in Fig. 7
in which Fig. 7a shows the result when SPV is connected as input source and the
current flowing is 106.9 A, Fig. 7b shows the result when FC is connected as input
source and current flowing is 107.5 A, and Fig. 7c shows the result when DC source
is connected as input source and current flowing is 106.7 A.

The result obtained for voltage of battery is represented in Fig. 8 in which Fig. 8a
shows the result when SPV is connected as input source and the voltage is 52.47 V,
Fig. 8b shows the result when FC is connected as input source and the voltage is
52.28 V, and Fig. 8c shows the result when DC source is connected as an input source
and the voltage is 53.19 V.

5 Dynamic Response

The nature of renewable sources and load of the charging structure is variable as the
charging vehicles at charging station possess connected/disconnected every time.
Hence, it is important to find out the dynamic load checking of this converter. The
TSC charging current is around 7–8% higher than conventional buck converter, when
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(a) (b) 

(c) 

Fig. 8 Voltage of battery during charge (a) with SPV (b) with FC (c) with DC source

checked by comparing as shown in Fig. 9b. Higher gain offered due to impedance
network of TSC is the reason behind higher charging current. The charging time
reduces with TSC converter integrated charging arrangement as compared to other
topologies as given in Table 2.

Figure 9a depicts the TSC charging voltage which is marginally greater than
conventional buck converter with less ripples. Switching stress on TSC converter
will reduce comparatively by this approach. Charging voltage and current are shown
in Fig. 9a, b, and step change response in irradiance from 800 to 600 w/m2 for buck
and TSC is shown in Fig. 9c. The response time for TSC converter is around 50 ms,
while buck converter has 250 ms which is five times higher. Figure 9c shows that at

(a) (b) 

(c) 

Fig. 9 Dynamic response of TSC. a Charging voltage. b Charging current. c Step change in solar
irradiance
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Table 2 TSC converter comparison with other DC-DC converter topologies

Parameter Conventional
buck converter

Interleaved boost
converter

Z-source DC-DC
converter

T-Source DC-DC
converter

Gain Very low Maximum High Very high

Input current
THD (%)

8.3 7.2 5.8 3.4

Current ripple
(%)

12.5 12.5 <2.5 <2.5

Rise time (%) 1.02 1.08 2.02 1.05

Overshoot High Very high Low Very low

Charging time Charging time is
high due to low
gain property

Charging time is
very high

medium Charging time is
low due to high
current gain

0.42 s during step change of solar irradiance the response goes for smooth transition
for both converters, but it is comparatively less in response of TSC.

6 Conclusion

Fast charging stations are the need of hour for increasing EV on the roads, and TSC
converter has been found that it is an ideal converter with double PI controller for
charging the EV. This converter provides constant current and voltage for battery
charging with low THD, reduced number of switches, less ripple, high gain and fast
charging. The designedDCmicrogrid is also helpful for the charging purposes where
the grid availability is not available/possible. DC microgrid with RERs is designed
and simulated forEVchargingpurpose atMATLABSimulinkplatform.The charging
SOC results with different source of supplies show that the results are satisfactory.
The dynamic response is also presented in the study for better understanding, and
the fast charging is claimed on the basis of higher charging current, so it will take
less time to charge battery than conventional buck converter.
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Chapter 49
Location Estimation of Grid Electric
Vehicle Aggregator in the Grid System
Using Optimization Technique

Pravat Kumar Ray, Pratap Sekhar Puhan, and Premananda Sahoo

Abstract Grid electric vehicles are the future alternatives of diesel and petroleum
vehicle. They are connected to the grid through the arrangement of aggregator. Selec-
tion of suitable location for aggregator to the grid where vehicle should be connected
is one of the important researches in this area. This paper addresses three optimiza-
tion algorithms such as genetic algorithm (GA), artificial bee colony (ABC) and
particle swarm optimization (PSO) to determine the location of the aggregator to
the grid where the electric vehicle should be connected so that power loss will be
minimum and compare the outcome obtained from all these three methods individ-
ually. Estimation of the actual location is analysed by the iterations followed by all
the optimization algorithm, and finally, a comparative analysis is presented between
these three optimization techniques, and the superiority of the PSO in comparison
with the GA and ABC is analysed and proved.

Keywords GEV · V2G · GA · ABC · PSO

1 Introduction

With constantly expanding worries on natural issues and clean energy, the elec-
tric vehicle has pulled in increasingly more regard for industries, governments and
customers. In the previous years, EV advances optimizing on various EVS segments
like batteries, power devices, drive frameworks, on-board renewable energies and
electric machines [1–3]. Due to the recent development in the smart grid, an electric
vehicle can play a vital role by transferring energy back to the grid known as vehicle
to grid at peak hours when the energy demand is more than the energy production.
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Moreover, the bidirectional charger has a DC link capacitor which can provide reac-
tive power support to the grid [4–7] So, basically, during charging time, the grid
electric vehicle is getting charged by the grid, and during the discharging period,
the electric vehicle is providing energy back to the grid. Renewable energy power
sources have high effectiveness from source to end-users compare to conventional
[7–11], and there is a possibility that when energy production by renewable sources
is maximum and demand is minimum, so storing that energy is also essential. At this
moment, electric vehicle plays a vital role to keep that additional energy. There is
another possibility that when energy production by the renewable source is minimum
and demand is maximum at this moment, electric vehicles should act as V2G mode
[12] where it can provide energy back to the grid by getting some extra incentive by
every electric vehicle user.

Renewable-based solar and wind inputs are not constant throughout the day, and
it can affect the active power, reactive power, frequency and voltage of the grid
[8, 12]. Furthermore, in suburban areas where small-scale renewable resources are
integrated, this compensation becomes more difficult. A single GEV is an excellent
candidate for power compensation in the home grid [7, 8]. GEVs are also a viable
option for supporting community-grid operations [9, 11, 12]. EV growth results the
construction of an increasing number of charging stations in the near future. An
increase in the number of EVs causes more strain on power systems, compromising
the supply’s stability and safety. The impact of EV charging and discharging on
power systems has been established in studies [12].

This paper is organized as follows, Sect. 2 of the paper presents location of GEV
aggregation, and Sect. 3 presents power quality issues in the grid and discusses the
different optimization technique; Sect. 4 and 5 present the result discussion and
conclusions, respectively.

2 Location of GEV Aggregation

The energy capacity of a single GEV is small, and controlling a single electric vehicle
for grid operation will not affect the grid to a large extent. But if they are clustered
together, their energy content will be added up, which can affect the grid power [11].
The fitness function of the aggregator’s optimum position by considering minimum
power loss is as follows (Fig. 1):

Fitt = min
n∑

i=0

(
P2
i + Q2

I

v2
i

)
∗ ri+1 (1)

According to this fitness function, the actual objective function will be evaluated
by minimizing the total power loss of the system. An aggregator

(
Pagg

)
and load

(PL) are connected at bus i + 1, and a unit circuit to measure power loss between
buses i and bus i + 1 is shown in Fig. 2.
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Fig. 1 GEV aggregation for
the V2G system

Fig. 2 Unit circuit of power
flow between two bus

PLoss,i,i+1 = Pi − Qi+1 =
(
P2
i + Q2

i

V 2
i

)
∗ ri+1 (2)

Pi − PL ,i+1 −
(
P2
i + Q2

I

V 2
i

)
∗ ri+1 − Pi+1 + WpPagg.i+1 − Pi+1 = 0 (3)

Qi − QL ,i+1,−
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i

v2
i

)
∗ xi+1 − Qi+1 + WQQagg,i+1 − Qi+1 = 0 (4)

V 2
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|Vmin| ≤ |Vi | ≤ Vmax (6)

SOC′
x .max ≤ SOCmax

SOC′
x min ≥ SOCmin

0 ≤ Cc,x ≤ (
SOC′

x,max0SOCx
)
Cx

0 ≤ Cd,x ≤ (
SOCx − SOC′

x,min

)
Cx (7)
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The following are summarized considering the parameters and practical consid-
erations in terms of GEV aggregation: where Eq. (2) shows the power loss between
bus i and bus i + 1, Eqs. (3)–(5) at bus i, and (6) and (7) upper limit and lower limit
of the bus voltage, the available discharging and charging capacities. The charging
and discharging state of GEV is expressed as follows:

Cout = TCd + TCc

=
k∑

x=1

UxϕxCdx +
l∑

x=k+1

ϕx
(
SOC1

x,max

)
Cx −

l∑

x=k+1

ϕx
(
SOCl

x,max − SOCx
)
Cx

k ≤ l ≤ m (8)

fcd = cout
|Tcd | + |TCc| = TCd + TCc

|TCd | + |TCc| (9)

fcd > 0, discharging

fcd = 0, Isolated

fcd < 0, charging

(10)

Figure 3 shows the flowchart to be followed to get the actual location of GEV
aggregation in the grid system, and fcd fcd determines the charging–discharging
feature of an aggregation system.

3 Proposed Optimization Technique

In this work, three optimization techniques are used to identify the suitable location
of the grid for electric vehicle charging.

Figure 4 shows that the values of input parameters for which the best optimum
output can be determined to form the basis of the optimization process.

3.1 Genetic Algorithm

In this work, initialization of the parameter is carried out with upper and lower
bounds. Then in each iteration, three steps such as tournament selection, crossing
over, mutation to be followed to find out the optimal value of the function and the
corresponding parameter value for which the function is providing the optimal value
(Fig. 5).

The flowchart of the proposed genetic algorithm implementation is shown in
Figs. 6 and 7 which shows that genes from location 8–12 of parent string1 got
exchanged with location 8–12 of parent string 2. The crossover site will be selected
randomly (Fig. 8).
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M = {(2u)
1

C+1 , I f u ≤ 0.5
(

1

2(1 − u)

) 1
C+1

, otherwise
(11)

where C is the probability distribution means for crossover.
Offspring is generated as

O1 = [(1 + M)X1 + (1 − M)X2], (12)

Fig. 3 Flowchart of optimal sizing of GEV aggregation

Fig. 4 Optimization process
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Fig. 5 Basic overview of fundamental of genetic algorithm

Fig. 6 Different stages of the genetic algorithm

Fig 7 Crossing over process
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Fig 8 Mutation process

O2 = [(1 − M)X1 + (1 + M)X2] (13)

where X1 parent 1 and is X2 is parent 2, O1 is offspring 1, and O2 is offspring 2

d = {(2r) 1
v+1 , I f r ≤ 0

(1 − [2(1 − r)])
1

v+11 otherwise
(14)

where v is the probability distribution means for mutation, offspring is generated as

Y = O + (up − lb)d (15)

where Y is offspring generated after mutation, O is the offspring after crossover, ub
is upper bound, lb is lower bound.

3.2 PSO Algorithm

It is a population-based optimization method influenced by a flock of birds and many
fish searching for their food in a unique direction. PSO takes what it learns from the
example and applies it to optimization problems [8, 9].

Figure 9 shows the pictorial view of particle swarm optimizationwhere the red dot
indicates the particle position at different iteration. The performance of the algorithm
and the process of updating the parameter are presented in mathematical equations.
The different stages of the algorithm are shown in Fig. 10

Let V = Velocity of each particle, P = Position of each particle.
Pbest = Personal best of each particle, Gbest = Global best of all particle.
For velocity update

VK+1 = Wt ∗ VK + rand(0, 1) ∗ C1 ∗ (Pbest − Xk) + rand(0, 1) ∗ C2 ∗ (Gbestk − XK )

(16)

For position update
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Fig. 9 Particle swarm optimization pictorial view

Fig. 10 Different stages of particle swarm optimization sequentially

XK+1 = XK + VK+1 (17)

where Wt is inertia weight and wE[1− > 0.5].
C1 is the learning rate of Pbest andC1 ∈ [2.5− > 0.5] as the particle has to achieve

their personal best first, which is shown as local best in Fig. 9, and C2 is the learning
rate of Gbest and C2 ∈ [0.5− > 2.5] as the particle has to move slowly and steadily
towards the optimum global value which is shown as local best in Fig. 10. Value of
C1 is different for different iteration, which is given as:

C1 = 2.5 + (0.5 − 2.5) ∗
(
t

T

)

C2 = 0.5 + (2.5 − 0.5) ∗
(
t

T

)
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is different for different iteration which can be expressed as, where t = Current
iteration, T = Iterations in total.

3.3 Implementation of Artificial Bee Colony Algorithm

This technique is first formulated by Dervis Karaboga in 2005. The colony in the
ABC algorithm-based model is made up of three types of bees [3]. Here e employed
bee is available for each available source of food. As a result, every possible answer
serves as a food source, and the best solution can be found [3] using themathematical
analysis; the corresponding flowchart is shown in Fig. 11

Let, f = Functional value of each particle, fit = Fitness value of each particle

pi = fiti∑n
n=1 fitn

(18)

fit = 1

1 + f
if − − f ≥ 0

= 1 + | f |, i f − − f < 0
(19)

Xnew = Xe + ϕ(Xe − XP), ϕ ∈ [−1, 1] (20)

Fig. 11 Flowchart of artificial bee colony
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where Xe and X p denote the newly discovered partner, which correspond to the food
source available in the searched region.

4 Results and Analysis

In this section, the results obtained using three optimization techniques have been
presented.

Case-1 Genetic Algorithm (GA).
First, genetic algorithm optimization techniques are implemented to optimize the

objective function for maintain the different parameters such as active power flow,
reactive power flow and voltage at the aggregator location for minimization of power
loss.

It is observed from Fig. 12a–c, active power is require only 10 iterations to opti-
mize the objective function whereas reactive power and voltage necessitates 70 itera-
tion, which is not suitable for achieving optimized value with one objective function
as the iteration of the parameters are not constant, so it requires more objective
function which is not desirable.

(a) (b)

(c)

Fig. 12 a–c Active power curve, reactive power curve, voltage curve using GA
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Case-2 Artificial Bee Colony (ABC).
Artificial bee colony (ABC) optimization techniques are implemented to optimize

the objective function to achieve minimum power loss at aggregator, but from the
below curves from Fig. 13a–c, it is observed that, more iteration above 70 is required
for active power and voltage optimization, whereas only 10 itineration is required
for reactive power, so this method is not suitable to optimize one objective function.

Case-3 Particle Swarm Optimization Algorithm (PSO).
Particle swarm optimization (PSO) techniques are implemented to optimize the

objective function to achieve minimum power loss at aggregator.
From Fig. 14a–c, it is clearly observed that optimization of the objective function

is well-achieved as the three parameters active power flow, reactive power flow and
voltage is optimizedwith the same iterations. So it is suitable for choosing the optimal
location.

A comparative analysis is presented for clear understanding of the optimization of
objective function in Table 1. In case of GA and ABC, for every parameter number
of iterations is not constants to achieve optimized objective function but in PSO,
for every parameter number of iterations are fixed in between 25 and 30, which

(a)

(c)

(b)

Fig. 13 a–c Active, reactive power curve, voltage curve using ABC
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(a) (b)

(c)

Fig. 14 a–c Active power curve, reactive power curve, voltage curve using PSO

Table 1 Number of iteration for optimization of objective function with different algorithms.

Number of iteration for optimization of objective function GA ABC PSO

Active power flow 10 70 25–30

Reactive power flow 60–70 10 25–30

Voltage 70 70–80 25–30

indicates the best optimization technique to implement for location estimation of the
aggregator for grid electric vehicle.

5 Conclusions

The location of the aggregator for grid vehicle aggregation is evaluated using three
different optimization algorithms such asGA, PSOandABC.A comparative analysis
is made between the three optimization algorithms to optimize the objective function
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for which the parameters such as active power flow, reactive power flow and voltage
will be optimized with same iteration numbers. It is concluded that PSO gives better
results in comparison with GA and ABC for optimization of the objective function,
and hence, parameter as the number of iterations for all the parameter is within 25–30
but in case of GA and ABC, number of iteration not fixed and it is also more than 70
which require more objective function to be optimized, so PSO is suitable technique
for choosing the best location of the aggregator in GEV. The work can enhance in
future with other techniques.
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Chapter 50
Power Management and Control
in Microgrid System
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Abstract This work presents grid-connected and islanded microgrid system for
power management and power quality improvement by regulating the voltage and
frequency using power management and grid-interfacing control schemes. The pro-
posed system relies on an optimization problem. The load energies are optimally
managed using proposed control scheme. In the optimization problem, the network
constraints, RESs, distributed resources are considered. Themicrogrid system’s volt-
age and frequency are optimally regulated for different load profiles.Different param-
eters like line-phase voltages and currents, line frequency, load power factor, power,
and net energy metering in the microgrid are measured. Algorithms is used to pre-
dict the over-voltage and under-voltage via defined thresholds for voltages and cur-
rents with reference to a preset value and thus automates the system and ensures
the protection of the connected loads. The simulation analysis is performed using
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MATLAB/Simulink platform under several transient conditions which shows the
potency of the control scheme during dynamic conditions.

Keywords Power quality · PV system · Microgrid · Power management · Battery
energy system

1 Introduction

In today’s world, millions of residential, commercial, and industrial customers of
electrical energy are dependent on the traditional grids which consist of the existing
power generating plants, transmission, and distribution systems [1, 2]. For the tradi-
tional grids, the ultimate source of power generation is fossil fuel, coal, and natural
gas which adversely affects the environment and also creates intense pressure on the
natural resources [3]. For the transition of energy of the conventional power systems,
a microgrid is becoming a promising solution in providing renewable and clean elec-
trical energy by integrating with various distributed energy resources (DERs) and
energy-storage systems (ESSs) [4].

Growing focus on electricity generation from renewable energy sources, public
awareness about pollution, sensitivity of consumers’ loads to power quality events
on the grid and varying electricity prices have introduced the concept of microgrids
into electric distribution systems [5]. In modern distribution systems, microgrids
are one of the essential components to be considered in designing the system-level
energy management strategies. In case of a microgrid, balancing the energy supply
and demand while ensuring the rational priorities of individual energy resources is a
challenging task [6]. These necessitate the intervention of optimal decision-making,
which is usually performedbyan energymanagement system (EMS) that balances the
energy supply and demand by efficiently configuring the available energy resources.
The emerging concept of the smart grid (SG) aims toward new ideas, services, and
products that encourage consumers to actively participate in the energy manage-
ment strategies, contributes toward power quality, and promotes high penetration of
renewable energy sources integrated with ESSs [7]

The unstable and fluctuating nature of weather-driven sources like solar and wind
energy, as well as random user behaviors has introduced significant uncertainties
to the microgrid system, which makes the energy management of the microgrid a
difficult task. For such a situation, demand side resources (DSRs) have been consid-
ered as a new type of distributed resources to provide the required energy storage or
reserved power for the system [8]. The diversification and intelligent development
of the DSRs are creating new challenges as well as opportunities to the optimal
operation of the microgrid system [9]. Given the requirement of making the best
use of DSRs, demand side management (DSM) is a viable solution to achieve the
potential of DSRs, which has been also considered to be one paradigm for dealing
with variable uncertain renewable generations [7]. With the purpose of addressing
the uncertainties and coordinating the DSRs in the microgrid, the effective DSM
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Fig. 1 Schematic of the microgrid system

design has become a subject of significant ongoing research. Several papers have
been published on different DSM methods in the microgrid system, from offline
control options to online control options [6] (Fig. 1.

To retain the environmental sustainability, stability, security, and reliability of
microgrid, Internet of Things (IoT) technologies are employed to facilitate tackling
these challenges. IoT is defined as a future network technology in which information,
such as people, things, processes, is connected to the Internet to generate, collect,
share, and utilize information. Recently, IoT technologies are rapidly grown as they
are developed and implemented for enhancing microgrids applications [10], [11].
IoT technologies such as smart metering, decentralization, self-healing, and two-way
communication are essential tools for real-timemonitoring and controlling all micro-
grid variables to perform flexible and intelligent energy management system (EMS)
[7, 12]. IoT enables microgrid to share information between users, improves micro-
grid performance, and enhances microgrid components’ connectivity. By collecting
and analyzing renewable energy resources (RESs) data using IoT,microgridmanage-
ment systems will be muchmore comfortable. Also, utilities can perform operational
functions such as lowering outage investigation times, improving load balancing,
optimizing line voltage, locating the outages, reducing the service costs, and restor-
ing services faster. Moreover, deploying IoT technologies for smart homes, energy-
storage systems (ESS), EVs, charging stations, and controllable loads improve
microgrid flexibility and reliability. Moreover, they maximize energy efficiency
by managing the demand response, collecting information, sharing, and trading
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energy. To overcome the energy-saving and managing problems, an IoT-based opti-
mal DSM scheme is essentially needed. This scheme should have the ability to keep
continuous energy surviving with the future trends and avoiding power peak [7].

2 System Modeling

The equivalent circuit of PV array is assumed as a current source (Iph) parallel to
a single diode (D). Also, a parallel resistor (Rp) is connected across the diode with
series resistor (Rs) to indicate the inner resistance for the flow of the leakage current.
The output voltage from the solar PV changes according to the climate conditions and
temperature and irradiation. Continuous monitoring of solar voltage is required to
extract the maximum power from the panel. For this, we implement the incremental
conductance algorithm.

(
dP

dV

)
MPP = d(dVI)

dV
MPP (1)

I + V

(
dI

dV

)
= 0 (2)

dI

dV
= −I

V
(3)

Equation (3) gives the condition for the maximum power tracking of solar PV. The
output of the solar power is low, and boost converter is required to step-up the volt-
ages. By using MPPT algorithm, the duty cycle of the boost converter is controlled
and to supply maximum power and to setup the voltages continuously under varying
temperature, irradiance conditions.
Inverter connected to the system converters the DC output voltage to AC voltage.
Inverters are operated in either grid-connected mode or stand-alone mode. In grid-
connectedmode, inverter variables shouldmatchwith grid variables. Voltage sources
inverter is controlled by current-control and voltage-controlmethods. For the current-
controlled voltage source inverter, the reactive and active power components of a
current injected to the grids are controlled by pulse width modulation (PWM) tech-
nique. Current controller is faster than the voltage control, and moreover, voltage
controller is sensitive to phase error, and large harmonics currents flow in the system
if the grid voltage is distorted.
Power converters play a vital role in grid synchronization of system. The voltage
and frequency of the grid and the voltage source inverters should be same for stable
operation of the system. Grid is synchronized by extracting phase angles from the
grid by phase-locked loop (PLL). The PLL can detect the phase angle of the grid
voltage in the presence of noise or higher-order harmonics in the grid (Fig. 2).
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Fig. 2 Power management control flowchart

3 Proposed Control Algorithm

3.1 Power Management Control

Power management in the microgrid system is operated based on the solar power
available, power consumed by the load, and power given/drawn from the grid. In
case of grid-connected mode during surplus mode of operation where solar power
available is much greater than the power required by the loads, the excess power is
given to the grid. In case of lacking mode, grid supplies the power to the loads.

Pgrid = Psolar − Pload (4)

In lacking power mode of operation when the grid power is not available, then the
loads are shed based on the availability of the solar power. When the battery is
connected to the system, the solar power during surplus mode of operation solar PV
charges the battery, and remaining power is sent to the grid. During lacking mode of
operation, battery delivers power to the loads for continuous supply of power to the
loads; in case the battery state of charge is between upper limit and lower limit, the
loads are shed.

3.2 Grid-interfacing Inverter Control

Using the parks transformation matrix, three phase currents have been converted into
dqo coordinates to reducing the control complexity in the system. Figure3 shows the
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Fig. 3 Grid-interfacing
inverter control structure

diagram of the grid-interfacing inverter.
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In the above matrix equation, (θ) represents the angular position of the synchronous
reference. The reference synchronous current can be divided into two equations
which are as follows.

ild = ĩld + ¯ild
ilq = ĩlq + ¯ilq

The reference synchronous current is having the average and oscillatory terms. The
oscillatory terms are having higher-order harmonics.

[
i f d
i f q

]
=

[
ĩld
ĩlq

]
(6)

By using the inverse parks transformation, the two phases are converted to three
phases (Fig. 4).
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Fig. 4 Operation of microgrid in grid-connected mode under varying solar irradiance and SoC =
95 (upper limit)

4 Results and Discussions

In order to investigate the ability of the PV system and battery source to supply
power at any time or whenever it is necessary, we consider some significant operating
conditions to highlight our systemperformance compared to classical grid-connected
system having the same peak power. In this view, we simulate the power produced
by the PV battery system in normal case and the power availability for grid in three
scenarios described below.

4.1 Simulation Results in Grid-connected Mode

Operation of an solar PV with battery connected to the grid has been observed under
different cases based on the availability of solar power battery charge and type of
load connected.

Case 1:

Varying solar irradiance, SoC = 95 (i.e., SoC>U), and Pload = 50 (kW, constant).
During the surplus power mode (Ppv > Pload) solar PV supplying the power to the
load, since the state of charge of battery is above the upper limit, solar PV supplies
excess power to the grid. During the lacking power mode (Ppv < Pload ), battery
supplies the power required to the load.

Case 2:

Varying solar irradiance, SoC=10 (i.e., SoC<L), and Pload=50 (kW, constant). Dur-
ing the surplus power mode (Ppv > Pload) solar PV supplying the power to the
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Fig. 5 Operation of microgrid in grid-connected mode with varying solar irradiance and with
SoC=10 (lower limit)

Fig. 6 Operation of microgrid in grid-connected mode with varying solar irradiance and with
SoC=40 (in between lower limit and upper limit)

load, since the state of charge of battery below the lower limit, solar PV supplies
power to the load as well as it charges the battery. During the lacking power mode
(Ppv < Pload ), grid supplies the power to the load as the battery charge is below the
lower limit (Figs. 5 and 6).

Case 3:

Varying solar irradiance, SoC = 40 (i.e., L<SoC<U), and Pload=50 (kW, constant).
During the surplus power mode (Ppv > Pload ) solar PV supplying the power to the
load, since the state of charge of battery is in between the lower and the upper limit,
solar PV charges the battery. During the lacking power mode (Ppv < Pload ), battery
supplies the power required to the load (Fig. 7).
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Fig. 7 Operation of microgrid in islanded mode under varying solar irradiance and SoC=95 (upper
limit)

4.2 Simulation Results in Islanded Mode

In islanded mode, microgrid is disconnected from the grid and operates on the avail-
ability of its own power from solar PV and battery-storage system.

Case 1: Varying solar irradiance, SoC = 90 (i.e., SoC > U), and Pload=50 (kW,
constant). During the surplus power mode (Ppv > Pload ) solar PV supplying the
power to the load, since the state of charge of battery is above the upper limit, grid
and solar PV array operations change from MPPT to non-MPPT mode. During the
lacking power mode (Ppv < Pload), battery supplies the power required to the load.

Case 2:

Varying solar irradiance, SoC=40 (i.e., L < SoC < U), and Pload=50 (kW, constant).
During the surplus power mode (Ppv > Pload) solar PV supplying the power to the
load, since the state of charge of battery is in between the lower and the upper limit,
solar PV charges the battery. During the lacking power mode (Ppv < Pload), battery
supplies the power required to the load.

Case 3:

Varying solar irradiance, SoC = 10 (i.e., SoC < L), and Pload=50 (kW, constant).
During the surplus power mode (Ppv > Pload) solar PV supplying the power to the
load, since the state of charge of battery below the lower limit, solar PV supplies
power to the load as well as it charges the battery. During the lacking power mode
(Ppv < Pload), loads are shed based on the availability of power from solar PV (Figs. 8
and 9).
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Fig. 8 Operation of microgrid in islanded with varying solar irradiance and with SoC=40 (in
between lower limit and upper limit)

Fig. 9 Operation of microgrid in islanded mode with varying solar irradiance and with SoC=10
(lower limit)

5 Conclusion

In this paper, we have implemented an energy management algorithm in solar PV
with grid-tied system. Results that have been obtained from the MATLAB/Simulink
platform arewell justified and sent themaximumpower from the solar PV to the local
loadswith unity power factor.We have observed that the total real power is increasing
with the irradiation and temperature, and the average power factor is almost equal to
1. The total harmonic distortion of voltages and currents of all the phases is below
5%. We can supply the power to grid during the surplus mode which even reduces
the burden on the grid. Based on all the results, we conclude that the system is a
solution for the increasing energy which makes life easier on this earth.
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Chapter 51
A Survey of Cyber Security in Smart
Microgrid

Zoaya Mohammadi, Smitha Joyce Pinto, Gayadhar Panda,
and Surmila Thokchom

Abstract With the large integration of renewable intermittent energy resources, it
became challenging to control the microgrid especially in the absence of the electric
power systems operating as an infinite bus. Amicrogrid controller which coordinates
and controls the various distributed energy resources (DER) using communication
technologies and based on predefined communication protocols is therefore indis-
pensable for smooth and continuous operation. Theory and real-world scenarios have
proven that communication networks are never utterly secured and impenetrable.
As a result, threat agents could gain unauthorized access, modify, steal, block, or
corrupt the information exchanged in microgrid systems causing the mal-operation
of the critical control functions they provide. The severity of the impact a cyber-
attack could have on the microgrid operation depends on many factors that will be
explained throughout this paper.
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1 Introduction

Nowadays, electricity utilities are vulnerable to physical and cyber security attacks.
The microgrid concept which gives a new light to the problems related to tradi-
tional energy supply such as demand flexibility, storage, and renewable genera-
tion to produce a more reliable, cost-effective solution, it is under the cyber-attacks
causes power outage which impacts the critical loads [1–3]. The impact of the attack
increases with the simultaneous increase in the number of system components of the
microgrid. Human error or intentional attempts to permeate along the high number
of prospect attack vectors within the microgrid are the possible causes for the cyber-
attacks. If one system component or the communication path is affected, then other
may be compromised [4, 5]. The result of these attacks may compass from disastrous
and uncontrollable such as distributed denial of service (DDOS), defacing bill-payer
websites, and destruction of automated modules, or ‘bricked’ meters all the way up
to lethal causes. For example, as the result of cyber menace, there could be disruption
in the energy supplies which may lead to collapse in the critical services in medical
management andmilitary citadel or catastrophic failure of assets such as transformers
and loads. The study shows that the threat of cyber terrorism on the utility industry
is worsening with 56% of surveyed announcing at a maximum of one shutdown or
functioning data mislaying on an annual basis and on a mega scale around 25% are
affected [6–8].

The discrete risk inherent in their particular system should be understood by the
designers of the microgrid. For example, smart meters used by the end consumers
are likely to be anxious about the secrecy violation of household and financial data;
at large scale, producers will be concerned about the industrial cyber espionage; at
military site, the engineers pay more emphasis on the risk related to the weaponized
malware like Stuxnet, Duqu, Flame which causes malfunctioning of the electricity
supply. The course of action deployed for cyber security should think about these
consumer-related issues [9–12].

To become flexible to a greater extent, microgrid developers and operators need a
compendious and integrated proposition to cyber-physical safety. The fundamentals
to ensure the security of the critical power configuration are:microgrid strengthening,
systematic evaluationof the interconnection security controls, design and formulation
of the catastrophe recuperation, reserve for the security procedure. Figure 1 shows
the basic block diagram of cyber security in microgrid.

Combination of micro- and mini grids with fine branch and supply system control
constitutes a smart grid. The smart grid uses digital communications technology [13,
14]. Advanced technologies like communication and computing, power integration
into the smart grid make it more reliable, efficient and provide infrastructure which
is integrated with two-way and as shown in Fig. 2. It depicts a typical smart grid
with communication links between different parts of the transmission, distribution,
generation, and consumption with the vulnerability to cyber-attack and the possibili-
ties of its detection. A significant measure of detected data and control signals stream
on the bidirectional communications network in smart grids. In this way, it becomes
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Fig. 1 Basic block diagram of cyber security in microgrid

Fig. 2 Cyber-attack in microgrid

imperative to concentrate on an exceptional sort of vindictive user behavior that
endeavors to abuse the trustworthiness of the estimation information by embeddings
a misleading inclination esteem into the state assessment.

In this paper, Sect. 2 describes microgrid elementary network architecture,
Sect. 3 explains threat and vulnerabilities of smart microgrid, Sect. 4 describes
cyber-attackers, and Sect. 5 describes cyber detection in Microgrid.
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2 Smart Microgrid Elementary Network Architecture

In smart microgrids, power hardware converters which are utilized for interfacing
distributed generations and energy stockpiling assume a significant part. In such
frameworks, the actual electrical parts are interconnected by the data and communica-
tion innovations, and their tasks are safely connectedwith cyber-physical framework.
A archetypal power electronics-intensive smart microgrid with the cyber–physical
networks is shown in Fig. 3.

Highly distributed and hierarchical network system is essential for a smart grid.
Physical system and network are the two main components of the grid which is
explained in the following section.

2.1 System Component or Physical System

Renewable resources, smart meters, electric utility functioning center, electric-
powered household equipment, distributors, and service providers are the prime
system components of the smart grid. The local energy generated from solar and
windwhich constitutes renewable energy resources supply the household appliances.
To supervise power consumption, electric utility center interacts with smart meters
and gathers report using GPRS technology. The agreement with users to dispense
electricity for individual devices is provided by the service providers. Smart meter is
an embedded system that records information related to power consumption, voltage
and current levels, power factor and transmits it to utility server and in case of any
abnormalities sends an alarm to disconnect the power devices. The communica-
tion of electrical household devices and smart meters is through home area network

Fig. 3 Cyber-physical network and microgrid
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Table 1 Factors affecting on different layers of cyber-physical system in microgrid

Layers System contents Factors affected

Physical/power system Power generation, transmission,
distribution, end user

Microgrid

Device layer Sensors, actuators, and WSN Status of device, control and
measurements

Communication network LAN: Bluetooth, Wi-Fi, Zigbee
WAN: LTE, NB-IOT, Sigfox,
LoRa-WAN, Wi Sun, etc.

Network security, Network
topology, communication
protocols, quality of service,

Management and application Cloud computing, Fog
computing, Edge computing,
AI, ML, Big data, etc.

Power flow constraints and
availability

(HAN) [15–20]. In general, the cyber–physical system of smart microgrid includes
four layers such as physical power system, sensor and actuator, communication and
management layers which are described. Table 1 shows the cyber-physical system
and factors affecting them.

1. Physical Power System Layer

This layer is comprised of power converters, transformers, circuit breakers, generators, and
load.

2. Sensor and Actuator Layer
This layer comprises of sensors and devices for quantifying and to implement

control decisions. Information related to system’s state, together with frequency,
voltage, and current is measured using sensors and measurement devices. The
distributed generation controllers, generator controllers, and relays of circuit
breakers come under actuators and control devices.

3. Communication Layer
Routers, switches, and the communication medium are present in this layer.

This layer is responsible for exchange of information between relevant layers.
Depending on the system requirements, wired or wireless communication
system can be employed.

4. Management Layer
All microgrid operations are monitored by this layer. It has central control

system which receives data from the third layer, i.e., communication, and
produces control signals for optimal operation of the smart microgrid [21–23].

2.2 Network Component

Communication can be established through two types of network, i.e., HANandwide
area network (WAN). The household smart devices, equipments across the home, are
connected with the smart meter through HAN. The HAN can communicate using
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Bluetooth, Zigbee, or wireless or wired Ethernet. The service providers, electric
utility, and smart meters are connected with the help of WAN, which is a bigger
network. TheWAN can communicate using 3G/4G/LTE/GSM, fiber optics,WiMAX
[24–27].

Smart microgrid is prone to various threats and vulnerabilities which can be fatal
to the system and may cause severe damage to the working of the system, and these
have been discussed in Sect. 3.

3 Smart Microgrid Threat and Vulnerabilities

Smart microgrid’s reliability and efficiency can be supervised and controlled based
on the interaction of the cyber-physical systems. Vulnerabilities are introduced to
the system due to the interdependence between cyber-physical components. For
their development and faultless operation, challenges and issues should be thor-
oughly calculated. These vulnerabilities may let the attackers to erupt the network,
compromised the integrity and secrecy of the data transmitted, and make the service
inaccessible [28].

Vulnerabilities those are serious in smart microgrids which can be protected
from are consumer safety, significant number of intelligent devices, physical secu-
rity, power system’s lifespan, implied faith between traditional power devices, poor
teamwork, internet protocol usage, etc. [29]. The outdated components act as feeble
security spot and may be contradictory to the present power devices. Communica-
tion between devices in control systems may cause risk related to data spoofing.
The poor teamwork depends on incompetent and disorderly communication causes
lot of poor results leading to vulnerability. Internet protocol is naturally at risk to
various IP-based attacks such as teardrop, IP spoofing, and others. The management
of both electricity supply and network demand is controlled by a substantial number
of intelligent devices present in the smart grid. These intelligent devices can be an
entry point for attackers into the network. Network monitoring and management
are extremely difficult due to the gigantic network. Smart grid network incorporates
many elements, and most of them are away from the utility’s premises. This causes
threat to physical access due to the number of insecure physical sites [30]. These
threats and vulnerabilities may be intentionally caused by attackers, and there are
various types of attacks which are discussed in Sect. 4.

4 Attackers and Types of Attacks

Attackers could be cybercriminal and script kiddies, white hat hackers, elite hackers,
intruders, terrorists, employees, contenders, clients, or customers. Attackers can
creep into smartmicrogrid systemusing vulnerable access points in the logical border
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Table 2 Types of attacks and their effects on smart microgrid

Security threats Effects

Phishing Affect a smart grid customer, hacking of personal
information

Denial_of_Service (DoS) Attack Jamming the channel, attacks the physical layer and data
link layer of OSI model

Eavesdropping and Traffic analysis
Malware Spreading
Replay Attack
Injection Attack
Covert Attack
Stealthy Attack
Zero Dynamic Attack

Gains sensitive information by monitoring network traffic,
smart grid is at risk of data getting stolen
Manipulate the functionality of different devices by
developing malware and affecting the servers
Affect the integrity and authorization
Change the online stability check result by declining the
real power flow estimation, Undetected errors are
introduced into calculations of state variables and values
changes in system inputs, thus influencing system output
Attacks the state estimation in management of energy
systems, affects the power transmission system’s operation
Affects the communication link which sends the measured
AC and DC voltages and AC frequencies, and which
transmits set points for controllers
Number of yields to be bigger than or equivalent to states,
It cannot be utilized for microgrid framework

neighboring a network, known as the electronic security perimeter (ESP). Interfer-
ences can be injected through variousmediums, such as the software patch cords, and
Universal Serial Bus (USB) thumb drive. Cyber breaches on cyber-physical systems
(CPSs) can be established under various terms, such as replay attack, injection attack,
denial-of-service (DoS) attacks, covert attack, eavesdropping attack, stealthy attack,
zero dynamic attack, and dynamic false data injection attacks which are summarized
in Table 2. Table 3 summarizes the types of attacks and impacts in microgrid system.

When we look over the cybersecurity of the smart grids, the first step is to analyze
the C-I-A triad, which is an illustrious model for cybersecurity development. C-I-
A stands for confidentiality, integrity, and availability—these security notions help
to guide cybersecurity policies and consider the core underpinning of information
security. The mentioned attacks can be grouped according to one or more safety
norms they are jeopardizing, as set forth in Fig. 3. Each security control and each
security weakness can be seen considering at least one of these critical ideas [31, 32].
Protection of data, resources, and objects from unauthorized access and unofficial
viewing comes under confidentiality. Integrity infers that data is protected from
unapproved changes to ensure that it is reliable and unerring. Availability suggests
that supported and licit customers or clients approach the systems and the data,
resources they need.

Detection of attack on the smart microgrid at the earliest is very important. There
are various detection methods depending on the attack, and this has been discussed
in Sect. 5.
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Table 3 Impact of attacks in
the microgrid system

Attack Type Impact

Attack through
correspondence channel

Monetary misfortunes of
influenced clients
Monetary advantages of
malignant clients
Security threats
Unsettling influence of market
activity

Attack through gadgets Increment in energy costs, Load
shedding
Expand individual additions of
pernicious clients
Economic impediments of
affected clients
Disturbance of customary market
activity

Attack through
antagonistic clients

Load shedding
Unsettling influence of ordinary
market activity
Lessen framework dependability
Monetary misfortunes of
influenced clients

5 Detection

Aswe know smart microgrids use information and communication technology (ICT)
to impart reliable, efficient transmission and distribution of electricity. Care should
be taken related to security issues (Table 4).

Much security-related issues are emerging, among which false data injection
attack (FDIA) is one of the most significant ones. FDIA can be used to mangle real

Table 4 Types of attacks and their detection

Attacks Detection

Phishing Detection based on black and white list, Detection based on uniform
resource locator (URL) features, Detection based on web content,
Detection based on machine learning

Denial of service attack Anomaly detection, probability density function, or distribution free
approaches

Replay attack
Injection attack
Covert attack
Stealthy attack

Detection with code signal and bargaining game
Detection using several statistical spatiotemporal models, detection
using semi-supervised deep learning approach, Anomaly detection of
FDI attacks, Detection using signal processing
Feature selection-based detection, unsupervised machine
learning-based detection
Detection using machine learning, Detection using transient analysis
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energy demand and supply figures due to which there could be error in the energy
distributions which results in added costs or more destructive menace [33–35].

One of the important measures to minimize the impairment caused by the FDIA is
the detection at the earliest. Thus, efficient detection methods need to be imparted to
have significant impact on the performance of the system. The physical, information,
and communication security are the preventive measure against FDIA. Many FDIA
detection techniques have been proposed like state estimation processes, e.g., using
Kalman filters, sparse optimization, generalized likelihood ratio, Kullback–Leibler
distance, Chi-square detector and similaritymatching, state forecasting, andmachine
learning techniques. Few of which are listed below.

5.1 Detection of FDIA by Computing Fourier Singular
Values (FSV)

In this approach, FDIA is detected based on singular value decomposition (SVD)
and fast Fourier transform (FFT). FFT is used for signal analysis. To detect the cyber-
attack, SVD is used to obtain singular values of the components to compare with the
threshold. FFT separates the frequency terms from the sequence and makes it easy
for analysis. Basic data here refers to reference voltage and frequency data and the
estimated data for currents and loads. According to the proposed method, the current
and voltage signals are obtained and a comparison is made with the basic signal to
get the difference. FFT on the difference to get coefficient’s matrix and SVDmethod
to obtain singular value of coefficient’s matrix is computed, and finally, FSVs are
compared with the threshold to detect the FDI attack. If the obtained FSVs are lesser
than threshold, then the system is in normal condition and if the obtained FSVs
exceed, the threshold attack is occurred.

5.2 Detection of FDIA Using Blockchain Technology
and Hilbert–Huang Transform

FDIA recognition is explained dependent on Hilbert–Huang transform to identify
noxious assaults in the sensors and controllers. The offered strategy can recog-
nize different FDIA in voltage and current sensors and regulators or controllers
of the converters be characterizing a threshold. Furthermore, a sound and viable
data-exchanging design based on blockchain and a community detection system
are introduced. As indicated by the past supposition, warrantying information secu-
rity, the proposed design delivers additional fine-grained data-exchanging services
through ordering customers applying mark information.



696 Z. Mohammadi et al.

5.3 Detection of FDIA Using Deep Learning

Detection of FDI attacks can be formulated as amachine learning problem of a binary
classification variety. Many methodologies have been proposed which use deep
neural networks to solve this binary classification problem. Some of the proposed
methods are expectation maximization clustering mechanism to detect if any data in
a SCADA system, threshold-based regression model, multivariate Gaussian semi-
supervised learning algorithm, measurement-based deviation analysis algorithm,
density ratio estimation, sparse principal component analysis approximation-based
model, data-centric paradigm to detect FDI attacks, conditional deep belief network,
autoencoders, convolution neural network, recurrent neural network, and deep
learning-based interval state estimation technique. FDIAs are disastrous, hence for
early detection of the faults, efficient detection mechanism needs to be incorporated
in order to minimize the destruction.

5.4 Detection of FDIA Using Cooperative Vulnerability
Factor

A machine learning problem of a binary classification variety can be formulated by
the detection of FDI attacks. The accuracy rate has not compared and considered
with other FDIA detection based on the evaluation parameters of miss rate, false
alarm rate, hit rate, and correct reject rate. Both voltage and current measurement
are investigated separately to preserve system security and energy efficiency in this
study. This technique is used by free model-based algorithm.

6 Conclusion

This paper aims to analyze the possibilities of cyber-attacks in smart grid. It gives
an insight into the various existing cyber-attacks compromising the microgrid data
integrity and availability. Moreover, it has also presented the cyber-attack prevention
and detection and the steps that need to be followed to ensure enhanced microgrid
resiliency and survivability. The current advancements and new research trends in the
field of cybersecurity of smart microgrids for intrusion and anomaly detection, and
resilient control strategies is software-defined networkingwhich is a way to deal with
network the executives that empower dynamic, asset productive, and programmable
organization arrangement to further develop network execution and monitoring,
implementation of intrusion detection system (IDS) techniques on electrical devices
with a special attention to host-IDS.
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Chapter 52
Data-Driven Event Detection with PMU
Data Using a Novel Composite Deep
Learning Technique

Pushpak Das, Subhash Kumar, Gayadhar Panda, and D. S. Roy

Abstract Disruptive events frequently occur in power grids and interrupt the normal
operation of the system and may eventually cause permanent failure of equipment.
Therefore, establishing a data-driven event diagnostic framework to extract useful
information such as the cause or location of events is of utmost importance. A novel
composite data-driven event detection method is established and analyzed in this
paper using a composite deep learning framework based on principal component
analysis (PCA), generative adversarial networks (GAN) and long short-termmemory
(LSTM). The composite model only requires partial expert knowledge in that it
combines unlabeled data and partly labeled data in a large margin learning objective
to bridge the gap between supervised learning, semi-supervised learning and learning
with hidden structures. The developed methodology provides credible information
regarding the cause of various events and facilitates post-event decision making to
prevent potential cascading failures. The proposed composite model has been trained
using PMU data of Indian Power Grid (IPG), and it demonstrates that the developed
approach is efficient in classifying and characterizing transient events.
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1 Introduction

Transient event identification is essential for power system operation and situa-
tional awareness. The increased penetration of the high sampling frequency phasor
measurement units (PMUs) enables using PMU data to analyze power system events
and thus enhances power system visualization, monitoring and control. As utilities
have expanded their monitoring systems and sensor networks, the data management,
analysis and inference have become the most significant challenges with the shift
from a conventional data acquisition system depended on domain experts (super-
vised) to an automated intelligent analysis system (unsupervised). The grid opera-
tors expect visualization techniques using advanced algorithms and intelligent tools
to quickly present the received PMU data in the form of actionable intelligence
[1]. PMU data are applied to achieve fast decision and high accuracy in system
operations, which is consistent to introduce PMUs for power system analysis. In
this regard, researchers in the field of situational awareness plan to apply data-
driven approaches based on the development of PMU applications. Examples of
relevant previous studies are as follows: A CNN application is proposed for the
monitoring of power quality with PCA-based preprocessing [2]. The extraction of
features for parameter identification using phasor measurement data is proposed in
[3]. For dynamic event analysis, general details regarding the real-time monitoring
of events are well described in [4]. In addition, correlation analysis is performed for
the online monitoring of anomalies and their locations [5]. These studies provide
methods for obtaining meaningful information from non-stationary synchrophasor
data, as well as guidelines for system operation, and can be improved by imple-
mentation conditions in real-world operation. Because PMUs measure the real-time
voltage, current and frequency in the form of phasor data, they can identify the faults
or events from dynamic signatures in an almost real-time manner [6]. As data acqui-
sition time and accuracy exhibit a trade-off relationship, the main contribution of our
study is the complementary sequencing decision process, as well as a fast decision
process for successive events conditions. The design process of event identification
involves a complementary sequence to provide fast identification and validation, and
the proposal content includes a quick judgment accuracy analysis and output cate-
gory design. The dataset includes no fault, line to ground faults (LG), line to line
faults (LL), double line to ground (LLG) and three phase faults (LLL, LLLG). Elec-
trical parameters used for analysis of PMU dataset at IPG are voltage (VRM, VYM,
VBM, VPM and VNM), current (IRM, IYM, IBM, IPM, INM and IZ), frequency
(Hz &DF/DT), phase angle (IRA, IYA, IBA, VRA, VYA, VBA, IPA, INA, VPA and
VNA), MW, MX, PF and PDX 1 and 2 (PDX 1 analysis and PDX 2 analysis).

Figure 1 shows the flowchart of composite model using techniques PCA, GAN
and LSTM.

• Principal component analysis—Dimensionality Reduction: The goal is to capture
the essential information of a time series while reducing dimensionality.

• Generative adversarial networks (GAN)—Generative modeling is an unsuper-
vised learning task in machine learning that involves automatically discovering
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Fig. 1 Flowchart of proposed two-stage fault detection method

and learning the regularities or patterns in input data in such a way that the model
can be used to generate or output new examples that plausibly could have been
drawn from the original dataset. Here, we want to ‘generate’ data for the future
that will have similar distribution as the one we already have—the historical PMU
data.

• LSTM fits time-series data better since it focuses on temporal correlation. PMU
data have high sampling rate.

Event characterization is one of the much needed applications, which is directly
related to event analysis and feature extraction [6].

The rest of this paper is organized as follows, and in Sect. 2, we introduce the
intuition and related works behind this work. Section 3 introduces the formulation of
composite deep learningmodel for event detection. In Sect. 4, the result is established
for composite model. The conclusion and future work are given in Sect. 5.

2 Related Work

Researchers have investigated using PMU data to identify power system events
such as faults, line tripping and generation loss [7]. Depending on how the data
are processed, the developed methods can be grouped into three categories: signal
processingmethods, heuristic methods and time-series analysis methods. Traditional
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signal processing techniques such as wavelet analysis, short-time Fourier transform
and Hilbert analysis are utilized to analyze the oscillation modes of PMU signals
under different transient events [8–10]. However, signal processing methods require
an appropriate sampling rate and a proper length for the sample window to guarantee
an acceptable event detection performance [7]. As an alternative, a heuristic event
identification method is developed in [11, 12], where all PMU data are enclosed
into an ellipsoid, so that features such as volume and orientation can be used to
identify power system disturbances. Heuristic methods, on the other hand, require
significant time for classification, challenging their application for real-time oper-
ations [10, 13]. Instead of using all PMU data accumulated in PDC, Brahma et al.
[4, 12] develop a time-series analysis method that utilizes data from a single PMU
with the largest variation to promptly identify the type of transient events. Using
the time-series subsequences called shapelets that maximally represent the PMU
data [11], this time-series approach identifies disturbance patterns while enhancing
the classification accuracy. Although the aforementioned event classification tech-
niques are promising in terms of accuracy, the challenge of identifying signature,
detecting events and characterizing fault in semi-supervised learning manner has not
been addressed to the best of our knowledge [14–17]. This particular challenge is
addressed in this article.

In this article, a two-phase, data-driven event classification scheme is developed
to enable fast online classification of power system transient events (Fig. 2).

Characterization of faults as no fault, line to ground faults (LG), line to line faults
(LL), double line to ground (LLG) and three phase faults (LLL, LLLG) is done
using the composite model using PCA, GAN and LSTM. It has to be noted that
earlier works had focused on challenges imposed in the storage aspects of IPG’s
PMU data [18], while in [19], SLG faults had been characterized.

3 Proposed Composite Deep Learning Model

Rising deployments of phasor measurement units (PMUs) devices dramatically
increased the size of data collected at power grid. This digital information is
frequently unstructured, has different time scales and is stored ondifferent servers and
databases. The size of the collected datasets is growing rapidly, which complicates
data processing and analysis. However, because the collected information contains
many insights about the power system’s state and its dynamic behavior, extracting
this knowledge significantly increases situational awareness, detects system-wide or
local anomalies (e.g., under-frequency or voltage events), validates system models
and discovers/predicts equipment malfunctions (Fig. 3).

A two-phase data-driven event classification scheme is developed in this work to
enable fast online classification of power system transient events.

First we are detecting event using offline process where voltage of three phase R,
Y and B is monitored.
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Fig. 2 Flowchart for event detection

In second step, dipping in current, voltage shoot up, fluctuation in rate of change
of frequency and reactive power leakage is monitored to classify the fault. PCA is
used for dimensionality reduction of sheer volume of PMU data. The fault feature
extracted from unbalanced data via deep learning is inaccurate, which can lead to
high misclassification rate. To solve this problem, new generator and discriminator
of generative adversarial network (GAN) are designed in this paper to generate more
discriminant fault samples using a scheme of global optimization. As PMU data
have high sampling rate, LSTM fits into data better since it focuses on temporal
correlation. PMUs time series are split to training, validation and testing datasets for
the 12 units. Training data for the LSTM-based neural network models are created
by separating the temporal segments of input and output. The PMUs datasets are
preprocessed by normalizing all measurements to be between 0 and 1 with scaling.
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Fig. 3 Event detection and classification steps

During the model fitting process, an LSTM model is trained for 10 epochs over the
training dataset. The optimizer with adaptive learning rates is chosen to be Adam
(Kingma and Ba 2014), the loss function is defined as mean square error (MSE), and
activations functions which reduce gradient issues are set to ReLu (Nair and Hinton
2010). The model configuration contains input and output vector length, the number
of units in the neural network, layers of stacked LSTM and dropout rate. Given
a model configuration, the model is evaluated to predict multiple steps ahead and
compared with testing dataset with the sliding window. The accuracy of the model
is calculated by mean absolute error (MAE) at each PMU between predicted values
and true observations for each prediction length:

MAE = 1/n
n∑

n=1

|Prediction− Observation|

where n is the testing data length.
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FAULT MATRIX
S.NO. VA (M) VB (M) VC (M) O/P

01 1.3 0.5 0.8 R-E- Fault

02 2.1 1.2 0.3 R-Y-E

03 1.8 0.75 1.0 R-B-E

04 0.9 1 1.2 Y-B-E

05 1.3 1 2.1 R-Y-B-E

06 0.8 0.6 0.5 NO FAULT

Fig. 4 Fault matrix for event detection

4 Results and Discussion

Initial step of the fault detection method is to set the threshold values of voltage devi-
ation. As discussed the offline event detection, fault detection is illustrated through
table in Fig. 4.

Further faults are classifiedwith all types of faults [i.e., symmetrical faults (SYM),
LG faults (RG, YG, BG), LL faults (RY, YB, RB), LLG faults (RYG, RBG, YBG)],
and no faults (NF) are classified by the proposed compositemodel as shown in Figs. 5,
6 and 7.

Fluctuation in oscillation while a fault is encountered is illustrated in Fig. 8.
Accuracy of result:

CNN LSTM PCA + GAN + LSTM

97.4% 96.6% 98.2%

Encouraging result is achieved with an accuracy of 98.2% while applying
composite model using PCA, GAN and LSTM.

5 Conclusions

In summary, with the help of the proposed composite technique using PCA,GANand
LSTM, a pure data-driven framework is designed for detecting and characterizing
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Fig. 5 R-phase fault

Fig. 6 Recurrent fault in R-phase

Fig. 7 Fault clearance

faults in the IPG by incorporating all types of accessible labeled, partially labeled and
unlabeled data. For future work, we aim to implement a composite model for a large
volumes of PMUs data streams. This article introduced a new data-driven approach
for classification of transient events in power systems that is based on data received
from PMUs. Moreover, useful information recorded by PMUs, such as the rate of
frequency change and phase angles, may also be utilized to improve the accuracy
and robustness of the developed approach. More recorded events will be used to
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Fig. 8 Fluctuation in oscillation

train our algorithm and perform feature selection. More importantly, the spatial–
temporal characters of large-scale events in power systems will be investigated to
detect possible cascading effect. Finally, a monitoring system that combines and
processes real-time and real-world data of power grids may be implemented in the
future.
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Chapter 53
Prediction of Solar Power Using Linear
Regression

Shubham Thombare, V. N. Pande, R. S. Kulkarni, and S. M. Kakade

Abstract Solar power has been a significant contributor to energy generation and
the economy in recent years. The reason for the significant rise in solar energy usage
has been its abundance and cost-free nature. Yet, these qualities cannot support the
solar to be used at its full potential. The intermittent nature of the solar has been a
significant drawback in its progress. With the advancement in artificial intelligence,
solar power forecasting can be done by machine learning methods. Therefore, this
paper demonstrates the results obtained by a linear regressionmodel using python for
predicting solar energy. After the evaluation process, the best performance achieved
was RMSE of 44.371 and R2_value of 0.966 among all the scenarios.

Keywords Solar power · Artificial intelligence · Solar power forecasting ·
Machine learning · Linear regression · Python

1 Introduction

Solar energy is a clean source of energy leaving behind no harmful residue in the
environment. So, by taking into consideration the global demand for energy and the
availability of solar energy, there has beenmassive research in the field of forecasting
solar output power. Solar power forecasting can be majorly classified into three
categories:
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• Meteorological Models: These models consist of numerical weather prediction
(NWP) techniques and satellite image processing. The NWP model is an integra-
tion of numerical representation of various atmospheric variables into an equation.
Building an NWPmodel requires strong domain knowledge. In the satellite image
processing model, the images captured by the digital cameras are used to forecast
solar power [1].

• StatisticalModels:Thesemodels consist of statisticalmethods like auto-regressive
moving average (ARMA), auto-regressive integrated moving average (ARIMA),
and exponential smoothing (ES). These are usually used for short-term solar power
forecasting, i.e., for within-a-day forecasting.

• Machine Learning Models: These models consist of many algorithms such as
linear regression, multiple variable regression, k-NN (k-nearest neighbors), neural
networks (NN), support vector regression (SVR), polynomial regression, decision
tree, and random forest. Forecasting is done sometimes using a single model or
by grouping several machine learning models.

In [2], linear regression has been used to measure the solar power generation,
achieving the mean square error (MSE) of 0.003203 and R2_value of 0.947459
(94.74%). In [3], the author analyzed the solar prediction from the solar plant in
South Korea. The linear regression has shown a root mean square error (RMSE)
of 529.37, mean absolute error (MAE) of 334.78, and R2_value = 77.4%. In [4],
the author has compared different algorithms, and linear regression has a root mean
square error (RMSE) of 5.23 × 106. In [5], multiple linear regression has achieved
a mean absolute error (MAE) of 0.0707, mean square error (MSE) of 0.0112, and
mean absolute percentage error (MAPE) of 0.5433.

In [6], the author has observed a root mean square error (RMSE) of 130W/m2. In
[7], linear regression has achieved a mean absolute error (MAE) of 2.203 and root
mean square error (RMSE) of 2.333. In [8], linear regression has got a R2_value of
0.5, accordingly lasso and ridge regression has R2_value of 0.6 each. In [9], linear
regression has encountered a significant error of 3.865e + 06. In [10], the linear
regression was evaluated with four different evaluation metrics getting a mean abso-
lute error (MAE) of 194.56, R2_value of 0.8097, root mean square error (RMSE)
of 508.675, and mean absolute percentage error (MAPE) of 6.6623.

This paper mainly focuses on predicting the solar power plant output using a
ma chine learning algorithm. The machine learning model that has been used in
this pa per is linear regression. Even though there has been continuous research for
predicting solar power, the error in the prediction can be minimized.
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2 System Description

2.1 Solar System Setup

The data analyzed in this project is taken from the photovoltaic system located
at the University of Salento in Monteroni di Lecce, Puglia (40° 19′32′′′16 N, 18°
5′52′′′44 E), located in South Italy [11]. This PV module of 960 kWp is installed on
a car parking that has 3000 monocrystalline silicon modules connected in series. The
PV system is divided into two groups distinguished by tilt of the module, which is 3°
for the PV1 module and 15° for the PV2 module. Further details of the PV modules
are given in Table 1.

From the setup mentioned in Table 1, the data variables are collected over nearly
more than 500 days. The data collected consist of hourly mean ambient temperature
(Ta), hourly mean module temperature (Tm), hourly mean solar irradiance measured
at two different tilts (I3 and I15), and hourly mean PV power [1].

Data that is collected is measured at a specific time, i.e.,
T s = ambient and module temperature measured every 10 min (°C).
Is = solar irradiance of the plains at 3° and 15° is sampled at 1 min (W/m2).
Ps = photovoltaic output power measured every 1 min (W).
To illustrate the impact of input parameters on the forecasting of solar power, all

the input parameters need to be sampled at the same sample steps chosen equal to
1 h, i.e.,

• Ta(i) and Tm(i) are the hourly mean ambient and module temperature measured
in 60 min concerning hour i.

T (i) = 1

6

6∑

t=1 s

T (t) (1)

• I3(i) and I15(i) are the hourly mean solar irradiance taken from the panel set up
at an angle 3°and 15° measured in the span of 60 min concerning hour i.

Table 1 Specification of the
PV system

Specifications PV1 module group PV2 module group

Nominal
power(kWp)

353.3 606.7

Number of
modules

1104 1896

Net Surface of the
modules (m2)

1733.3 2976.7

Azimuth (°) − 10 − 10

Tilt (°) 3 15
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I (i) = 1

60

60∑

t=1 s

I (t) (2)

• P(i) is the hourly mean value of the PV output power measured in the span of
60 min.

P(i) = 1

60

60∑

t=1 s

P(t) (3)

Parameters obtained from this setup were:

1. Ambient Temperature (Ta)
2. Module Temperature (Tm)
3. Irradiance at 3° (I3)
4. Irradiance at 15° (I15)
5. Power (P)

2.2 Evaluation Metrics

The performance of the regression model is evaluated based on evaluation metrics.
The evaluation metrics that are used in the evaluation are:

1. Root Mean Squared Error (RMSE): It is just the square root of the MSE. It
represents the standard deviation of the error. Standard deviation is a measure
of how spread our data is,

If RMSE = low, it signifies that data is less spread or concentrated around
the mean or regression line.

If RMSE = high, then it signifies that data is spread over a large range with
respect to the mean or the line of regression.

RMSE can be represented as

RMSE =
√∑n

i=1

(
yi − ŷi

)2

n
(4)

2. R2_value:R-Squared explains howwell the independent variables in the regres-
sion model explain the variability in the dependent variable. In other words, it
is the total variation of the dependent variable that is defined by the variation of
the independent variable.

R-squared can be represented as

R2 = 1 − SSres
SStot

(5)
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where
SSres = sum of squares of residual

SSres =
m∑

i=1

(
yi − ŷi

)2
(6)

SStot = total sum of squares (variance of the data)

SStot =
m∑

i=1

(yi − y)2 (7)

3. p_value: It is ameasure bywhich two quantities being compared can be declared
as same or different. The decision is made based on the significance value
(p_value). The two possible outcomes based on the p_value is:

Null Hypothesis: Both quantities are the same.
Alternative Hypothesis: Both quantities are different.
If p_value is greater than 0.05, the null hypothesis is selected (data lies in the

confidence interval), or an alternative hypothesis is selected. The p_value of 0.05
is universal, but it can be changed according to the application, like in medical
applications the error should be minimum so, there p_value can also be set as 0.01.

3 Linear Regression

3.1 Introduction to Linear Regression

A linear regression model is the most basic regression model. Here, it is expected
that the independent and the dependent features will have a linear relationship. The
relationship is explained by a line called as a line of regression. This line has the
minimum error compared to all the lines drawn over the given plane. There are two
types of linear regression models:

3.1.1 Simple Linear Regression

In this typeof regressionmodel, there is only onedependent and independent variable.
İt can be formulated by a straight-line equation, i.e.,

y = mx + c (8)
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where

y dependent variable
m slope of the regression line
x independent variable
c y_intercept

3.1.2 Multiple Linear Regression

There are two or more independent variables in multiple linear regression. These
independent variables combined helps the model to predict the dependent variable.
In this case, let if we have two independent variables and one dependent variable,
the line of regression thus obtained will be a plane of three dimensions. The multiple
linear regression can be represented as:

y = c0 + m1x1 + m2x2 + · · · + mnxn (9)

where

y dependent variable
c0 y_intercept
m1, m2, mn slopes of the corresponding independent variables
x1, x2, xn independent variables
n number of independent variables

Multiple linear regression for the problem statement can be formulated as:

Power = c0 + m1(ambient temperature)

+ m2(module temperature) + m3(Irradiance) (10)

3.2 Scenario

Earth revolves around the sun in an elliptical orbit. Therefore, there are two angle
of tilts at which the solar systems are placed. In general, the angle of tilts is in the
range ± 5° and ± 10°. For the geographical location mentioned above, 3° and 15°
are the angle of tilts. The two modules thus formed are divided into the ratio of 36.8
and 63.2%.

As the solar panels are divided into two modules, and also there are two angle
of tilts. Different scenarios are made. Three scenarios have been considered in this
paper for the complete analysis of the linear regression model. All the scenarios
have ambient temperature and module temperature in common. The main difference
between these scenarios is irradiance (Table 2).
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Table 2 Different scenarios for evaluation

S. No Scenario Dataset

1 Scenario 1 Ambient temperature, module temperature, irradiance at 3° tilt, and power

2 Scenario 2 Ambient temperature, module temperature, irradiance at 15° tilt, and power

3 Scenario 3 Ambient temperature, module temperature, weighted Irradiance between 3°
and 15° tilt, and power

1. Scenario 1: Irradiance at 3° tilt
2. Scenario 2: Irradiance at 15° tilt
3. Scenario 3: Weighted Irradiance.

Weighted irradiance can be calculated by:

WeightedIrradiance

= 0.368(Irradianceat 3◦ tilt) + 0.632(Irradiance at 15◦ tilt)
100

(11)

where
0.368 = percentage of Module 1
0.632 = percentage of Module 2

4 Results and Discussion

The linear regression is applied to all the scenarios, and results are calculated. The
table shows the results obtained after evaluation.

Below are some plots of the predicted and actual power with respect to the number
of samples for all the scenarios. This plot shows the predicted and actual value of
the power for very few samples. If the whole testing dataset is taken, it would be
challenging to observe the change in the predicted values (Fig. 1).

As it is clear from the plot, Scenario 1 is not able to track the edges for the plot
since the R2_value of the irradiance at 3° is least among all the three irradiances
(Fig. 2).

Scenario 2 is better than that of Scenario 1 since the R2_value of the irradiance
at 15° is better than Scenario 1 (Fig. 3).

Scenario 3 has shown excellent results as compared to the other two Scenarios
since weighted irradiance was best in explaining the variability of the power
R2_value of the irradiance at 3° is least among all the three irradiances.



716 S. Thombare et al.

Fig. 1 Scenario 1

Fig. 2 Scenario 2

4.1 Discussion

From Table 3, an observation can be made that Scenario 3 has the least root mean
square error (RMSE), followed by Scenario 1 and then Scenario 2. Irradiance has a
significant impact on solar power generation as compared to ambient temperature and
module temperature. The reason behind it is irradiance. Table 4 shows the R2_value
of irradiance at 3°, 15°, and weighted irradiance.

It can be seen that weighted irradiance has the highest R2_value, also R2_value
explains the variability of the dependent variable with respect to independent
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Fig. 3 Scenario 3

Table 3 Result analysis of linear regression using different scenarios

S. No Scenario R2_value RMSE p-value

1 Scenario 1 0.958 49.506 0.875

2 Scenario 2 0.958 50.068 0.799

3 Scenario 3 0.966 44.371 0.808

Table 4 R2 values of
Irradiances

S. No Irradiance R2_value(%)

1 3° tilt 95.60

2 15° tilt 95.78

3 Weighted irradiance 96.35

variables. Therefore, Scenario 3, having weighted irradiance attains the least
RMSE compared to Scenario 1 and Scenario 2. After Scenario 3, Scenario 2 has
the second-highest R2_value, therefore, Scenario 2 has less RMSE as compared to
Scenario 1.

The p-value of all the scenarios is more significant than 0.05, which means all
accept the null hypothesis. Null hypothesis means that the predicted and actual power
are in the acceptable range or the confidence interval.
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5 Conclusions

Linear regression can be a good alternative for predicting solar power. This paper
has shown that irradiance is very vital while predicting solar power. It has a major
contribution in predicting power. Weighted irradiance has proven to be the best
among all the scenarios considered. Parameters are linear; this was the consideration
while doing this project. After experimentation, it has been seen that parameters are
nonlinear. Other regressionmodels like polynomial regression, decision tree, random
forest, and neural networks can also be applied to better forecast.
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Chapter 54
Fuzzy Logic Controller for HVAC System
of Passenger Car for Cooling Application

Pratik Ramu Bante, Archana G. Thosar, and S. Srikanth

Abstract Heating, ventilation, and air conditioning (HVAC) system in an automo-
bile provides a pleasant atmosphere for the passenger. The HVAC system should
be intelligent and reliable enough to provide a clean and comfortable environment
to the passengers. The HVAC system is highly nonlinear because of disturbances
and uncertainties like solar heat load, passenger heat load, ambient temperature,
cabin space, etc. A brief study of the HVAC system and disturbance parameters is
explained. This paper attempts to design a fuzzy logic control (FLC) for the HVAC
system of a passenger car. The FLC takes care of disturbances and nonlinearities of
the plant. The fuzzy logic controller perfectly maintains the desire cabin tempera-
ture at the set point. A conventional PI controller and intelligent fuzzy controller are
simulated on the MATLAB/Simulink platform to clarify the robust control method.
It is observed that fuzzy logic control outperforms the PI controller.

Keywords Heating ventilation air conditioning (HVAC) · Compressor ·
Condenser · Evaporator · Thermal expansion valve (TEV) · Vehicle cabin ·
R134a · Refrigeration cycle · MATLAB · Proportional integral (PI) · Fuzzy logic
control (FLC)
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1 Introduction

In modern cars, passengers’ comfort is one of the main parameters during the
selection of a car. There are many technologies developed to provide comfort to
drivers as well as to passengers in the car. Like driving modes, independent suspen-
sion, panorama sunroof, power seats, power window, ambient lighting, Bluetooth
streaming, ventilated seats, and many more. Out of which heating ventilation air
conditioning (HVAC) system in a car plays an important role in drivers as well as
passengers’ comfort. The instantaneous regulation of temperature, humidity, and air
motion is well established by an air conditioning system. In its cycle, automotive air
conditioning uses vapor compression refrigeration systems. A compressor, an evapo-
rator, a condenser, and an expansion valve are the main components of an automotive
air conditioning system. The compressor is the most important component of any air
conditioning system.

During the last few decades, automobile manufacturers and university researchers
have focused their attention on the design of mobile air conditioning systems. PID
controller for the HVAC system was designed [1]. Comparison of HVAC systems
control using simple ON–OFF, intelligent ON–OFF, and optimal controllers are
discussed in [2]. Sliding mode control for the air conditioning system is simulated
in [3]. The design and the implementation of a PID using internal model control for
vapor compression refrigeration system [4]. HVAC energy management and opti-
mization with model predictive control were discussed in [5, 6]. The mathematical
model for automotive air conditioning system is referred from [7]. The universal
fuzzy logic speed controller is designed in [8] for four switches BLDC motor drive.
For membership function designing in the fuzzy controller, [9] is referred. Control
of cabin temperature is an important factor for passenger comfort. However, there
are so many disturbances present in real-life scenarios that deteriorate the car’s cabin
temperature. Disturbances such as solar load, passenger heat load, ambient temper-
ature, and many more. Hence, continuous tracking of desired cabin temperature is
a challenging task. In this paper, the PI control strategy is used to control the cabin
temperature of the car. To overcome the downside of the PI controller, the fuzzy
controller is designed to maintain the desired temperature in the vehicle cabin to
achieve a comfortable environment for the driver and passengers inside the car. The
fuzzy control is a way for replicating and executing the knowledge of a (smart)
human about how to govern a system. IF–THEN rules in the form of “if X and Y,
then Z” are used by fuzzy controllers to illustrate models or knowledge. Fuzzy rules
and membership functions and fuzzification and defuzzification procedures make up
a fuzzy inference system. An ordinary crisp input generates a standard crisp output
easy to read and understand when fuzzy inference is used.

The brief outline of the paper is as follows. Complete mathematical model for
the HVAC is developed in Sect. 2. Section 3 gives brief about FLC. The design of
the proposed controllers is represented in Sect. 4. Simulation results are discussed
in Sect. 5. Section 6 concludes the paper.
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2 Mathematical Modeling

The block diagram of the HVAC system is shown in Fig. 1. The HVAC system
of a passenger car consists of the compressor, condenser, thermal expansion valve,
evaporator, and passenger’s car cabin. It works on principles of heat transfer, thermo-
dynamics, and fluid mechanics. All equations are based on the law of conservation
of mass and energy.

2.1 Vehicle Cabin

The energy balance equation of the vehicle cabin is given as,

Mr.Cpr.
dTr

dt
= −Cpe.ρ. f.(Tme − Tse)

+ Qs + N .Qps +Uo.Ao.(Ta − Tr )

+ Mf.Cpa.(Ta − Tr) + Kspl. f (1)

Mr = Mass of air inside cabin

Cpr = Specific heat at constant pressure

Tr = Cabin temperature

Cpr = Specific heat at constant pressure in evaporator

ρ = Density of air

Fig. 1 Block diagram of HVAC system



722 P. R. Bante et al.

f = Volumetric flow rate

Tm = Mixing temperature of evaporator

T s = Wet side temperature of evaporator

Qs = Heat load due to solar radiation

Qps = Sensible heat load due to passenger

N = Number of passengers

Uo = Heat transfer coefficient of vehicle wall

Ao = Surface area of cabin

T a = Temperature of ambient air

Mf = Mass flow rate

Cpa = Specific heat at constant pressure

K spl = Heat gain coefficient of blower fan

The heat energy generated by solar radiation from the sun, passenger sensible
radiation along with the number of passengers, solar radiation transmitted to the
cabin and metal of vehicle, heat transfer with the outside ambiance, and the heat load
from blower fan which is to be removed by the cooling capacity of evaporator [7].

2.2 Evaporator

Cp.ρ.Vh1e.
dTde
dt

= Cp.ρ. f.(Tme − Tde) + α1e.A1e.

(
Twe −

(
Tme + Tde

2

))
(2)

V h1e = Air side volume of evaporator core

α1e =Heat transfer coefficient between air and evaporator wall in dry cooling region

A1e = Heat transfer area of dry cooling region

Twe = Temperature wall of evaporator

Cp.ρ.Vh2e.
dTse
dt

= Cp.ρ. f.(Tde − Tse) + ρ. f.hfge.(Wme − Wae)

+ α2e.A2e.(Twe −
(
Tde −

(
Tde − Tse

2

))
(3)

V h2e = Wet side volume of evaporator core

H fge = Latent heat of vaporization in evaporator
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W = Moisture content

α2e =Heat transfer coefficient between air and evaporator wall in wet cooling region

A2e = Heat transfer area of wet cooling region

Cp.ρ. f.
dTwe

dt
= α1e.A1e.

((
Tme + Tde

2

)
− Twe

)

+ α2e.A2e.

((
Tde + Tse

2

)
− Twe

)

− Mref.(hr2e − hr1e) (4)

Mref = Reference mass flow rate of refrigerant

hr2e = Enthalpy of refrigerant at evaporator outlet

hr1e = Enthalpy of refrigerant at evaporator inlet

Cpm. f.ρ.Tme = Mf.Cpa.Ta + (ρ. f − Mf)Cp.Tr + Tme.Mf.Cpm (5)

Mf = Mass flow rate of ventilation air
The evaporator model developed in four sections as the dry side of an evaporator,

wet side of an evaporator, temperature of the evaporator wall and adiabatic mixing
temperature of evaporator represented in Eqs. (2)–(5), respectively.

2.3 Compressor

Mref = ωc.Vc.ρc.

(
1 + Cc − Cc

(
Pd
Ps

) 1
n

)
(6)

n = Polytrophic exponent

ωc = Compressor speed

V c = Swept volume

ρc = Density of refrigerant at suction side

Cc = Clearance factor
Pd
Ps

= Ratio of discharge pressure to suction pressure

Cpr.ρ. f.
dTout
dt

= Tin.Mref.Cpr1 − Tout.Mref.Cpr2 (7)
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The compressors’ energy balance equation and reference mass flow rate repre-
sented in Eqs. (7) and (6), respectively.

2.4 Condenser

Cp.ρ.Vh1c.
dTd
dt

= Cp.ρ. f.(Tmc − Tdc)

+ α1c.A1c.

(
Twc −

(
Tmc + Tdc

2

))
(8)

Cp.Vh2c
dTsc
dt

= Cp.ρ. f.(Tdc − Tsc) + ρ. f.hfgc.(Wmc − Wac)

+ α2c.A2c.(Twc −
(
Tdc −

(
Tdc − Tsc

2

))
(9)

Cp.ρ. f.
dTwc
dt

= α1c.A1c.

((
Tmc + Tdc

2

)
− Twc

)

+ α2c.A2c.

((
Tdc + Tsc

2

)
− Twc

)

− Mref.(hr2c − hr1c) (10)

Cpm. f.ρ.Tm = Mf.Cpa.Ta + (ρ. f − Mf)Cp.Tr (11)

The condenser is one type of heat of heat exchanger, similar to that of evapo-
rator. Hence, similar to evaporator, condensers’ model is formed with four sections.
Dry side, wet side, temperature of the wall and mixing temperature of condenser
represented in Eqs. (8)–(11), respectively.

2.5 Thermal Expansion Valve

Tin.Mfv.Cpv − Tout.Mfl.Cpl = 0 (12)

Mfv = Mass flow of vapor

Cpv = Specific heat of refrigerant in vapor phase

Mfl = Mass flow of liquid

Cpl = Specific heat of refrigerant in liquid phase.
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The last component in the cooling cycle of refrigeration is the thermal expansion
valve. The energy balance equation for the same is represented in Eq. (12). Here, is
the condensers’ temperature taken in and is fed to the evaporator.

State-Space Representation
State-space representation of HVAC system is given as follows,

ẋ = Ax + Bu + D (13)

In Eq. (13), D represents the disturbances in HVAC system which makes the
system nonlinear. To negate the effect of disturbances the fuzzy logic controller is
designed.

Where

u = Mref

A =
[
A1 A2

A3 A4

]

A1 =

⎡
⎢⎢⎢⎢⎣

−U0A0+MfCpa

MrCpr
0 Cpeρ f

MrCpr
0

0 2Cpρ f −α1eA1e

2CpρVh1e
0 α1eA1e

2CpρVh1

0 2Cpρ f −α2eA2e

2CpρVh2e

−2Cpρ f −α2eA2e

2CpρVh2e

α2eA2e
2CpρVh2e

0 α1eA1e+α2eA2e
2Cpρ f

α2eA2e
2Cpρ f

−α1eA1e−α2eA2e
Cpρ f

⎤
⎥⎥⎥⎥⎦

A2 = A3 = 0

A4 =

⎡
⎢⎢⎢⎢⎣

−MrefCpr2

Cprρ f
0 0 0

0 −2Cpρ f −α1cA1c

2CpρVh1c
0 α1cA1c

2CpρVh1c

0 2Cpρ f −α2cA2c

2CpρVh2c

−2Cpρ f −α2cA2c

2CpρVh2c

α2cA2c
2CpρVh2c

0 α1cA1c+α2cA2c
2Cpρ f

α2cA2c
2Cpρ f

−α1cA1c−α2cA2c
Cpρ f

⎤
⎥⎥⎥⎥⎦

ẋ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ṫr
.

Tde
.

Tse
.

Twe
.

Tout
.

Tdc
.

Tsc
.

Twc

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, x =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Tr
Tde
Tse
Twe
Tout
Tdc
Tsc
Twc

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0

− hr1−hr2
Cpρ f
Tm
ρ f

0
0

− hr1−hr2
Cpρ f

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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D =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−Cpeρ f Tm+Qs+NQps+UoAoTa+MfCpaTa+Kspl f
MrCpr

2Cpρ f Tme−α1eA1e

CpρVh1e
ρ f hfg(Wm−Wa)

CpρVh2e
α1eA1eTme
Cpρ f

0
2Cpρ f Tmc−α1cA1c

CpρVh1c
ρ f hfg(Wm−Wa)

CpρVh2c
α1cA1cTm
Cpρ f

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

3 Fuzzy Logic Control

Fuzzy logic is a mathematical technique to inferring issues that uses intelligent
reasoning, probability theory, and multivalued logic to emulate human nature. Fuzzy
logic system comprises of four components are as follows.

3.1 Fuzzification

Fuzzification is a technique that converts the system’s crisp input into fuzzy set.
The crisp numbers are the inputs that the sensors measure, which are subsequently
fuzzified and sent to the control systems for further processing.

3.2 Rule Base

The rule base is a technique used for storing the collection of rules. The If–Then
conditions provided by experts are used to govern the decision-making systems.

3.3 Inference Engine

Inference engines act as the brain of the fuzzy logic system (FLS). It enables users
to determine the degree of match between the current fuzzy input and the rules.
Following the matching degree, this system decides which rule should be inserted
based on the provided input field. When all of the rules are executed, they are
combined to create the control actions.
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3.4 Defuzzification

Defuzzification is a technique to transform fuzzy values from the fuzzy inference
engine into crisp ones. There are different methods of defuzzification such that
centroid, and weighted average.

4 Controller Design

Fuzzy logic is a way of dealing with knowledge that is ambiguous or uncertain.
The “max–min” fuzzy inference technique combines approximate knowledge of
acceptable control responses for various situations into a set of rules for determining
a specific control action. The verbal statement of a circumstance or the control action
that follows is converted into a precise computation using membership functions
(MF).

Figure 2 shows the overall block diagram of fuzzy-based temperature control for
the HVAC system. There are two inputs to the fuzzy controller that are temperature
error and change in error that are quantize into three levels each. NE, E, and PE
represent negative error, error, and positive error. N, Z, and P represents negative,
zero, and positive change in error. Temperature error calculates by the difference of
desired temperature and actual cabin temperature. Mamdani-based rule base used in
fuzzy controller design which regulates the compressor speed to obtain the desired
temperature in the cabin of a car. Figures 3 shows the input and output membership
function of fuzzy controller. Linear triangular MF’s are chosen because of their good
efficiency with computation capability and simplicity. Centroid method is use for
defuzzification. Fuzzy rule base shown in Table 1, which has two input and single
output.

Proportional Integral Control
Designing of PI is simple due to its ease of construction. The PI controller has
long been a popular choice for temperature control. Proportional integral controller
designed such that,

Fig. 2 Block diagram of HVAC system with fuzzy controller
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Fig. 3 Output MF’s of the fuzzy controller

Table 1 Fuzzy rule

Change in error

N Z P

Error NE HS NS LS

E NS LS LS

PE LS LS LS

U (t) = KP.e(t) + KI ∫ e(t)dt (14)

where U (t) is control input and e(t) is error. KP and KI are controller’s gain.
To simplify these equations into a mathematically appreciable form, some

assumptions must be made. These assumptions include the following (Fig. 4):

1. For the temperature range of 18–45 °C, only cooling load is taken into account.
2. Without transportation gap, the plant is modeled as a first-order linear dynamic

system.

Fig. 4 Block diagram of HVAC system with fuzzy controller
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3. There are no pressure drops between the evaporator and the condenser.
4. The cooling coil and the car cabin room have perfect air mixing.

5. On the airside of the cooling coil, only two regions are considered: dry cooling
and wet cooling.

5 Simulation/Discussion

Passenger heat load and cabin space these two parameters are considered for sensi-
tivity analysis. As shown in Fig. 5, cabin temperature varies with the number of
passengers and changes in cabin space. Hence, to control the car’s cabin temperature,
fuzzy logic control, and PI control are tested for the HVAC system. The simulation
result for PI control is shown in Fig. 6. To designed proportional integral controller
gains are considered as 2.36, 1.25 for and respectively. For these values of K_p and
K_I the rise time of the system is 0.618 s, settling time is 2.72 s, percent overshoot
is 2.86%.

However, the primary disadvantage of the PI controller is that it does not produce
good results when control parameters and loading conditions vary quickly. Figure 6
shows the cabin temperature output obtainwith PI control strategies. The temperature
profile is given as input to the controller to see the controller’s performance at different
temperature levels. Results explain that the rise time is highwith the PI controller, and
steady-state error is present. To overcome the drawbacks of the PI controller, fuzzy
logic controller is proposed. The simulation results of the fuzzy logic controller are
shown in Fig. 6. In which settling time is decreases, rise time also decreases, percent
overshootminimizes, and steady-state error also improves as compare to PI controller
results.

The comparison of PI controller and fuzzy logic controller simulation result is
shown in Fig. 6.

Fig. 5 Sensitivity analysis of passenger heat load and cabin space
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Fig. 6 Comparative
simulation results of PI and
fuzzy
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6 Conclusion

In this paper,mathematicalmodeling for theHVAC system is developedwith the help
of mass and energy balance equations. The sensitivity analysis also done to validate
the system. To control the HVAC system, two controllers are investigated, PI and
fuzzy logic controllers and both are tested by using MATLAB/Simulink platform. It
is observed that cabin temperature is accurately tracking the reference temperature.

In comparative study of both the controllers, it is concluded that the rise time
and steady-state error of the universal fuzzy controller are better than the standard PI
controller. As a consequence of the comparison, the fuzzy controller outperforms the
traditional PI controller in terms of dynamic performance. By combining PID and
fuzzy controller, a fuzzy PID controller can be designed for even better performance.
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Chapter 55
Sustainable Farming Using Drone
with Seed Dropper

Mohammad Suhel Karkun and Sathish Dharmalingam

Abstract The main source of the Indian economy in common is agriculture.
However, due to the extensive work required which causes tiredness and stress, some
field workers typically migrate from the agricultural domain to the other industrial
fields, which offer them more profitable and stable jobs. This possible reason causes
the potential problem of a lack of human labor in agriculture. In this scenario, it
becomes necessary to develop a technique for farming with automation and sensing
technologies to enhance agricultural productivity and make more use of land in India
for agricultural purposes. The aim of this research is to develop a quadcopter drone
properly incorporated with a seed sowing mechanism. The construction and mainte-
nance of this drone are much cheaper and less time consuming than the traditional
method. The quadcopter can be flown over any specific location and drop seeds
all over the region, thereby contributing to the growth of plants.

Keywords UAV systems · Quadcopter drone · Seeds sowing · Agricultural
automation

1 Introduction to Unmanned Aerial Vehicle

Drones are also identified as unmanned aerial vehicles (UAV), which can fly without
a pilot and passengers. Controlling of UAVs can be achieved either remotely or
autonomously following predetermined programs. The UAVs are usually equipped
with an accessory used for defense purposes, monitoring, and surveillance. A signif-
icant advantage in common is the less time consumption in preparation and commis-
sioning for flight. Firstly, the UAVs were only used by the army and the police
for active surveillance and defense purposes. Civilian drones are typically used for
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photographing and filming. The United States, Germany, United Kingdom, Israel,
and Russia, are the pioneers in the UAV research. In August 1849, the first unmanned
flying vehicle was operated by the Austrians. At that time, it was employed as a
balloon filled with explosives. This specific technique has been known for almost
150 years as a purpose of bombs. In 1915, the unmanned aerial vehicle named “Ket-
tering Bug” was created by Charles Kettering with Elmer Ambrose Sperry. Orville
Wright worked as a consultant on the project. The vehicle was guided by an onboard
gyroscope. The control system used an electric system, a pneumatic system, and an
aneroid barometer for altitude sensing. The first civilian aircraft drone was produced
merely in 1980s by Japan. Public drones are generally driven by an electric motor
and are smaller, while military drones are generally driven by an internal combustion
engine and comparatively larger in size.

2 Background

The quadcopter can be used for agricultural purposes, especially for spraying water
and pesticides on a timely basis [1]. Seed sowing using drones is challenging as
it requires special systems and design. There are manually operated seed sowing
machines are available, which takes much time, manual work, and less accuracy [2].

There are two UAVs used in the work [3] in which the first, UAV is used for
making a map of the agricultural lands by capturing the aerial photos to the imagery
analysis with the help of software, and the second, UAV had used as a transportation
platform, which has an ability to carry a payload of materials. A canister mechanism
had been developed to drop seeds at the desired locations in accordance with UAV’s
payload carrying capacity. Themaximum speed achieved by this UAV is about 5m/s.
There was an autonomous robot, which was developed for sowing seeds. It consists
of a cylinder to store the seeds, bevel gear, and pipes were used to drop the seeds.
However, this system is a robot and not a UAV [4].

An autonomous drone integrated system had developed, in which the Wi-Fi
module is used for communication between the two robots. Arduino Atmega2560
controller with computer module has been used to monitor and control the proper
seeding on the land. It has a quadcopter drone and ultrasonic proximity sensor,
an under-body sensor to detect the right path for seeds sowing and obstacles. For
communication at the ground station,Wi-Fi in theArduino boardwas used [5]. Refor-
estation can be done by drone technology with the help of Mission Planar software
and Arduino coding software. The calibration and for a fully-featured ground station
applications of the ArduPilot (open-source autopilot), a Mission Planar software has
been used. While, Arduino software is used for coding in different Arduino boards
[6].

Drone technology combined with machine learning and remote sensing can solve
the industrial-scale deforestation problem. In the bio-carbon engineering project, a
drone was used to hover over the selected area for surveillance and making reports
on the possibility of reforestation. Pre-germinated seeds are plotted into the soil by
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using a predetermined pattern of the drone. The pressurized canister is used to inject
the seeds into the soil with force.

These drone systems have the capacity of planting ten thousand seeds per day and
aimed to plant one billion trees in a year [7]. As per researchers, still there is enough
space for planting around 1.2 trillion trees that can intake CO2 emitted by humans.
The amphibious UAV has been developed to drop seed balls in the agricultural land
without any damage to the seeds and has high stability, and is simple to operate
[8]. The vast applications UAV in agricultural farming and animal husbandry like;
weed identification and control, animal aerial headcounts and monitoring, soil and
pest analysis and control, aerial Geo-fencing, crop health irrigation, and monitoring,
mustering, and other farming and livestock-related activities were studied [9].

The patent shows the UAV distribution assembly used for seed sowing. It is an
electronic frame and a device distribution attached at the bottom of the drone. This
distribution device has excellent coordination between the time, area, and amount of
product to drop at the accurate position [10].UAVattachedwithwheelmechanismhas
been developed to drop seeds at the same interval of area and time using controllers.
This technology has been developed recently on a vast scale, due to the Fourth
Industrial Revolution (IR 4.0) and increases in the demand for food as of population
growth [11].

Modernization leads to inadequacy in skilled laborers in the agricultural domain
and this affects the development and growth of developing countries. To enhance the
productivity, the farmers must properly use upgraded autonomous technology for
agricultural activities like seeds sowing, digging, fertilizing, spraying, harvesting,
etc. This will minimize the necessary requirement of labor and enhance yield. The
objective of this research is to develop a quadcopter with a low-cost seed dropper
mechanism to sow seeds on agricultural land for effective production and avoid the
wastage of seeds.

3 Components to Build the Quadcopter

3.1 Frame

The frame is the skeleton upon which all the components of the quadcopter and
loads will be acted. The size of the frame can be determined by the size of propellers
and the size and rating of DC motors. Motors will specify the current ratings of
electronic speed controller. It is important to verify that the mountings for the motors
and the flight controller board (FCB) match, when designing a quadcopter frame.
The frame is made up of glass fiber and aluminum, which is easy to build, relatively
inexpensive, and durable. The CAD design of the present quadcopter frame along
with the supporting strut is shown in Fig. 1.



736 M. S. Karkun and S. Dharmalingam

Fig. 1 CAD design of
quadcopter frame

3.2 Motor

The motors are the essential component of the quadcopter and the main drainer
of battery power. The efficient combination of the motor and the propeller is most
important for the better performance. Usually, the speed of the motor is measured in
terms of Kv (constant velocity). The higher Kv motor spins faster, and the lower Kv
motor produces more torque, and this phenomenon is actually without the propeller
attached to the motor. The amount of current drawn by the motor from the battery is
an important aspect to consider for motor performance apart from the raw thrust and
its Kv. The specifications of the motors need to be checked for maximum electrical
current load and confirm that the ESC’s are rated to withstand those amperages. The
motor which is used in this research work is A2212 Kv1000 brushless motor.

3.3 Battery

Most of the batteries used in the quadcopter contain a lithium-based battery. Because
it is lightweight and has a high volt carrying capacity and also has a higher charge
density as compared to the typical lead-acid and nickel batteries. Generally, lithium
batteries are quite expensive, but in most cases, these batteries are more used readily.
The present design using a 2200 mAh, 3 cells, and 12 V lithium polymer battery (Li-
Po battery) for this researchwork. The battery has given aflight time of approximately
about 4–8 min. Generally, batteries cannot have their own mounting units on the
drone, since the screws can damage the battery. Batteries are the heaviest component
on a UAV, therefore they are mounted on the dead center of the UAV to offer the
same load on all the motors.
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3.4 Arduino UNO Micro Controller

The Arduino UNO in common is an ATmega328P Microchip-based open-source
microcontroller board. This board is incorporated with 14 digital and 6 analog I/O
pins. The Arduino board is operated by a 9-V external battery or by a USB cable, as
it can work in the range of voltages between 7 and 20 V.

3.5 Electronic Speed Controller (ESC)

An ESC translates the signals into the phased electrical pulses by interpreting the
signals from the flight controller and determines the speed of a brushless motor.
ESC has four input terminals, two are used for signals from the flight controller.
Signal and signal ground is wired to the flight controller with a positive wire only.
Typically, an ESCs have three output terminals, each one of the wires are connected
to the brushless motor.

3.6 Propellers

For quadcopter, various types of propellers are available,with every size andmaterial.
A lighter propeller is more suitable due to lower torque. Further, the higher pitch
blades encounter high air resistance and require more torque, and thereby consuming
more current. Thus, the trade-off is required between the amperage and the thrust by
the designer. Here, the propeller diameter is 10 inches with the pitch of 4.5 inches
were chosen.

3.7 Flight Controller (FC)

The flight controller uses algorithms by the information given by the sensors, to
know the spinning of motors as per the command given from the radio transmitter.
FC uses the receiver and follows the given command. The video input with the help
of a first-person view camera feeds to the video transmitter through the FC with
the incorporation of the beta flight on-screen display. Generally, FC needs 5 V to
operate, which is given by connecting anyone positive of ESC to FC. Usually, FC
can be Arduino, Ardupilot, or any other. In this research work, Ardupilot is used as
FC.
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3.8 Arduino Pilot

It is a free open-source autopilot firmware that supports multi-copter, ground rovers,
planes, and traditional helicopters. This includes an onboard video display, air param-
eter setting, mission planning, voice synthesis, and data logging. The full mission
was scripted with point-and-click desktop utilities. It is feasible to support a large
number of 3D waypoints, dual-way in-flight commands, and telemetry with the use
of theMAV link protocol. Autonomous landing, take-off, camera, and video controls
can be done also. In Ardupilot, input is connected with the receiver, and output is
connected with ESC.

3.9 Transmitter

A first-person view (FPV) flying drone transmitter is used to transmit radio signals
wirelessly with a particular radio frequency to the receiver. The receiver is usually
connected to the drone. All the command given by the pilot has to be transmitted
with the help of these electronic transmitters only.

3.9.1 Radio Receiver

A radio receiver is used to receives radio waves and convert the data into a viable
form. An electronic filter is used to filter out the expected radio frequency from the
incoming signal. An electronic amplifier is used to amplify the signals for processing
and desired data is extracted with demodulation. To control the aircraft remotely, a
pilot uses a radio transmitter, and that signals are received by the radio receiver,
which is generally connected to the flight controller input.

3.9.2 Motor Driver Board

A motor driver is an integrated circuit (IC) chip for controlling the motors. The
interface between Arduino and the motor is usually made with the help of the motor
driver. L293 series IC’s are widely used motor drivers and are used to control two
DC motors simultaneously at the same time. L293D contains two H-bridge and 16
pins. H-bridge is suitable to control low current-rated motors. In this research work,
L293 motor driver was used for operating 12 V DC motor and 5 V Arduino. The
power was supplied to the motor driver by connecting the positive of one ESC to the
motor driver. Arduino and motor driver are connected to the receiver, for operating
the DC motor from the ground station with the help of the transmitter.
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4 Design of Seed Dropper

The sole purpose of the seed dropper is to store and drop out the seeds. This setup is
fixed below the quadcopter drone, and the seed is filled in a container before lift-off
and can release the seeds aerially wherever required. The seed dropper consists of
a seed container, gear with the motor assembly, and base container. The DC motor
and motor driver are coded to precisely regulate the flow of seeds. The seeds sowing
program would run in the Arduino drives, and the DC motor operates according to
the quadcopter’s speed. Thus, the seeds are dropped at the desired locations. The
seed dropper is designed to exactly fit under the drone and its material is 3D printed
to give high durability. The total weight of the seed dropper is 120 g including the
DC motor. Arduino and motor driver board were used to controlling the rotational
speed as per the input.

4.1 Seed Container

The seed container is used to store the seed temporarily. The seeds will be fed to
the base container through the passage (Figs. 2 and 3). The volume of the container
depends upon the design and weight carrying capacity of the quadcopter.

Fig. 2 Assembly of the
seeds dropper

Fig. 3 Passage to allow seed
to the base container
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Fig. 4 Base container with
gear

4.2 Gear

The gear is used to draw the seeds from the seed container and dropping into the
required area with the help of its rotation. RPM of gear is controlled by DC motor
attached at the bottom.

4.3 Base Container

The base container is the lower part through that the seeds have been dropped. DC
motor is fixed at the bottom of the base container inside the housing to run gear
(Fig. 4).

5 Design Calculation

The complete design calculation for the construction of quadcopterwith seed dropper
is given in Table 1. The design was carried out for 1571 g of the quadcopter, 120 g
of seed dropper, and 400 g of payload (seeds).

5.1 Total Weight Estimation

Total weight = Empty weight + payload weight

= 1691 g + 400 g = 2091 g ∼= 2.1 kg

5.2 Thrust Required (Fr)

The thrust force required can be given by
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Table 1 Total weight estimation

Components Estimated weight (g) Numbers of units Total weight (g)

Brushless motor 159 4 636

Propellers 10 4 40

ESC 55 4 220

Frame 300 1 300

Li-Po battery 175 1 175

Power distribution board 150 1 150

Receiver 50 1 50

Seed dropper without DC motor
(seed container, base container, and
gear)

100 1 100

DC motor to drive the gear of seed
dropper

20 1 20

Payload (seeds) 400 1 400

Total 919 17 2091

Fr = (2 × Total weight)/np

where np is number of propellers and for quadcopter, np = 4. Thus,

Fr = (2 × 2.1)/4

= 1.05 kg

5.3 Power of Motor (P)

P = V × I × η

where V is voltage drawn by the motor, I is current drawn by the motor and η is the
efficiency of the motor.

P = 12 × 10 × 0.80 = 96w

5.4 Thrust Generated (Fg)

The thrust generated is given by,
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Fg = (
2 × π × r2 × ρ × P2

)0.3333

= (
2 × 3.14 × 0.1272 × 1.225 × 962

)0.3333

= 10.45N

= 1.06627 kg

where ‘ρ’ is air density (kg/m3) and ‘r’ is the radius of propeller (m).

5.5 Torque Required (Tr)

Tr = Fg × r × sin θ

where ‘θ ’ is angle of the propeller.

Tr = 10.45 × 0.127 × sin 20◦ = 0.45419N − m

5.6 Torque Generated (Tg)

Tg = I × V × η

2 × π × N/60

where ‘N’ is rpm of motor and it can be calculated as

N = 2 × π × (1000 kv)

60

= 2 × π × (1000 × 12)

60
= 1256.6371 rad/s

Tg = 10 × 12 × 0.80 × 60

1256.6371 × 2 × 3.14
= 0.7295N − m

5.7 Rotor Loading

Rotor Loading = Fg/Area of the propeller
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= 10.45/
(
3.14 × (0.127)2

)

= 206N/m2

5.8 Endurance (t)

Endurance is the time of flying a quadcopter with the complete consumption of
charge from the given battery.

t = C/(I × 60)

where ‘C’ is the battery capacity in Ah.

Inet = nm × I

where nm is number of motors; Inet is the net current drawn by motor.

Inet = 4 × 10

= 40A

t = 2.2 × 3600

40(for 4 motors)
× 60

= 3.3min

6 Result

The assembly of the quadcopter with seed dropper is shown in Fig. 5. The seeds

Fig. 5 Fabricated
quadcopter with seeds
dropper

seed dropper
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Table 2 Time required and
quantity of seeds dropped
with respect to the speed of
gear

Speed of the
Gear (deg/s)

Total quantity
of Seeds (g)

Rate of seeds
Dropped (g/s)

Time required
(s)

60 400 2.02 198

70 400 2.424 165

80 400 2.828 142

90 400 3.232 124

100 400 3.636 110

110 400 4.04 99

dropper is fixed at the bottom of the quadcopter. The seed container, gear, and base
container were 3D printed with PLA filament. The speed of the gear in the seed
dropper is used to vary from 60 to 110 deg/s and seed dropping is estimated in
seconds (s) for the pearl millet seeds, as shown in Table 2. As per the design, the
maximum of 400 g of seeds can be carried, and the size of the seed varies from
1.82 to 1.86 mm in diameter. At 60 deg/s rotation of gear, 2.02 g/s of seeds can be
dropped to complete 400 g of seeds in 198 s, which is the lowest rate as per this
design. Similarly, at 110 deg/s rotation of gear, 4.04 g/s of seeds can be dropped to
complete 400 g of seeds in 99 s, which is the highest rate.

7 Conclusion

The seed sowingmethod canminimize the planting cost to a high extent. Drone seed’s
sowing mechanism can be augmented with lasers or ultrasonic echoing devices to
measure the surface distances with more precision. Large quantities of crops can
be planted more effectively with the use of fewer materials, and this method is
much faster as compared to the traditional methods. Due to the advancement in
technology and the easy availability of the key components with other devices such
as smartphones, drones have become much more affordable. The Association for
Unmanned Vehicle Systems International (AUVSI), informed that the use of drones
in the agricultural industry is expected to control 80% of the future commercial UAV
market. In agriculture, drones are not just for seeds-dropping purposes, but we can
also use drones for spraying insecticides, and for surveillance of the quality of the
crops in larger land areas in a short time. The biggest drawback is the range constraint
of the quadcopter’s operation due to battery issues. Endurance is also one limitation
due to power and weight issues. Basically, from the overall research, it is sure that
it is going to help society, especially the farmers in their agricultural lands. A Seed
dropper can help a farmer get rid of labor shortage problems and reduce costs in a
great way. The fabricated quadcopter with a seed dropper is a pilot model and has
the capacity to carry seeds weighing 400 g. For real-time applications in agricultural
lands, larger quadcopters can be designed along with seed droppers, that can carry
2–3 kg of payloads or even more.
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Chapter 56
Power System Parameter Estimation
Using Signal Processing Techniques

Pratap Sekhar Puhan and Pravat Kumar Ray

Abstract The signal prcessing approach to measure the amplitude and phase of
a power system siganl is one of the best approach in the area of signal parameter
measurement. In this paper, recursive least square (RLS) and Kalman filtering (KF)
approach is implemented tomeasure the parameters in a signals. The estimation of the
parameter is updated recursively at different samples of harmonics signal. Different
value of signal to noise ratio are taken for verification of estimation performance.
The accuracy level of the two proposed method is analyzed and compared. Finally, it
is found that Kalman filtering approach towards measurement of parameters is more
accurate than recursive least square and hence it is suitable for online estimation in
noisy power system signals.

Keywords Harmonics · PQ · RLS · KF · etc.

1 Introduction

Harmonics level in power system increases gradually due to the tremendous appli-
cation of power semiconductor devices in the modern power system, generation of
harmonics and their mitigation motivates the researchers to work on harmonics to
achieve better power quality in power systems, there are several methods used to
remove the unwanted harmonics from power system signals such as low pass filter,
isolation transformer, active filters [1–3]. The effectiveness of the filters depends on
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the control technique discussed [3, 4], a number of standards and guidelines formu-
lated for the harmonic’s measurement and mitigation is discussed [5, 6], measure-
ment, modeling, analysis and mitigation of harmonics components leads to develop-
ment of different types of filters which will removes the harmonics [7], it is important
to measure the harmonics components in an efficient approach, so that the filter can
be designed smoothly [14] different types of harmonics measurement of techniques
has been investigated [7], one of the most important approach is the fast Fourier
transform (FFT) and it is used in many areas for parameter estimation purpose [8],
harmonics analyzer associated with FFT, in which 68,000 instruments samples the
waveform and then estimate the voltage and currentwave form [13], adaptive filtering
is one of the techniques [12] which is used for both harmonics and inter harmonics
in an efficient manner. Parameter estimation using least square algorithm is used [3]
and its effectiveness is verified through experimentation for frequency and harmonics
[5], involvement of constant and fix step size in LMS can be overcome by changing
the fixed size to variable step size [9], some papers uses the least mean square error
as the cost function but due to stalling effect accurate estimation is not achievable
[7], but recursive estimation is very much required to get accurate results for the
same purpose [6], recursive least square algorithm is implemented in many areas
when the system condition such as fault resistance, inception angle, loading, etc.
changes [9]. The performance of the least square algorithm is enhanced through
variable leaky least square algorithm where leakage factor taken into consideration
[8] Kalman filtering algorithm is used by many researchers [4, 7] but optimization
of parameter is difficult due to the involvement of Tayler expansion higher order [7],
soft computing techniques such as genetic algorithm, bacteria foraging optimization,
fuzzy logic, neural network-based algorithm is implemented in many parameter esti-
mation problem [11], computational complexity and rate of convergence are the
problems encountered in these technique [9], dynamic tracking of harmonics can be
easily access through this technique [10] it provides the possibility of feeding input
through feedback scheme [12] it is treated as one of the best method for harmonics
estimation [10], performance improvement of the algorithm is carried out through
tuning of error covariance matrices “p” and “r” [1], though several estimation tech-
niques have been developed and utilized in many research purpose with different
types of parameter updating techniques which includes incorporating covariance
matrix, forgetting factor, leaky factor, etc., but still some analysis is required to verify
the effectiveness of the algorithm with different signal to noise ratio. In this work,
the effectiveness of two popular harmonics estimation algorithm such as recursive
least square and Kalman filtering is verified through different signal to noise ratio
and final a comparative analysis is made between the two algorithms.

The paper is organized as Sects. 1 and 2. Section 3, Sects. 4 and 5, in Sect. 1
introduction presented. Section 2 describes the details of the proposed recursive least
square algorithm, Sect. 3 proposed Kalman filtering for estimation of amplitude and
phase, Sect. 4 presents the result and analysis and finally conclusion presents in
Sect. 5
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2 Proposed Recursive Least Square Algorithm (RLS)

The recursive least square algorthim used in many parameter estimation purposes [],
here a power system signal with noise is taken in to consideration for amplitude and
phase estiomation of both fundmental as well as harmonics.

The power system signal with noise consists of fundamental as well as harmonics
constitute is presented in below equation

y(t) = A1 sin(ω0t + ϕ1) + A5 sin(5ω0t + ϕ5) + A7 sin(7ω0t + ϕ7) + μ(t) (1)

The above signal can be expressed in parametric form for the estimation of
amplitude and phase

y(t) = [
sinω0t cosω0t sin 5ω0t cos 5ω0t sin 7ω0t cos 7ω0t

]

[
α1 β1 α5 β5 α7 β7

] + μ(t)
(2)

In the general form it can be expressed as below

y(t) = ϕ(t)θ + μ(t) (3)

y(t), ϕ(t), θ are represented as signal with noisy condition, structure of the system
matrix and unknown parameter vector, respectively.

The unknown parameter vector is updated as follow

∧
θ(t) = ∧

θ(t − 1) + K (t)ε(t) (4)

The error introduced in the process of measurement is given below

ε(t) = y(t) − ϕ(t)T
∧
θ(t − 1) (5)

Equation (6) shows the covariance parameter and K which is to be updated

K (t) = P(t − 1)ϕ(t)[1 + ϕ(t)T P(t − 1)ϕ(t)]−1 (6)

Matrix inversion lemma used to update the covariance of parameter vector

P(t) = [I − K (t)ϕ(t)T ]P(t − 1) (7)

Initialization of Eqs. (6) and (7) is carried out by choosing some initial values.
Since choice of initial covariance matrix is large and it is represented as, where
α assumes a large number and I is a square identity matrix, parameter α and β is
represented is as follow
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α1 = A1 cosϕ1 (8)

β1 = A1 sin ϕ1 (9)

α5 = A5 cosϕ5 (10)

β5 = A5 sin ϕ5 (11)

α7 = A7 cosϕ7 (12)

β7 = A7 sin ϕ7 (13)

α, β relates the amplitude and phase of the signal as follow

A1 =
√

α2
1 + β2

1 (14)

A5 =
√

α2
5 + β2

5 (15)

A7 =
√

α2
7 + β2

7 (16)

ϕ1 = tan−1 β1

α1
(17)

ϕ5 = tan−1 β5

α5
(18)

ϕ7 = tan−1 β7

α7
(19)

After the estimation of α and β, signals having fundamental, 5th harmonics and
7th harmonics can be separated by the following equations

yo fundamental = [
sinω0t cosω0t

][
α1 β1

]T
(20)

yo 5th = [
sin 5ω0t cos 5ω0t

][
α5 β5

]T
(21)

yo 7th = [
sin 7ω0t cos 7ω0t

][
α7 β7

]T
(22)
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3 Proposed Kalman Filtering (KF) Method

First the observation matrix is formulated and from that the unknown parameter θ

estimation can be carried out followed by the below equations

k(t) = ∧
p(t − 1) ϕ(t)T (ϕ(t)

∧
p(t − 1) ϕ(t)T + r)−1 (23)

In the above equation.
k, ϕ(t), p, r represents the Kalman gain, observation vector, covariance matrix,

variance of signal, respectively.
Kalman gain and covariance matrix is related by the equations as follow

∧
p(t) = ∧

p(t − 1) −k(t)ϕ(t)
∧

p(t − 1) (24)

Updated and previous state of estimation is related by the equations

∧
θ(t + 1) = ∧

θ(t) + k(y − ϕ(t)
∧

θ(t)) (25)

After updating the parameter, amplitude and phase harmonics are measured as
per the steps presented in recursive least square algorithm.

4 Simulation Results and Analysis

First, one synthetic signal having 1 p.u. fundamental amplitude and 30-degree phase
along with 5th harmonics components of amplitude 0.2 p.u and phase 150-degree
and 7th harmonics components of amplitude 0.14 p.u and phase of 210 degree with
random noise 20 dB signals to noise ratio is developed usingMATLAB environment,
with sampling interval of 1 mill second, estimation of the proposed algorithm is
implemented and the obtained amplitude and phase estimation results along with
actual signals are presented Figs. 1 and 2. Figure 1 shows the estimation and actual
signal amplitude usingRLSwith 20dBSNRandFig. 2 shows estimationof amplitude
of fundamental and actual signal using KF algorithm with 20 dB SNR. Actual and
estimated value very close to each other but the deviation is 25th, 30th, 55th and
60th sample of signal in case of RLS, in KF deviation occurred only in 12th and 30th
sample.

In Fig. 3, it is observed that settlement of amplitude 1p.u of fundamental compo-
nents is achieved after an initial deviation for few seconds in case of RLS, but in case
of KF, it settles down 1 p.u. amplitude immediately for the whole time period.

In Fig. 4, phase estimation of the fundamental component of the signal presented,
it is observed that initially oscillation took place for some period after that it come
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Fig. 4 RLS and KF phase estimation comparison of fundamental component

around 32 p.u in the mid and again it comes down to 31, but in case of KF, it directly
settles at 30p.u immediately after implementation.

In Fig. 5, amplitude estimation of the 5th harmonics component of the signal
presented, it is observed that initially it goes up to 1p.u for some period after that
it settles down after 0.07 s, but in case of KF it settles down to the actual value of
amplitude0,2 p.u immediately after its implementation., inFig. 6 the phase estimation
of RLS and KF presented. In case of RLS the estimated value of phase takes more
time to settle down its actual value 150-degree but in case of KF the estimated value
settles down to its actual value of 150-degree immediately after its implementation.

Figures 7 and 8 gives the output of fundamental, 5th and 7th harmonics compo-
nents amplitude with 20 dB signal to noise ratio n in RLS and KF, respectively, from
both the figure it is clearly understood that KF perform well in comparison to RLS.

Figures 9 and 10 gives the output of fundamental, 5th and 7th harmonics compo-
nents amplitude with 10 dB signal to noise ratio n in RLS and KF, respectively, from
both the figure it is clearly understood that KF perform well in comparison to RLS.
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Fig. 5 RLS and KF amplitude estimation comparison of 5th harmonics component
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Fig. 10 Fundamental, 5th, 7th amplitude estimation using KF with 10 dB

Figures 11 and12presented belowshows themean square error (MSE)comparison
in both RLS and KF algorithm with 20 and 10 dB signals to noise ratio. From these
figures, it is concluded that the MSE for KF is less in both 20 and 10 dB signal in
comparison to RLS.

The fundamental and harmonics components estimated amplitude and phase
values in p.u. and degree is presented with their actual value for both RLS and
KF for 20 dB signal to noise ratio in Tables 1 and 2, respectively. From the table, it
is concluded that KF gives very encouraging results in comparison to RLS.

5 Conclusions

Power system parameter estimation using signal processing techniques is presented
in this paper. The developed power system signal considered in this work constituted
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Table 1 Actual and estimated value of magnitude of harmonics components 20 dB

Harmonics component Actual value of the amplitude in p.u Estimated value of
amplitude
in p.u

RLS KF

Fund 1 1.2 1

5th 0.2 0.24 0.2

7th 0.15 0.112 0.144

the fundmental and harmonics, to verify the effectiveness of the proposed algorthim
for estimation of amplitude and phase of the signal simulation work carried out.
In every and each cases of estimation of amplitude and phase of the fundamental
comonent as well as harmonics component KF gives very much accurate results in
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Table 2 Actual and estimated value of phase of fundamental and harmonics components

Harmonics Component Actual value of the amplitude in p.u Estimated value of
amplitude in p.u

RLS KF

Fundamental
5th

30 30–32 30

150 150–210 150

7th 210 205–230 210

comparision to RLS, Hence, it is sugested that KF approach is one of the best method
for harmonics estimation as it provides a consistent performance.
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Chapter 57
Indoor PV-Based Power Management
System for Connected Lighting
and Shading Control

Anna Merine George, Ciji Pearl Kurian, C. Sravan, and Harsh Garg

Abstract Building automated control schemes and connected systems are part of
the innovative building concept. This paper presents a low-cost Raspberry Pi-based
connected system suitable for climate-responsive control of window blinds and lumi-
naire and focuses on indoor solar panel-based power management for connected
systems. The power management block, along with the control part, makes the
automation scheme self-sustained. A prototype of the connected system and the
SIMULINK assisted design of the power management system is developed. This
paper also investigates the implementation of uploading the data to a suitable cloud
server for future monitoring and control using the Internet of things. This work
provides two solutions for the power management system, a constant output voltage
of 7 and 3.3 V, to suffice the maximum level with a suitable battery capacity for
working the control modules.

Keywords Connected system · Raspberry pi · Photovoltaic panel · Power
management · Buck-boost converter

1 Introduction

Global energy consumption is expected to rise by three times by the year 2035. With
a steep rise in IoT devices, devices are expected to be intelligent enough to make
the system more efficient. Extending the battery lifetime and reducing the power
consumption using ultra low power sensor nodes and energy harvesting systems are
essential to realize IoT devices [1].

Furthermore, daylighting control is essential for balancing the natural sunlight
present in a room with artificial light. Studies have shown that daylight exposure
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has a good advantage on office workers from the view of subjective well-being and
sleep quality [2], which leads to an increase in the efficiency of the work with energy
savings. However, daylighting can give visual discomfort to a person if it is not
controlled efficiently, especially for awindow facing thewest side. Thewindow blind
is the solution to this problem. Kurian et al. [3] have considered fuzzy logic-based
window blind and artificial light controllers for the tropical climate in Mangalore,
South India, to provide visual and thermal comfort for the user. The paper showed
that up to 20–80% of annual energy savings could be achieved compared to the
base model. Hence, proper utilization of this concept can reduce the overall energy
consumption. This concept can be achieved by using solar panels and controlling the
illuminance in the room by adjusting the window blinds and the LED luminaires.

The emergence of wireless-based applications in intelligent building, IoT-based
communication systems is discussed for lighting control. The wireless connectivity
opens many doors of creativity; the system can be implemented in many ways
depending on the sensors, modules, and software used. The low-powered mesh
network based on the IEEE 802.15.4 communication protocol is implemented on the
digimesh system using XBee S2C modules. A wireless sensory network is required
to log the data stored on the Internet so that it is accessible from anywhere. In the
system presented, all the data collected from the environment by different sensor
nodes is uploaded to ThingSpeak. The coordinator node consists of the Raspberry
Pi, which implements the controllers and uploads the data to the ThingSpeak plat-
form. The Arduino IoT helps connect multiple devices and allows the exchange of
real-time data. The real-time data can also be monitored from anywhere using the
ThingSpeak viewer application.

The concept of daylighting is realized in the testbed [4], where the window blinds
and luminaires are adjusted based on the sun position. In addition to that the interior
lighting is adjusted based on the amount of daylight entering the room. However, the
literature shows many automatic control schemes taking care of inefficient lighting,
unnecessary extra light usage, and lights turned on in unoccupied space, leading
to energy wastage to a considerable amount. Such an IoT-based automation system
needs power for its operation. Here, power management introduces the solar panel
to extract energy from the lights and use it for wireless connectivity. As a result,
energy harvesting and utilization are essential aspects that can help us reduce power
consumption and obtain an efficient operating system.

Susan et al. [5] have discussed the importance of using the daylighting scheme
and have experimented with observing how automated lighting occurs concerning
the amount of daylight entering the work-plane. Based on the sun position and the
time (default), few parameters such as window luminance and glare position are
determined using a pyranometer and are used as inputs to estimate the position
window blind (alpha value) to be covered. Suppose only 20% of the blind is covered,
whichmeans enough daylight can enter the work-plane. Thus, the light automatically
dims to neutralize the brightness and comfort. A model is designed in LabVIEW and
is interfaced withMyRIO to feed the input and control the motor operating the blind.
The energy consumption graph of sensor and actuator nodes is calculated in three
modes (idle, transmit, and receive). The PWM signal is generated to maintain the
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constant illuminance level through the luminaire, and the setpoint used to compare
and rectify is decided.

Mathews et al. [6] examined III-V solar cell’ performance as a device to harness
indoor lighting energy. In an indoor lighting environment, solar cells made of GaAs
and GaInP are tested against amorphous-silicon and dye-sensitized cells compared
to a traditional 1-sun environment. It has been proved that the former outperforms the
latter with almost twice the power densities. Matthew and Frizzell [6] used indoor
lighting sources consisting of CFL and LED lighting diffusing optics to ensure
uniform distribution over the solar cell. These cases were analysed over a 200–
1000 lx range and then compared with each other. Matthew and Frizzell [6] found
that the most extensive current produced was 1.61 times the smallest one, and the
highest open-circuit voltage is almost double the smallest one.

On the other hand, the power output was 2.4 × greater than DSSC and 2 × more
significant than the a-Si cells. Also, Ma et al. [7, 8] analysed different behavioural
models and then compared them with a solar panel equivalent circuit model. It was
shown the equivalent model had reduced efficiencywhen operating under low illumi-
nance conditions. The analysiswas done byobserving the I-V andP–Vcharacteristics
of a solar panel.

Along with that different parameter values and power loss on both sides of
MOSFET are obtained. Different MPPT methods are specified with their charac-
teristics, allowing the researchers to use efficient methods depending on the condi-
tions. Different power converters were designed using LTspice for energy harvesting
applications, and different low power optimizations were discussed in [9]. A new
energy harvester based on indoor lighting conditions is developed by modelling the
spectrum of daylight and artificial light [10]. Rolf ArneKjellby et al. [11] highlighted
IoT device features and the proof of concept for self-powered IoT devices, which
is maintenance-free and completely self-sustainable through energy harvesting. The
authors have organized the paper to specify the design and how the nodes communi-
cate in the first section. In the second section, the authors have discussed how energy
harvesting modules are designed to power the WSN.

Yau et al. [12] covers the concept of battery charge controlling for a PV-based
power management system. The authors have discussed the different MPPT tech-
niques to either control the duty cycle or directly obtain the voltage. It was found
that the incremental conductance method would be the best as we have to vary the
duty cycle and not keep it constant. This paper also talks about implementing a PI
controller for the charging control of the lithium-ion battery. They have explained the
four charging control methods: constant voltage (CV), constant current (CC), CC and
CV, and pulse charging method. Our objective is to maintain constant voltage, where
the voltage is controlled at a set value when the battery is fully charged, avoids over-
charging, and minimizes the cost. Furthermore, the author implemented the genetic
algorithm (GA) method to calculate the PI controller gain out of other methods like
particle swarm optimization (PSO) and the Ziegler Nichols method (ZN). Thus, a
feasible integrated system can be designed for the efficient operation of the system.

Dinniyah et al. [13] explain the importance and the role of a buck-boost convertor
in a PV-based solar power management system and the use of a PID controller. Due
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to the irregularity of light intensity on the solar panel, a variation of output voltage
produced by the solar panel is observed. So, we are concerned about the input voltage
range from the solar panel (light and dark conditions). According to the authors, to
analyse the desired design of the convertor, regulation of the output voltage is the
main aim. Amicrocontroller programme that regulates the PWM signals controls the
amount of output voltage produced. Our primary goal is to contribute towards the
IoT-based building control systemmaking use of daylight. The connected system for
the daylight-artificial light scheme monitors the input parameters, control signals,
and controlled variables in a room. Here, the central control schemes are window
blinds and luminaires based on daylight adaptation. The data gathered is uploaded to
an external online server with the help of an IoT-enabled device, a Raspberry Pi (RPi)
in this case. In addition, a power management system is designed for the sensors and
control system.

This system block diagram shown in Fig. 1 combines power management and IoT
integration, where the system is made to be efficient in terms of power consumption
and is connected to the Internet, where the data collected by various sensors is sent
to online servers to be monitored accordingly. The above block diagram highlights
our methodology and basic approach to attain our objective. The following sections
mainly discuss (i) the development stages of an IoT-based intelligent lighting and
shading control system using RPi (ii) an indoor solar photovoltaic cell-based power
management system for the connected system.

Fig. 1 A block diagram depicting the methodology
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2 Experimental and Simulation Approaches

This section deliberates the development of the power management system and
wirelessly connected intelligent control system. A PV-based solar power system
consists of a PV array, a DC-DC converter, and a battery designed to optimize power
consumption. Then, a Simulink model for the power management system is devel-
oped according to the specifications. The Perez model implemented in the python
algorithm is used to obtain the daylight on window (EDW) on a window facing a
particular direction and time of day by giving irradiance as the primary input. The
window blinds are positioned based on a fuzzy-based algorithm taking daylight on
the window, temperature, and altitude as the inputs. The parameters obtained are then
measured against a setpoint/desired value. Depending upon this setpoint value and
daylight availability on the work-plane, the LED luminaire output adjusts. The data
obtained is monitored via the ThingSpeak IoT server and can be viewed through the
PC or mobile phone via the ThingViewer application. The software tools used for
the project were Thonny Python IDE, Arduino IDE, MATLAB, and SIMULINK.
Finally, this work explains the design and development of indoor PV-based power
management for the above set-up.

2.1 Connected Lighting and Shading Control

Various sensor nodes are placed to acquire internal and external temperatures,
humidity, internal illuminance, external illuminance, and room occupancy. Two actu-
ator nodes are also present, one for the motorized window blind and another for the
LED luminaire. The Arduino-Rpi-based IoT system shown in Fig. 2 primarily has
three stages. First, the system is initialized with the room parameters, then deter-
mines the output values based on algorithms and then sends them to the actuators.
Finally, the values are sent to the IoT server for monitoring and future study. The
system uses Raspberry Pi 4 model B as the central processing unit and python as
the primary language. Upon initialization, the script calculates the day and estimates
daylight on the window (EDW) using the Perez model based on the place latitude
and longitude. The solar altitude is calculated using the pysolar library. The Perez
sky model is a mathematical model used to describe the relative luminance distri-
bution of the skydome and has become the de-facto standard model for daylighting
calculations, as it uses actual data gathered from weather stations all over the world
[14]. The value of daylight then obtained is then given to the fuzzy logic algorithm.
This system considers an algorithm for visual comfort and energy efficiency, taking
daylight and solar altitude inputs. The output is the window blind position (alpha)
value, which regulates the LED luminaire output through PWM.

ETask = EDW × D.F × Fm(x) (1)



764 A. M. George et al.

Fig. 2 A picture of the Arduino-Rpi-based IoT system

Fig. 3 Daylight factor
values for window blind
variation (alpha)

This code includes two factors, ETask and Es. Es is the setpoint illuminance,
while ETask is calculated as mentioned in [14] where Fm(x) is the function for the
control signal based on the available daylight illuminance. Here, if alpha is 100,
then it signifies that the window is completely open. Figure 3 shows the estimate of
the daylight factor for the corresponding alpha values. If alpha is 0, the window is
entirely closed, i.e. fully covered by window blinds.

2.2 Power Management System

The power management system consists of the following components [15]:
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Table 1 Values of V (input),
duty cycle and V (output) for
the power management
system designed using
webench power designer

Input voltage (V) Duty cycle Output voltage (V)

3 0.01 3.27

6 0.55 3.27

9 0.38 3.27

PV array: The inputs to the PV array are variable irradiance and constant
temperature.

DC-DC converter: Here are using a buck-boost converter to obtain a specific
output voltage from the specified input voltage range.

Battery: It is used to store the surplus energy generated by the PV system. The
battery capacity is calculated based on the power consumed by the wireless system
modules.

The steps involved in power management would include:

• Measuring themaximum andminimumvoltage across the solar panel for different
lighting conditions.

• Design and selection of PV panel, buck-boost converter and battery
• Designing controllers for generating PWM signals to the switch and maintain the

constant output voltage.
• Calculating the battery capacity based on the wireless module requirement and

solar panel capacity.

2.2.1 Designing Buck-Boost Converter

Here two designs considered with two different specifications.
First is a buck-boost converter of input voltage range 3–9 V and output voltage

of 3.27 V at 0.02 A current is designed using TI Webench power designer tool and
results are shown in Table 1 and Fig. 8.

Second converter is designed to obtain an output voltage of 7 V and the results are
tabulated in Table 2. The output voltage is obtained by stepping up or stepping down
the input voltage determined by measuring the voltage across the solar panel. The
voltage obtained in a complete bright room condition is the maximum voltage, and
the voltage obtained in a completely dark room condition is the minimum voltage.
Therefore the voltage value across the solar panel increases with the increase in
the brightness of the lighting. Considered the readings of light levels under varying
dimming conditions as well as different correlated colour temperature (CCT). A
series of illuminance (lux) values for different brightness conditions of a tunable light
is obtained using a CLA-500 spectrometer. Figure 4 shows the interior irradiance
data used as input for the solar panel. To keep the output voltage constant at 7 V,
for a varying duty cycle an MPPT controlling technique and PI controller is used
in the buck-boost converter. The PI controller gain values are calculated using the
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Table 2 Values of V (input),
duty cycle and V (output) for
the power management
system

Input voltage (V) Duty cycle Output voltage (V)

0.362 0.950 7.002

1.562 0.777 7.002

2.658 0.620 7.002

3.332 0.510 7.003

4.227 0.396 7.003

5.878 0.160 7.003

6.554 0.064 7.003

7.783 0.899 7.003

8.435 0.830 7.003

9.243 0.757 7.003

Fig. 4 Interior input irradiance sample data

Ziegler Nichols method. In this method, it is initially required to calculate the open-
loop transfer function of the converter. Then, the for the compensated system transfer
functionRouthHurwitz stability criteria applied to check the range of the gain values.

3 Result Analysis

The output of the fuzzy system is shown in Fig. 5. The inputs for the system are EDW
and solar altitude, with the output being the value of alpha. The value obtained is used
to calculate the strength of the PWM signal given to the LED and the position of the
window blinds. Fuzzy logic has been implemented using python on the Raspberry
Pi module to generate the control signals required. Three fuzzy control blocks are
developed for two different cases, yielding different alpha values, when the user is
present and when the user is absent.

The data uploaded to ThingSpeak is represented by the graphs shown in Fig. 7.
For this purpose, a channel must first be created on the website. Each channel will
have its API keys. We have used the “Write API Key” to upload data from the
Raspberry Pi 4 to the IoT server. The data uploaded can be downloaded to the system
as a.csv file for offline viewing. The data can also be used for MATLAB analysis
and visualization. The data can also be viewed on mobile using the ThingViewer
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Fig. 5 Surf plot for the output plot of the system

application. The interior light dimming is adjusted based on the amount of daylight
entering the room. This depends on the position of the sun. The test room window is
considered in the east direction; therefore, the higher irradiance values are recorded
during the early part of the day [16]. The value decreases once the sun position goes
to the opposite side, which can also be observed from the west direction data. The
values for the south direction remain high throughout the day as it receives direct
sunlight from that direction. Figure 6 shows the daylight on the window estimated
using the Perez model.

The above readings are taken between the ranges of 0–1 s. The MPPT technique
controls the duty cycle for the boost mode when the input voltage starts near 0 and
gradually increases to 7 V. It switches to the PI controller when the input voltage
crosses 7.003 V to operate for the buck mode. The duty cycle values are compared
with the repeating sequence to give output in terms of binary values. The controller
operates for the compared value is 1 and does not operate for the compared value
is 0. As soon as the system starts operating, the output voltage reaches 7.002 V
and increases to 7.003 V at around 0.15 s. This value remains constant for the
remaining duration of the operation. Thus, from this, we conclude that the operation
of the converter and the controllers are as per the requirement. Depending on the

Fig. 6 Daylight on window
estimated using Perez model
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Fig. 7 Real-time data uploaded to ThingSpeak from 11:30 am to 12:30 pm

irradiance and PV array parameter values, the power value varied throughout the
system operation. Therefore, the output voltage readings, output current, and power
management block power were recorded between the run times of 0 to 1 s, as shown
in Table 3.

From the above result, we observe that the power output remains closer to the
maximum power value (0.99 W) such that maximum power is extracted for the
operation of the wireless system. From the battery capacity calculation mentioned

Table 3 Specification of
power management system

Output voltage (V) Output current (A) Power (mW)

3.3 0.02 66

7.783 0.1186 923
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Fig. 8 Output voltage of buck-boost converter designed in webench power designer

earlier, it was found out that the total battery capacity we require is 1.92 Ah for a
daily operation of 12 h (Fig. 8).

4 Conclusion and Future Scope

This paper contributes to connected lighting and power management via energy
harvesting using indoor photovoltaic panels, a small-scale prototype of a low-cost,
low power system for real-time control andmonitoring. The paper presents the imple-
mentation details of an IoT-based lighting and window blind control module for
daylight –artificial light integrated system control providing comfort and energy
savings. All the algorithms developed in a test workbench integrated test room is
transferred to Raspberry Pi module for ready use in offices. The window blind posi-
tion controller algorithm is designed to adjust to the characteristics of the Vene-
tian blinds, which are used in most of the offices and homes. The same algorithm
can be extended for electrochromic windows as well for any climatic conditions.
A dimmable luminaire is used to control the artificial light, to obtain the desired
lux value and comfort. An added advantage of this system is the step taken for
low power consumption of control, communication, and networking system. The
growing demand for computing requires faster and reliable integrated circuits that
consume less power. The real-time data of EDW, temperature, window blind posi-
tion, humidity, and solar altitude are monitored. This data can be further used for
AI-based building management systems (BMS). Furthermore, a mobile application
specific to the project can be designed. This would allow us to view data remotely and



770 A. M. George et al.

control the system wirelessly from anywhere in the world if an Internet connection
is available. The data is stored on the cloud server, ThingSpeak. Here provided 7
and 3.3 V solutions using indoor solar panels. The design of power converter along
with appropriate control is required to get the desired voltage. This energy harvesting
method can be extended for wearable devices and similar applications. Introduction
of indoor photovoltaic cells will solve issues which include battery replacement or
sensor performances for a bright future IoT ecosystem. Indoor energy harvesters with
specialized solar cells and spectrally tuneable light sources can provide intelligent
and self-powered IoT devices.
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Chapter 58
Doppler Velocity Estimation Employing
mHDFT Phase-Locked Loop

Abhishek Chauhan and Ksh. Milan Singh

Abstract A non-contact Doppler velocity estimation technique is proposed using a
modulated-hopping sliding discrete Fourier transform (mHDFT)-based phase-locked
loop (PLL). The mHDFT quadrature detector is a modification of single-bin sliding
discrete Fourier transform (Sb-SDFT)which is not only computationally efficient but
also is inherently stable. The SDFT is a recursive structure that calculates the DFT
for only a specific bin. The algorithm is implemented in PLL to enhance the sampling
control adaptivity. The proposed mHDFT-PLL estimates velocity from low range of
0.1 m/s suitable for medical applications and high velocity range of 18–22 m/s with
very less error. The proposed mHDFT-PLL has a high noise-handling capacity. The
effectiveness of the proposed PLL for velocity estimation is verified by simulations
in MATLAB environment.

Keywords Single-bin sliding DFT ·Modulated DFT · Hopping DFT · mHDFT ·
Velocity estimation · Phase-locked loop

1 Introduction

Non-contact-type velocity estimation is widely used where limitations of attaching
a sensor on the surface are not feasible. Optical methods [1, 2] are used to estimate
the velocities with high accuracy but suffer from the problem of opacity and dusty
medium. Implementing an optical system is much costlier than acoustical methods.
Acoustic methods [3, 4] have been widely used in blood flow measurement [5–7],
radar and sonar applications [8–10], industrial applications [11–14], etc. The ultra-
sonic sensor can transmit a continuous wave-type [15] or pulse wave-type [16] signal
to the moving body. For estimating velocity, mostly continuous wave-type sensor is
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employed as the pulse wave encounters echoes in measurement [17]. Pulse mode
wave type suffers from issues like crosstalk, signal attenuation, and low resolution
[18].

Various techniques have been employed for estimating the velocity of a mov-
ing body. Kalman filter [19] is used to reduce effect of noise. Quadrature method
[20] is effective for a short distance of around 10 cm after which the noise becomes
predominant. Frequency modulation (FM) and demodulation use fast Fourier trans-
form (FFT) to estimate the Doppler parameters but is only limited to estimate when
the Doppler modulation index is less than 5. Time-domain correlation approach is
another method for velocity estimation with acoustical methods, but the method
of correlation usually requires more calculation than the Doppler method. In order
to estimate the velocity, owing to Doppler phase changes, the proposed approach
explains the theoretical principles of acoustic response of a moving object.

This paper introduces a fast mHDFT technique which is modified from SDFT
IIR filter to track the velocity of a moving object. The paper is organized as follows:
Sect. 2 discusses the phase shift in the received signal due to interaction of of carrier
wave and the moving object. Section 3 discusses the simulations and results for
mHDFT-PLL subjected to different velocities along with noise, and conclusions are
presented in Sect. 4.

2 System Model

Consider an transmitter emitting a high-frequency sinusoidal wave of center fre-
quency fc:

T (t) = Ac cos(2π fct) (1)

where Ac and fc are the amplitude and frequency of the carrier wave, respectively.
When this high-frequency ultrasonic wave is directed at a moving body, the received
signal undergoes a phase shift owing to the Doppler effect. The phase-modulated
ultrasonic signal received at the receiver can be defined as:

R(t) = Ar sin(wct + φvel(t) + φL + φpar) (2)

where Ar is the amplitude of the received signal and φvel, φL and φpar are the phase
shift due to velocity of the body, path length of the wave and parametric effect,
respectively. The phase shift due to constant velocity (Vc) is given by:

φvel = 2(2π fc)Vc sin(θ)

c0
(3)
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where θ is the angle formed between the carrier signal and normal of the moving
body and co is speed of sound at standard ambient temperature and pressure. The
phase shift due to the total path length (2L) is given as:

φL = 2π fc
c0

(2L) (4)

When an ultrasonic beam travels through a low-pressure medium, it experiences
a parametric phase shift. It can be categorized in forward and backward parametric
effects. However, the influence of parametric phase shift over Doppler phase shift
is dependent on a number of factors including path length, frequency, wavelength,
velocity and pressure. If the path length is considered to be less than a meter, the
parametric effect can be neglected for low frequencies. Discarding the phase shift
due to path length and parametric effect, the phase-modulated signal can be given
as:

R(t) = Ar sin(wct + φvel(t)) (5)

The discretized time-domain representation of the received signal (5) can be rep-
resented as:

R(n) = Ad sin(wcn + φvel(n)) (6)

where Ad is the amplitude value in discrete domain of the received signal. The
received signal R(n) is given as input to the proposed mHDFT-PLL technique to
extract the velocity.

A phase-locked loop is used to determine the velocity of a moving body. The
mHDFT filter is used as a quadrature detector. The quadrature component of the
mHDFT filter is subsequently processed by themoving average filter, which removes
the carrier frequency from the resonator output. A PI controller is used to further
remove the noise. The output is then restricted by a limiter and sent to an NCO,
which generates pulses to enable various blocks. The proposed mHDFT-PLL model
employed to extract the velocity parameter superimposedwith carrier signal is shown
in Fig. 1. The different blocks are described in detail from Sects. 2.1 to 2.4.

2.1 mHDFT-Based Quadrature Detector

ARCTAN approach [21], CORDIC vector rotation method [22], baseband delay
demodulator [23], polar discriminator are several quadrature detectors. In this article,
a quadrature detector is used in conjunction with a recursive DFT filter bank.

The sliding DFT [24] is an efficient recursive structure that calculates the single
bin of the DFT. The DFT of M samples is given by:
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Fig. 1 mHDFT-based PLL

Xn(k) =
M−1∑

n=0

x(n)W−kn
M (7)

where W−kn
M is the complex root of unity.

The direct implementation of standard DFT technique can be complicated in a
variety of real-time applications and requires a significant calculative effort (increases
in order of M2). Furthermore, only a few bins of the M-point DFT are required for
real-time applications. In such cases, a Fourier single-bin sliding discrete Fourier
transformmethod (Sb-SDFT) can be utilizedwhich uses a slidingwindow to compute
a single complex DFT spectral bin. Sliding DFT [24] computes the present DFT
bin by taking into account the previous DFT bin phase shifted by Wk

M, adding the
incoming sample and discarding the previous sample:

Xn(k) = Wk
M[Xn−1(k) + x(n) − x(n − M)] (8)

where k is the frequency bin, x(n) represents sample, and x(n − M) is the discarded
sample.

Instead of sliding the window by sample by sample basis, a hopping DFT [25] is
proposed in which the rectangular window slides by L samples, where L = 2a < M
anda > 0 is termed as the hopping length.While hoppingDFTadds some inaccuracy,
it significantly decreases calculations as compared to SDFT. The difference equation
of SDFT after introducing the hopping length L is modified as:

Xn(k) = WLk
M [Xn−L(k) + x(n) − x(n − M)] (9)
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The twiddle factor introduces error accumulation, and it may cause the filter to
go in unstable region. As both SDFT and HDFT techniques suffer from instability
due to presence of twiddle factor, a technique exploited modulation property of FFT.
Substituting k = 0 in (8), we get:

Xn(0) = W 0
M[Xn−1(0) + x(n) − x(n − M)] (10)

A modulating sequence of W−km
M is multiplied to the output of comb filter, and

we get:

Xn(0) = [Xn−1(0) +W−km
M (x(n) − x(n − M))] (11)

From (10), it can be observed that the twiddle factor is now eliminated from
the feedback. This would confirm that the poles always reside on the unit circle.
Since the modulating sequence is time-dependent, an oscillator is introduced which
would replace the modulated sequence to eliminate the phase shift. This leads to an
uniform start of eachM sample sequence. Thismethod of introducing themodulation
sequence in SDFT is known as mDFT [26].

Combining both the concept of modulation and hopping, a mHDFT [27]-based
filter is proposed which calculates the single bin by sliding the window by L samples
and then introducing a modulating sequence which mitigates the filter instability
issue. The transfer function of mHDFT filter is given by:

HmHDFT(z) =
W (m+L)k

M

[
W−mk

M

(
1− z−M

)∑L−1
t=0 W (t−L+1)k

M z−t

]

1− z−L
(12)

The mHDFT structure is shown in Fig. 2 for M = 16 and L = 4.
Taking the input signal to be complex-valued signal, a computational requirement

of various SDFT-based techniques is presented in Table 1. Since the HDFT and

Fig. 2 mHDFT filter structure for M = 16 and L = 4
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Table 1 Computational requirements of various DFT algorithms

Filter M Complex
multiplications

Complex additions

SDFT 16 64 128

HDFT 16 16 52

mHDFT 16 32 52

Fig. 3 Frequency response of mHDFT filter

mHDFT filters require hopping, a value of L = 4 is considered for reducing the
computational requirements. It is observed that the computational requirement is less
inHDFT, but considering themHDFTfilter provides stability with increase in around
50% more multiplications requirement. The frequency response of the mHDFT is
illustrated in Fig. 3. It acts a low pass filter which allows the carrier frequency to pass
through it. It is observed that the cut-off frequency for the proposed filter is 40 kHz
which makes it suitable for the proposed PLL.
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Fig. 4 Frequency response of a moving averager

2.2 Moving Averager

The output of the quadrature detector is fed to the moving average filter. Moving
average filter is a low pass filter.Moving average filter filters out the carrier frequency
signal from the input allowing only the message signal and its harmonics to pass
through (Fig. 4).

Moving average filter can be obtained from the SDFT structure if we consider
the bin value, i.e., k = 0 and averaging it by 1

M . The transfer function of the moving
average filter from SDFT structure is given by:

HMA = 1

M

1− z−M

1− z−1
(13)

2.3 PI Controller

The output of the moving average filter comprises of velocity parameter along with
noise. While this noise may cause errors in the accurate extraction of parameters,
the signal must be smoothed further. A proportional integral (PI) controller is used
for noise filtering to smoothen the signal received from moving average filter. The
PI controller is designed from the difference equation:

YPI(n) = [Ma(n) − Ma(n − 1)]kp + Ki + YPI(n − 1) (14)
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Fig. 5 Block diagram of SPG

The output of this PI controller is the signal of interest. The signal at the output
which has constant velocity information Vc is given by:

Y = 4π fcVcM

c0 fena
(15)

where fena = 4M fc is the enabling frequency. The constant velocity is determined
from (15) and fed to the SPG after limiting Y peak-to-peak amplitude to unity.

2.4 Sampling Pulse Generator

The sampling pulse generator (SPG) provides a suitable sample signal in the pro-
posed system to eliminate the fluctuations occurred in input signal. It is created by
combining an oscillator, a comparator and a pulse generator. The sine and cosine sig-
nals of the appropriate sampling frequency are generated by the oscillator, which are
adjusted using the extracted signal. Further, the zero-crossing detector turns fs into
variable sampling pulses. The SPG provides enabling pulses to all the blocks for a
synchronized operation. The carrier frequency variation is reflected by the sampling
pulses, which is proportional to value of α. The block diagram of sampling pulse
generator is presented in Fig. 5.

3 Simulation and Results

The mHDFT-PLL is designed and simulated in MATLAB/Simulink environment.
The frequency of the carrier wave is set to 40 kHz. The length of the window for
calculating the DFT is set to N = 128. The speed of sound in ambient temperature
pressure is taken as 346 m/s. The proportional gain of the PI controller is set at
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kp = 0.085, and the discrete integral controller gain is set to ki = 0.005 to track the
velocity of the moving body. A DC shift is observed when the input has no velocity
term. To mitigate this error, the drift value is initially subtracted from the output of
the controller to get the accurate results.

3.1 Velocity Estimation

The performance of mHDFT-PLL for estimating the constant velocities is given in
Fig. 6 in terms of percentage error. Simulation for constant velocity measurement is
simulated for low velocity and high velocity range. For low velocity range, a step
of 0.1 m/s is taken, and the velocity is varied from 0.1 to 0.9 m/s. It is observed
that for lower range, the estimation of velocity is very much accurate. Low velocity
range estimation could be applicable for medical applications such as tissue motion
detection, blood flowmeasurement. For velocity range 1–22 m/s, a step size of 1 m/s
is taken and simulated. It is observed that after 18 m/s velocity value, the error
in estimation increases. For 22 m/s, the error in estimating velocity is 0.89%. The
proposed PLL technique can be easily implemented in measuring the blood flow
measurement and tissue motion detection which are in low velocity range of 0.1 to
1–2 m/s and in traffic speed monitoring systems which may range from low speeds
to high speeds around 100 kmph. The proposed PLL can be employed to measure
wide range of applications with less error when compared to other PLLmethods [28,
29] and fast estimating speed of the moving body.

Fig. 6 Percentage error in estimating velocity
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Fig. 7 CRLB plot for
mHDFT-PLL for a constant
velocity of 15 m/s

3.2 Noise Performance

The Cramer-Rao lower bound (CRLB) is a technique that represents the best value
possible from a given available data. The CRLB algorithm assumes an unknown
but deterministic parameter and reduces the variance of any unbiased estimation. In
real-world applications, immunity to noise in the collected signal is measured by its
CRLB, and it is a crucial characteristic of all estimating methods. To determine the
performance, simulations were run for by adding noise to the received signal (Fig. 7).

A band-limited white Gaussian noise with varying the variance is added to the
input signal. The correlation time of noise is set as 1

fena
. The SNR is defined as:

SNR (db) = 10 log
( A2

2σ 2

)
(16)

whereA is power value of the phase-modulated signal and σ 2 is the variance of noise.
Under band-limited noise, the CRLB for velocity estimation is given as:

CRLB = 2σ 2

N
(17)

The value of N is set to 128, sampling frequency is set to 20.48 MHz, a constant
velocity of 15 m/s, and σ is varied to obtain different levels. Figure 6 shows the
variance in estimation of velocity. It is observed that at SNR = −1 dB threshold
in this case, the CRLB deteriorates which indicates the estimation would no longer
be valid for an estimator. The SNR between −1 and 30 dB behaves similar to the
ideal CRLB graph. Beyond 30 dB, the mHDFT-PLL deviates from ideal CRLB and
approaches asymptotically to a value of −51 dB.
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4 Conclusion

A mHDFT-based PLL is employed to track constant velocity of a moving body.
Doppler phase shift principle has been utilized in which a carrier signal of high
frequency interacts with the information signal, and it causes phase modulation in
the signal. The mHDFT resonator not only reduces the computation from traditional
SDFTfilter but also overcomes the stability issue due to the accumulation of error due
to twiddle factor. The proposed mHDFT-PLL can estimate low velocity of 0.1 m/s
with an error of 0.12% and can track a constant velocity of 22 m/s with an error of
0.89% at a fixed gain of controller gains at kp = 0.085 and ki = 0.005. The proposed
system can handle amaximumof−1 dB of noise beyondwhich the system is not able
to track the velocity parameter. Simulation results are used to verify the suggested
PLL technique’s performance. Finally, the proposed technique can be applied to
extract the velocity in non-contact-type velocity estimation which can be applied
in medical field as well as motion detection applications with accurate and fast
estimation.

Acknowledgements The authors would like to thank SERB-DST, Government of India for finan-
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Chapter 59
Efficiency Optimization of Surface
and De-centered PMSM with Silicon
Steel and Amorphous Iron Materials
for E-rickshaw

Anju P. Sivadas and V. P. Mini

Abstract The electric vehicle (EV) industry is developing around theworld because
of increased air pollution and the rising cost of fuel in traditional vehicles. E-
rickshaws are in great demand in nations like India, since three-wheelers are the
regular method of transport utilized by citizens. Compared with the induction motor
(IM) and switch reluctance motor (SRM), the permanent magnet synchronous motor
(PMSM) has the advantages of high power density, high efficiency, and fewer losses.
Hence, PMSM is the better choice for E-rickshaw. The efficiency of PMSM is reliant
upon the rotor arrangement and materials utilized in the motor. Due to the low cost
and simplicity of assembling, silicon steel (SS) is typically utilized in PMSM cores.
The intrinsic attributes of SS limit iron loss reduction. The iron loss of amorphous
iron (AI) PMSM is less in contrast with SS due to high resistivity, low coercive
power, etc. In this paper, efficiency optimization of surface and de-centered PMSM
with SS and AI is discussed. The selection of the power rating of PMSM is done
based on the E-rickshaw dynamics. The detailed design of PMSM is included. Based
on design values, PMSM has virtually evolved from the ANSYSMaxwell stage. The
motor parameters are obtained from ANSYS Maxwell, and PMSM is modeled in
MATLAB/Simulink.
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1 Introduction

Instead of an internal combustion engine, EVs operate on an electric motor. The
advantages of EVs are that they reduce emissions, are silent in operation, reduce
fuel costs, low maintenance, etc. In a nation like India, the majority of individuals
are dependent on three wheelers for their everyday travel. To reduce atmospheric
pollution in India, the joint government industry vision dependent on the National
Electric Mobility Mission Plan (NEMMP) 2020 designated deals for 6–7 million
EVs by 2020 and permitted the sales of EVs without batteries. It is intended to set up
quick charging stations at an interval of 50 km on state and public roadways. So, the
efficient E-rickshaw has a beneficial outcome for society. The state government has
dispatched an E-rickshawwhich is driven by BLDC engines, but it has the drawbacks
of vibrations, noise, etc. The E-rickshaw with PMSM is in the development stage.

Among the literature reviews carried out, Sreejith et al. [1, 2] discussed three-
wheeler load modeling and compared Li-ion and lead acid batteries for EV. A design
approach to calculate the engine power rating based on vehicle dynamics is given in
[3]. The authors in [4, 5] sized propulsion motors based on the Indian driving cycle
(IDC). Mulhall et al. [6] examined the plan and improvement of a solar-powered
autorickshaw. AI has physical properties that are well suited for high-efficiency
motors and have extremely low core loss and high permeability. A comparison of
amorphous metal and silicon steel PMSM is given in [7]. Zhang et al. [8] discussed
the loss calculation in high-speed PMSM. The loss performance in an amorphous
magnet axial-flux PMSM is analyzed and improved in [9]. The results from a small
axial-flux PMSM that utilizes AMSC in tape wound which equipped with toroidally
wound stator windings have demonstrated that the combination of iron and stray
losses is only 6% of the maximum output power at rated speed.

The block diagram of the E-rickshaw is shown in Fig. 1. The electronic controller
gets signals from the brake and accelerator. The battery management system (BMS)
controls the charging and discharging of the battery. The transmission unit transmits
mechanical power to the driven wheels. The motor is the workhorse of the EV. The
efficiency of a motor depends on core materials and can be increased by reducing
the core loss. Due to their low cost and simplicity, at the time of manufacture, non-
oriented (NO) SS sheets are usually used in PMSM cores. SS is a soft magnetic
material that contains a high silicon content of about 3.2% of its mass. M-15, M-19,
andM-27 are non-oriented SS grades. AI has physical properties well suited for high-
efficiency motors. AI is made as a thin foil-like structure with a thickness of 25 µm.
This foil like-structure limits hysteresis and eddy current losses. The four amorphous
materials widely used are 2605SA1, 2714A, 2714AF, and Vitroperm 500F. The
material composition of AI is iron 85–95%, silicon 5–10%, and boron 1–5%.

In this paper, the efficiency optimization of PMSMby using SS (M1924G) and AI
(2605SA1) materials is explained. Under surface-mounted PMSM, surface PMSM
(SPMSM) and de-centered PMSM (DPMSM) are considered. The power rating
of PMSM is obtained by using E-rickshaw dynamics. The PMSM is constructed
by using conventional machine design equations. The SPMSM and DPMSM are
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Fig. 1 Block diagram of E-rickshaw

virtually developed in ANSYS Maxwell, and efficiency is compared. By compar-
ing the performances, SPMSM with 2605SA1 material has the highest efficiency
and is selected for E-rickshaw. The motor parameters are extracted, and PMSM is
mathematically modeled in MATLAB/Simulink.

2 Dynamics of E-rickshaw

Power requested by a vehicle is obtained by determining the various forces acting on
a vehicle that oppose its motion. The vehicle has to overcome several forces acting
on it while traveling. With tractive force Ft, the vehicle moves forward. It consists of
four components: rolling resistance force (Fr), aerodynamic drag force (Fd), climbing
force (Fc), and acceleration force (Fa). The forces acting on the E-rickshaw are shown
in Fig. 2.

2.1 Rolling Resistance Force

The rolling resistance force is due to the deformation of the wheel and road surface.
It depends on pressure and temperature of the tire, vehicle’s speed, etc.



788 A. P. Sivadas and V. P. Mini

Fig. 2 Forces acting on
E-rickshaw

Fr = M · g · fr (1)

M, g, and fr are the mass of vehicle (kg), acceleration due to gravity (m/s2), and the
rolling resistance coefficient.

2.2 Aerodynamic Drag Force

In the air, when a vehicle travels at a particular speed, it encounters a force resisting
its motion. This force is aerodynamic drag. It is determined by the shape of the
vehicle.

Fd = 0.5 · ρ · Af · Cd · V 2 (2)

ρ, Af, and Cd are the density of air (kg/m3), vehicle’s frontal area (m2), and drag
coefficient.

2.3 Climbing Force

When the vehicle moves up or down a slope, a component of force is produced by
its weight that is always directed downward. This force component which opposes
the forward motion is the climbing force. The climbing force mainly depends on the
road angle. α is the road angle.

Fc = M · g · sin α (3)
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2.4 Acceleration Force

During the entire journey of a vehicle, it has to vary the speed. This change in speed
at the time of acceleration or braking causes acceleration force. It depends on the
total mass and the moment of inertia.

Fa = λ · M · dV
dt

(4)

The vehicle details and parameters considered for the dynamics calculation of
E-rickshaw are given in Tables 1 and 2.

The total force acting on E-rickshaw is calculated by,

Ft = Fr + Fd + Fc + Fa (5)

Total power required for traction,

Pt = Ft · V · 1000/3600 (6)

Table 1 Vehicle details

Parameter Values

Vehicle model Bajaj RE 4S

No. of seats 4

Kerb weight (kg) 337

Battery 48 V, Li-ion

Gross weight (kg) 550

Vehicle dimension (mm) 2635 × 1300 × 1704

Wheel base (mm) 2000

Ground clearance (mm) 200

Table 2 E-rickshaw dynamics parameters

Parameter Values

Rolling resistance coefficient, fr 0.015

Aerodynamic drag coefficient, Cd 0.44

Frontal area, Af (m2) 2.09

Maximum speed (km/h) 42

Average speed (km/h) 21.93

Mass (kg) 550

Efficiency of transmission (%) 85

Grading angle (◦) 6
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Table 3 E-rickshaw dynamics calculated

Parameter Values

Rolling resistance force (N) 80.93

Aerodynamic drag force (N) 6.23

Climbing force (N) 563.98

Acceleration force (N) 159.5

Total power (W) 2702.68

Motor power (W) 3178.03

Motor power,
Pm = Pt/ηtran (7)

The motor power required for the E-rickshaw is obtained based on the vehi-
cle dynamics. The vehicle model being considered is the Bajaj RE 4S. The values
calculated based on equations are given in Table 3. The total power obtained after cal-
culation is 2702.68 W. The motor power calculated is 3178.03 W. The specification
of PMSM selected is 3.5 kW, 1500 rpm, 300 V, 4 pole, and 50 Hz.

3 Design of PMSM

The design of SPMSM and DPMSM is explained in this section. Since both come
under surface-mounted PMSM, the design equations are the same. The images of
the surface and de-centered PMSM are shown in Fig. 3. By using machine designing
equations, stator, rotor, and slot dimensions are obtained.

3.1 Main Dimensions of PMSM

The PMSM is designed based on conventional machine design equations. The main
dimensions ofPMSMare stator inner diameter (D) and axial length (L). The equations
are given below.

Fig. 3 Surface-mounted
PMSM. a Surface PMSM,
b de-centered PMSM
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KVAoutput = C0 · D2 · L · ns (8)

C0 = 11 · Bavg · ac · Kw · 10−3 (9)

The input power,

P = (
√
3 · V · I · cosφ)

η
(10)

D2 · L = P

C0 · ns (11)

C0, ns, Bavg, ac, and kW are the output coefficient, synchronous speed, specific
magnetic loading, specific electric loading, and the winding factor.

3.2 Stator Design

Effective axial length of the machine,

L i = L · kst (12)

Flux/pole,
φ = Bavg · τp · L i (13)

Stator phase voltage,

Es = VL√
3

(14)

Es = 4.44 · f · φ · Kw · Ts (15)

No. of phase turns of stator,

Ts = Es

4.44 · f · φ · Kw
(16)

Total stator conductors,
Zs = 2 · 3 · Ts (17)

No. of conductors in each slot,

Z = 6Ts
S

(18)

Stator slot pitch,

τs = πD

S
(19)



792 A. P. Sivadas and V. P. Mini

Maximum tooth width,

Wt = Bg · π · D
Bt · S (20)

Air-gap flux density,

Bg = π

2
· Bavg (21)

Minimum tooth width,
Wtb = τs − Wt (22)

Slot width,
Bs1 = τs − Wt (23)

Bs2 = τs − Wtb (24)

Stator yoke height,

hs = Bg · π · D
2 · Bt · P (25)

Area of slot,

Aslot = Z · Is
kfills · Js (26)

Slot depth,

Hs2 = Aslot

(Bs1 + Bs2)/2
(27)

Stator outer diameter,

D0s = D + 2(Hs0 + Hs1 + Hs2 + hs) (28)

Air-gap length,

lg = 0.02πD

P
(29)

The kst, VL, Kfills, Bt, ds, and Js are stator stacking factor, line voltage, slot fill factor,
tooth flux density, shaft diameter, and current density. Bs0, Hs0, and Hs1 are the slot
opening, slot lip, and wedge value.

3.3 Rotor Design

Rotor outer diameter,
Dr = D − 2lg (30)
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Rotor inner diameter,
Dir = Dr − ds (31)

3.4 Design Values of PMSM

The SPMSM and DPMSM have same dimensions since both come under surface-
mounted PMSM. The permanent magnet used is NdFeB35. The SPMSM and
DPMSM model obtained from RMxprt of ANSYS Maxwell is given in Fig. 4.

The motor dimensions for SPMSM and DPMSM obtained from machine design
equations are given in Table 4.

4 Efficiency Optimization of PMSM with SS and AI
Materials

The materials used for the efficiency optimization of PMSM are SS (M1924G) and
AI (2605SA1). The software used for efficiency optimization is ANSYS Maxwell.

Fig. 4 Surface-mounted PMSM. a SPMSM, b DPMSM

Table 4 PMSM dimensions obtained

Parameter SPMSM DPMSM

Stator outer diameter (mm) 151.92 151.92

Stator inner diameter (mm) 88.63 88.63

Rotor outer diameter (mm) 85.85 85.85

Axial length (mm) 208.83 208.83

Air-gap length (mm) 1.39 1.39

Bs1 (mm) 5.53 5.53

Bs2 (mm) 7.73 7.73

Hs2 (mm) 11.42 11.42
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Table 5 Performance comparison of SPMSM and DPMSM

Parameters SPMSM
(M1924G)

DPMSM
(M1924G)

SPMSM
(2605SA1)

DPMSM
(2605SA1)

Rated power (kW) 3.5 3.5 3.5 3.5

Output power (kW) 3.48 3.499 3.5 3.5

Efficiency (%) 94.1 93.81 95.12 94.74

Iron-core loss (W) 38.46 35.16 0.00149 0.00135

Armature copper loss (W) 114.19 129.36 115.343 128.3

Speed (rpm) 1500 1500 1500 1500

Fig. 5 Efficiency
comparison of SPMSM and
DPMSM with SS and AI

SPMSM and DPMSM are virtually developed with SS and AI materials. The per-
formance comparison of SPMSM and DPMSMwith SS and AI materials is given in
Table 5.

By comparing the performances, SPMSM and DPMSM with AI have the least
iron-core loss and high efficiency than SS materials. Out of these, SPMSM with
AI has an efficiency of 95.12%, which is selected for E-rickshaw. The efficiency
comparison of PMSM is shown in Fig. 5.

5 Mathematical Modeling of PMSM

PMSM is mathematically modeled in MATLAB/Simulink. It is modeled based on
the motor parameters extracted from SPMSMwith AI material in ANSYSMaxwell.
The motor parameters extracted are given in Table 6.
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Table 6 Motor parameters extracted from ANSYS Maxwell

Parameter Values

Stator resistance, Rs (	) 0.334

D–Q axis inductance, Ld, and Lq (mH) 5.17154

Rated speed (rpm) 1500

Rated torque (Nm) 22.2

Parks transformation converting the phase voltages Vabc to Vdq,

⎡
⎣
Vq

Vd

Vo

⎤
⎦ = 2

3

⎡
⎣
cos θ cos (θ − 120) cos (θ + 120)
sin θ sin (θ − 120) sin (θ + 120)
1/2 1/2 1/2

⎤
⎦

⎡
⎣
Va

Vb

Vc

⎤
⎦ (32)

Stator voltage in q-axis,
Vq = Rsiq + p(λd) + ωrλd (33)

Stator voltage in d-axis,
Vd = Rsid + p(λq) − ωrλq (34)

Stator flux linkage in q-axis,
λq = Lqiq (35)

Stator flux linkage in d-axis,
λd = Ldid + λaf (36)

Electrical speed,

ωr = P

2
ωrm (37)

Electromagnetic torque,

Te = 3

2
× P

2

(
λdiq − λqid

)
(38)

Mechanical torque equation,

Te = TL + Bωrm + J pωrm (39)

p is the differential operator and λaf is the PM flux. The PMSMmodel, stator current,
electromagnetic torque, and speed are given in Figs. 6, 7, 8, and 9.
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Fig. 6 PMSM model

Fig. 7 Stator current

Fig. 8 Electromagnetic torque
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Fig. 9 Motor speed

6 Conclusion

This paper discusses the efficiency optimization of SPMSM and DPMSM with
M1924G and 2605SA1 materials for E-rickshaw. Based on the E-rickshaw dynam-
ics, the power rating of PMSM was calculated as 3.5 kW. By using conventional
machine design equations, SPMSM and DPMSM are virtually developed in ANSYS
Maxwell with SS and AI materials. By comparing the performances, SPMSM with
AI has the highest efficiency of about 95.12% which is selected for E-rickshaw. By
using AI instead of SS material, the iron loss is less and the efficiency is greater in
SPMSM and DPMSM. This work can be extended to the efficiency optimization of
PMSM drive for E-rickshaw.
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Chapter 60
Time Series Forecasting Model
for Chaotic Fractional-Order Rössler
System

Kishore Bingi, B Rajanarayan Prusty, Kaibalya Prasad Panda,
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Abstract This paper concentrates on developing a forecasting model to reconstruct
states in a chaotic fractional-order Rössler system. The proposed model’s attractive-
ness is how relationships between inputs (state variables) and outputs (change in state
variables) are modeled for accurate prediction. The prediction model results show
the excellent tracking ability for all the changes in state variables with R2 and MSE
values close to one and zero, respectively. Also, the proposed forecasting model’s
performance shows the best performance on reconstructing the states with minimal
MSE errors. This best performance is valid for all three reconstructed state variables
of the system.
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1 Introduction

Due to the power industry’s rapid growth and constantly increasing demand, the
electrical equipment in power grid structure characteristics makes the system more
complex. This complexity behavior is similar to the chaotic system’s behavior of
nonlinear and sensitivity of initial conditions. Thus, the application of chaos has an
excellent approach for the power system’s stable operation [1]. Further, the study and
application of nonlinear dynamics in chaotic systems using model-free analysis have
been a broad research area in various engineering and science fields [2, 3]. The very
well-known Rössler’s systems chaotic behavior is similar to widespread Lorenz’s
systems behavior having only one manifold [4]. Rössler’s systems’ chaotic behavior
has been used in various modeling and control applications of physical systems. For
instance, in modeling the chemical equilibrium reactions [5], path planning of robots
[6], periodic controlling using bispectral wavelet analysis [7], and switching control
of coupled systems [8], the Rössler’s system’s chaotic behavior has been used. The
realistic modeling feature with the fractional-order concept provides more freedom
to decide the orders [2, 9, 10]. Therefore, in this paper, the fractional version of
Rössler’s system is adopted.

Over the years, researchers have investigated the fractional-order Rössler’s sys-
tem’s chaotic behavior by employing time/frequency domain [2], predictor-corrector
[11], and decomposition methods [12]. Further, researchers have also developed
numerical solution methods such as Caputo, Grünwald–Letnikov and Riemann-
Liouville for solving the governing of the system with assumed step size and initial
conditions [2]. These techniques highlight that obtaining the system’s chaotic behav-
ior for a desired future time frame is computationally challenging and affected by
the step size. Therefore, the research on developing a model-free analysis using the
data-driven approach for forecasting the system’s states is inevitable. Chaos predic-
tion plays a vital role in many modeling and control engineering applications. This
is because the system dynamics should be identified entirely and characterized for
designing the effective control action [4]. On this note, the most commonly used neu-
ral network models such as multi-layer perceptron [13], recurrent neural network,
and deep recurrent neural networks [14] have been used in predicting the chaotic
behavior of the system. These applications are limited to Lorenz’s chaotic system
only. Further, it highlights that the time series prediction in these applications has
been achieved usingmulti-layer networks. The future forecasting of the system states
using the prediction model is the research gap that is worth highlighting.

A novel forecasting model for chaotic fractional-order Rössler’s system is devel-
oped with the help of a single shallow neural network in this paper. The model
predicts the values of change in states using the neural network model. With these
expected changes in states, the system states are reconstructed using the Adams–
Bashforth two-step equations. The initial training data for the prediction model has
been obtained by solving the system’s governing equations. Further, the performance
of the proposed forecasting model is also evaluated for extended testing periods.
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The paper is organized as follows: Sect. 2 gives the Rössler system’s governing
equations and its chaotic behavior. Section 3 presents the proposed prediction and
forecasting model’s development to reconstruct the state values using neural net-
works. Section 4 discusses the detailed analysis of various results from proposed
models. Section 5 concludes the work.

2 Characteristics of Fractional-Order Rössler System

TheRössler system’s governing equationswith states x1, x2, and x3 are shown inFig. 1
(orange box). The fractional version of the system can be obtained using the integer-
ordermodel’s derivative actions by fractional ordering as shown in Fig. 1 (green box).
Further, the Rössler system’s numerical solution is also demonstrated in Fig. 1 (red
box). The numerical solution model shown in Fig. 1 is obtained using Grünwald–
Letnikov (GL) fractional definition. For a function f (t), the GL’s definition of order
q with step size “h” and simulation time “T” [9] is defined as,

Fig. 1 Fractional-order
model of Rössler system and
its numerical solution d

dt
(x1(t)) = − x2(t) + x3(t)

)
,

d
dt

(x2(t)) = x1(t) + ax2(t),

d
dt

(x3(t)) = b + x3(t) x1(t) − c
)
.

dα

dtα
(x1(t)) = − x2(t) + x3(t)

)
,

dβ

dtβ
(x2(t)) = x1(t) + ax2(t),

dγ

dtγ
(x3(t)) = b + x3(t) x1(t) − c

)
.

x1(tk) = − x2(tk−1) + x3(tk−1)
)
hα −

k∑

i=1

cα
i x1(tk−i),

x2(tk) = x1(tk) + ax2(tk−1)
)
hβ −

k∑

i=1

cβ
i x2(tk−i),

x3(tk) = b + x3(tk−1) x1(tk) − c
))

hγ −
k∑

i=1

cγ
i x3(tk−i).

Model Parameters
a, b, and c

Fractional-Orders
α, β, and γ

Fractional-Order Model

Integer-Order Model

Numerical Solution
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dq

dtq
( f (t)) ≈ 1

hq

T
h∑

i=0

cqi f (t − jh), 0 ≤ q ≤ 1, (1)

where the coefficient values cqi are calculated as,

cq0 = 1, cqi =
(
1 − q + 1

i

)
cqi−1, i = 1, 2, . . . ,

T

h
. (2)

The model parameters used in this study are given as a = 0.5, b = 0.2, and c =
10. Further, the considered simulation parameters are T = 200 s and h = 0.005 s.
This selection of parameters is based on the works reported in [9, 15]. Here, it
highlights that the total number of samples in the numerical solution is T

h = 200
0.005 =

40,000. The Rössler system’s attractor with these parameters and different fractional
orders and initial conditions is depicted in Fig. 2. The attractor in Fig. 2a for two
different fractional orders (0.9, 0.9, 0.9) and (0.9, 0.85, 0.95) with initial condition
[0.5 1.5 0.1] shows that the Rössler system’s behavior is bounded. Further, it is to
be noted that even though the behavior is bounded but is aperiodic. The attractors
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Fig. 2 Chaotic attractors of fractional-order Rössler system with different fractional orders and
initial conditions
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in Fig. 2b–d for fractional orders (0.9, 0.85, 0.95) highlight the system’s sensitive
behavior to the change in all the system states’ initial conditions. Therefore, from
Fig. 2, Rössler’s behavior can be categorized as a chaotic system since it is bounded,
aperiodic, and sensitive to initial conditions.

3 Development of Proposed Time Series Forecasting Model

3.1 Training Model

The inputs and outputs of the training model are the states and changes in values
of the states, respectively. The required training data for the inputs x1, x2, and x3 is
obtained from the numerical solution (refer to Fig. 1). Further, the training data for
the outputs �x1, �x2, and �x3 is computed from the corresponding states x1, x2,
and x3, as discussed underneath.

From the known values of states x1, x2, and x3 and using the predicted change
in states �x1, �x2, and �x3, the new state values are computed using the Adams–
Bashforth two-step integration method as follows:

x1(t + h) = x1(t) +
[
1

2
(3�x1(t) − �x1(t − h))

]
,

x2(t + h) = x2(t) +
[
1

2
(3�x2(t) − �x2(t − h))

]
, (3)

x3(t + h) = x3(t) +
[
1

2
(3�x3(t) − �x3(t − h))

]
.

The expression for change in state variable values can be obtained by rearranging
(3) as follows:

�x1(t) = 2

3

[
x1(t + h) − x1(t) + 1

2
�x1(t − h)

]
,

�x2(t) = 2

3

[
x2(t + h) − x2(t) + 1

2
�x2(t − h)

]
, (4)

�x3(t) = 2

3

[
x3(t + h) − x3(t) + 1

2
�x3(t − h)

]
.

The shallow neural network model adopted in this paper with a single hidden
layer is shown in Fig. 3. In the network model, the first and the last layers are the
inputs (x1, x2, and x3) and outputs (�x1,�x2, and�x3) with three nodes. The hidden
layer node number “Nh” is computed from input layer node number “Ni” using the
following formula [16]:
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Wi,jInput +

bj

φ(vj) = 2
1+e−2vj

− 1

tansig

Wi,j ← Wi,j + lrφ
′(vj)ejxi

Wj,o +

bo

ϕ(vo) = vo

purelin

Output

Wj,o ← Wj,o + lrϕ
′(vo)eoyj

Predicted
Output +

Actual Output

Levenberg-Marquardt
Training

W ∗
i,j = Wi,j − [JTJ − lpI]−1(JTe), W ∗

j,o = Wj,o − [JTJ − lpI]−1(JTe).

Weights
Updation

W ∗
i,j

W ∗
j,o

e

— Notations —

xi : Current value of the input node i, (i = 1, 2, . . . ,Ni)
yj : Current value of the hidden node j, (j = 1, 2, . . . ,Nh)
Wi,j : Weight between input node i and hidden node j
Wj,o : Weight between hidden node j and output node o
W ∗

i,j , W
∗
j,o : New weights calculated using training algorithm

Wj,o : Weight between hidden node j and output node o
ej : Error at jth hidden node
eo : Error at oth output node
vj : Weighted sum of inputs nodes along with the bias, bj

vo : Weighted sum of hidden nodes along with the bias, bo

φ(vj) : tansig activation function
ϕ(vo) : purelin activation function
φ′(vj) : Derivative of tansig activation function
ϕ′(vo) : Derivative of purelin activation function
lr : Learning rate
lp : Learning parameter
J : Jacobian matrix
I : Identity matrix
e : Cumulative error

Fig. 3 Adopted neural network model with a single hidden layer

Nh = 4N 2
i + 3

N 2
i

− 8. (5)

The activation functions used at the hidden and output layers are, respectively,
tansig and purelin. The mathematical formula of tansig and delta rule to update
weight Wi, j is shown in Fig. 3 red dotted box. Similarly, the mathematical formula
of the purelin and delta rule to updateweightWj,o is shown in Fig. 3 green dotted box.
The nonlinear and linear combination of functions has been used for achieving an
efficient training [17]. Further, the Levenberg–Marquardt’s approach [18] has been
employed to calculate the new weights W ∗

i, j and W ∗
j,o during the training, as shown

in Fig. 3. Weight update rules using the algorithm for W ∗
i, j and W ∗

j,o are also shown
in Fig. 3 (blue dotted box).
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Fig. 4 Proposed modeling
steps for the reconstruction
of system states
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3.2 Proposed Forecasting Model

The proposed forecasting model for the reconstruction of system states values is
shown in Fig. 4. As shown in Fig. 4, the state’s values can be obtained in two stages.
First, at a time instant t , the change in states will be predicted using the trained neural
network model given in Sect. 3.1. Then, with the use of these predicted values, the
state’s value at a time instant t + h will be estimated using the Adams–Bashforth
two-step equations shown in Fig. 4. Further, these estimated states will be used as
the subsequent inputs for the trained network to estimate the change in states’ values.
Then, the states’ values will be forecasted using the two-step equations. This process
will be repeated for the entire out-of-sample testing phase.
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3.3 Performance Metrics

In this work, the performance indices R2 have been used that measure the model’s
predictive ability in fitting the actual data. Also, the mean square error (MSE) was
used to measure the error between the predicted and actual values. The formulas for
calculating the values of R2 and MSE are given as,

R2 = 1 −

n∑

i=1

(YA,i − YP,i )
2

n∑

i=1

(YA,i − YAvg)
2

, (6)

MSE = 1

n

n∑

i=1

(YA,i − YP,i )
2. (7)

In (6) and (7),

– “n” is number of samples in the dataset under consideration,
– YA is actual outputs,
– YAvg is the average values of YA, and
– YP is the predicted outputs.

4 Results and Analysis

4.1 Data Preparation

The input and output data for training and testing are depicted in Fig. 5a, b. The
data x1, x2, and x3 in Fig. 5a is obtained from the numerical solution of fractional-
order model (refer to Fig. 1) with orders α = 0.9, β = 0.85, and γ = 0.95 (refer to
Fig. 2a). The output data �x1, �x2, and �x3 is obtained using (4). The data samples
corresponding to the first 180 s are used for training the neural network model. And,
the data samples pertaining to the remaining 20 s are used for testing the proposed
forecasting model.

4.2 In-Sample Prediction Performance

The hidden layer node number is calculated as 39 using (5). The activation functions
used are tansig and purelin for hidden and output layers. Levenberg–Marquardt’s
approach has been used for network training. The neural network model’s training
performance measured in R2 and MSE values is, respectively, given as 0.9922 and
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Fig. 5 Input and output data for training and testing of the neural network model
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Fig. 6 Regression plot and MSE curve over the number of epochs during training of the neural
network model

0.0006 (refer to Fig. 6a, b). Moreover, the prediction response of all the three outputs
�x1,�x2, and�x3 is shown in Fig. 7a. The prediction response and the performance
measure confirm the best forecasting ability for all three change in state variables.

4.3 Out-of-Sample Prediction Performance

In this section, the proposed forecastingmodel in Fig. 4 is evaluated for out-of-sample
predictions during the testing period. The states x1, x2, and x3 are forecasted from
180 to 200 s using the trained network model’s predicted change in state values. The
proposed forecasting model’s performance for all three states is depicted in Fig. 7b.
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Fig. 8 Chaotic attractor of fractional Rössler system during proposed forecasting model’s testing

The performance in Fig. 7b shows that the proposed forecasting model has the best
tracking ability in estimating the state’s values. Further, the obtained minimumMSE
values of three states x1, x2, and x3 are given as 1.1002, 1.2508, and 1.0394, which
further confirm the proposed forecasting model’s best performance.

The chaotic attractor during the testing period using the proposed forecasting
model is shown in Fig. 8. It highlights that the spiral orbit in the x1 − x2 plane has a
better tracking performance. Further, among the two rises and twists in the x3 plane,
the tallest twist has been forecasting much better than the shortest one. This effect
can be more clearly seen in the x3 plane from 190 to 195 s and amplitude range from
10 to 15 (refer to Fig. 8).
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Fig. 9 Performance comparison and attractor of fractional Rössler system using the proposed
forecasting model for a more extended testing periods

Table 1 Numerical assessment of proposed forecasting model for the different horizons of the
testing period

Testing period (s) x1 x2 x3

180–200 1.1002 1.2508 1.0394

180–210 4.8438 4.4022 0.7110

180–220 6.9008 6.0639 4.1039

The proposed forecasting model’s performance comparison is further analyzed
for an extra 20 s of the testing period (refer to Fig. 9a, b). The numerical assessment
in terms ofMSE for all three states during this testing period is shown in Table 1. The
performance comparison shows that for more extended testing periods, theMSE val-
ues increases. Therefore, it is noted that the proposed approach’s better performance
is limited to a specific testing period only.

5 Conclusion

Anovel forecasting strategy for estimating states’ future values in a chaotic fractional
Rössler system using the corresponding predicted change in state values is developed
in this paper. A neural network-based prediction model was developed to estimate
the change in state values and trained with the Levenberg–Marquardt approach.
The network’s training data has been obtained by solving the system’s modeling
equations. The prediction plots show the best tracking performancewith R2 andMSE
values of 0.9922 and 0.0006, respectively. The forecasting model results confirm the
best performance for all three system states x1, x2, and x3 with MSE values 1.1002,
1.2508, and 1.0394, respectively. As a future part of the study, it is planned to improve
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the proposed forecastingmodel for amore extended testing period. Further,modeling
changes would be made for hyperchaotic systems applications.
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Chapter 61
Application of Fractional-Order Signal
Filtering Techniques for Dead-Time
Process Plants

P. Arun Mozhi Devan, Fawnizu Azmadi Hussin, Rosdiazli Ibrahim,
Kishore Bingi, and B Rajanarayan Prusty

Abstract In process control, signal filtering is a required field that needs continuous
improvement for effective noise removal from the actual process signal. Processes
implemented in noisy and uncertain environments are severely affected by external
disturbance and stochastic noise. Properly feeding the necessary process signals like
set-point, feedback, and control signals to the appropriate filters will significantly
improve the process efficiency and increase the robustness of the control signals
from the associated controller. This paper aims to design and implement an effec-
tive fractional-order set-point and noise filtering techniques for the processes with
longer dead time. Simulation is carried out using the real-time process plants transfer
functions to analyze the proposed filter performance. A comparison is made with the
existing techniques to prove their effectiveness.
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1 Introduction

PID controllers family is still used in most process industries, thoughmany advanced
control strategies emerged. The reason behind this is due to the PID’s easy tuning,
industry convenient design and structure, fewer tunable controller parameters, promi-
nently adopted history, etc. [1, 2]. While using them in the noisy and disturbance
scenarios, they fail to produce effective control signals due to the aggregation of error
in the control loop. In those conditions, the plant response will be more oscillatory
and lead to the control valve stiction issues and even may lead to damage to the actu-
ator as well [3]. For amending these problems, many variants like fractional-order
PI, set-point weighted PI, fuzzy-PI, predictive PI (PPI), and nonlinear PI have been
proposed by different researchers [4, 5].

Further developments for handling the dead-time processes were also carried out
by combining the PID controllers familywith the dead-time compensators (DTC-PI),
model predictive controller-PI, fuzzy adaptive set-point weighted PI, fractional-order
PPI (FOPPI), and internal model controller-PI [6, 7]. Even after these developments,
a stand-alone controller to remove the noise and disturbance from the control and
process signal is impossible because of the standardway of designing and developing
the newcontrollers. Thus, combining external filterswith the controllers in the closed-
loop process is one of the fast, effective ways to deal with this issue.

In the related development, Hassan et al. successfully designed and implemented
a stand-alone filtered PPI controller to handle the stochastic noise and external distur-
bance in the processes characterized by long dead time [8]. But, they faced sluggish
response and destabilization of the closed-loop control system in the higher-order
processes. To reduce the output oscillations (offset) and the peak overshoot, the intro-
duction noise filter and set-point filter in the process feedback loop and after set-point
signal give satisfactory results in the processes characterized by stochastic noise and
external disturbances [9].

Different types of filters are available to remove and reduce the stochastic noise,
external disturbance, and peak overshoot, but choosing them for the implementa-
tion depends on the end process. Initial research on set-point filtering is carried out
by Vijayan and Panda for the two tank-level process [10]. Their initial design used
more complex approaches to calculate the filter time constant from the process over-
shoot. To make the filters more robust and effective against the noise, the researchers
introduced the process dynamics parameters like process gain in their design. Such
improvement is proposed by Padhan et al. for the dead-time processes where the
phase lag causes a more sluggish response [11]. While using the system dynamics in
their design, they approximated them during the implementation in the actual pro-
cess. A set-point filter designed mainly for the fractional control system is proposed
by the researchers in [12]. Their successful design structure is limited to fractional-
order systems alone, caused them not adaptable for regular processes. However, the
researchers themselves agreed on the difficulty of their proposed approach in the
industrial-scale implementation. In all the above techniques, calculation of the filter
time constant used more assumption parameters which led to the frequent tuning of
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the filter, and its realization is more complex. Also, the effectiveness of minimizing
the peak overshoot and reducing the noise is very minimal while comparing with the
actual process.

Application of the fractional-order filters along with the Smith predictor is car-
ried out by the researchers in [7]. Due to the uncertainties in the reference model,
obtaining effective control is much reduced in this design. In contradiction with all
the above methods, researchers in [1, 13–15] used the combination of conventional
first- and second-order low pass filters with the associated controller in their design.
Their results indicated the possibility of obtaining the effective noise and overshoot
removed original process signal. Thus, it is not essentially higher-order filters needed
to achieve good performance with the incorporated controller in the closed-loop pro-
cesses. Hence, in this paper, the conventional first-order filter structure is utilized
with a new method of calculating the filter time constant.

The remaining sections of the paper are organized as follows: A comprehensive
discussion of the PI controllers family evolution, their structural design, and the set-
point and noise filters strategies are presented in Sect. 2. Simulation results of the
real-time processes transfer functions are given in Sect. 3 with detailed numerical and
performance comparisons. Simulation outcomes, conclusions, and future directions
of the current work are given in Sect. 4.

2 Methodology

In the initial part of the section, the selection of dead-time compensating controllers
from the PI controller family is explained, followed by the designing and developing
noise and set-point filters.

2.1 Controller Selection

The classical PI control signal U (s) in a closed-loop system from reference R(s) to
the output Y (s) can be given as:

U (s) = Kp

(
1+ 1

Ti s

)
E(s), E(s) = R(s) − Y (s). (1)

Introduction of the fractional-order integrator (λ) in the above control signal yields
to the control action of the FOPI controller, which provides additional frequency-
based controlling options. Thus, the FOPI control signal equation can be achieved
as,

U (s) = Kp

(
1+ 1

Ti sλ

)
E(s), 0 < λ < 1. (2)
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Smith predictor design is the widely acclaimed dead-time compensator with
industry-accepted and straightforward structure with no additional tuning require-
ments [16, 17]. To overcome the time delay effects in the processes, hybridizing
of dead-time compensators (DTC’s) with the conventional controller’s structure is
essential [18]. Such a combination of the Smith predictor and PI controller yields
the PPI controller. The control action of the PPI control signal is given as,

U (s) = Kp

(
1+ 1

Ti s

)
E(s) − 1

Ti s
(1− e−sLp)U (s). (3)

For achieving better frequency-domain controls, robust performance against the
dead time, peak overshoot, and external disturbance, designing of FOPPI controller
from PPI by the fractional-order integrator is adopted. The FOPPI control signal is
given as,

U (s) = Kp

(
1+ 1

Ti sλ

)
E(s) − 1

Ti sλ
(1− e−sLp)U (s), 0 < λ < 1. (4)

The closed-loop block diagram of the dead-time process plant with the FOPPI
controller in (4) is shown in Fig. 1. The selection of the FOPPI controller is based
on our earlier work reported in [19].

2.2 Filtering

Processes facing the undesired stochastic noises will always produce an oscillatory
response, which is due to the higher error present in the processed signal fed to
the controller [20]. This, in turn, affects the final control elements of the control

1
1+τfssα +

-
Kp 1 + 1

Tisλ

)
+

-

1
Tisλ

+
- e−sLp

+
+ K

1+Ts
e−sLp

+
+

1
1+τfnsα

E(s)R(s) U(s) Y (s)
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Fractional-order Predictive PI Controller

Fractional Noise Filter

Fractional Set-point Filter Process Plant

Filter Parameters

τfn - Filter time constant
α - Fractional parameter

Filter Parameters

τfs - Filter time constant
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K - Process gain
Lp - Process dead-time
T - Process time constant

Controller Parameters

Kp - Proportional gain
λ - fractional order integrator
Ti - Integral time constantP
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Signals R(s) - Reference, E(s) - Error, U(s) - Control, D(s) - Disturbance, N(s) - Noise, Y (s) - Output

Fig. 1 Closed-loop block diagram of the dead-time process plant with the FOPPI controller and
external filters
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valve and causes the closed loop to become unstable, which even further escalated to
the worst catastrophe due to the process dead time [21]. These issues can be settled
down by placing the filters in the appropriate places on the closed-loop process. Thus,
placement of set-point and noise filters with time constants τfs and τfn in the closed-
loop is shown in Fig. 1. The process input signal R(s) is sent to the controller only
after passing through the set-point filter Fs, which performs the function of isolating
the variations in the load disturbances from the actual input signal R(s). This reduces
the peak overshoot oscillations and high-frequency noise changes, which ultimately
yields faster settling and rise time.

On the other hand, the noise filter performs the function of nullifying the external
disturbance and noise signal from the process feedback signal Y (s) using the roll-
off. This roll-off technique is proved to be an effective noise reduction method while
operating with the PI and PID controllers [22]. Combining both filters will result
in a more significant improvement error signal fed to the controller Gc(s), which
produces the noise-free control signal U (s) for effectively controlling the process.

The literature works show that adequate performance of the process can also be
achievedwith lower-order filters. Therefore, the classical first-order filter is combined
with the FOPPI controller for the simulation analysis in this paper. Here, the structure
of the filter remains unchanged, but the method of finding the filter time constant (τf)
is changed by utilizing the system dynamics of the process under consideration. The
transfer function of the filter is given as,

F(s) = 1

1+ τfsα
, (5)

where τf is filter time constant and α is the fractional integrator.
As mentioned earlier, the proposed method for calculating the τf includes both

process gain (K ) and the process model dead time (Lp). Thus, the filter time constant
can be calculated as: τf = K

Lp
. Since the external disturbances and noises arise from

the environment where the controller is interfaced with the real-time process, this
implementation idea can remove the noise with maximum efficiency since the filter
possesses all the system dynamics. For demonstrating the capability of the proposed
method, a comparison study is made with the integer-order filter structure used in
[19]. During the simulation, constant values were used for both set-point and noise
filters and the same fractional integrator value from the FOPPI controller design.

3 Results and Discussion

In this section, a detailed analysis of the real-time processes simulation is discussed
with the different filters incorporated over the FOPPI controller.
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3.1 Process Model Selection

In this article, the first-order plus dead-time (FOPDT) process model of the process
plant as reported in [23] and the real-time second-order plus dead-time (SOPDT)
process model reported in [10] are considered for the analysis. The transfer functions
of the systems are given as follows:

Gp1(s) = K

1+ T s
e−sLp = 0.866

1+ 1.365s
e−s, (6)

Gp2(s) = K

1+ 2T ζ + T 2s2
e−sLp = 2

1+ 15s + 50s2
e−5s . (7)

During the simulation analysis, a white noise signal with a magnitude of 0.01 is
injected in the process feedback loop to mimic the real-time scenario of the indus-
trial processes. The profile of the white noise signal used is shown in Fig. 2. For all
the considered process plants, a 30% disturbance is injected at 500 s of the control
signal to analyze the disturbance rejection of the FOPPI controller. Since the FOPPI
controller is designed empirically based on the FOPDT system, the first-order pro-
cess controller parameters are obtained directly (refer to [19]). However, for the

Fig. 2 White noise signal used for the simulation
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second-order process, the controller parameters are obtained using the MATLAB-
SISO toolbox.

Thus, the optimized controller parameters for the FOPDT model are Kp = 1.15
and Ki = 0.84. Further, the parameters of SOPDT are Kp = 0.789 and Ki = 0.101.
For both the plants, the fractional integrator is λ = 0.98. For implementing the frac-
tional integrator, the Oustaloup approximation has been used as reported in [19]. For
all fractional filters, the α value is also kept the same as 0.98.

3.2 FOPDT Process Model

In this section, the industrial process model shown in (6) is used for the performance
evaluation of the filters and the FOPPI controller. The comparative analysis is carried
out in terms of rise time (tr), settling time (ts), and peak overshoot (%OS) that are
given in Table 1.

The performance analysis of the integer-order and fractional-order set-point filters
is shown in Fig. 3, and its detailed numerical analysis is given in Table 1. From the
results shown in Table 1, the proposed fractional set-point filter initially lagged in
rising time and settling time (ts1) before disturbance with 4.9149 s and 496.0599 s,
respectively. But, it produced the most negligible overshoot value of 4.7103% than
the integer-order set-point filter (5.0512%) and the actual process (7.5712%). Thus,
the proposed filter effectively reduces the initial load disturbance, minimizing the
overshoot and making the process settle faster. This performance led to the proposed
set-point filter settling faster at 995.2130 s, followed by integer order with 996.3493 s
and the actual process 997.3462 s. Furthermore, the dotted sections of A and B are
enhanced and shown in the exact figure, which contains the detailed view of process
output and control signal.

Table 1 Numerical analysis of FOPDT model with various filters in the presence of external noise

Filter type Parameter tr ts1 ts2 %OS

No filter 4.2074 496.0082 997.3462 7.5712

Set-point filter Integer order 4.4499 494.1031 996.3493 5.0152

Fractional
order

4.9149 496.0599 995.2130 4.7103

Noise filter Integer order 2.0851 496.6286 996.6322 12.7284

Fractional
order

2.1384 494.9413 994.3601 9.5354

Noise and
set-point filter

Integer order 2.6647 496.6168 997.6315 8.0742

Fractional
order

2.5315 494.8479 996.7110 6.0703
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Fig. 3 Performance comparison of FOPDT for disturbance rejection with various set-point filters

The integer-order and fractional-order noise filters performance comparison is
shown in Fig. 4 with zoomed-in regions of A and B. Because of the improved noise-
free signal from the feedback loop, both the filters produced a faster rise time of
2.1384 s and 2.0851 s for fractional-order and integer-order noise filters, respectively.
This situation helped the filters settle faster than the actual process at 997.6322 s for
integer order and 994.3601 s for fractional-order noise filter. In contradiction with the
set-point filter, the stand-alone noise filter fails to reduce the load variations, which
caused the overshoot to increase than the actual process at 12.7284 and 9.5354% for
integer order and fractional order.

The combined set-point and noise filter simulation results in the closed-loop are
illustrated in Fig. 5. From the numerical analysis shown in Table 1, the proposed
fractional filter combination had a faster rise time than its comparators with 2.5315 s
followedby an integer-order combination (2.6647 s) and the actual process (4.2074 s).
This more rapid rise time helped the proposed fractional filter combination to settle
faster than all the filters before and after the disturbance. The integer-order filter
combination settled slightly slower than the actual process combination at 997.6315 s
due to the lack of additional frequency-based tuning parameters. In termsof overshoot
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Fig. 4 Performance comparison of FOPDT for disturbance rejection with various noise filters

performance, the proposed filtering combination takes the lead of minimizing them
with the value of 6.0703%, followed by an integer-order combination with 8.0742%.

3.3 SOPDT Process Model

Similarly, the simulation results of the process plant given in (7) are discussed in
this section. The comparative results of second-order system with various set-point
filters in the presence of the external noise are shown in Fig. 6, and its corresponding
numerical analysis is tabulated in Table 2.

The numerical analysis has shown the same trend that happened in the FOPDT
model. There is an initial slowdown in the rise time for the proposed set-point filter
with 10.6541 s. But, this does not affect the capability of the proposed fractional filter
to settle faster at 364.4879 s followed by integer-order filter (366.2489 s) and actual
process (368.3541 s) during the initial period. After the disturbance rejection also,
the proposed filter topped with a faster settling time (683.9720 s) and significantly
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Fig. 5 Performance comparison of FOPDT for disturbance rejection with combined set-point and
noise filters

Table 2 Numerical analysis of SOPDT model with various filters in the presence of external noise

Filter type Parameter tr ts1 ts2 %OS

No filter 9.8135 368.3541 790.4898 37.5295

Set-point filter Integer order 9.8452 366.2489 790.3173 35.3543

Fractional
order

10.6541 364.4879 683.9720 31.6825

Noise filter Integer order 9.6974 366.4210 752.8507 43.4283

Fractional
order

10.4788 364.5488 684.5364 38.0682

Noise and
set-point filter

Integer order 9.7239 366.4574 752.9469 37.3058

Fractional
order

10.5136 364.6032 683.5698 35.1010
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Fig. 6 Performance comparison of SOPDT for disturbance rejection with various set-point filters

less peak overshoot (31.6825%) than others. Different noise filter analysis of the
second-order system is given in Fig. 7.

On the contrary with the FOPDT model, both noise filters used in the SOPDT
system settled faster than the actual process before and after the disturbance. But, the
peak overshoot problem is continued in this system as well. The integer-order noise
filter produced the maximum peak overshoot value of 43.4283%, which is 5.8988%
and 5.3601% higher than the actual process and fractional-noise filter, respectively.
While noticing the performance of the combined filters shown in Fig. 8, the proposed
filter settled faster during both instances. The proposed filter is settled at 683.5698 s,
which is 106.92 s faster than the actual process and 69.3771 s faster than the integer-
order filters. In all the results and discussion figures, it is worth mentioning that
the proposed fractional-order filters produced a smooth control signal than all the
different combination filters and the actual process.
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Fig. 7 Performance comparison of SOPDT for disturbance rejection with various noise filters

4 Conclusion

This article proposed a new fractional-order filter design for both the set-point and
noise filter under the combination of FOPPI controller for the processes with longer
dead time. The performance analysis has shown that the proposed filters are more
effective than the conventional integer-order filter without any filters in overshoot
minimization and faster settling. This new proposed filter design incorporates the
essential system dynamics in its structure, which is advantageous for the new design
widely accepted in industrial processes. In the future, the proposed method will be
evaluated over the real-time actual process plant alongwith the optimized parameters
using any optimization techniques.
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Fig. 8 Performance comparison of SOPDT for disturbance rejection with combined set-point and
noise filters
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Chapter 62
A Variant of Rossler Type-IV Chaotic
System with a Line of Equilibria
and Coexisting Attractors

Rishabh Jaiswal, Himanshu Raj, Priye Ranjan Kumar,
and Piyush Pratap Singh

Abstract This paper avows an asymmetric four-dimensional chaotic system with
infinite equilibria (a line of equilibria). The proposed chaotic system is modified
from Rossler Type-IV system dynamics by adding a fourth equation using negative
feedback control and by assuming first state variable as a function of sinusoidal signal
to exhibit unique behaviours like chaotic 2-torus, 2-torus quasi-periodic behaviours
and coexisting attractors to that of Rossler Type-IV system. Simulation is carried
out in MATLAB environment, and simulation results validate numerical analyses
and exclaim that objectives are accomplished successfully. The presented study is
helpful towards sustainable application and development of physical systems such
as power system, smart grid and communication security.

Keywords Asymmetric chaotic system · Bifurcation · Chaos · Coexisting
attractors · Line of equilibria · Lyapunov spectrum · Lyapunov dimension ·
Nonlinear dynamics

1 Introduction

Chaos phenomena have significantly been identified in nature and employed in vari-
ous natural and physical systems and still open for researchers to explore the chaotic
behaviour and its application in different field of science and engineering, Mishra
et al. [8], Esteban et al. [3], Rajagopal et al. [17], Mobayen et al. [9]. Owing to this
fact, investigation on new chaotic systems has been floated in the field of nonlinear
dynamics and complex systems by Kumar and Singh [7], Gupta et al. [5], Das et al.
[2]. Various new and modified chaotic systems have been reported in the literature
and become the primary motive of this work.

Sprott [31] suggested some standards to be followed in the designing a new chaotic
systems like a system should reveal the unsolved problem, unique behaviours and
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it should be simpler than the existing systems. Now, researchers are following the
guidelines prescribed by Sprott [31], and pethora of new chaotic systems have been
reported in the literature. The literature may be classified based on chaotic systems
without equilibrium by Singh and Roy [27], with finite equilibria by Singh and Roy
[22, 24], Singh et al. [28], Sugandha and Singh [32], Singh [26, 29] and infinite equi-
libria. It is well accepted that hidden attractors occur in the class of chaotic systems
without equilibrium. The well-known and developed chaotic systems like Lorenz,
Rossler, Chen, Lu fall under the class of finite equilibria and coexistence of stable,
unstable, and stable-unstable attractors arises in the chaotic systemwith infinite equi-
libria (line, curve, plane, surface of equilibria, etc.) by Pham et al. [10], Singh and
Roy [25]. Chaotic system and its synchronisation is helpful in different applications
like secure communication [20, 30], El-Nino Southern Oscillation (ENSO) [19, 33]
etc. Chaos behaviour is harmful in sustainable operation of power grid which leads
unwanted and serious blackout phenomenon or creates stability problem. In view
of this, the chaos control is helpful in the sustainable development of power grid or
power systems as reported by Das et al. [2], Gupta et al. [5], Kumar and Singh [7].

Recently, researcher have investigated few chaotic systemswith line equilibria and
are summarised in Table 1, based on its order of dynamics, number of parameters,
total numbers of terms and nonlinear terms used to model the dynamics in addition
with quantitative measures like first Lyapunov exponent (LE), Lyapunov dimension
and obtained behaviours. It may be observed that some countable 3D, 4D and 5D
chaotic systems have been reported where most of chaotic systems are symmetric
and very few are asymmetric 4D chaotic systems. An asymmetric chaotic system has
good random or chaotic behaviour than symmetric chaotic system as suggested by
Qi et al. [16]. Thus, to develop a new or modified 4D chaotic system from existing
chaotic system with infinite equilibria with unique properties is still crucial and
challenging in the field of nonlinear dynamics.

Motivated with above critical issues, in this paper, a 4D chaotic system is explored
form the 3DRossler Type-IV chaotic system and has infinite equilibria and coexisting
behaviours which are not available in original 3D Rossler Type-IV chaotic system.
The following points summarise the contribution and novelty of this work.

1. An asymmetric 4D chaotic system has unique chaotic 2-torus and 2-torus quasi-
periodic behaviours which are rare in the literature.

2. The 4D chaotic system has only two nonlinear terms, total nine terms and three
parameters. It is simpler than other available 4D chaotic systems except [23]
(refer Table 1).

3. The asymmetric 4D chaotic system has large value of Lyapunov dimension
3.1178 than the other available 4D chaotic systems (refer Table 1).

Further, the paper is organised as follows. The dynamics of proposed 4D chaotic
system is introduced in Sect. 2 followed by analysis of complex dynamic behaviour
that is discussed in Sect. 3. Finally, conclusions and future scope are listed in Sect. 4.
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Table 1 Summary of reported 3D, 4D and 5D chaotic systems with line of equilibria based on
different attributes and behaviours

Chaotic
system
reported by

No. of
parameters

Total no. of
terms

Nonlinear
terms

First LE Lyapunov
dimension

Behaviours

[12]: 3D 2 6 3 0.0363 2.1303 Chaotic

[12]: 3D 2 6 3 0.1082 2.0969 Chaotic and
coexistence

[12]: 3D 3 6 3 0.0584 2.0747 Chaotic and
coexistence

[28]: 3D 4 8 2 2.9733 Chaotic

[15]: 3D 1 6 4 0.0727 2.2329 Chaotic

[6]: 3D 2 7 4 0.0421 Chaotic and
coexistence

[3]: 3D 1 7 4 0.1120 Chaotic

[14]: 3D 1 6 4 0.1482 Chaotic

[14]: 3D 3 8 3 0.2231 Chaotic and
coexistence

[21]: 3D 3 6 4 0.0073 2.869 Chaotic

[13]: 3D 2 6 3 0.1204 Chaotic and
coexistence

[27]: 3D 2 6 1 0.0777 2.1148 Chaotic

[34]: 3D 3 6 4 0.2010 Chaotic: 2D
lattice

[26]: 3D 3 7 2 2.9733 Wide band
chaotic

[11]: 4D 4 11 4 0.1517 Chaotic and
coexistence

[23]: 4D 3 8 1 0.110 3.020 Chaotic and
coexistence

[14]: 4D 4 8 3 0.2148 Chaotic

[4]: 4D 5 9 7 0.1892 Chaotic

[34]: 4D 3 7 5 0.100 Chaotic: 2D
lattice

[24]: 4D 8 13 3 5.5896 2.160 Chaotic and
coexistence

[1]: 5D 4 14 3 0.0610 Hyperchaotic

This work:
4D

3 9 2 0.0736 3.1178 Chaotic
2-torus
2-torus
quasi-
periodic
and their
coexistence
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2 Introduction to 4D Chaotic System

The proposed 4D chaotic system is explored from the prototypes of 3D chaotic sys-
tems reported by German biochemist Rossler [18] where the prototype has only two
equilibrium points. The proposed 4D chaotic system is modified by using negative
feedback control which is added as the fourth equation in the dynamics, and the first
variable is the function of sine. The dynamics of modified system is given as:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ẋ1 = −x2 − x3
ẋ2 = sin(x1) − x4
ẋ3 = ax2(1 − x2) − bx3
ẋ4 = c(x2 + x3)

(1)

where a, b, c are the positive parameters and x1, x2, x3, x4 are state variables of
the system (1). The system has chaotic behaviour for the value of parameters as
a = 0.55, b = 0.55 and c = 0.1. Lyapunov exponents of system (1) are calculated as
L1 = 0.0736, L2 = 0.0001 ≈ 0, L3 = −0.0002 ≈ 0 and L4 = −0.6242. The initial
condition is considered as [x1(0), x2(0), x3(0), x4(0)] = [0.123, 0.123, 0.123, 0.1].
The phase plane behaviours and corresponding time series plots of the state variables
are shown in Figs. 1 and 2, respectively, and show chaotic nature of 4D system.

The equilibrium points of 4D chaotic system (1) are found using ẋ1 = 0, ẋ2 = 0,
ẋ3 = 0 and ẋ4 = 0 and calculated as
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Fig. 1 Phase plane behaviours of asymmetric chaotic system
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Fig. 2 Asymmetric time series behaviour of 4D chaotic system

E =
[

x∗
1 , 1 + b

a
,−

(

1 + b

a

)

, sin(x∗
1 )

]

.

Thus, the 4D chaotic system has a line of equilibria. In order to calculate eigenvalues
and achieve stability nature, the generalised Jacobian matrix of dynamics (1) is
obtained as:

JE =

⎡

⎢
⎢
⎣

0 −1 −1 0
cos(x1) 0 0 −1

0 a(1 − 2x2) −b 0
0 c c 0

⎤

⎥
⎥
⎦ (2)

The characteristic polynomial is formulated using |λI − JE| = 0 and obtained as:

λ
[
λ3 + bλ2 + kλ − (a + b)k

] = 0 (3)

where k = c + cos(x∗
1 ). Equation (3) signifies that there is a zero eigenvalue for all

equilibrium points of 4D chaotic system (1).
It is quite tedious to obtain the dynamic behaviours with the knowledge of the

location of infinite equilibria because the Jacobian matrix is the function of state
variables. The dynamic behaviours of asymmetric 4D chaotic system are analysed
with the help of different numerical tools and presented in the next section.
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3 Complex Dynamic Behaviours of 4D Chaotic System

Dynamic analysis tools such as Lyapunov spectrum plot, bifurcation diagram, cal-
culation of Lyapunov dimension using Lyapunov exponents (LEs) are utilised to
describe different dynamic behaviours in the modified asymmetric 4D chaotic sys-
tem (1).

3.1 Lyapunov Spectrum and Dimension Analysis

All the three parameters of 4D system (1) are varied one by one keeping other fixed.
Lyapunov spectrum with respect to different parameters is shown in Fig. 3. The
spectrum of fourth Lyapunov exponents (L4) is not shown and avoided here. It may
be noted that L4 has negative value between [−0.3,−0.8] for all the range of a, b
and c parameters.

Lyapunov spectrum versus a parameter: The parameter a varied from 0.3 to 0.6,
and Lyapunov spectrum is obtained. The 4D system shows 2-torus quasi-periodic
behaviour for parameter range 0.3 ≤ a ≤ 0.476 and chaotic 2-torus behaviour for
parameter range 0.476 < a ≤ 0.6 except some quasi-periodic instances, refer Fig. 3.

Lyapunov spectrumversus b parameter: The parameter b ranges between 0.38 ≤ b ≤
0.9. The 4D system shows chaotic 2-torus behaviour for parameter range 0.38 < b ≤
0.58 and 2-torus quasi-periodic behaviour in the remaining range.

Lyapunov spectrum versus c parameter: Similarly, parameter c is varied from 0 to
0.8 to obtain the Lyapunov spectrum. It is observed that 4D system shows 2-torus
quasi-periodic behaviour for c ∈ [0, 0.5) ∪ [0.62, 0.8] and chaotic 2-torus behaviour
for parameter range 0.5 ≤ c < 0.62 except some instances where behaviour is quasi-
periodic.

Lyapunov dimension DKY with respect to different parameters is shown in Fig. 4.
The dimension is DKY > 3 for 0.476 < a ≤ 0.6, 0.38 < b ≤ 0.58 and 0.5 ≤ c <

0.62 where the behaviour is chaotic behaviour; otherwise, dimension is DKY < 3 for
quasi-periodic behaviour. Lyapunov dimension of system dynamics (1) is calculated
as:

DKY = 3 + 0.0735

0.6242
= 3.1178 (4)

DKY = 3.1178 exclaims the estimate of the volume dimension that remains non-
growing or non-decaying.
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Fig. 3 Lyapunov spectrum
of 4D chaotic system with
varying a, b and c
parameters
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Fig. 4 Lyapunov dimension
of 4D chaotic system with
varying a, b and c
parameters
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3.2 Bifurcation Diagram Analysis

Bifurcation behaviours are also obtained with respect to parameter a and shown in
Fig. 5. Obtained bifurcation behaviours also correspond similar behaviours obtained
via Lyapunov spectrum in Fig. 3.

3.3 Analysis of Coexisting Attractors

The coexisting behaviours are also observed and shown in Fig. 6. Two different
set of initial conditions are considered to explore the coexisting behaviours of 4D
chaotic system. The coexistence of chaotic 2-torus attractors is obtained at one
set of initial conditions [±0.123, 0.123, 0.123, 0.1]. Other set of initial conditions
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Fig. 5 Bifurcation plot of local maxima of x1 with parameter a increasing

[±0.001, 0.001, 0.001, 0.001] showscoexistenceof 2-torus quasi-periodic and chaotic
2-torus attractors. The chaotic signal with such behaviours may be useful during
encryption of message signal in communication.

4 Conclusion and Future Scope

In this paper, a 4D chaotic system is analysed using phase plane, time series, cal-
culation of Lyapunov exponents, Lyapunov dimension, bifurcation diagram. The
chaotic attractor of the proposed dynamical system has asymmetric behaviour. The
asymmetric chaotic system has a line of equilibria and 2-torus chaotic and 2-torus
quasi-periodic behaviours. TheLyapunovdimension of proposed asymmetric chaotic
system is 3.1178 which is larger than other available 4D chaotic systems, and the
system also has coexisting attractors. Such properties are useful in different applica-
tions such as in secure voice and audio communications, image encryption and may
be explored in near future.
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Fig. 6 Coexisting attractors;
a shows coexistence of two
chaotic 2-torus behaviours
and b shows coexistence of
chaotic 2-torus and 2-torus
quasi-periodic behaviours
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Chapter 63
New Performance Evaluation Metrics for
Outlier Detection and Correction

B Rajanarayan Prusty, Nimish Jain, Kumar Gaurav Ranjan, Kishore Bingi,
and Debashisha Jena

Abstract This paper proposes novel metrics for the numeric evaluation of outlier
detection and correction. The downsides of the existing comparison approaches are
detailed, and substitute metrics, complemented normalized sum of absolute devia-
tions (CNSAD) and overall preprocessing performance (OPP) are proposed. Also,
the suitability of two derived metrics in revealing methods’ capability in handling
extreme outliers is detailed. The merits of CNSAD and OPP are critically analyzed
by applying to a set of polluted data with the synthetically embedded trend and
volatility effects.

Keywords Clean data · Data preprocessing · Evaluation metrics · Outlier
detection and correction · Polluted data · Time series data

1 Introduction

In recent times, there is an overwhelming interest in adopting data analytics in power
system research [1, 2]. Time series forecasting using data analytics and machine
learning is essential for predicting future values of inputs for power system steady-
state analysis [3]. The forecasting accuracy directly depends on the quality of the
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data at hand. Therefore, outlier detection and correction, referred to as data prepro-
cessing, are vital in building precise forecasting models for power system planning
and operation [4, 5]. The selection of a suitable method requires reliable metric-
based performance comparison among methods [6–9]. As detection and correction
are two integral stages of data preprocessing, the overall performance depends on
each stage’s recital. So, the formulation of a metric for unbiased preprocessing result
comparison should equally weigh each stage’s performances. This paper proposes a
new set of metrics for fair numeric comparison amid several methods.

The information about the outliers in a raw time series being unknown prior a
preprocessing method’s performance can only be evaluated using graphical interpre-
tation [9]. Such an approach is vital in highlighting amethod’s success or failure. But,
a numeric comparison among methods with a set of metrics can only be achieved
using each method’s obtained corrected dataset z from the polluted dataset y formed
by randomly introducing outliers in a clean dataset x [4, 6–8]. In the literature, authors
have evaluated the detection performance using F-score (F), calculated using outlier
detection indicators: true positive (TP), false positive (FP) and false negative (FN) [4,
6–8]. Although the need for enhanced correction is well recognized [9], metric-based
performance evaluation is not suggested in the literature. Besides, two approaches
are adopted in the assessment of overall preprocessing performance. The authors in
[9, 10], respectively, calculated mean absolute error (MAE) and root mean square
error between a method’s preprocessed data and clean data. In contrast, [5, 9] evalu-
ated the accuracy based on the forecasting result using the preprocessed data. While
better-preprocessed data yield accurate forecasting result, the reverse is not always
true as forecasting accuracy depends on several other factors. Moreover, none of the
above two approaches signifies the level to which a method is good.

This paper overcomes the above-highlighted lacunae by proposing a new met-
ric named complemented normalized sum of absolute deviations (CNSAD) for the
numerical comparison of several methods’ correction ability. Secondly, it suggests
approaches to examine a method’s ability in preprocessing extreme outliers using
a new set of derived metrics. Finally, it reveals that the detection performance is
under-weighted in the error calculation-based metric, MAE. Since the detection per-
formance evaluation using F-score is directly affected by TP and FP counts, a new
evaluation metric, named overall preprocessing performance (OPP), whose formu-
lation weighs detection and correction equally, is proposed by combining F-score
and CNSAD for unbiased performance evaluation.

The remainder of the paper is designed as discussed underneath. In Sect. 2, the pro-
posed performance evaluation metrics are elaborated comprehensively. The required
numerical analyses and validation for the set objectives are carried out in Sect. 3.
The importance of the considered pollution mechanisms and hypotheses are also
discussed. Finally, the suitability of the proposed metrics in the context of outlier
detection and correction of volatile time series is summarized in Sect. 4.
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2 Proposed Performance Evaluation Metrics

Outlier correction is an equally important concern like detection. Accurate outlier
correction adds to a method’s enhanced overall accuracy. Depending on data char-
acteristics, a method’s correction capability may vary while dealing with outliers on
the upper and lower extreme sides, respectively, known as upper extreme outliers
(UEOs) and lower extreme outliers (LEOs). The total number of data points above
and below the time-varying mean line is regarded as “upper side” and “lower side.”
In this paper, the extreme side refers to the one-third portion toward the time series
edge.

In a polluted dataset where outliers’ information is known prior, a newmetric with
a range limit can be designed based on the approaches: (i) averaging absolute relative
deviations or (ii) normalizing the sumof absolute deviations.Ametric designed based
on the first approach, namely average absolute relative deviations (AARD), can be
expressed as,

AARD = 1

TP+ FP

TP+FP∑

i=1

|z ji − x ji |
|x ji |

, (1)

where i is the counting variable for detected outliers; ji is the index of i th outlier;
x ji and z ji are ji th values of x and z, respectively.

In (1), there is possibly a high chance that the summand(s) pertaining to extreme
outlier(s) may exceed one. This scenario may logically be more likely to happen for
LEO(s) than UEO(s). Such cases in AARD calculation would make it unfit for a fair
numeric comparison of correction performances. Moreover, the correction is made
to the polluted data, whose performance may be affected by the pollution mechanism
and pollution level. Therefore, considering all the factors that affect outlier correction
is imperative for designing a stable normalized outlier correction metric.

On this note, the second approach seems applicable where the method’s correc-
tion ability is quantified by the sum of corrected outliers’ absolute deviations (SAD)
measured from their corresponding clean data values (refer to Fig. 1). The average
absolute deviation (AAD) can be calculated from the SAD by adopting the formula-
tions in Fig. 1. The subscripts “U” and “L” in Fig. 1, respectively, refer to upper and
lower. The lowest value of SAD is zero, corresponding to the “ideal outlier correc-
tion (true outliers are brought back to their original values, leaving the false outliers
unchanged).” Its value is maximum, i.e., SADM for the worst-case outlier correction.
Hence, the normalized value of SAD, i.e., NSAD can be expressed as,

NSAD = SAD

SADM . (2)

In the correction stage, a typical method corrects an outlier based on an estimation
using the polluted data or a statistical parameter, e.g., mean or median of the polluted
data. In either of the above cases, the corrected data lie within the range of lower



840 B Rajanarayan Prusty et al.

Fig. 1 Calculation of SAD and AAD

limit yLLim to the upper limit yULim of the polluted dataset. Therefore, the expression
for SADM is proposed as,

SADM =
TP+FP∑

i=1

Max
(|yULim − x ji |, |yLLim − x ji |

)
. (3)

A zero value of NSAD denotes the best outlier correction, whereas its unity value
corresponds to the worst case of outlier correction. The limiting values of NSAD
can be reversed by calculating CNSAD = 1− NSAD. Here, CNSAD has a similar
limiting constraint as F-score, i.e., zero value and unity values indicating worst and
best performances, respectively. So, these two scores in unison are the potential
candidates to compare the overall performance of multiple preprocessing methods.
For contradictory F-score and CNSAD value, a new metric OPP that calculates their
harmonic mean is expressed as,

OPP = 2× F × CNSAD

F + CNSAD
. (4)

The limiting values of OPP are zero and one, respectively, indicating theworst and
best overall performances. The evaluation using metric OPP is unbiased as F-score
and CNSAD are unbiased. If F-score is zero (no outliers are detected), the correction
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does not make any sense; thus, OPP is assigned the zero value and marked as the
worst case.While a preprocessingmethod is expected to perform better detection and
correction irrespective of the outliers’ positions, there may be a chance of unequal
detection and correction performance while handling extreme outliers based on the
pollution mechanism used. In that case, F-score and CNSAD cannot evaluate the
method’s specific performance while dealing with UEOs and LEOs. In contrast, the
derived metrics FU − FL and CNSADU − CNSADL are suitable to highlight the
inclination of a method’s performance toward a particular side. The calculation for
(FU, FL) and (CNSADU, CNSADL), respectively, uses the formulations of F-score
and CNSAD, considering the true and false outliers of the respective sides.

3 Numeric Analysis and Validation

The significances of the proposedmetrics are validated by considering historical load
power data collected froma restaurant inAnchorage,USA[11] as the primary dataset.
Three new datasets with the synthetically embedded complex trend and volatility
effects are generated using the primary dataset. The plots of the first 250 samples of
all four datasets are shown in Fig. 2. The time-varyingmean line and boundary lines to
highlight extreme one-third portions are also shown. The paper’s objective is twofold.
Firstly, the importance of metrics, FU − FL and CNSADU − CNSADL, is examined.
Further, the level to which inclination of methods’ performance to a particular side
is affected by trend, and volatility effect using the metrics is investigated. Secondly,
the unbiased evaluation of overall preprocessing performance by OPP compared to
MAE is presented.

Fig. 2 Clean datasets used for result analyses
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An ideal method’s equilibrium performance refers to its consistent dealing with
extremeoutliers. Statisticalmethods, such as the portrait dataset-based (PDB)method
[7] and the improved sliding window prediction (ISWP) method [9], have quite a
possible chance to deal with extreme outliers inconsistently as they compute confi-
dence interval/outlier region for outlier detection, hence are considered in this paper.
On this note, two pollution introducing mechanisms, M1 and M2, which can bring
appreciable deviation, would help revealing methods’ performance in this context.
Pollution level is set to 10% of total samples (50 outliers), with the number of out-
liers on the extreme sides proportional to the data samples contained in those sides.
The indices of randomly introduced outliers are kept the same for all cases and
mechanisms. The pollution mechanisms are as discussed underneath.

– M1: A sample value is randomly altered by 50% of the clean data value.
– M2: A sample value is randomly altered by a fixed value.

The hypotheses for the first objective are: (i) a method’s detection performance
for M1 is better while dealing with upper extreme outliers, (ii) a methods correction
performance for M1 is better while dealing with lower extreme true outliers, and (iii)
both shift toward the equilibrium performance for M2.

For M1, there is a high chance that a method detects an extreme outlier whose
deviation from the corresponding clean data value is significant than an outlier with
a low magnitude deviation. Further, the upper extreme true outliers’ corresponding
corrected data point’s deviation from the clean data value is also likely to be higher,
whereas for M2, extreme outliers have a nearly similar deviation in terms of mag-
nitude, therefore have almost equal chances of being detected by a method. Also, a
method is likely to perform almost identical correction while dealing with extreme
true outliers because of similar deviation. Let two clean data points (say 50 units
and 20 units present in upper and lower extreme sides, respectively) be changed by
the same 25% by M1. The UEO with 62.5 units is more likely to be detected than
the LEO of 15 units because the net deviation is significant in the former case. And,
the latter case is more likely to lie outside the outlier region. Assuming that both
extreme outliers are detected, a method is more likely to bring back the LEO of 15
units significantly closer to its original value of 20 units than UEO of 62.5 units to a
value substantially nearer to 50 units as the deviation of 12.5 is high. Let those clean
data points be changed to 60 units and 10 units, respectively. Now, a method is likely
to detect both the outliers and perform similar correction if both are detected.

Table 1 compares the proposed metrics’ values for both mechanisms using PDB
and ISWP for evaluating detection, correction and overall preprocessing. In Case
1, due to the absence of trend and volatility effects, the accuracy of computing the
outlier region is high. Therefore, it becomes relatively easy for both methods to
detect outliers irrespective of the mechanism. However, the observations are as per
the hypothesis forCase 2 throughCase 4. The observations considering two randomly
chosen data points of the Case 2 dataset using the ISWP method are detailed. Two
extreme clean data points, upper of 39.4 kW and lower of 17.1 kW, when polluted
usingM1, the UEOof 59.1 kW is detected, whereas the LEO of 8.5 kW is not because
the net deviation of 8.5 kW is minor in the latter case compared to the deviation of
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19.7 kW in the former. However, both outliers are detected when polluted using M2.
Similar observations are also noted for most of the other data points of the same
case and other cases for both methods. It is worth highlighting that, with the help of
the metric FU − FL, it becomes possible to reveal that both methods have significant
average FU − FL for M1, and the value moves toward the equilibrium performance
for M2.

Themechanism-wise outlier correction performances are also compared inTable 1
(“C” stands for CNSAD). Although it is well-known that the correction is affected by
detection, it is still inferred from the analysis that the correction performance is nearly
as per the hypothesis. There is a shift in the inclination of correction performance
toward the equilibrium in M2 in all the cases but Case 3 and Case 4 using PDB as
the performance is majorly affected due to the trend effect in the data. Further, to
highlight that with the assistance of CNSADU − CNSADL, it becomes possible to
envisage the impact of outliers’ position on the correction performance. The metrics
FU − FL and CNSADU − CNSADL are always helpful as they depict a method’s
sensitivity to a specific data characteristics, pollution mechanism used and level of
pollution introduced. Further, their consideration as one of the criteria helps propose
an accurate preprocessing method with above metric values nearly zero. Further,
using the synthetic datasets that have embedded trend and volatility effects, the
above two metrics can reveal how sensitive a method’s inclination to a particular
side concerning the above effects. In reality, outliers may be of any magnitude,
hence, irrespective of the mechanism used method’s performance should be stable.

Finally, the suitability of metric OPP over MAE is justified in light of the critical
observations as elucidated underneath. For Case 1, although the ISWP method per-
forms better detection than the PDBmethod but nearly a similar correction, theMAE
score is less for the PDB method, indicating its superior preprocessing. Further, the
difference between the F-score of both the methods is much higher in Case 2 than in
Case 3 and Case 4, and still the difference betweenMAE of both the methods in Case
2 is much lower than Case 3 and Case 4 because the difference between CNSAD of
both the methods is higher in Case 3 and Case 4 than in Case 2. Based on the above
peculiar observations, it is inferred that MAE result is biased as it undermines the
detection performance of a method and gives higher weight to the correction. How-
ever, MAE-based comparison is unbiased when methods with different correction
performances have ideal detection (F = 1). On the other hand, OPP accounts equally
for detection and correction performances and, therefore, provides an unbiased result
in all cases. Also, OPP gives a meaningful comparison between the methods for a
given case, e.g., in Case 1, ISWP performs 13.1% better than PDB.

4 Conclusion

Two novel metrics, named CNSAD and OPP, are proposed to evaluate outlier correc-
tion and overall data preprocessing performances. Further, two derivedmetrics’ capa-
bility to reveal methods’ success or failure in handling extreme outliers of different
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magnitude deviations is suggested. The validity of the above metrics is elucidated
through detailed result analysis considering various polluted datasets and pollution
mechanisms. The proposed metrics provide a fair comparison among outlier detec-
tion and correction methods for selecting the best method. Further, the proposed
metrics’ role would be vital while proposing a new outlier detection and correction
method.
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Chapter 64
Time Series Decomposition Techniques
for Renewable Generation Applications

Satyabrata Das, B Rajanarayan Prusty, Kishore Bingi,
Kaibalya Prasad Panda, and Gayadhar Panda

Abstract Time series decomposition is extensively used recently for nonlinear non-
stationary time series modeling and forecasting. A relevant set of monocomponents
obtained using an adaptive decomposition method is a potential candidate for pre-
dictions using point and probabilistic forecasting frameworks. Time series decom-
position has been widely applied to time series of input variables of various power
system analyses. This paper comprehensively reviews the decomposition-based data
cleaning approaches, selection of a forecasting model for renewable generations, and
challenges in model development. This critical review is expected to help a novice
reader in the area of time series decomposition significantly.

Keywords End effect · Forecasting ·Mode mixing · Renewable generations ·
Time series decomposition

Nomenclature

AI Artificial intelligence
ALIFD Adaptive local iterative filtering decomposition
ANN Artificial neural network
BEMD Basic empirical mode decomposition
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CEEMD Complete ensemble empirical mode decomposition
CEEMDAN Complete ensemble empirical mode decomposition with adaptive

noise
DMD Dynamic mode decomposition
EEMD Ensemble empirical mode decomposition
EMD Empirical mode decomposition
ESMD Extreme-point symmetric mode decomposition
ESSD Empirical signal separation decomposition
EVD Eigen value-based decomposition
EWMD Extreme-point weighted mode decomposition
EWT Empirical wavelet transform
FEEMD Fast ensemble empirical mode decomposition
ICD Intrinsic characteristics-scale decomposition
IMF Intrinsic mode function
ITD Intrinsic timescale decomposition
LCD Local characteristic-scale decomposition
LMD Local mean decomposition
LSSVM Least-squares support vector machine
NMD Nonlinear mode decomposition
RVM Relevance vector machine
SSSA Sliding singular spectrum analysis
SVM Support vector machine
SVR Support vector regression
VMD Variational mode decomposition

1 Introduction

Amove toward data-driven power system research necessitates adequate knowledge
of data analytics and machine learning. The development of prediction models is
preeminent in the majority of power system research [1–3]. Load power prediction
has gained tremendous research attention in power systems for several decades and
is continuing. In recent years, renewable generations have become significant energy
sources. Integration of renewable generations to the power systems is encouraged
both at the transmission and distribution levels. Renewable generations are variable
and highly unpredictable [3]. In renewable energy-rich power systems, several uncer-
tain inputs make the system analysis challenging. Depending on the characteristics
of the input time series, the prediction model development steps are also different.
Besides, the generation of high-quality synthetic information from real-world low-
level data is imperative. Data preprocessing prepares the raw data suitable for further
processing. Several preprocessing approaches have been applied to time series data
in the literature depending on the type of application. In the field of time series fore-
casting, data preprocessing is accomplished in one or more steps. The first step pre-
processing, basically refers to (i) updating the missing values and (ii) accomplishing
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the detection of outliers and their apt correction [4]. The second step preprocessing
is used to (i) characterize the predictable components [3], (ii) adoption of time series
decomposition [5], etc., for ensuring an effective forecasting model development. In
some instances, the combination of more than one of the above tasks is performed
before developing a forecasting model. This paper mainly focuses on the critical
review of the application of adaptive decomposition methods to power system input
variables.

Extensive research on adaptive decomposition for nonlinear and non-stationary
time series has been made over the years and is continuing. In 1998, the first adaptive
decompositionmethodBEMDwas proposed [5]. Since then, several adaptive decom-
position methods and their improved versions were presented by researchers for time
series originating from different nonlinear and non-stationary processes. Various
adaptive decomposition methods can broadly be classified into four categories such
as sifting-based methods, Eigen value-based methods, spectrum segmentation-based
methods, and surrogate model-based methods. The members of sifting-based adap-
tive decomposition include EMD, LMD, ITD, ALIFD, LCD, EWMD, and ICD. The
adaptive decomposition methods DMD, EVD, and SSSA, are the eigenvalue-based
methods, whereas EWTandVMDare included under the spectrum segmentation cat-
egory. The NMDmethod is the only surrogate model-based adaptive decomposition
method that exists in the literature.

Several research interests are devoted toward comparingwell-establishedmethods
of a category or methods under various types, improvisation of techniques, applica-
tion of these methods to different engineering fields, etc. [6]. The pertinent issues
like frequency resolution, sampling frequency,modemixingwere critically analyzed.
Detailed analysis of various adaptive decomposition methods applied to time series
of renewable generation is never discussed in detail in the literature. This paper
focuses on the aspects such as decomposition-based data correction approaches,
challenges, and application of adaptive decomposition for the forecasting of highly
volatile power system variables such as renewable generations.

2 Decomposition-Based Data Correction

2.1 Denoising

Time series data used in power system applications are prone to various uncertainties
affecting the data acquisition process. These time series usually have randomness,
fluctuation, and nonlinearity, which often lead to difficulties in the forecast. Filtering
the noisy components of time series by data processing techniques often leads to a
time series that can improve prediction accuracy. So, noise elimination is an essential
step in a renewable energy forecast system. Removal of noise from the time series
is often termed data preprocessing. It can be accomplished in various ways. Decom-
posing a time series into its constituent components helps extract salient features
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using adaptive decomposition methods, thus improving accuracy. Denoising of input
time series enhances the performance of forecasting models by strengthening the
adequate information and simultaneously removing the noise information that inter-
feres with the forecasting model. It does not hamper natural dynamics present in
the original time series. Denoising helps in reducing the instability and randomness
characteristics of the time series.

Unlike Fourier series expansion, BEMD can decompose a time series into a finite
number of IMFs. The obtained IMFs’ instantaneous frequencies with clear physical
meanings describe the original time series oscillation. First obtained IMFwith higher
frequencywill most likely have noise information, whereas the last IMF having lower
frequency represents trend term. The middle-order IMFs reflect the periodicity of
the original time series and are hence known as periodic components. Sometimes
first two IMFs are also considered as noise. Removal of the high-frequency IMFs
from the original time series yields smooth data used for forecasting. Decomposition
methods like BEMD [7], EEMD [8], CEEMDAN [9], and EWT [10] have shown
their effectiveness in noise removal for renewable energy applications by remov-
ing high-frequency IMFs. The CEEMDAN method exhibits better noise removal
performance than BEMD, EEMD, and CEEMD in terms of reduced mean absolute
percentage error [9], thus helps in improving prediction accuracy. In recent years,
few advanced adaptive decomposition methods are applied to renewable energy time
series for denoising, such as VMD, EWT, ITD, LMD, ESMD, and SSSA. Commonly
associated errors with the BEMD due to mode mixing, end effect are avoided by
VMD, thus yielding improved noise robustness and IMF separation helping in better
forecast [11].

2.2 Missing Value Updation

Instruments used to acquire data often fail due to various reasons resulting in gaps or
missing values in time series. These gaps prevent the BEMDalgorithm from properly
sifting through the data. When the sifting process encounters a data gap, the splines
cannot interpolate, halting the sifting process. A new set of piecewise spline functions
begins on the next stage of continuous data to resume sifting. It is assumed that the
data remains constant to overcome this difficulty for small data gaps in the time
series. This approach may be helpful for small data gaps; however, it is unsuitable
for more significant gaps in a time series with fluctuating data. If missing data are
not corrected with their true value, then obtained IMFs will be erroneous, and the
magnitude of error increases as the number ofmissed data lengths ismore. Themirror
extension technique updates the missing values to reduce the error between true IMF
(time series without missing value) and extracted IMFs from the time series (after
missing value updated) [12]. The mirror extension method is effective in reducing
error for high-frequency IMFs as compared to low frequencies. Gaps in the time
series data produce errors in the decomposed components or IMFs. These errors
affect differently to low- and high-frequency IMFs. Gap duration in the time series
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data accounts for errors in low-frequency IMFs. In contrast, high-frequency IMFs
have errors around the vicinity of the gaps, and it is maximum at the endpoints. Hence
conventional endpoint suppression algorithms can tackle the errors in high-frequency
IMFs [13].

2.3 Outlier Detection and Their Apt Correction

The presence of outliers in a time series disturbs the true identification of the local
extremas. Hence, sifting-based adaptive decomposition methods cannot determine
the true mean envelope of the time series contaminated with outliers using these
extrema values. Optimal smoothing parameter technique-based statistical EMD [14],
and its improved version, i.e., quantile smoothing-based BEMD [15] both overcome
this problem. In these methods, the lower and upper envelopes are determined from
the time series corrupted with outliers by performing quantile smoothing splines
followed by a regular BEMD process. The performance of this method depends
on the suitable selection of quantile level and smoothing parameters in the algo-
rithm. To measure the performance of evaluation of this method, mean square error
between true and extracted IMFs are computed, which reveals the effectiveness of the
method. Different signals such as chirp andHeavisine corruptedwithGaussian noise,
t-distribution, and contaminated Gaussian mixture are applied to test the efficacy of
these methods. The t-distribution and Gaussian mixture scenario represent the out-
liers’ presence in time series. The sifting process of BEMD is modified by using
t-distribution to reduce the effect of outliers on the forecasting model. Both upper
and lower envelopes are computed from the extremas by using the t-distribution
function. The resulting IMFs are fed to a backpropagation ANN-based forecasting
model, which yields better forecasting accuracy than BEMD [16].

3 Adaptive Decomposition for Renewable Generation
Forecasting

3.1 Challenges of Decomposition for Forecasting Application

(i) Extraction of Stationary Component for Better Prediction: PV output power
and wind speed time series data are inherently non-stationary. The forecast-
ing models for these time series preferably require stationary inputs for better
performance which can be obtained using suitable preprocessing techniques
such as adaptive mode decomposition. Use of adaptive mode decomposition in
preprocessing enables extracting stationary components from time series data.
This is accomplished by using the various original decomposition methods and
their variants, such as FEEMD, CEEMDAN, EWT, LMD, and VMD. These
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decomposition methods help to decompose the time series deeper to extract the
stationary components useful in multistep prediction.

(ii) Developing Accurate and Stable ForecastingModel: The accuracy and stabil-
ity of a forecastingmodel depend on the extracted components derived from time
series data. These extracted components should be devoid of mode mixing phe-
nomena. They should not be derived from an over or under decomposed method
to have better accuracy and stability. Bias–variance framework and Diebold–
Mariano test exhibit CEEMDAN and VMD-based decomposition methods have
better performance in this aspect.

(iii) Reduction of Computational Complexity in Forecast Model Development:
Orthogonal components extracted from the raw time series usingvarious adaptive
decomposition methods help reduce computational complexity, primarily when
used with the SVR forecasting model. This orthogonal nature of components
helps reduce the complexity of the inner product in the regression function of
SVR, thus avoiding the possibility of overfitting, hence improving the prediction
performance.

(iv) Better Denoising Ability: EWT decomposition method has inherited the excel-
lent features of wavelet-based decomposition algorithm and EMD-based adap-
tive decomposition method. Wavelet-based algorithms are popular in denoising,
whereas EMD-based methods are suitable for extracting stationary components.
Thus EWT-based algorithm exhibits better denoising and extraction of station-
ary components from the time series, which helps in improving the prediction
performance.

(v) Multiscale Feature Extraction: To improve the forecasting performance of
the model, often input features at different scales are needed. These can be
obtained by employing two different adaptive decomposition methods in suc-
cession. EEMD followed by the VMD method helps in extracting features at
multiple scales thus exhibits improved performance.

3.2 Selection of Optimal IMF Set and Compatible
Forecasting Model

(i) Reduction of IMFs: Adaptive decomposition methods produce several IMFs
from raw time series. The obtained number of IMFs decides the required num-
ber of forecasting models. An optimum number is always desirable because
it reduces the overall computational burden on the forecasting framework. To
reduce the number of IMFs obtained from adaptive decompositionmethods, they
are clubbed into different groups based on their degree of randomness. For this
purpose, sample entropy [11] and Lempel–Ziv complexity [17] are used. This
helps recombine the IMFs based on the similarity of randomness, thus yielding
a lesser number that is subsequently used for prediction purposes.
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(ii) Forecasting Model Selection: The forecasting models are used in connection
with renewable energy time series can be broadly categorized into two types such
asAI-basedmethods and statisticalmethods. AI-based forecastingmethods such
as ANN, SVM, LSSVM, and RVM are primarily responsible for forecasting the
nonlinear and non-stationary components of the time series. In contrast, statis-
tical autoregressive models predict the linear components. IMFs obtained from
the adaptive decomposition process are applied to different forecasting mod-
els developed using the above-mentioned methods. Generally, the prediction
accuracy of the forecasting model, which is based on both AI and statistical
methods, is better in comparison with models based on either AI or statisti-
cal methods. Decomposition methods like CEEMDAN and VMD have shown
improved performance when used with SVM-based forecasting models. Com-
monly most of the forecasting models carry out point forecasting. But because
of uncertainties associated with time series, probabilistic or interval forecasting
is preferable. Most of the EMD-based decompositions are used for deterministic
forecasting, whereas EWT, VMD, and LMD-based decomposition methods are
used for probabilistic forecasting. EWT-Gaussian process regression [18], and
VMD-probabilistic extreme learning machine [19] are prevalent in the literature
for probabilistic forecasting.

3.3 Review of Application of Decomposition Methods to
Different Time Resolution Data

Most of the forecasting models based on adaptive decomposition methods are used
for short-term prediction [20]. Different methods use different time resolution data in
preprocessing. It is difficult to draw any conclusion between sampling time and the
decomposition method employed. There is no standardized format of sampling time
that is being used by different preprocessing methods. It depends on the sampling
rate used in the field devices. EMD is a popular decomposition method applied
in renewable energy time series. This can be applied to both PV and wind data.
This method requires a higher sampling frequency for better performance. At a low
sampling rate, the mode decomposition error becomes prominent. Moreover, this
EMD method has issues like mode mixing [21], end effect [22], and overshoots and
undershoots. LMD method also exhibits mode mixing [23]. ITD method is devoid
of mode mixing, end effect but is not suitable for high sampling frequency time
series [24]. Similarly EWT, VMD methods are not ideal if the time series is highly
non-stationary. If the non-stationarity is low or the time series is almost periodic,
then these methods produce comparatively better results.
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3.4 Scopes for Improving Forecasting Accuracy

In the literature, there are many adaptive decomposition methods available most of
which are applied for analyzing machinery fault diagnosis, structural health monitor-
ing, healthcare monitoring, and seismic applications, to mention a few. Only a selec-
tive adaptive decomposition methods are applied in the renewable energy domain:
EMD [5], LMD [25], ITD [24], ESMD [26], EWT [27], VMD [28], and SSSA [29].
There are ample scopes for other decomposition methods like LCD [30], ESSD [31],
ICD [32], and NMD [33] that are yet to be applied in forecasting renewable energy
time series in the preprocessing step.Among all the adaptive decompositionmethods,
NMDseems to bemore suitable because it can be applied to any time series, removing
noise greatly compared to other decomposition methods. At the same time, it yields
an optimum number of IMFs compared to other adaptive decomposition methods.
Hence, the application of NMD as a preprocessing technique for renewable energy
time series will improve the prediction performance.

4 Conclusion

This paper accomplished a critical review on applying time series decomposition
methods to renewable generation time series in power system applications. Time
series decomposition-based data corrections approaches are summarized. Hybridiz-
ing strategies for developing better predictions are also enlightened. Challenges of
decomposition and selection of optimal IMF set for a compatible forecasting model
development are discussed. Finally, the application of adaptive decomposition meth-
ods to time series data of different resolution and scopes for improving forecasting
accuracy are enlightened.
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